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PREFACE 

Alzheimer's disease afflicts up to 1 in 5 people over the age of 65 years and causes untold 
suffering of the patient and their family. The cause of this disease is unknown; indeed, evidence 
increasingly suggests that there may be multiple Alzheimer-type syndromes with different 
etiologies, analogous to different types of psychosis. Currently there are no means to prevent 
the disease, slow its progress or reverse its neurodegenerative consequences. With few 
exceptions, clinical trials of a variety of compounds have resulted in patient responses that are 
disappointing with respect to both the proportion of responders and the magnitude of the 
responses. Novel approaches to the treatment of Alzheimer's disease are clearly warranted. 

For this reason, we organized the First Suncoast Workshop on the Neurobiology of Aging in 
St. Petersburg, Florida, which took place from February 26-March 1, 1989. This workshop 
focused on novel treatments and models for Alzheimer's disease and represented a cooperative 
venture among academia, government and industry, both in its participants and sponsorship. 
The Center for the Neurobiology of Aging at the University of Florida, the National Institute on 
Aging and Taiho Pharmaceutical Corporation in Japan sponsored the workshop in which 
scientists from the North America, Europe, Japan and other parts of Asia participated. 

While not an official proceedings of the Suncoast Workshop, this text does reflect the 
breadth and depth of the research presented there. A few additional chapters were received from 
investigators who could not attend the workshop but who wished to augment the book. The text is 
divided into sections that deal with animal and clinical models for Alzheimer's disease, novel 
treatment strategies based on a new generation of cholinergic agents, neurotrophic agents that 
prevent or even reverse neurodegeneration, grafting neural tissue into the brain, other types of 
therapeutic approaches, and novel approaches to improve the delivery of drugs to the brain . 
.collectively, this text reflects an advanced level of thought on a variety of related strategies 
aimed at treating neurodegenerative diseases such as Alzheimer's disease. 

In a field moving this quickly, it is imperative that new data and hypotheses be published 
as quickly as possible. Towards this end, we are indebted to Melanie Yelity and the others at 
Plenum Press who expedited the publication of this book in so many ways. 

The organization of this workshop and the production of this text required the cross­
continental efforts of many people. We are particularly grateful for the continuing intellectual, 
organizational and financial support of the following individuals at Taiho Pharmaceutical 
·Company in Japan: Mr. Satoru Nakagami, who was so enthusiastic in his support of the 
Workshop; Dr. Takashi Suzui; and Dr. Katsuo Toide. Some of our best suggestions for organizing 
the workshop came from Dr. Ronald Micetish, President of Synphar, a North American affiliate 
of Taiho Pharmaceuticals. Our co-editor, Dr. Jyunji Yamamoto, graciously agreed to write a 
separate Preface for this volume. 

This text would have been impossible without Janice E. Goodson. Ms. Goodson's devotion to 
the project far exceeded our expectations; her professional touch was evident in every 
workshop-related activity, ranging from the organization and advertisement of the workshop 
over a year ago through the editing of the last submitted manuscript. Special contributions to 
the text were made by the following individuals: Dr. Jennifer Poulakos, Dr. Suzanne Evans, and 
Judy Adams 
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Finally, we wish to acknowledge the support of the administration of the University of 
Florida, College of Medicine and College of Pharmacy, as well as the Office of the Vice President, 
J. Hillis Miller Health Science Center. Their support for this project and for the other 
activities of the Center for the Neurobiology of Aging daily facilitates our multidisiplinary 
approach to the problems of the aging brain, including Alzheimer's Disease. We believe that the 
knowledge base reflected in this text and the willing participation of eminent scientists from 
around the world, will similarly enhance our future workshops on novel treatments for 
Alzheimer's Disease. 

Date: August 14, 1989 
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Edwin M. Meyer 
and 

James W. Simpkins 
Gainesville, Florida 



AN OPINION FROM JAPAN 

Science, being an historically accumulated product, walks on one step after another 
with the achievements of scientists from each generation, with no possibility of leap­
frogging even one of the steps. It is no easy task to know the historical background of 
scientific progress, and there are many cases in which scientists cannot become so 
enlightened. At the time of its advancement and development, science is confronted with 
many difficulties; how to solve these difficulties hangs on the shoulders of each 
generation, as a mission. 

Each generation must also deal with the advancement of pharmacological products, 
which goes all the way from scientific research to social needs. Major social and medical 
problems in recent years are the age-related neurological disturbances Alzheimer's 
disease, dementia and senility, and researchers are burdened with the responsibility of 
tackling these problems squarely. Development of very highly advanced drugs such as 
those promoting memorization/learning capacities or inhibiting the aging process will 
be in greater demand in the future; further, scientific technologies in general have been 
progressing steadily and surely, along with individually specialized areas and techniques 
for dissemination of information. Under these evolving circumstances, solutions will 
almost undoubtedly involve group efforts and not those of any single investigator. 

The question here is how effectively research works in different specialized 
disciplines to solve problems in as short a time period as possible. For this purpose, it 
will be desirable to develop a new research system with the capacity to promote joint 
research and design components in various forms as required. 

Nowadays in Japan, the number of researchers and research-institutions studying 
the brain are steadily increasing. This state of affairs can also be commonly applicable 
to many countries in the world. The world abounds with people who have a variety of 
ideas. While cultures indigenous to each country exist, scientific differences will 
result. Combining these different sciences will make it possible to give rise to newer 
lines of research, widening the door open to a newer platform of prospects, which is 
really marvellous in itself. 

I have in mind always to watch my own contribution to science and humanity. 

J. Yamamoto, Ph.D. 
Director of Alzheimer's Disease Research 
Taiho Pharmac:euticals, LTD 
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A FUNCTIONALIZED CONGENER APPROACH TO MUSCARINIC LIGANDS 

INTRODUCTION 

Kenneth A. Jacobson,* Barton J. Bradbury,* and Jesse Baumgold 

*Laboratory of Chemistry, NIDDK, and Laboratory of Molecular 
and Cellular Neurobiology, Section on Membrane Biochemistry 
NINDS, NIH, Bethesda, MD 20892 

Most clinically available cholinergic drugs (eg. the agonist pilo­
carpine, 1, and the antagonist atropine, 2, Figure 1) are non-selective in 
their interaction with muscarinic receptor subtypes. The recent cloning, 
sequencing, and expression of five separate genes for muscarinic receptors 
(1-4), has raised the possibility of developing novel organic compounds that 
act as agonists or antagonists at one of these SUbtypes. Selective com­
pounds could be therapeutically useful in treating a variety of diseases, 
including Alzheimer's disease, cardiac disease, neurogenic bladder, and 
certain sleep disorders. Futhermore, such specific compounds, by virtue of 
their subtype selectivity, should be devoid of many of the side effects of 
currently used compounds. 

FUNCTIONALIZED CONGENERS: A STRATEGY FOR THE DESIGN OF NOVEL DRUGS 

In view of the above, a goal is to develop novel and selective muscar­
inic agonists and antagonists. We have used a functionalized congener 
approach in the design of new muscarinic ligands. 

By the functionalized congener approach (5), an insensitive site on the 
structure of a pharmacophore is identified by structure-activity studies and 
utilized for attachment of a chemically reactive chain, designed not to 
preclude receptor binding of the derivative (Figure 2). This chain may vary 
in length and composition, depending on the requirements at a particular 
receptor to achieve high selectivity and/or affinity. At the terminal 
position of the chain is a chemically functional group (hence the designa­
tion "functionalized" congener). This distal functional group may be an 
amine, carboxylic acid, or other group that is easily coupled covalently to 
a complementary group on another molecule ("carrier"). Thus, this func­
t10nal group serves as general attachment site for derivatization, resulting 
in conjugates that retain affinity for the receptor and that may have addi­
tional desired chemical or pharmacological properties depending on the 
attached "carrier." The structure activity relationships at this distal 
site may be utilized to design additional analogs having enhanced pharmacol­
ogical properties (6). In general, the affinity of a drug for a receptor 
may be increased using this strategy. 
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Figure 1. Structures of muscarinic ligands 
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a b 

Figure 2. a. Functionalized congener (x) bound to receptor-site. 
b. Functionalized congener covalently coupled to carrier group 
(y) through amide or other linkage (z). 

In order for this approach to succeed, the binding site on the receptor 
must not impose strict steric constraints at the point of derivatization on 
the ligand. 

A further benefit of developing selective and potent receptor ligands 
that are chemically functionalized is the development of specialized recep­
tor probes (7), detected by radioactive, spectroscopic, or other means. A 
prosthetic group to serve as a reporter group is attached at the distal 
functional site (Figure 2b). An example of such a prosthetic group for ra­
diolabeling is the p-aminophenylacetyl group (8), which is a substrate for 
' 25 I incorporation. 

We have developed series of functionalized congeners for A,- and A2-
adenosine receptors. A carboxyl or amino group was placed at a newly cre­
ated distal site on an adenosine (agonist) or xanthine (antagonist) deriva­
tive. These functionalized purines (abbreviated XAC and ADAC for A, sites, 
and APEC for A2 sites) were useful both as synthetic intermediates and as 
prototypical affinity receptor probes (8). A distal amino group was ob­
served to enhance potency and/or selectivity for certain agonists and an­
tagonists. Moreover, this functional group was covalently condensed with 
reporter groups for probing the receptor binding interaction and character­
ization of A,-adenosine receptors by, radioactive and spectroscopic methods 
(7) • 

PHARMACOLOGICAL MODELS FOR MUSCARINIC RECEPTOR SUBTYPES 

Previously, muscarinic receptors were divided into two subtypes, M, and 
M2, based on sensitivity for the antagonist pirenzepine (~, Figure 1). 
Pirenzepine is an anti-ulcer agent that inhibits the binding (9) of the an­
tagonist [3HlN-methylscopolamine (NMS, ~) to membranes from cerebral cortex 
(M,) with an affinity that is 25-fold higher than its affinity for membranes 
from atria (M2). Difficulties with the M,/M2 classification included the 
presence of a receptor of intermediate affinity (9), which was often classed 
together with the low affinity receptor (both being unresponsive to the 
specific agonist McN-A-343 (10), ~). Furthermore, it was not possible to 
correlate the two subtypes consistently with intracellular responses. 

It is now apparent that each of these two pharmacological classes 
contains heterogeneous receptor protein populations, encoded by distinct 
genes. Bonner, Brann, and coworkers (1) at NIH, screening a rat brain 
complementary DNA library; Peralta, Capon, and coworkers (2), screening a 
human brain cDNA library; Numa and coworker (3); and other groups have iden­
tified and cloned separate genes for four separate sUbtypes. The subtypes 
are designated ml - m4 in the notation of Bonner. The notation of Peralta 
uses HMl through HM4 for the analogous receptors, except that HM3 corre­
sponds to m4, and HM4 to m3. Thus, for screening new muscarinic agents for 
selectivity it is desirable to compare the potency of such agents at each 
distinct subtype through binding and functional assays. 
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Table 1 lists the muscarinic receptor subtypes, their 
location, and second messengers. Particular genetically-defined 
muscarinic subtypes are preferentially coupled to second 
messenger systems, including the stimulation of 
phosphoinositide (PI) turnover (ml and m3), the inhibition of 
cyclic AMP accumulation (m2 and m4), and other intracellular 
signals. Thus, selectivity of a muscarinic agonist for one of 
the second messengers is a result of selective binding to 
receptor sUbtypes. From amino acid sequence information, there 
is a high degree of homology (roughly 80%) between ml and m3 
and between m2 and m4 muscarinic receptors. It is no 
coincidence there are also pharmacological similarities between 
the same pairs of receptor sUbtypes. Baumgold and White (11) 
and others (1,12-14) have found that muscarinic agonists 
stimulate PI turnover, but do not inhibit cyclic AMP production 
in SK-N-SH cells (neuroblastoma transformed line). In NG108-15 
cells (neuroblastoma-glioma hybrid cells), the opposite occurs, 
i.e., inhibition of cyclic AMP accumulation with no effect on 
PI turnover. These cell types, which contain primarily or 
eXClusively single muscarinic subtypes, may be used for 
screening new analogs for selectivity. SK-N-SH cells contain m3 
receptors, and NG108-15 cells contain m4 receptors. These 
assignments have been corroborated by probing Northern blots 
with oligonucleotide probes to each of the receptor subtypes (2 
and unpublished) . 

nNew" 
Subtype 

m1 

m2 

m3 

m4 

Table 1. Muscarinic Receptor Subtypes 

"Old" Subtype 
Correlation3 

M1 

M2 cardiac 

M2 glandular 

M1 

Pirenzepine 
Affinity 

high 

low 

intermed. 

2nd Messenger 
Response 

PI metab i 

cAMP .J.. 

PI metab i 

intermed./high 

Tissue 
Location 3 

brain, exocrine 

atrium, brain, 
smooth muscle 

brain, exocrine 
smooth muscle 

cAMP .J.. brain 

STRUCTURE ACTIVITY STUDIES AT MUSCARINIC RECEPTORS 

Antagonists 

In view of the problems associated with the Ml/M2 
classification system, selective agents for subclassification 
have been sought. AF-DX 116 (~, Figure 1) is an antagonist, 
structurally related to pirenzepine, that dIsplays a higher 
affinity for cardiac M2 receptors than for M2 receptors in 
brain, smooth muscle, or bladder (15). The Ml antagonist 4-
DAMP, 7, prefers receptors in the ileum and glands versus 
ganglionic and cardiac receptors (15,16). A number of 
derivatives of quinuclidinyl benzilate, QNB, a, (17, 18) are 
Ml-selective antagonists of sub-nanomolar affinity. The 
polymethylene tetramine, methoctramine, ~ (19), is a highly 
cardiac selective antagonist. 

Agonists 

The rigid analog AF102B, ~, developed by A. Fisher and 
collaborators, has been characterized as an Ml selective 
agonist (20). McN-A-343, ~, also is selective for pirenzepine 
high affinity receptors as a partial agonist (10). At M2 
receptors, one of the most potent class of agonists is the 
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Figure 3. Structures of oxotremorine and analogs 

acetylene amines (Figure 3) related to oxotremorine, ll. Oxotremorine (21) 
is a nearly symmetrical molecule, having a pyrrolidine ring (charged in the 
protonated state) and a pyrrolidone ring bridged by a 2-butynyl chain. 
Oxotremorine-M, l2, in which the pyrrolidine ring has been replaced with a 
quaternary trimethyl amine, is a full agonist (22) at muscarinic receptors. 
Many of the recent structure activity studies for oxotremorine analogs have 
been carried out by Ringdahl and coworkers (21,23). An analog in which the 
pyrrolidone ring has been opened, N-methyl-N-(4-pyrrolidino-2-butynyl)acet­
amide (UH 5), il, has been identified as a potent agonist (24). Addition of 
a methyl group to the butynyl moiety, adjacent to the pyrrolidone ring, 
results in the analog BM 5, ~ (25). BM 5 has been characterized as an ag­
onist at post-synaptic muscarinic receptors and an antagonist at pre-synap­
tic muscarinic receptors (26). 

Alzheimer's disease, one of the therapeutic targets of this study, is 
associated with a premature decrease in the density of receptors for a 
number of neurotransmitters in the brain. In particular, a profound degen­
eration of presynaptic central muscarinic pathways in the cholinergic basal 
forebrain system has been observed (27, 28). These pathways originate in 
the nucleus basalis and in other regions. The postsynaptic muscarinic 
receptors are thought to be mainly intact (28) and amenable to pharmacologi­
cal manipulation. Therefore, many attempts have been made at treating Alz­
heimer's patients with cholinergic compounds, with mixed success. One 
reason for difficulties with the cholinergic approach to treatment of Alz­
heimer's disease may be that most muscarinic agonists stimulate both pre­
and postsynaptic receptors. Agonist action at presynaptic muscarinic recep­
tors may be counter-productive since it inhibits the release of ace­
tylcholine in the remaining fibers. It has been suggested that muscarinic 
agents like BM 5, which are presynaptic antagonists and postsynaptic ag­
onists (26), are potentially useful in treating Alzheimer's dementia (29). 
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SYNTHESIS OF ANALOGS OF UH 5 

We have derivatized acetylenic amines related to oxotremorine using the 
functionalized congener approach (30). The muscarinic agonist UH 5, ~ 
(Figure 3), first synthesized in 1966 (24), contains an acetyl group, which 
was probed as a site for derivatization through the preparation of compounds 
U-U. 

In order to determine whether this acetyl group constitutes a site at 
which chains of varying length and composition are tolerated in receptor 
binding, a series of alkyl amino derivatives, ~, was synthesized. The 
amine-derivatized chain in each case consisted of an n-alkyl chain of length 
1-7 methylene units, terminating in the chemically reactive amino group. 
Several standard acyl modifications of the amino group were included, in 
order to evaluate the effects of charged vs. uncharged and hydrophilic vs. 
hydrophobic groups and the effects of bulky substituents at varying dis­
tances (in the extended conformation) from the main pharmacophore. Thus N­
acetyl, ~, and certain N-benzoyl, ~, substituents were prepared. For each 
chain length, the N-t-butyloxycarbonyl derivative, la, the synthetic pre­
cursor of the free amine, was also-tested for biological activity. 

This series of modifications, in which the acetyl group of ~ was ex­
tended formalistically to long, functionalized chains, suggested the synthe­
sis of a common intermediate, N-methyl-4-(1-pyrrolidinyl)-2-butynamine, ~. 
~ is a secondary amine which was acylated with urethane protected oo-amino 
acids to yield U. The protecting groups were removed in acidic conditions 
without affecting the acetylenic group, to yield U. 

RESULTS 

We have examined BM 5, ~, and new muscarinic agents, synthesized by 
the functionalized congener approach (see above), for effects on second mes­
sengers and by ligand binding techniques in cell membranes. Biological ac­
tivity in SK-N-SH and NG108-15 cells were examined through the stimulation 
of PI turnover and inhibition of cyclic AMP accumulation, respectively, and 
compared to the activity of oxotremorine-M,~. Inhibition of binding of 
[3HJNMS in membranes derived from each cell type was examined as a measure 
of the affinity of antagonists for that receptor subtype. The degree of 
inhibition of binding of [3HJN-methylscopolamine (NMS) by agonists is per­
haps not directly comparable with the data for antagonists, due to the 
receptor conformational changes induced by agonists. 

BM 5 was found to be a selective agonist (14) at muscarinic receptors 
linked to the inhibition of production of cyclic AMP as a second messenger 
system (Ie so = 0.4 ± 0.1 ~). The metabolism of PI was not affected by BM 
5, even at high concentrations. Thus, BM 5 displayed selectivity as an m4 
(versus m3) agonist. Moreover, BM 5 was active at m2 receptors (also linked 
to adenylate cyclase) and inactive at m1 receptors. 

Figure 4a shows a comparison of the activities of the butynyl amines 
synthesized in the inhibition of cyclic AMP accumulation in NG108-15 cells. 
All of the derivatives were inactive or nearly inactive in the stimulation 
of PI turnover in SK-N-SH cells, yet, several members at a concentration of 
100 ~ inhibited cyclic AMP accumulation. This activity was displayed pri­
marily by the free amine derivatives and only by the shorter members of the 
homologous series (particularly chain lengths of one and two methylenes, 
conjugates of glycine and B-alanine, respectively). Thus, compounds ~ and 
~ are weak, but selective (versus activity at m3 receptors) m4 agonists. 

Relative affinity obtained in competitive binding experiments in cell 
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a 

Figure 4. 

OXO·M 
UH5 

Potencies of butynyl amide analogs in a functional assay (a) at 
m4 receptors in NGI08-l5 cells and in binding assays at (b) m4 
receptors (NGl08-l5 cell membranes) and at (c) m3 receptors (SK­
N-SH cell membranes). Compounds tested correspond to ~ (NH2 ), 

~ (NHAc), and ~ (NHBoc), all a-g (structures given in Figure 
3). present at a concentration of 100 ~. 
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membcanes using [3H1NMS as a radioligand are shown in Figures 4b and 4c. 
The data are expressed as percent displacement of [3H1NMS at a constant con­
centration of the agent (100 ~). Strikingly, the apparent affinity in­
creases in direct relation to the chain length - the longer members of the 
series compete well for [3H1NMs sites. The longest member of the amine 
series, containing seven methylene units (15g), displaces [3H1NMS slightly 
more effectively than does oxo-M. Since these derivatives bearing longer 
chains display no biological activity in either cyclic AMP accumulation or 
PI assays, they are putative antagonists. 

Compound ~c, a derivative of gamma-aminobutyric acid was condensed 
with a second urethane protected amino acid. The "di(amino acid)" conju­
gates of ~ coupled to Boc-glycine and Boc-B-alanine were devoid of agonist 
activity and displayed partial selectivity for m3 receptors in binding 
assays. This finding was in contrast to results for most of the putative 
antagonists, which were non-selective for m3 versus m4 receptors in binding 
assays. 

CONCLUSIONS 

Certain long-chain derivatives related to oxotremorine are muscarinic 
antagonists. For these antagonists the affinity at m3 and m4 receptors in­
creases with chain length. Conjugates of glycine and of B-alanine, com­
pounds ~ and~, respectfully, are weak, but selective agonists at m4 re­
ceptors. We will explore other sites onbutynyl amine molecules for func­
tionalization, in an effort to enhance muscarinic agonist potency and selec­
tivity. 
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INTRODUCfION 

Alzheimer's disease (AD), a progressive cerebral neurodegenerative disorder with no 
effective treatment as yet, is known to affect 5-7% of the population over age 65. This 
disorder is characterized by a progressive deterioration of cognitive and mnemonic 
abilities. Morphological, neurochemical and behavioral studies indicate a major 
degeneration of the central cholinergic .system in AD (1, 2). There is also evidence that 
noradrenergic, serotonergic, and somatostatin-like immunoreactivity are abnormal in AD, 
though to a lesser extent (for reviews see refs. 3 and 4). The contribution of the 
cholinergic dysfunction to the cognitive symptoms in AD is indicated by a direct 
correlation between loss of presynaptic cholinergic markers and mental test scores (1, 2). 
Postmortem evaluations of brains from patients with AD have revealed a select 
degeneration of cholinergic cells in the basal forebrain which project to the cerebral 
cortex and hippocampus (reviews 1-3). This degeneration is associated with a marked 
reduction of presynaptic cholinergic indices in these brain regions involved in cognitive 
processes (5). Somewhat conflicting results were reported regarding muscarinic receptors 
in AD. A loss of M2 muscarinic receptors was reported in a few studies (6-8 but see also 
9, 10) while postsynaptic muscarinic receptors are relatively unchanged (6-9), decreased 
(10) or even upregulated (11). 

Given presynaptic but not postsynaptic losses in AD, the demented state might be 
altered by treatment of cholinergic hypofunction. In principle, an increase in central 
cholinergic activity can be achieved via presynaptic or postsynaptic modulation. The 
greatest effort to date has been directed toward a so-called "replacement therapy" which 
should enhance cholinergic activity (for reviews see refs 12, 13). Such therapeutic 
strategies tried in the clinic include: a) precursors of acetylcholine, ACh, (e.g. choline, 
lecithin); b) enhancers of ACh release (e.g. 4-aminopyridine); c) inhibitors of 
acetylcholinesterase (e. g. physostigmine, tacrine); d) muscarinic agonists (e.g. arecoline, 
bethanecol, RS86, oxotremorine and pilocarpine); e) nootropic compounds believed to 
enhance cholinergic stimulation (e.g. piracetam, aniracetam and oxiracetam). 

The outcome of the clinical trials ranked from lack of significant success to modest 
improvement (12, 13). The reasons for the modest effects in AD patients with the 
currently available cholinergic compounds remain obscure. Some could be attributed to 
the properties of the drugs tested such as: short duration of action, lack of selectivity for 
brain regIons involved In memory processes leading to central side-effects, adverse 
peripheral side-effects, variable penetration of the blood-brain barrier, and narrow 
therapeutic indices. 
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In order to obtain drugs with fewer disadvantages, MI selective agonists have been 
suggested as a rational treatment strategy in AD (2,12, 14). Such a candidate drug should 
have all or at least most of the following properties: a. selectivity for synapses involved in 
cognitive functions; b. positive effects on mnemonic processes; c. lack of peripheral and 
central side- effects; d. wide therapeutic index; e. passage through the blood- brain barrier; 
f. adequate pharmacokinetic profile and activity when taken orally; g. long duration of 
action; h. lack of or minimal tolerance when administered chronically. 

Since ACh is a highly flexible molecule capable of attaining a number of 
conformations with the same energy, one can speculate that it is this conformational 
flexibility which enables this neurotransmitter to interact with all types of cholinergic 
receptors (e.g. MI, M2, and further subtypes and nicotinic). In this context, we have 
hypothesized that a rational drug design of an MI selective agonist could be via rigid 
analogs of ACh. This is based on the premise that the utmost rigidity limits the ability of 
ligands to adapt to minor differences in receptor structure and thereby provides selectivity 
towards a limited population of receptors. (±)-.ci.s.-2-methyl-spiro(I,3-oxathiolane-
5,3')quinuclidine (AF102B), a closely related analog of ACh embodying the "muscarinic 
pharmacophore" in a framework of utmost rigidity, is such a selective Ml agonist (14-16). 
The aim of this paper is to overview some of the properties of AF102B in vitro and in 
vivo and to show that this compound fulfills most of the conditions required for an ideal 
muscarinic drug aimed to treat AD. 

RESULTS AND DISCUSSION 

AF102B is a full muscarinic agonist as shown on the isolated guinea-pig ileum and 
trachea, being 87 and 1.3 fold less potent than ACh (16). One of the remarkable features 
of AF102B is its MI selectivity. This was shown in a number of studies including: 

1. Binding studies. These experiments were done with selective and non-selective 
radiolabelled ligands (in vitro, rat brain regions) and in comparison with muscarinic 
agonists such as: oxotremorine and carbachol (CCh) (mainly M2 agonists), McN-A-343 
(a prototype MI ganglionic stimulant), cis-AF30 and trans-AF30 (relatively selective 
ganglionic and central muscarinic agonists (17-19). The relative MI selectivity was 
assayed using the radiolabelled ligands: 3H-pirenzepine (3H-PZ) an MI selective 
antagonist (20), (_)_3H-QNB (a mixed Ml and M2 antagonist), (21, 22); and ( + )- 3H-cis­
dioxolane, a mixed MI and M2 agonist with some preference for M2 receptors (23). In 
these studies, on rat forebrain or frontal cortex homogenates, AF102B showed preference 
for PZ-sensitive binding sites (16). In the same line, when evaluated on rat forebrain (rich 
in Ml receptors) vs. cerebellum homogenates (predominantly M2 receptors; see refs. 21, 
24) respectively, AF102B had higher affinity for the first, as expected from a selective Ml 
probe (unpUblished results). In fact, when compared with the other agonists in this study, 
AFI02B is most selective for Ml receptor sites (15). 

2. Functional and neurochemical studies. All foregoing experiments support the MI 
selectivity of this compound. Thus in contrast to CCh, AF102B did not potentiate 
phosphoinositides (PI) hydrolysis nor did it inhibit adenylate cyclase (AC) activity in rat 
cerebral cortex in vitro: however, AFI02B blocked CCh-induced activation of PI 
hydrolysis without altering CCh-induced inhibition of AC (IS). This would imply that 
AFI02B, as an Ml probe, is apparently more selective than PZ, since the later shows only 
a IS fold preference for MI sites (e.g. inhibition of CCh-induced stimulation of PI 
turnover) vs M2 sites (e.g. inhibition of CCh-induced inhibition of AC activity), (25). The 
remarkable MI agonistic activity of AFI02B was shown in the following studies: i) Both 
AF102B and McN-A-343 induced only PZ- sensitive depolarization of isolated rabbit 
superior cervical ganglion (26); ii) AFI02B had preferential (40 fold) agonistic activity 
on potassium-evoked release of H-dopamine as compared to release 3H-ACh in rat 
striatal and hippocampal synaptosomes, respectively (27). The MI agonistic activity of 
AF102B jn this study was attributed to the finding that muscarinic autoreceptors 
regulating ACh release and heteroreceptors controlling dopamine release were classified 
as M2 and MI subtype, respectively, based on their affinities to PZ (28). 
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In line with the above mentioned findings, whole body autoradiography revealed that 
3H-AFI02B (mice; 2.3mg/kg, iv) concentrates preferentially in brain regions rich in MI 
receptors such as the cerebrum but significantly less in the cerebellum (predominantly 
M2 receptors). These findings together with pharmacokinetic studies reveal that, 
regardless of the route of administration, AF102B is capable of crossing the blood- brain 
barrier at a very short time after peripheral administration and has a rapid plasma 
absorption (unpublished results). 

Since the etiology of AD is unknown, there is no perfect animal model capable of 
modelling all aspects of this neurological disoder. Under such limitations the evaluation 
of new drugs for the treatment of AD would require approximate animal models that 
mimic different aspects of this disease. Therefore, AF102B was evaluated, inter alia, in 
the following animal models: 

i. Ethylcholine aziridinium (AF64A)-induced cholinotoxicity (3 nmole!2 Ill! side, icv) 
in rats (29). AF64A induces a long-term presynaptic cholinergic hypofunction confined 
mainly to the hippocampus which mimics the cholinergic dysfunction in AD. In this 
model, AF102B (1-5 mg/kg, ip or po) consistenly restored cognitive impairments (inter 
alia) in a step-through passive avoidance (PA), a Morris water maze (MWM) and an 8-
arm radial maze (RAM) task. Physostigmine (0.06 and 0.1 mg/kg, ip, for PA and MWM, 
RAM, respectively), was beneficial only in the PA test (15, 16,30) for example. 

ii. Scopolamine model and aged rats. In this context, cognitive dysfunctions induced by 
scopolamine in young human volunteers mimic some clinical manifestations of AD 
patients (31) and old rats can serve as a useful model for the study of behavioral aspects 
of brain aging in the human (32). In these animals, AF102B (3-5 mg/kg, ip) restored 
scopolamine-HBr (0.5 mg/kg, sc)-induced cognitive impairments in a PA task. 
Furthermore, AF102B (1 mg/kg, ip) attenuated aged (19-26 old months) rats associated 
cognitive impairments in MWM (reference memory) and RAM (working memory) task, 
respectively. Similar results using AF102B in a PA task were recently reported in 
AF64A- treated rats and in scopolamine-induced amnesia in mice (33). 

AFI02B has a wide therapeutic index since it restores cognitive impairments in these 
animal models at 50-100 fold lower doses than required to induce other unwanted central 
or peripheral cholinomimetic effects. The beneficial activity of AF102B in all these 
behavoral tests may be attributed to its unique MI selectivity. 

A prerequisite for a drug that has to be administered chronically is that it should not 
produce tolerance to its beneficial effects. In this regard, repetitive administration of 
AF102B (0.2 mg! kg! day, ip for three weeks) restored cognitive function in AF64A­
treated rats in the MWM (working memory paradigm) without a diminuition of the effect 
of the agonist. This might be in line with the findings that, although AF102B is a full 
agonist on the guinea-pig ileum, no down-regulation of muscarinic receptors (assayed 
from Bmax and Kd using 3H-QNB as the radioligand) from rat forebrain occured upon 
chronic daily administration of AF102B (po, 5-100 mg/kg; 14 and 90 days studies), 
(unpublished results). The absence of desensitization or tolerance in both binding and 
behavioral studies could be attributed to lack of stimulation of AFI02B on PI turnover in 
the rat cerebral cortex. Two studies demonstrating a direct correlation between 
desensitization and PI turnover in rat brain are described briefly in order to support our 
hypothesis. Thus, PI turnover induced by full agonists (maximal stimulation of PI 
turnover; class A) was associated with the desensitization of electrophysiological 
responses following prolonged ejection periods of the compounds on hippocampal 
pyramidal cells. On the other hand partial agonists (poor stimulation of PI turnover; class 
B) produced stimulatory responses upon prolonged ejection without causing a 
desensitization (34). A recent study showed that muscarinic desensitization of cell-firing 
in rat hippocampus is related to large increases in PI hydrolysis. All muscarinic agonists 
tested stimulated firing to a similar extent, but the efficacy for stimulation of PI 
hydrolysis varied greatly. Decreases in firing rate (desensitization) occurred at a threshold 
of PI turnover except for oxotremorine (e.g. a class B agonist) which did not exhibit 
desensitization (35). Based on these reports and our results regarding AFI02B, we can 
hypothesize that a rational drug design of MI muscarinic agonists should focus especially 
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on those compounds which are poor stimulators of PI turnover, since then no 
desensitization is expected to occur. In fact, AFI02B can represent such a compound. 

In conclusion, all these new features of AFI02B, together with others previously 
reported, indicate that AF102B may be considered a rational candidate drug for treating 
AD and is presently under extensive~evelopment to achieve this important goal. 
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MUSCARINIC RECEPTORS. PHOSPHOINOSITIDE HYDROLYSIS. AND NEURONAL PLASTICITY IN 

THE HIPPOCAMPUS 

Fulton T. Crews. Norbert J. Pontzer and L. Judson Chandler 

Department of Pharmacology and Therapeutics 
Box J-267. J.H. Miller Health Center 
University of Florida College of Medicine 
Gainesville. FL 32610 

Previous studies have suggested that muscarinic cholinergic receptors in the 

hippocampus are associated with memory processes. Antimuscarinic drugs. well known for 

their amnestic effects. support the cholinergic hypothesis of memory (Bartus et al .. 
1982). Several biochemical and electrophysiological responses to muscarinic agonist 

stimulation have been described in the hippocampus. including reduction of a calcium­

dependent potassium current (IKca) that is responsible for after-hyperpolarization (AHP) 
(Bernado and Prince. 1982). reduction of a time- and voltage-dependent non-inactivating 

potassium current termed the M-current (IKm) (Halliwell and Adams. 1982). inhibition 

of cyclic-AMP (Olianas et al.. 1983). stimulation of cyclic-GMP (Snyder et al.. 1984). 
and stimulation of phosphoinositide (PI) turnover (Gonzales and Crews. 1985; Fisher and 

Bartus. 1985). This multiplicity of responses has obscured the relationship between 

biochemical and electrophysiological responses to muscarinic agonists. In addition. the 
relationship between muscarinic action on specific membrane ionic conductances. especially 

IKm. and neuronal action potential generation. is not clear. 
Muscarinic agonists have been subdivided into two groups according to their binding 

affinities and efficacy for stimulation of PI hydrolysis (Fisher et al.. 1983). Carbachol and 

muscarine are representative of "type A" agonists that bind to two sites and are full agonists 

at stimulation of PI hydrolysis. Oxotremorine and pilocarpine are representative of "type 

B" muscarinic agonists that bind to a single site and are partial agonists for stimulation of 

PI hydrolysis. In agreement with a previous report by Fisher et al. (1983). we observed 

that carbachol best fit a 2 site model for PI hydrolysis (Figure 1). The existence of similar 
two-site interactions for both binding and biochemical response suggest that carbachol acts 

on two separate sites to stimulate PI turnover. while partial agonists like oxotremorine. 

probably act at only a single site. Both of these receptors are likely to be postsynaptic to the 

cholinergic innervation (Fisher et al. 1980). 

Muscarinic agonists probably increase neuronal excitability by inhibiting IKca. 

IKm• and a more recently described voltage-insensitive "leak" potassium current (Madison 
et al.. 1987). Inactivation of IKca by both carbachol and oxotremorine would increase 

action potential discharge rates by reducing accommodation (Madison and Nicoll. 1984). 
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Carbachol inactivates IKca with an EC50 of about 0.3 mM and a maximal effect at about 5 

mM (Madison et ai, 1987). This is similar to the concentration range over which we 

observe both carbachol stimulated cell firing and the high potency component of PI 

hydrolysis. Thus, it is likely that inactivation of IKca is at least partly responsible for the 

increase in firing rates produced by low concentrations of carbachol. Like carbachol, 
oxotremorine also inactivates IKca and the "leak" potassium current (Dutar and Nicoll, 
1988a, 1988b). However, oxotremorine does not decrease the IKm. Taken together, these 

findings suggest that increased neuronal firing induced by both full and partial muscarinic 
PI agonists is due to agonist stimulation at a muscarinic site that inhibits IKca and/or the 

"leak" current. 

The similarity in the concentration-response curves for muscarinic stimulated 
firing rate and PI hydrolysis (when the high affinity component of the full PI agonist two­

site fit is used) suggests that there may be a relation between the two responses. Since 
phorbol esters have been reported to inhibit IKca (Baraban et aI., 1985; Malenka et aI., 
1986), it is possible that DAG, formed during receptor mediated PI hydrolysis, could 

increase cell firing by inhibiting IKca . However, due to oxotremorine's low efficacy for PI 

hydrolysis, the ability of oxotremorine to inhibit IKca has been interpreted as evidence 
against a causal role for PI hydrolysis in IKca inhibition (Dutar and Nicoll, 1988b). Since 

sequences of muscarinic receptor mRNA suggest that all subtypes interact with G-proteins, 

direct G-protein interaction with IKca mediated by the high potency muscarinic receptor 
cannot be ruled out (see Figure 3). 
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Figure 1. Comparison of the concentration-response relationship for carbachol and 
oxotremorine stimulated phosphoinositide hydrolysis in hippocampal slices. Slices were 
pre labeled with [3 Hjinositol, and phosphoinositide hydrolysis expressed as the fraction of 
total incorporated [3Hjinositol that accumulated as inositol phosphates after 60 min of 
stimulation in the presence of 8 mM lithium. Nonlinear curve fitting of the data to one and 
two site models showed that carbachol best fits a two-site model and was a full agonist, while 
oxotremorine was a partial agonist and best fits one site. 
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Although the functional effect of a reduction in IKm has not yet been elucidated, our 

data suggest that sufficient inhibition of this current may decrease firing rates. The overlap 
of the IKm voltage activation-inactivation range with spike threshold, and its non-transient 

nature, imply a powerful ability to alter cell firing rate by affecting neuronal membrane 

repolarization. Madison et al. (1987) reported that carbachol blocks IKm with an ECSO of 
about S mM and a maximal effect at about 30 mM. This is within the concentration range in 

which we observe desensitization (Figure 2). Thus, the closeness of the concentration­

response curves for carbachol induced desensitization and inhibition of IKm suggests that 
desensitization of cell firing may be due to muscarinic mediated blockade of IKm. 

Oxotremorine, which does not inhibit IKm (Dutar and Nicoll, 1988b) and does not 

desensitize, can block (Dutar and Nicoll, 1988a) and reverse (Dutar and Nicoll, 1988b) 

the actions of full muscarinic PI agonists on IKm, and can block and reverse desensitization 
by carbachol (Pontzer and Crews, 1989). Thus, oxotremorine may pharmacologically 

distinguish a higher potency binding site associated with increased cell firing and inhibition 

of IKca from a lower potency binding site at which oxotremorine can block carbachol 
mediated desensitization of cell firing, inhibition of IKm, and increases in PI hydrolysis. 

Evidence suggests there is a PI hydrolysis threshold associated with decreased cell 
firing for those muscarinic agonists (e.g. carbachol) that produce desensitization (Pontzer 

and Crews, 1989). Oxotremorine, the weakest PI agonist, does not reach this threshold and 

does not desensitize. Bethanechol and arecoline barely reach the PI threshold and desensitize 
more slowly with increasing concentration than carbachol or muscarine. Lippa et al. 

(1986) have shown that similar desensitizing responses occur when full, but not partial, 

PI agonists are iontophoresed in the hippocampus of anesthetized rats in vivo. Thus, PI 
hydrolysis may mediate muscarinic inhibition of IKm, and therby cause desensitization; i.e., 

decreased cell firing. 
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Figure 2. Comparison of the concentration-response relationships for carbachol and 
oxotremorine stimulated neuronal firing in the CA 1 region of hippocampal slices. Drug 
additions were made in a cumulative manner to the buffer flowing through an interface 
chamber. Extracellular firing rate was measured 30 min after each drug addition when the 
responses had stabilized. 
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Although phorbol esters do not block the IKm (Malenka et ai, 1986), Ins(1,4,5)P3 

may inactivate this conductance in a novel, calcium-independent, manner (Dutar and Nicoll, 

1988a; Dutar and Nicoll, 1988b). Additional evidence that PI hydrolysis may mediate 

desensitization, is provided by studies showing that pirenzepine, a muscarinic antagonist 

acting through the M1 receptor, potently inhibits PI hydrolysis (Gonzales and Crews, 
1984; Fisher and Bartus, 1985) and reverses carbachol desensitization (Pontzer and 
Crews, 1989). A further 10-fold increase in pirenzepine concentration can block cell 

firing, suggesting that pirenzepine can distinguish muscarinic receptor sites responsible 
for increased firing rates and desensitization. This pirenzepine sensitivity also suggests 

that the mRNA defined m1 is equivalent to the pharmacological M1 (Hammer et aI., 1980) 

where oxotremorine-like drugs act as antagonists or weak partial agonists for stimulation 
of PI hydrolysis and inhibition of IKm . Further support for our hypothesis that PI 

hydrolysis is associated with desensitization of firing rates is provided by experiments with 

lithium. Low concentrations of lithium disrupt the PI cycle by inhibiting inositol 
monophosphatases (Hallcher and Sherman, 1980). This could result in the accumulation of 
inositol monophosphate and depletion of free inositol in the CNS (Allison et aI., 1976). 

Depletion of free inositol could reduce polyphosphoinositide synthesis, and thereby reduce 
IP3 production. The reversal of carbachol mediated desensitization by lithium has a slow 

time-course "!'hich is consistent with a slow depletion of phosphoinositides and an ensuing 
decline in the production of DAG and IP3. The ability of exogenous inositol to reverse 
lithium inhibition of desensitization clearly establishes the involvement of the 

phosphoinositide system in desensitization. It is also possible that desensitization could 

occur secondary to uncoupling of muscarinic stimulated PI hydrolysis. The ability of 
phorbol esters to desensitize muscarinic stimulated PI hydrolysis suggests that PKC could 

act in this manner (Gonzales et aI., 1987). Carbachol induced partial desensitization has 
been reported in hippocampal slices (Lennox et aI., 1988), but this desensitization occurs 
in the presence of lithium and is not rapidly reversed by the removal of carbachol or the 

addition of an antagonist. in contrast to the electrophysiological desensitization we observe. 

Molecular biological techniques have found five subtypes of muscarinic receptors 
(Bonner et aI., 1987; Barnard, 1988). Buckley et al. (1988) has shown that both m1 and 

m3 mRNA are highly expressed in rat hippocampal CA1. The molecular biological 

equivalents of both m1 (HM1) and m3 (HM4) have been found to stimulate PI hydrolysis 

(Peralta et aI., 1988; Barnard, 1988). It is possible that one of these subtypes has a 

higher affinity for full agonist stimulated PI hydrolysis and is associated with increased 

neuronal firing rates. A second lower affinity muscarinic receptor could also stimulate PI 
hydrolysis. Carbachol and muscarine are full agonists at PI hydrolysis due to activation of 

both muscarinic subtypes, whereas oxotremorine appears to be an agonist at the higher 

affinity site and an antagonist at the second site. 

Although both muscarinic receptors could couple to PI hydrolysis, this may occur 

through separate mechanisms. All of the agonists may act in a non-PI linked manner to 

decrease IKca directly (or through a G-protein) and/or the "leak" potassium current 
(Figure 3). The influx of calcium caused by the subsequent depolarization and action 

potential generation may partially stimulate PI hydrolysis through a calcium sensitive 

phospholipase C (Gonzales and Crews, 1985; Gonzales and Crews, 1988; Kendall and 

Nahorski, 1984). Partial agonists, especially oxotremorine, may act primarily through 

this mechanism, as would the high potency component of full agonists. A second lower 
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affinity site may further increase PI hydrolysis, perhaps by direct receptor-guanine 

nucleotide-phospholipase coupling . This model is consistent with two phospholipase C 

enzymes, one guanine nucleotide sensitive, and the other calcium sensitive (Gonzales and 

Crews, 1985; Gonzales and Crews., 1988) . Gurwitz and Sokolovsky (1987) found that 

oxotremorine stimulated PI hydrolysis is much more sensitive to tetrodotoxin than 

carbachol, further indicating a role for neuronal activation, and perhaps calcium influx, in 

stimulation of PI hydrolysis. 

Na+ 

LTP GENE 
TRA SCRIPTIO PLASTICITY 

Figure 3. Schematic illustration of the interactions between the various receptors, second 
messengers and ion channels which may be involved in the induction of L TP and other aspects 
of neuronal plasticity. Although activation of NMDA receptors is necessary for the 
establishment of L TP in most systems, it is not sufficient because at resting membrane 
potential, Mg2+ blocks NMDA gated calcium flux. Simultaneous activation of NMDA 
receptors and receptors mediating depolarization, through second messengers or direct 
action on the ion channel, may also be required for the production of L TP. Stimulation of 
phospholipase C (PLC) by carbachol (Carb) acting on muscarinic receptors, or of 
quisqualate acting on glutaminergic receptors, produces the second messengers inositol 
1,4,5 trisphosphate (IP3) and diacylglycerol (DAG) that may in turn close potassium 
channels. Depolarization through closure of potassium channels, or opening of 
sodium/calcium channels, removes the Mg2+ block from NMDA gated calcium channels. 
Both depolarization induced calcium influx and 1P3 mediated calcium mobilization increase 
[Ca2+]i which could in turn further increase the activity of PLC and DAG. The high levels 
of [Ca'2+]i and DAG that result from the feed-forward augmentation in these interacting 
systems, could lead to activation of protein kinase C (PKC) and calcium-calmodulin type " 
kinase (CamK!I), which may in turn mediate long term changes in synaptic strength. 

Glutamate receptors are thought to be involved in neuronal plasticity. Many studies 

dealing with LTP, and other forms of plasticity, have focused on the large calcium currents 

associated with NMDA receptor activation as a major factor in modifying synaptic 

transmission (8audry and Lynch, 1980; Eccles, 1983; Jahr and Stevens, 1987). These 

currents are blocked by physiological levels of magnesium when the membrane is in the 

resting state; e.g. polarized. It has thus been hypothesized that there must be simultaneous 
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activation of other receptors that depolarize the membrane in order to allow NMDA gated 

calcium flux to occur (Figure 3). Although the mechanisms involved in heterosynaptic 

control of calcium and phosphoinositide-linked second messengers remain to be elucidated, 
it is likely that the synergistic interactions between receptors causing depolarization and 

those causing direct, G-protein mediated, activation of PLC, may be needed to produce the 
pronounced excitation that triggers long term plasticity in the CNS (Figure 3) Our evidence 

that both quisqualate and carbachol stimulate neuronal excitation and produce a possible 
depolarization block. This would allow them to fulfill this function. Muscarinic and/or 
non-NMDA glutamatergic receptor activation may thus be important in L TP and memory. 

The membrane depolarization produced could both increase intracellular calcium and 

remove the magnesium block of NMDA gated calcium channels. 
In conclusion, our findings suggest that two muscarinic sites are involved with 

changes in hippocampal CA 1 cell firing rates and phosphoinositide hydrolysis. 
Oxotremorine is representative of agonists that bind to a single high affinity site, weakly 
stimulate PI hydrolysis, and increase firing rates at concentrations consistent with 

inhibition of IKca. Carbachol is representative of a group of agonists that bind to two 

muscarinic sites, stimulate PI hydrolysis with high and low potency components, increase 
firing rates in the range of the high potency site and desensitize firing responses in the 
range of the low-potency sites. Oxotremorine and low concentrations of pirenzepine 

antagonize carbachol stimulated PI hydrolysis, desensitization of firing rates and inhibition 
of IKm, suggesting that these processes are mediated by a pharmacologically defined M1 site 
that may be identical to the mRNA defined m1 site. Since the mRNA defined m3 is also 

prominent in hippocampal CA 1, and is linked to PI hydrolysis in cultured cells, this 
receptor may represent the high potency muscarinic site associated with increased neuronal 

cell firing and inhibition of IKca. The pharmacological distinctions between these sites could 

impact on muscarinic drugs of choice for treatment of Alzheimer's disease. 
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The central effects of cholinergic drugs 
acetylcholine (ASh) and changes in extracellular 
investigated by the brain dialysis technique. 
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choline 

release of 
level were 

Scopolamine (0.5 mg/kg s.c.) markedly increased ACh release in the 
frontal cortex, hippocampus and corpus striatum. Correspondingly, a 
significant decrease of choline levels in the extracellular space was 
observed in the three regions of brain. Oxotremorine (0.5 mg/kg i.p.) 
displayed almost no effect upon ACh release in the frontal cortex, 
however, a tendency toward inhibition of ACh release was observed in 
both the hippocampus and corpus striatum. Conversely, oxotremorine 
induced an increase of choline levels in both the frontal cortex and 
hippocampus but not in the corpus striatum. Nicotine (0.5 mg/kg s.c.) 
displayed a biphasic effect upon ACh release in both the frontal cortex 
and hippocampus but not in the corpus striatum. No significant changes 
in the choline levels of these three brain regions were observed after 
administration of nicotine. 

The present approach permits the direct detection of changes in 
ACh and choline levels in the extracellular space of discrete brain 
areas of experimental animals. These results indicate that the in vivo 
brain dialysis technique applied to freely moving rats may be useful in 
investigating cholinergic transmission via presynaptic terminals by 
means of cholinergic drugs. 

Key words: Brain dialysis; ACh and choline; Scopolamine; Oxotremorine; 
Nicotine; Discrete brain regions 

INTRODUCTION 

Since it was reported that the cholinergic neurons of the cerebral 
cortex and hippocampus, regions that are closely associated with 
memory, were markedly degenerated in Alzheimer's disease, information 
has been accumulated that strongly suggests that degeneration of the 
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cholinergic neurons is concerned with the cause of this disease (1, 2, 
3, 4). Scientific studies with postmortem brains from patients with 
Alzheimer's disease have shown that whereas cerebral tissue levels of 
postsynaptic receptors are nearly normal, the nerve terminals are so 
degenerated that the tissue content of ACh, CAT activity, and such 
presynaptic receptors as muscarInIC and nicotinic receptors are 
depressed (4, 5, 6). In light of these findings, various kinds of 
compounds have been synthesized through use of radioactive ligands, 
such as one with strong affinity to muscarinic receptors, one that 
increases the concentration of synaptic ACh and one that stimulates ACh 
release from the nerve terminals. These compounds have been tested in 
animal experiments which have yielded plenty of suggestive evidence of 
beneficial effects. In clinical work as well ACh agonists have been 
evaluated for efficacy, resulting in the advent of compounds like AChE 
inhibitor, tetrahydroaminoacridine (THA) (7). 

On the other hand, it should not be overlooked that experimental 
techniques have improved and progressed in the neurological studies of 
ethiopathologies of Alzheimer's disease in the pathological animal 
brain or postmortem human brain model. The approach on which we focus 
our attention in elucidating presynaptic function does not consist of 
removing the brain to determine the brain tissue levels of 
neurotransmitters but of brain dialysis. The latter technique consists 
of implanting a fine dialysis probe in each region of the brain in 
order to determine in vivo the levels of neurotransmitters in the 
extracelluar spaces in conscious and unrestrained animals (8, 9, 10, 
11, 12, 13, 14, 15, 16, 17). Furthermore, an important advantage of 
this technique is that spontaneous motor activity as well as other 
behavioral changes can be measured simultaneously (13). 

It is our intent in this study to find application for this 
technique in the development of a therapeutic for Alzheimer's disease 
by clarifying the action of ACh agonists and antagonist on chemical 
transmission through determination of ACh release from the nerve 
terminals and changes in the content of choline in the extracellular 
space. 

MATERIAL AND METHODS 

Brain Dialysis and Surgery 

Male rats (230-260 g, Wistar strain) were anesthetized with 
pentobarbital sodium (40 mg/kg i.p.) and placed in a stereotaxic frame. 
The skull was exposed and holes were drilled for a unilateral dialysis 
probe which was placed into the left frontal cortex (coordinates: A 
+3.0, L -2.0, V -4.0 mm, relative to the bregma), the left hippocampus 
(coordinates: A -7.5, L -4.5, V -7.0 mm, relative to the bregma) and the 
left corpus striatum (coordinates: A 0, L -2.7, V -6.0 mm, relative to 
the bregma) according to Konig and Klippel (18). 

A semipermeable regenerated cellulose tube was glued along a U­
shaped stainless steel guide and lengths of 2.0 mm (frontal cortex) and 
3.0 mm (hippocampus and corpus striatum) from the top were kept free, 
exposing the dialysis surface (Fig. 1). The device was fixed with 
dental cement and fastened with one screw onto the skull of the rat 
(Fig. 1) . To exclude the effects of anesthesia the rats were first 
allowed time to recover; perfusion experiments were carried out between 
26 and 48 hrs after surgery, during daylight hours. The dialysis tube 
was perfused at a constant rate of 2 pI/min with Ringer solution{147 mM 
NaCI, 4 mMKCI, 3.4 mMCaCI2, pH6.1) containing 10pM physostigmine 
sulfate. 
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The dialysis device has been indicated in our previous report 
(13), but it was essentially the same as that described by Damsma (10) 
with only slight modifications. This dialysis device was connected to 
the perfusion pump and to the injection valve of the HPLC system by 
means of polyethylene tubing (length 40 cm, inner diameter 0.1 mm). 
The motor driven injection valve of an autoinjector was controlled by 
an adjustable electronic timer . The sample loop (100 1I1) was held in 
the load position for 15 min and automatically switched to the 
injection position for 20s. after which the cycle was repeated. One 
stainless steel cannula was connected to the perfusion pump by a 
polyethylene tube, and the outlet of the other cannula was connected to 
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Fig . 1 U- typed probe and s chema of dialysis probe in rat brain 

the injection valve. In the present case, the internal standard, 
ethylhomocholine (EHC), delivered by the perfusion pump, was fed into 
the perfusate tube proximally to the injection valve (Fig. 2). 

Assay of ACh and Choline 

Assays of ACh and choline were performed as previously described 
by Toide (13) with minor modification of 1.03 mM sodium 1-
decansulfonate . 

Drugs and Chemicals 

Physostigmine sulfate (Sigma) was added to the perfusion solution. 
Scopolamine hydrobromide (Sigma), oxotremorine sesquifumarate (Sigma) 
and nicotine tartrate (Tokyo Kasei) were dissolved in saline and 
injected in a volume of 1 ml/kg. Internal standard ethylhomocholine 
(EHC) was synthesized in our laboratory. Aqueous solutions were 
prepared from distilled water and all other chemicals were of 
analytical special grade . 
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RESULTS 

Chromatography 

Fig. 3 shows typical chromatograms of a standard samples 
containing 15 pmol of ACh, choline and EHC, and of brain perfusion 
samples. The EHC concentration in brain samples were 30 pmol. Both 
ACh and choline peaks are recognized in each of these brain regions, 
and the respective substances are well separated. To estimate the 

Ringer solution. pH 6.1 
(147mM NaCI. 4mM KCI. 3.4mM CaCI2, 
10/lM physostigmine sulfate) 

Perfusion 
rate 

(2/l11min) 

Recorder 

Internal standard 
Ethylhomocholine 

(EHC,1/lM) 

Plastic 
cage 

c:J Animex c:::l c::J 

Rheodyne 
7125 injector 

Drain t:===:j 

"Mobile Phase 
(O.1M Phosphate butler, pH8.0 
O.6mM tetramethylammonium 

chloride 
1.03mM sodium 

1-decansuIfonate) 

Electrochemical 
Detector 

+450mV Ag/AgCl 

Fig. 2 Diagram of the perfusion and on-line connected 
analytical system 

variation between different dialysis devices, the efficiency for five 
probes was determined in vitro at 2 ill/min. The average recoveries for 
ACh and choline were 24.8±1.3% and 29.6±1.9% (n=5, S.E.), 
respectively. Recent modifications in the design of the dialytic probe 
have resulted in improved performance, increased recovery rate and 
better reproducibility. 

Fig. 4 shows the standard curves for ACh, choline and 
substance displays good linearity at concentrations between 
pmol. The detection limits of ACh and choline were 
fmol/injection, respectively. 

28 

EHC .• Each 
10 and 100 

60 and 30 



A: Standard B: Frontal cortex C: Hippocampus 0: Corpus striatum 

Fig. 3 

3 3 

Chromatograms of ACh, choline and EHC in the standard 
solution and in the dialysate from rat frontal cortex, 
hippocampus and corpus striatum. A; standard solution 
containing 15 pmol of ACh, choline and EHC. Band C; 30 
pmol of EHC and 30 ill of perfusate with Ringer solution 
containing physostigmine. 
1; Choline, 2; EHC, 3; ACh 
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Table 1 Extracellular concentration of ACh and choline measured 
by brain dialysis in the discrete regions of rat brain 

~s Frontal cortex Hippocampus 
Corpus 

pmol/15 min striatum 

ACh 1.40±0.29 2.28±0.22 5.40±1.02 

Choline- 18.81± 1. 74 32.07±3.38 33.78±4.76 

Dialysed ACh and choline levels represent pmol/15 min. 
Data are mean ±S.E. values from 12 to 13 rat brains, respectively. 

The average values for ACh and-choline in the discrete regions of 
rat brain indicated in Table 1. 

Effects of Systemic Administration of Scopolamine on in vivo Dialysis 
Levels of ACh and Choline in Frontal Cortex, Hippocampus and Corpus 
Striatum 

Fig. 5 shows the changes in ACh and choline levels in dialysates 
of the discrete regions of brain of freely moving rats after 
administration of scopolamine (0.5 mg/kg s.c.). 

In the frontal cortex, scopolamine displayed a pronounced 
enhancing effect upon the release of ACh between 30 and 75 min after 
administration. This action upon ACh release was observed up to 105 
min but when 120 min had elapsed the ACh levels had almost reverted to 
the previous level. Corresponding to this action upon ACh release, a 
significant decrease of choline level in extracellular space was 
observed from 30 min up to 90 min after administration of scopolamine, 
reflecting the changes in ACh concentration. However, the choline 
level gradually reverted to the control level. 

In the hippocampus, as in the frontal cortex, a pronounced 
enhancing action upon ACh release was observed 30 min after 
administration of scopolamine, and in fact a strong enhancing effect 
was observed until 105 min after administration. Thereafter, the ACh 
concentrations gradually began reverting to the control level. But, 
even 120 min and the concentration was still approximately 2.5 times 
that of the control level. Also, the observed choline level 
corresponded wi th the changes in ACh levels exhibited a sign ificant 
inhibition from 30 min after administration of scopolamine. A potent 
inhibitory action was observed between 45 and 105 min after 
administration. In fact, this effect remained significant even after 
120 min. 

In the corpus striatum scopolamine significantly induced ACh 
release. However, the pattern of the effects induced by scopolamine 
was different from those observed in the other two regions. 30 min 
after administration, the enhancing effect upon ACh release reached a 
peak. Al though concentration of ACh reverted gradually, it was still 
high even after 120 min. Subsequently, choline level displayed a sharp 
decrease 45 min after administration of the drug, although the onset of 
this effect was slightly delayed as compared with those manifested in 
the other brain regions. However, this action was maintained even 
after a lapse of 120 min, and no sign of reversion to control levels 
was observed within this period. 
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Effects of Systemic Administration of Oxotremorine on in vivo Dialysis 
Levels of ACh and Choline in Frontal Cortex, Hippocampus and Corpus 
Striatum 

Fig. 6 shows the changes in ACh and choline levels after 
administration of oxotremorine (0.5 mg/kg i.p.). 

Oxotremorine displayed almost no effect upon release of ACh in the 
frontal cortex, except for a sl ight tendency toward elevation of ACh 
levels 120 min after administration. Subsequently, a significant 
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Effect of scopolamine on the dialysate levels of ACh and 
choline in discrete regions of brain. The Ringer 
perfusion solution contained 10 ~M physostigmine; the 
perfusion rate was 2 ~l/min. Perfusate was collected for 
1 hr (four 15-min fractions) before drug administration. 
The average ACh and choline contents in the four samples 
were taken as the baseline value for spontaneous release 
and extracellular level, respectively. Time zero on the 
abscissa corresponds to the time of injection of 
scopolamine (0.5 mg/kg s.c.). The data (mean and S.E.) 
represent the ACh and choline content for each 15-min 
fraction, expressed as a percentage of the average 
baseline ACh and choline. *P<0.05, **P<O.Ol vs baseline 
by Dunnett's test. (Toide and Arima, inpress) 

increase in extracellular choline level was observed between 45 and 60 
min. However, 120 min after administration of oxotremorine, a slight 
but significant decrease of choline levels was observed, presumably in 
response to changes in ACh concentration occurring during that period. 

In the hippocampus following an enhancing effect upon release of 
ACh manifested between 15 and 30 min after administration of 
oxotremorine, a tendency toward inhibition of ACh release was observed 
from 45 to 60 min. Subsequently, the concentration of choline in the 
extracellular spaces displayed a significant increase between 30 and 75 
min. 
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In the corpus striatum, a tendency toward lowered ACh levels in 
the extracellular spaces was noted during the period from 45 to 105 
min. On the other hand, the choline level of the corpus striatum 
tended to decrease for 15 to 30 min after administration, and from 
about 60 min after administration, only a slight enhancing trend was 
observed. 

Effects of Systemic Administration of Nicotine on in vivo Dialysis Levels 
of ACh and Choline in Frontal Cortex, Hippocampus and Corpus Striatum 

Fig. 7 shows the changes in ACh and choline levels after 
administration of nicotine (0.5 mg/kg s.c.). 
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Effect of oxotremorine on the dialysate levels of ACh and 
choline in discrete regions of brain. See legend in Fig. 6 
for details. (Toide and Arima, inpress) 

In the frontal cortex, nicotine increased a transient yet 
significant ACh release 30 min after administration. However, after 45 
min the ACh level reverted to the control value, but subsequently rose 
again during the period from 60 to 75 min after administration of 
nicotine. Thus, a biphasic action was observed. Choline concentration 
displayed a gradually increasing trend extending up to 120 min after 
administration of nicotine. 

In the hippocampus as well, a significant enhanced ACh release was 
noted 30 min after administration of nicotine, but the ACh 
concentration reverted to the control level after 45 min. However, 
still later, about go min following administration of nicotine, it 
transiently yet significantly increased ACh levels as well, indicating 
a biphasic action. As for choline levels, these were virtually 
unaffected by nicotine. Thus, ACh changes in the hippocampus displayed 
a pattern quite similar to that observed in the frontal cortex. 

In the corpus striatum, the response to nicotine was different 
from that displayed in either the frontal cortex or the hippocampus. 
That is, no transient rise in ACh content was observed during the 
ini tial period, but the ACh concentration tended to increase gradually 
over the entire period of 120 min after administration. The choline 
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concentrations were slightly depressed to an extent corresponding to 
the changes in ACh. 

DISCUSSION 

In the field of neurochemical research, determination of 
neurotransmitters and their metabolites' content as well as enzyme 
activity in the brain have been investigated for the purpose of 
elucidating the functions of presynaptic terminals. On the other hand, 
receptor binding experiments using radio labelled ligands (this method 
has also been used in the case of presynaptic receptors) and adenylate 
cyclase systems as well as phosphat idyl inositide turnover systems, 
including Ca2+ mobilization as a signal transduction system have been 
investigated in studies of postsynaptic functions (19, 20). These 
research trends also indicate the importance to investigate chemical 
transmission as an index of neurotransmitter release from presynaptic 
nerve terminals in connection between pre- and postsynapse. 
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Effect of nicotine on the dialysate levels of ACh and choline 
in discrete regions of brain. See legend in Fig. 6 for 
details. (Toide and Arima, inpress) 

In the central nervous system, cholinergic neurons are known to be 
involved in neural control from the septum to the hippocampus and from 
the nucleus basalis of Meynert and the diagonal band of Broca to the 
cerebral cortex, as well as existing in the intrinsic neurons of the 
corpus striatum. It is well known that the functions of the 
presynaptic cholinergic neurons in the hippocampus and cerebral cortex 
are impaired in Alzheimer's disease (5). Therefore, as a criterion of 
improvement of presynaptic function by drug therapy, it is very 
important to investigate ACh release from presynaptic cholinergic 
neurons simultaneously with the determination of ACh and choline levels 
and choline acetyl transferase activity in the presynaptic neurons. 
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Recently, the brain dialysis technique, employing a highly 
sensitive analytical method based upon high performance liquid 
chromatography, has made possible the measurement of ACh in the 
extracellular of freely moving rats (9, 10, 13), permitting the precise 
analysis of the effects of various drugs upon neurotransmission in the 
cholinergic system, using ACh release from nerve terminals. 

The present researcfi was concerned with the effects of the 
muscarinic antagonist scopolamine, the muscarinic agonist oxotremorine 
and the nicotinic agonist nicotine upon the activity of chOlinergic 
nerve terminals in the frontal cortex, hippocampus and corpus striatum, 
using ACh release and changes in the choline content of the 
extracellular spaces. 

Investigation of the effects of scopolamine administration 
(0.5mg/kg s.c.) upon ACh release and choline content in the 
extracellular spaces revealed a pronounced increase in' the release of 
ACh from nerve terminals and a corresponding decrease in the 
extracellular concentrations of choline in each of the brain regions. 
The results of th€ present experiments disclosed that the intensity and 
duration of the effects of scopolamine varied in the three different 
brain regions. Comparison of effects upon ACh release showed an 
increase of 6.2 times in the hippocampus, 6.0 times in the frontal 
cortex and 2.8 times in the corpus striatum. Consolo et al. (9) had 
previously investigated the effects of scopolamine (0. 34mg/kg s. c.) 
upon ACh release from the corpus striatum, and the results in the 
corpus striatum reported by those authors were almost identical with 
those obtained in the present study. It is well known that presynaptic 
muscarinic receptors modulate ACh release (22, 23, 24, 25). This 
enhancing effect of scopolamine upon ACh release seems attributed to a 
positive feedback mechanism due to an inhibitory action upon ACh 
autoregulation resulting from the blocking of presynaptic receptors, 
and presumably the observed decrease in choline content of the 
extracellular spaces results from enhanced synthesis of ACh in the 
nerve terminals. Some reports (26, 27, 28), performed in vitro exper iments 
using 3H-labelled choline, and indicated that scopolamine enhanced the 
uptake of choline by nerve terminals, which is consistent with the 
resul ts obtained in our in vivo experiments. 

Oxotremorine (0.5mg/kg Lp.) displayed no significant effects in 
the frontal cortex, where a slight tendency toward increased ACh 
release was observed two hours after administration. In the 
hippocampus, a slight increase was observed during the initial period 
after administration of the drug, but subsequently a mild transient 
inhibitory action upon ACh release was noted. In the corpus striatum, 
a moderate but sustained reduction in ACh levels was observed between 
45 and 105 minutes after administration, suggesting an inhibitory 
action upon ACh release. An inhibi tory effect upon ACh release was 
anticipated due to enhanced autoregulatory function resulting from the 
agonistic action of oxotremorine upon presynaptic receptors. Consolo 
et al. (9) reported that a transient inhibitory effect upon ACh release 
in the corpus striatum was manifested 20 minutes after administration 
of oxotremorine (0.53mg/kg i. p.), but the form of the reported effects 
differed somewhat from those observed in the present study. These 
discrepancies may be possibly due to differences in the rate of 
dialyzed time or intensity of desensitization. On the other hand, as 
regards the choline content of the extracellular spaces, significant 
increases were manifested in the frontal cortex and hippocampus about 
one hour after administration. These effects were presumably due to 
diminished turnover of ACh at the nerve terminals resulting from 
agonistic effects upon the pre- and/or postsynaptic receptors, 
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inhibiting the uptake of choline, which constitutes the substrate for 
ACh synthesis. However, no changes in extracellular choline 
concentrations were observed in the corpus striatum, indicating 
differences among the brain regions with respect to the effects of the 
drug. 

Nicotinic receptors are known to be present in the central as well 
as the peripheral nervous system, where presynaptic nicotine receptors 
serve to regulate the release of ACh (29, 30). Recent reports have 
indicated that not only muscarinic receptors but also presynaptic 
nicotinic receptors diminish in Alzheimer's disease, which is 
characterized by impaired cholinergic activity (4, 31, 32). Moreover, 
the clinical efficacy of nicotine with respect to Alzheimer's disease 
has been investigated, and some reports have indicated the 
effecti veness of such treatment (34). From the results of in vivo brain 
dialysis in the present study, although there were certain differences 
in pattern among the respective brain regions, enhancing effects upon 
ACh release were observed in the frontal cortex and hippocampus, which 
are intimately involved in memory function, suggesting an enhancing 
action of nicotine upon ACh-mediated neurotransmission. By contrast 
with the muscarinic agonist oxotremorine, reports of in vivo experiments 
have also indicated that this action of nicotine results from 
enhancement of ACh release mediated by presynaptic receptors (30, 31). 
On the other hand, prolonged exposure to nicotine has been reported to 
induce desensitization (35), and the biphasic action observed in the 
frontal cortex and hippocampus in the present experiments may 
presumably be attributed to desensitization effects. However, ACh­
releasing effects were not observed virtually in the corpus striatum. 
As regards changes in choline content, choline concentrations displayed 
a tendency to increase in the frontal cortex and to diminish in the 
corpus striatum, but almost no effects were observed in the 
hippocampus, moreover, there were no corresponding changes in the 
release of ACh, as were observed in the case of scopolamine. 

The above results appear to indicate that the muscarlnlC 
antagonist scopolamine, by its receptor blocking action, inhibits the 
autoregulatory function of ACh, thus providing a positive feedback 
mechanism which promotes the uptake of choline along with the enhancing 
effect upon release of ACh and, presumably, the concomitant turnover at 
the nerve terminals. As regards the muscarinic agonist oxotremorine, 
the changes induced by a negative feedback mechanism arising from 
agonist effects upon receptors were rather slight, but apparently the 
uptake of choline is impeded by an inhibitory action upon ACh release 
and, presumably, a resulting reduction in turnover at the nerve 
terminals, resulting in an increase in the choline concentration of the 
extracellular spaces. An enhancing effect of the nicotinic agonist 
nicotine upon the release of ACh from nerve terminals through the 
mediation of presynaptic receptors was observed in the frontal cortex 
and hippocampus. The results concerning the effects of the cholinergic 
agonists oxotremorine and nicotine in the frontal cortex and 
hippocampus revealed a different pattern of action from that observed 
in the corpus striatum. This was attributed to the manifestation of 
differences in drug effect owing to the predominance of intrinsic 
neurons in the corpus striatum. Moreover, differences in the manner of 
distribution of muscarinic receptors between the various brain regions 
have been reported (36), and likewise regional differences in 
distribution of nicotinic receptors have also been recognized (29, 37). 
The distribution of cholinergic receptors and the analysis of the 
effects upon ACh release mediated by these receptors constitutes an 
important subject for subsequent research. 
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In conclusion, the results of the present study suggest that in vivo 
brain dialysis provides an useful technique for the analysis of the 
nature of chemical neurotransmission by cholinergic neurons as well as 
the action of various drugs upon these neurons, using ACh release from 
nerve terminals and choline concentration in the extracellular spaces 
as indices of neuronal activity. 
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The nervous system and behavioral repertoire of old world monkeys 
resembles the human neuro-behavioral system more than any other laboratory 
animal, except higher apes. In addition, spontaneous and conditioned 
behavior exhibited by the monkey is more similar to that of the human than 
any other laboratory anima1 1. Therefore, behavioral tasks which tap the 
higher cognitive abilities of these nonhuman primates may provide 
information more relevant to normal human aging and to the dementias. The 
method most frequently employed to test the sophisticated cognitive 
repertoire of these monkeys has been one or another variation of the 
delayed response task. The delayed matching-to-samp1e (DMTS) task allows 
the measurement of abilities which are relevant to human aging, such as 
attention, strategy formation, reaction time in complex situations and 
memory for recent events. Thus, comparisons to human behavioral situations 
should involve "less speculation than when lower animal subjects are 
employed. Interestingly, a similar version of this task has been emj10yed 
to demonstrate cognitive impairment in Alzheimer's Disease patients. The 
advent of the personal computer age has facil itated the automation of 
problem presentation and data collection associated with this task, and it 
is now practical to analyze DMTS performance at a more detailed level. 

Among the many neurochemical abnormalities demonstrated to occur in the 
post mortem brains of Alzheimer's patients, is a loss of chol inergic 
nicotinic receptor density3-5. This loss parallels a deficit in other 
chol inergi c markers and is consi stent with the functional impai rment 
observed prior to death. While it is generally recognized that the brain 
muscarinic receptor system plays an important role in learning and memory, 
less is known about the role of the nicotinic system. In humans, nicotine 
is known to not only improve the attentional component of information 
processing in learning (acquisition), but also facilitates the input of 
information to storage (retention) in the memory process6 • Additionally, 
selective blockade of central nicotinic receptors has been reported to 
produce memory impairment in rodent animal models~10,and to slow cognitive 
functioning in humans11 . Thus, the loss of nicotinic receptors associated 
with Alzheimer's disease may underlie, at least in part, the memory and/or 
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cognitive impairment observed in these patients. The purpose of these 
studies was to examine the effect of stimulation and blockade of nicotinic 
receptors in monkeys performing a DMTS task. Our initial experiments were 
performed in young adult animals, although subsequent preliminary 
experiments were also performed with aged (34-35 year old) animals. 

METHODS 

Five young adult Macaca fascicularis monkeys and two aged (>34 years 
old) monkeys were well-trained in a delayed matching-to-sample (DMTS) 
paradigm over a period of several months. Water was suppl ied on an 
unlimited basis, but monkeys received approximately 15% of their food 
during performance of the DMTS task. During our first series with the 
young animals, monkeys were placed in a restraining chair and the test drug 
administered i.m. (gastrocnemius muscle) in a volume of 0.3 ml. At 10 min 
after nicotine or vehicle (sterile, normal saline) injection the monkey was 
placed in a light- and sound-attenuated chamber to await the start of the 
testing session which was initiated by a computer. At this time a 2.8 mm 
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Figure 1. Schematic diagram of the delayed matching-to-sample behavioral 
paradigm performed by monkeys. 

diameter red, blue or yellow colored circle was illuminated, representing 
the stimulus or sample key. The animal pressed the sample key, extinguish­
ing the sample light. Following a pre-programmed delay period (0-60 sec) 
two choice lights located below the sample key were illuminated, one of 
which matched the previously presented sample light, while the other was 
one pf the other two colors. The monkey executed a response by pressing 
one of the two choice keys which terminated the trial and 5 sec later re­
initiated a new trial. A food reward pellet was provided for a correct 
(matching) choice. An incorrect (non-matching) choice was neither rewarded 
nor punished. Each session consisted of 108 such trials and lasted 30-45 
min. A schematic diagram of the paradigm is illustrated in Figure 1. 
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During training sessions a set of 5 or 6 delays was randomized and 
presented in equal proport ion. The longest delay peri od chosen for an 
individual monkey was that which consistently allowed correct choices to 
be significantly greater than chance (i.e., approximately 60%). During the 
ten months in which the first series were conducted, baseline data were 
consistent (Fig.2). In general, 3 levels of performance difficulties were 
exhibited by the animals. In order to simplify data analysis and reduce 
baseline variability, the data for each animal were separated into these 
3 delay levels corresponding to the percentage correct values. The least 
difficult level of performance (Levell) was a 0 sec delay period at which 
the animals averaged 94% correct responses. The moderately difficult level 
of performance (Level 2) consisted of delay periods of 5 to 10 sec at which 
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Figure 2. Baseline data for 4 young monkeys over a 10 month period, and 
2 aged monkeys over a 2 month period (expressed as percent correct as a 
function of retention delay). Values represent the mean ± s.e.m. of 20-
100 sessions. (Note: in some cases the standard error bar was smaller than 
the diameter of the symbol). 

the monkeys averaged 80-85% correct responses. The most difficult level 
of performance (Level 3) consisted of delay periods of 15-60 sec at which 
the monkeys averaged 65-75% correct responses. Of the 5 animals employed, 
1 animal's capabilities extended to delay periods of 20 sec, 3 animals 
performed to 30 sec and 1 animal performed to a delay of 60 sec. Values 
obtai ned for each performance 1 evel were averaged and recorded as the 
average percentage correct for the respective interval. Drug effects were 
calculated as the absolute change from baseline. A minimum drug "wash out" 
period of 2 days was allowed between sessions in which a drug was 
administered. During this period a return to baseline performance was 
established in each animal before again administering drugs. 
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In the second series of experiments, 4 of the 5 monkeys from the 
previous study were employed. Testing panels were constructed so that 
they could be attached directly to the front of the animal's home cage. 
This obviated the need for the restraining chair and test cubical, however, 
there was the potential problem of noise or distraction from other animals 
in the housing room. Four animals were tested simultaneously using a newly 
designed computer-automated training and testing system. This system 
allowed additional data collection features, including latency of response 
at each step of each matching problem, and percent correct for every 
possible combination of matching stimuli (position and color analysis) thus 
increasing the resolution of our behavioral analysis. Basically, the same 
protocol and experimental paradigm were employed as described for the first 
series. In this case the animal room was darkened, with the computer and 
operator isolated from the subjects. 

Data were analyzed statistically using a one-way analysis of variance 
(ANOVA), and the Tukey honestly significant difference (HSD) procedure was 
used to determine confidence levels among sessions for main effects 
attaining the 0.05 level of confidence. In some cases an unpaired 
Student's t-test was employed as the post hoc test. 

RESULTS 

First Experimental Series 

The results obtained from a representative monkey during the nicotine 
dose response experiment are illustrated in Figure 3. Values represent 
performance at delay level 3 (longer delay periods) only since nicotine was 
not found to produce a significant effect at delay level 1 or 2 (see Figure 
4). A decrease in performance relative to baseline was observed with the 
lowest dose (1.25 ~g/kg) of nicotine. Further increases in dosage yielded 
facilitation of performance, with the largest increase (26%) afforded by 
the 5 ~g/kg dose. This dose response effect well exemplifies the inverted 
U dose response relationship commonly observed with cognitive enhancing 
agents. Subsequent re-administration of the "best dose" of nicotine (5 
~g/kg) to the monkey again yielded enhancement (10%) of performance 
although not of the same magnitude as the prior injection of 5 ~g/kg. 
Simi 1 ar dose response effects were observed in the other four monkeys 
(p<0.05). 

Nicotine enhanced performance primarily at the longest delay intervals 
in each of the animals (Fig.4). The beneficial effect of nicotine occurred 
over a narrow dose window, usually between 1.25 and 5.0 ~g/kg. Two of the 
monkeys did not respond to any of the 4 doses of nicotine. At first, these 
animals seemed insensitive to the drug, but when administered 0.625 and 7.5 
~g/kg nicotine, respectively, each responded in a manner similar to the 
other monkeys. The values presented represent the mean of 3 experiments 
each at these doses for No. 2 and No.4. For the other 3 monkeys, the most 
effective dose was repeated and found effective during 4-6 sessions each. 
On the average, nicotine increased performance at the longest delay 
interval by about 10 percentage points. The drug produced no significant 
effect on the shorter delay intervals. Any decline in the blood level of 
nicotine was not reflected by performance returning to baseline. 
Performance 1 eve 1 s were ma i nta i ned throughout the sess i on. A 1 so, tolerance 
was not apparent since re-administration of the best dose of nicotine 
produced the same or nearly the same enhancement of performance at some 
time during the study. 
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The effect of the centrally-acting nicotinic blocking drug, mecamyla­
mine, was examined in the same subjects. The results of this experiment 
are depicted in Figure 5. While the two lower doses of mecamylamine (0.25 
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Figure 3. Dose response series to nicotine administration in one monkey 
at delay level 3. A = 2.5, B = 5.0, C = 1.25, D = 10 ~g/kg. Doses were 
administered 10 min prior to initiating a testing session. All other 
sess ions denote basel i ne performance between doses. Reproduced wi th 
permission from Pergamon Press12 • 

and 0.50 mg/kg) had no significant effect on performance, the highest dose 
(2 mg/kg) produced a marked depression in performance with the effect most 
notable on the shorter delay intervals. Mecamylamine induced decreases in 
performance of 23%, 20%, and 10% at delay levels 1, 2 and 3, respectively 
(p<0.05). The next experiment was conducted to control for the potential 
peripheral effects of mecamylamine. Following administration of 2 mg/kg 
of the peripherally-acting nicotinic antagonist, hexamethonium, (the same 
dose at which mecamylamine exerted a significant effect on cognitive 
performance), signs of ganglionic blockade, particularly ptosis, were noted 
within several min. Despite the outward effects of the drug, no signifi­
cant effect on performance during the testing session was noted (Fig. 6). 

In the next series, animals received either 0.5 mg/kg of mecamylamine 
or 2 mg/kg hexamethonium (since neither one of these doses by themselves 
produced a significant effect on baseline performance) 15 min prior to each 
animal receiving its most effective dose of nicotine to examine the 
influence of antagonist pretreatment on the effects produced by nicotine 
administered 10 min later. The results of this experiment are illustrated 
in Figure 7. While hexamethonium pretreatment did not alter the ability 
of nicotine to enhance performance at the longest delay interval, 
mecamyl ami ne pretreatment antagoni zed the benefi ci a 1 effect of n i cot i ne 
(p<0.05). 
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Second Experimental Series 

Four animal s from the first series were retrained to their original 
baseline performance (see Fig. 2) using the unrestrained technique 
described above in the Methods section. Numerous variables relating to the 
monkey's performance were collected; the variables related to one of three 
categories: (a) color preference, (b) position preference and (c) response 
latency. The data were tabulated in a matrix for each daily session. It 
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Figure 4. Effect of the best dose of nicotine (0.625, 2.5, 5.0, or 7.5 
pg/kg, i.m.) in five monkeys on their performance of a delayed matching­
to-sample paradigm (expressed as the absolute change in percentage correct 
from baseline). Nicotine was administered 10 min prior to testing. In the 
line graph each symbol refers to data derived from an individual monkey 
(open circle = No.1, open triangle = No.2, closed circle = No.4, open 
square = No.7, closed square = No.8). Each value represents the mean of 
4-6 replicates, except for No.2 and No.4, which represents the mean of 3 
experiments each. The bar graph represents the mean of each animal's data 
averaged for the fi ve monkeys. Vert i calli nes i ndi cate the s. e. m. 
Retent i on i nterva 1 s 1,2 and 3 refer to short, moderate and long delay 
intervals. The value for interval 3 was significantly greater than 
baseline. Reproduced with permission from Pergamon Press12 • 

was therefore possible to separate two main components of the DMTS task, 
a test of memory recall and a cognitive component which tests the abstract 
conceptual ization of "matching". Results obtained from this series confirm 
the results of Series 1 in that nicotine administration produced a 
significant enhancement of performance in the DMTS task. As with the 
earlier procedure (restraint and isolation during testing) the degree of 
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enhancement was greatest for the longer (most difficult) delay intervals, 
with the magnitude of this enhancement (+10.5%), significantly greater than 
baseline performance. Drug vehicle administration (saline) did not 
significantly affect baseline performance. Also, there was no significant 
effect of nicotine on choice latencies (time elapsed during color choice 
selection), 3.8±0.64 and 3.9±0.57 sec, respectively for control and 
nicotine-treated; or trial latencies (time elapsed between the stimulus 
color presentation and the animal's starting the next trial), 2.7±0.32 and 
3.5±0.91 sec, respectively. Position preference (left vs. right choice 
1 ight) did not account significantly for the enhancement produced by 

MECAMYLAMINE (mg/kg) 

20 

w 10 1 z 
::J 

~?~ 
w 

~ E 0 w 
~ ct: ·~l T 

o ct: 
ct: 0 
u.. u -10 _._____0 
w II'! 1 ! " ~ 
~ 0 
u -20 ~~ 

1 
-30 

2 3 

RETENTION INTERVAL DELAY 

Figure 5. Effect of mecamylamine on performance of a delayed matching-to­
samp 1 e paradi gm by four monkeys (expressed as the absolute change in 
percentage correct from baseline). The numbers in parentheses refer to the 
dose of mecamylamine in mg/kg, i.m. Mecamylamine was administered 25 min 
prior to testing. The highest dose of mecamylamine produced a significant 
decrease in performance. Reproduced with permission of Pergamon Press 12 • 

nicotine in these young animals (Fig. 8). The most interesting finding, 
however, was that when animals were tested on the day following nicotine 
pretreatment, significant enhancement of performance was still observed for 
the longest delay interval (see Figs. 7 and 8). This chronic feature of 
nicotine's effects was unexpected, although our subjective impressions have 
always been that basel ine performance in DMTS tends to increase when 
animals are receiving a dose regimen of nicotine. The mechanism for this 
de 1 ayed enhancement is not understood, but is cl earl y not related to 
significant levels of the drug in plasma or tissue. More likely, it is 
related to more long-term changes in neurotransmitter function following 
a single dose of nicotine. 
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Further analysis of the data from this new group indicates that monkeys 
have a significant color preference involved in their matching skills. 
When data were analyzed in terms of color preference it was determined that 
the least preferred color (color with which most mistakes in matching were 
made) was enhanced to the largest extent with nicotine (Fig. 8). In fact, 
performance was enhanced by over 30% when data were analyzed in this 
manner. The shift from a 10% overall enhancement to a 30% enhancement for 
the non-preferred color indicates that for the long delay interval, 
nicotine alters the color preference of the animal, towards a more balanced 
color preference. We are also training three aged (34-35 years old) 
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Figure 6. Effect of pretreatment with saline (SAL), 0.5 mg/kg mecamylamine 
(MEC) or 2 mg/kg of hexamethonium (HEX) prior to each animal receiving its 
best dose of nicotine on performance of a delayed matching-to-sample 
paradigm. Pretreatments were administered 15 min prior to nicotine which 
was administered 10 min prior to testing. Experiments were replicated in 
each animal 1-3 times. Mecamylamine pretreatment significantly inhibited 
the enhanced performance following nicotine at retention interval level 3 
(p<0.05. Reproduced with permission of Pergamon Press12 • 

monkeys in the DMTS task. It has proven much more difficult to train these 
animals and currently two are performing up to 5 or 10 sec delays at better 
than chance performance (see Fig. 2). Preliminary studies with nicotine 
in these animals have suggested the following: (1) That acute administra­
tion of nicotine produces a similar degree of enhancement in the DMTS task 
as with the young animals, except that the doses employed were higher (5-
10 J,Lg/kg vs. 2.5 J,Lg/kg for old and young, respectively). (2) There 
continues to be an enhanced response observed 24 hours after the nicotine 
injection. (3) The old animals have a position (left/right) preference. 
(4) As with the color preference in the young monkeys, nicotine appeared 
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to normalize the position preference in the aged monkeys. Color preference 
was not a major factor for the older monkeys. Our data with the aged 
animals are preliminary, however, and await further verification. While 
position vs. color preference may be a function of aging, it is also 
possible that it may be a function of the duration of training, since our 
older animals are just beginning drug trials. 

DISCUSSION 

The validity of the non-human primate performing a DMTS task as a model 
for human memory has been recently reviewed by Bartus,13. The fact that 
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Figure 7. Delayed matching-to-sample performance by monkeys in the second 
series (unrestrained testing) analyzed in terms of delay interval 3 and 
the most preferred side (with which the subject, on average, performed the 
greatest number of problems correct). The 10 min point refers to testing 
10 min after the best dose of nicotine; the 24 hr point refers to testing 
24 hr after the best dose. In both cases the enhancement produced by 
nicotine was significant (p<0.05). 

aged monkeys perform this task with reduced efficiency compared with young 
animals is consistent with previous studies and serves to illustrate the 
sensitivity of the memory task to the age of the subject. Our experiments 
with nicotine clearly demonstrate a significant and reproducible facilita­
tory effect of the drug on performance of the DMTS task. Nicotine was most 
effective in enhancing the ability of animals to perform the longest delay 
intervals, that is, the most taxing with respect to recall. The lack of 
effect of nicotine at the shorter delay periods may relate to the fact that 
at shorter delay intervals, performance efficiency is already too high to 
observe significant improvement. This potential ceiling effect may also 
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explain the results obtained when the highest dose of mecamylamine (2 
mg/kg) was administered alone, in that there was more room for decrement 
in performance at the shorter delay periods. Nevertheless, the selective 
effect of the drugs on a specific delay interval indicates that altered 
performance was not related to drug effect on visual acuity, appetite or 
ingestive behavior. 

Blockade of peripheral nicotinic receptors by hexamethonium failed to 
alter performance at any delay level. The lack of effect of hexamethonium 
indicates a central, not peripheral, effect of mecamylamine in producing 
the decrease in performance. Also , the inability of hexamethonium and the 
efficacy of mecamylamine to block the beneficial effects of nicotine, 
further substantiates the concept that the effect of nicotine and 
mecamylamine on performance are mediated through a central mechanism. 
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Figure 8. Delayed matching-to-sample performance by monkeys in the second 
series (unrestrained testing) analyzed in terms of delay interval 3 and 
the most preferred color (with which the subject, on average, performed the 
greatest number of problems correct) . The 10 min point refers to testing 
10 min after the best dose of nicotine; the 24 hr point refers to testing 
24 hr after the best dose. In both cases the enhancement produced by 
nicotine was significant (p<0.05). 

Delayed Matching involves two aspects: (I) the delay interval, which 
tests memory recall, and (2) a cognitive component, which tests the 
abstract conceptualization of "matching" and allows the subject to 
correctly match according to sameness, regardless of the stimuli involved. 
In the second nicotine series we investigated color and position preference 
with the hope that insight regarding effects of nicotine upon the 
conceptual component of matching could be provided. In regard to the first 
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aspect of DMTS, recall as measured by length of delay interval, it may be 
important to remember that variations of the delayed response task are 
differentially sensitive to lesions in various brain regions. Thus the 
DTMS task is sensitive to different brain lesions than spatial tasks such 
as the AGED apparatus used by Bartus and colleagues,14 or the DADTA 
apparatus15 . There are apparently even differences between the DMTS task 
and the intuitively similar delayed non-matching to sample (DNMTS). For 
example, performance of the DTMS task is severely impaired by lesions of 
the prefrontal association areas, while monkeys with prefrontal damage 
perform as well as normals on the DNMTS task16 . Conversely, the DNMTS task 
may be more sensitive than DMTS to the effects of temporal lobe damage13 . 
Since the DNMTS task is currently being used more frequently than DMTS, it 
is worth making this point: The sensitivity of the DMTS task to prefrontal 
damage makes it a valuable tool, since frontal cortex appears to be 
particularly involved in age-related neurochemical and neuro-morphological 
changes. At the same'time it is clear that the frontal cortex is only one 
part of a complex memory system involving at least the thalamus, basal 
ganglia, medial/anterior temporal lobe and the nucleus basalis. Perfor­
mance of most variations of delayed response are severely impaired by 
advancing age, thus there is value to all these tasks; but the fact that 
there is differential sensitivity of the delayed response variations 
demonstrates the importance of multiple testing procedures in the overall 
search for memory enhancing drugs. It seems clear that age-related memory 
decrements result from changes in a variety of brain mechanisms. 
Similarly, a finer grained analysis of the classic variants, as evidenced 
by our analysis of position and color preference data, can also provide 
potentially valuable information. 

In regard to the second, or conceptual aspect of DMTS, it is interesting 
that measuring color preference allowed us to account for the majority of 
long-delay enhancement associated with nicotine administration. The 
majority of the long-delay improvement associated with nicotine was due to 
increased percent correct of the non-preferred sample color. This finding 
strengthens our original hypothesis that nicotine enhances matching 
specifically during trials involved with the most difficult problems. In 
addition, the analysis of color preferences has raised an issue, which is 
worthy of speculation and perhaps further investigation. Specifically, the 
formation of color strategies reflect a category of cognitive ability, 
which not only is unique to primate species, but may be mediated by 
different neuronal substrates than those which mediate memory recall. 
Matching is a complex "conditional discrimination" problem1Tin which the 
significance of a discriminative stimulus is not invariant, but changes 
in relation to the stimulus context in which it appears. In that sense, 
DMTS is a task involving complex conditional discriminations. Discrimina­
tion in this sense does not mean inability to distinguish between stimuli, 
but rather the ability to abstract some common feature from a number of 
discriminable stimul i and to respond only to it. The abil ity to form 
concepts very likely relates to human declarative memory18. Squire and co­
workers,18 argued that human patients score well on tests originally 
designed as nonhuman primate tasks (such as matching) in proportion to the 
extent that they could verbal ize the principle that determined which 
responses were rewarded. In the present study, the amount of stimulus 
control attached to each of the colors (as measured by color preferences) 
is a direct measure of the strength of the conceptual aspect of matching. 
It relates to the question of whether the cognition of each monkey involves 
the formation of efficient abstract concepts, or whether the monkey is 
responding on a more concrete level in which a "picture-memory" or 
stimulus-response type strategy is employed. A pronounced color or 
position preference would be compatible with such concrete cognition. 
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One measure of the strength of the matching concept is the transfer of 
training task, in which animals are tested for ability to transfer a pre­
viously learned concept to novel stimuli. In one demonstration of the 
unique ability of primates to transfer the matching concept, Jackson and 
Pegram,19 used a test procedure almost identical to one described in 
this chapter. The findings demonstrated that monkeys transferred match­
ing to novel sample color. This is in contrast to findings that pigeons 
(one of the rare non-primate species capable of matching from sample) do 
not transfer matching to a novel color20 • These studies show that 
the behavioral control exerted by the sample reflects te ability to form 
a compl ex di scrimi nati on based upon the abstract conceptuali zation of 
matching. Tests of this type measure higher cognitive capabilities 
unique to primates, and as previously mentioned relate to human declara­
tive memory. Such capabilities are Alzheimer's Disease, and thus an 
animal model capable of providing information about this form of higher 
cognitive ability could allow a valuable supplement to the information 
which is obtained from the monitoring of delay length. 

In regard to the question of which neuronal systems are being stimu­
lated or measured by the interaction between DMTS and nicotine, there are 
several points to be considered. First, the present data indicate a cen­
tral substrate of the nicotine effects. Second, these forms of complex 
discrimination requirement appear to be the realm of the cortex. In the 
neurological examination, a classic test of cortical integrity is the two 
point discrimination test. This test requires patients to say whether 
they have been touched at one or two separated points on the skin. The 
patients in this case are asked to abstract to quality of singularity of 
duality, independent of the particular touch receptors stimulated. This 
abstraction requires multiple interconnections within and among sensory 
modalities and considerable plasticity among the connections. The only 
structure that has such characteristics in abundance is the cortex and 
thus it is not surprising that avstraction is only possible in those spe­
cies with well developed neocortex. The particular sensitivity of the 
DMTS task has already been discussed. In addition, there are many stud­
ies indication that the transfer of concepts is dependent upon a properly 
functioning amygdala. Amygda1ectomized monkeys, once trained to discri­
minated between large and small squares do not transfer the concept to 
large vs. small circ1es21 • A similar failure of amygda1ectomized 
monkeys to transfer a concept to novel situations have been described by 
many other studies involving non-human primates22 ,23. In contrast, 
1 esi ons restri ct to the amygda1 a do not alter del ayed response capabi 1 i­
ty. Instead, it apppears that a combination of lesions, involving the 
hippocampus and other structures of the anterior temporal lobe, must nec 
essari1y be demanded before loss of delayed response performance is sig­
nificantly interrupted24 ,25. It is known that lesions restricted to 
the hippocampus do not alter the transfer of matching to a novel stimulus 
(K.H. Pribram, personal communication; Jackson, umpublished data from 28 
hippocampectomized monkeys). Thus, it appears that the two components of 
the matching (conceptual and recall) are subserved by different neuronal 
mechanisms, although both measure cognitive abilities which decrement in 
Alzheimer's Disease. 

Finally, the possibility that activation of brain nicotinic 
receptors aged monkeys can also enhance performance in these ani­
mals is encouraging in the sense that this model is probably rele­
vant to human memory/cognitive dysfunction. The possibility 
that nicotine did not reduce response latencies (if anything, 
there was a tendency to slightly increased latencies). Because 
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of the toxicity of nicotine, it is not clear whether the drug could be 
useful as a treatment in human disease. The slightly better enhancement 
of DMTS by nicotine in the presence of selective nicotinic blockade (see 
Fig. 6) may be related to a reduction in the peripherally-mediated side 
effects of the agonist. Overall, our findings do suggest that central 
nicotinic receptors may be exploited pharmacologically in future treatments 
of human dementias. 
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Alzheimer'S disease (AD) is characterized by an exten­
sive degeneration of the cholinergic system in the human 
nucleus basalis of Meynert, neocortex and hippocampus (1-5), 
mainly based upon measures of choline acetyl transferase act­
ivity (ChAT). Cholinergic receptor populations (muscarinic and 
nicotinic) have also been studied in Alzheimer's disease; 
however the results of studies concerning muscarinic recep­
tors are variable and inconsistent (1, 6-8). The variability 
may be due to the non-selective nature of the ligands used to 
measure muscarinic receptor populations. Alternatively, the 
discrepancy may be explained by the existence of mUltiple 
'subtypes of muscarinic receptors in the CNS (see 5). Mnc-­
carinic receptors can be subdivided into a number of subtypes 
(M1-M3) which may be selectively labeled using 3H-pirenzepine 
(M1), 3H-ACh or ~H-AF-DX 116 (M2), or 3H-4DAMP (M3) (5, 9-12) 
In contrast to muscarinic receptors, results concerning the 
fate of neuronal nicotinic receptor populations in AD ~o~~ex 
are more consistent. These studies indicate that the densi-Ey­
of nicotinic receptors, at least in cortical structures, is 
severely reduced in AD (3,5,13,14). It is essential to de­
termine whether specific cholinergic receptor populations are 
affected in various regions of the AD brain in order to 
develop a strategy for the treatment of AD. 

CHOLINERGIC MARKERS IN ALZHEIMER'S DISEASE 

ChAT Activit:\( 

ChAT activity was measured in homogenates of AD brain (77.3 + 
2.3 years of age, n=8) and compared to control brain tissue 
(70.1 + 3.3 years of age, n=9). The brain regions used were 
frontal cortex, hippocampus and striatum. There was a large 
decrease in ChAT activity in the frontal cortex (69%) and 
hippocampus (66%). In contrast, ChAT activity in the striatum 
was unaltered compared to control (Table 1). 

53 



TABLE 1. ChAT activity in control and AD brain. 

frontal cortex 

hippocampus 

striatum 

ChAt activity 
Control 
5.2 ± 0.6 

13.4 ± 3.6 

40.5 ± 1.9 

(nmol/mg protein/h) 
Alzheimer's 
1.6 ± 0.2 

4.6 ± 1.2 

39.8 ± 4.3 

Muscarinic Receptor Populations in Human Brain 

To determine whether muscarinic MI or M2 receptors were 
altered in AD, we used saturation analysis of 3H-pirenzepine to 
MI binding sites and 3H-ACh binding to M2 binding sites. The 
maximal density (Bmax) of 3H~pirenzepine (MI) binding sites was 
not altered in AD frontal cortex, but was slightly increased 
in AD hippocampus (25%) and striatum (33%). The affinity of 3H­
pirenzepine binding to Ml sites was not altered in diseased 
compared to control brains (Table 2). The Bmax for 3H-ACh (M2) 
binding was significantly reduced in AD frontal cortex (49%) 
and hippocampus (56%) but was not changed in AD striatum. In 
addition, the affinity of M2 sites was not altered in AD 
(Table 2). 

Nicotinic Receptors in Human Brain 

Nicotinic binding sites were studied using saturation analysis 
of 3H-methylcarbamylcholine (MCC) binding to homogenates of 
human brain. This ligand has previously been shown to bind to 
neuronal nicotinic receptors in mammalian brain (5, 8, 15-17). 
The density of 3H-MCC binding sites was reduced in AD frontal 
cortex (68%) and hippocampus (61%) but not in AD striatum. The 
apparent affinity of 3H-MCC binding sites was not significantly 
different in AD brain compared with normal brain tissue (Table 
3) . 

TABLE 2. Muscarinic. binding sites in control and AD brain. 

frontal 
cortex 

hippocampus 

striatum 

54 

Results are expressed as the maximal binding 
capacity (Bmax) in fmol/mg protein and apparent 
affinity constant (Kd) in nM. 

3H-pirenzepine (Ml) 3H-ACH (M2) 
Bmax Kd Bmax Kd 

C 502 ± 25 17.0 ± 2.2 22.8 ± 1.4 5.6 ± 0.8 
AD 378 ± 23 19.2 ± 4.0 11. 6 ± 1.5 7.3 ± 2.1 

C 287 ± 22 13.2 ±4.6 39.3 ± 3.0 7.7 ± 2.4 
AD 358 ± 20 20.2 ±4.8 17.1 ± 2.6 8.8 ± 2.7 

C 491 ± 25 27.2 ± 4.0 39.6 ± 3.8 8.5 ± 3.9 
AD 651 ± 39 21.0 ± 4.1 42.3 ± 3.4 10.1 ± 4.7 



TABLE 3. Nicotinic binding sites in control and AD brain 

Bmax Kd 
(fmol / mg protein) (nM) 

frontal C 10.6 ± 2.8 11. 9 ± 1.6 
cortex AD 3.4 ± 1.1 9.1 ± 2.6 

hippocampus C 11.5 ± 2.4 7.5 ± 0.7 
AD 4.5 ± 1.3 6.4 ± 1.5 

striatum C 20.7 ± 2.6 10.0 ± 2.4 
AD 17.5 ± 3.5 11.5 ± 3.7 

The present results indicate that muscarinic M2 re­
ceptors and nicotinic receptors are compromised in certain 
regions of AD brains. The decrease in the density of M2 sites 
and nicotinic sites in the AD frontal co~tex and hippocampus 
correlates with the decrease of ChAT activity in these brain 
regions. In all cases, the positive correlation was 
significant (r > 0.82). In contrast, there was no sig­
nificant correlation between ChAT activity and Ml binding 
sites in these brain regions. These correlations suggest that 
nicotinic binding sites and M2 muscarinic binding sites may be 
localized presynaptically to cholinergic terminals in the 
frontal cortex and hippocampus. The exact function of these 
receptors in human brain is not known, but they may represent 
autoreceptors which regulate the release of acetylcholine. 

Functional Role of Nicotinic Receptors in Mammalian Brain 

Recent neurochemical findings indicate the widespread 
existence of nicotinic autoreceptors on cholinergic terminals 
in the mammalian brain (9, 16, 18). The rat CNS contains a 
relatively low density of high affinity 3H-MCC binding sites. 
The hippocampus (14.9 ± 2.1 fmol/mg protein) contains a low 
number of 3H-MCC binding sites whereas both the striatum and 
frontal cortex contain substantially higher amounts (23.3 ± 
2.5 and 31.4 ± 4.4 fmol/ mg protein, respectively). The ap­
parent affinity constant for these sites is 5.7-8.6 nM (9, 16, 
17) . 

We have determined the effects of unlabeled MCC on the 
release of endogenous ACh from brain slices of frontal cor­
tex, hippocampus and striatum. MCC significantly increased 
spontaneous ACh release from frontal cortical and hippocampal 
slices but not from striatum (Table 4). The effect of MCC was 
only apparent during incubation in the presence of normal 
potassium Krebs medium but not in the presence of elevated 
concentrations of potassium (25 or 50 mM). The MCC-induced 
increased ACh release from cortex or hippocampus was abol­
ished when slices were incubated in the presence of nicotinic 
receptor antagonists (d-tubocurarine [OT] or dihydro-beta­
erythroidine [DBE]). Furthermore, the effect of MCC was cal­
cium-dependent since MCC did not enhance ACh release when 
brain slices were incubated in calcium-free medium (Table 4). 
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TABLE 4. Effect of MCC on spontaneous ACh release from rat 
brain slices 

Incubation ACh release 
Condition (% control) 

frontal cortex MCC (10 J.1M) 177 ± 25 
MCC (10 J.1M) , TTX (1 J.1M) 164 ± 12 
MCC (10 J.1M) , Ca-free 98 ± 8 
MCC (10 J.1M) , DT (1 J.1M) 102 ± 16 

hippocampus MCC (10 J.1M) 211 ± 33 
MCC (10 J.1M) , TTX (1 J.1M) 191 ± 16 
MCC (10 J.1M) , Ca-free 103 ± 13 
MCC (10 J.1M) , DT (1 J.LM) 102 ± 3 

striatum MCC (0.1 nM to 10 roM) 98 to 120 

To determine whether the MCC-induced increase in ACh re­
lease from cortex or hippocampus was due to an action on pre­
synaptic nicotinic autoreceptors, we tested the effect of MCC 
on spontaneous ACh release in the presence of the sodium 
channel blocker, tetrodotoxin (TTX) This drug would block 
impulse activity along an axon if MCC was acting distal to the 
nerve terminal. The effect of MCC on ACh release from both 
tissues was apparent even in the presence of TTX, suggesting 
an action on nicotinic autoreceptors which are present at the 
level of the terminal. Therefore, nicotinic autoreceptors are 
present in certain regions of the rat brain (frontal cortex, 
hippocampus, cerebellum) which, when activated by a nicotinic 
drug (MCC, nicotine) or the endogenous ligand (ACh) result in 
the enhancement of spontaneous ACh release which maintains an 
elevated level of synaptic activity. It is conceivable that 
this positive feedback mechanism may be exploited in order to 
facilitate the release of ACh in vivo (see below) . 

Functional Role of Muscarinic-M2 Receptors in the Mammalian 
Brain 

Several studies have proposed that functional muscarinic 
autoreceptors exist in the mammalian brain (9, 10, 19-23). The 
identification of the subtype of muscarinic receptor involved 
in the regulation of ACh release has been difficult due to the 
lack of receptor subtype-selective probes, although it has 
been suggested that M2 receptors may be involved in the 
feedback regulation of ACh release. Recently, it has been 
suggested that AF-DX 116 is a suitable ligand to study the M2-
muscarinic receptor (10, 12, 24-26). 3H-AF-DX 116 binds to two 
classes of muscarinic binding sites in homogenates of rat 
frontal cortex, hippocampus and striatum. The characteristics 
of these sites are such that one is of high affinity (Kd< 
5nM) flow capacity (Bmax 30 63 fmol/mg protein) and the 
second of lower affinity (Kd>65 nM) and higher capacity (Bmax 
190 -260 fmol/mg protein) . 

We have determined the effects of unlabeled AF-DX 116 on 
the spontaneous and potassium-evoked release of endogenous 
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ACh from rat brain slices. AF-DX 116 enhanced the potassium­
evoked release of ACh from frontal cortex, hippocampus and 
striatum. The effect of the M2-selective antagonist AF-DX 116 
was dose-dependent and occurred only when slices were 
incubated in medium containing elevated concentrations of 
potassium (25 mM): the effect of the non-selective antagonist 
atropine was similar to that of AF-DX 116 (hippocampal data 
shown in Table 5). The Ml-selective antagonist pirenzepine and 
the M3-selective antagonist 4-DAMP were ineffective in 
altering spontaneous or evoked ACh release. In addition, AF-DX 
116, like atropine, could effectively reverse the oxo­
tremorine induced inibition of evoked ACh release. Neither 
pirenzepine nor 4-DAMP reversed the effects of oxotremorine. 

In summary, the results described above indicate that 
presynaptic muscarinic autoreceptors appear to be of the the 
M2-subtype, as determined using the M2 antagonist AF-DX 116. 
These results suggest that the in vivo activation of M2 auto­
receptors by ACh results in negative feedback control of 
evoked ACh release from cholinergic terminals in the frontal 
cortex, hippocampus and striatum. Therefore, this inhibitory 
feedback mechanism would modulate the level of ACh released 
and subsequent ly the extent of the postsynaptic signal in 
response to the quantity of ACh released. It is possible that 
the selective antagonism of muscarinic M2 autoreceptors may 
result in the enhancement of ACh release and thus have 
therapeutic applications (see below) . 

Pharmacological Basis for the use of Nicotinic and Muscarinic 
D~ugs in Alzheimer's Disease 

The positive correlation between ChAT activity and ei­
ther nicotinic or muscarinic M2 receptors AD brains suggests 
that these two types of cholinergic receptors may be local­
ized presynaptically to cholinergic terminals. If the act­
ivation of nicotinic receptors by nicotinic agonists or the 
blockade of muscarinic M2 receptors by a specific muscarinic 
antagonist results in an enhancement of ACh release from cer­
tain brain structures, then a treatment strategy may be deve­
loped which is beneficial to the AD patient. This treatment 
strategy would probably be useful in the early and middle 

TABLE 5. Effect of muscarinic drugs on evoked ACh release from 
rat hippocampal slices 

Incubation Condition ACh release (%control) 

hippocampus atropine (ATR) (0.1 mM) 148 ± 8 
pirenzepine (PZ) (0.1 mM) 97 ± 5 
AF-DX 116 (AF) (0.1 mM) 152 ± 14 
4-DAMP (0.1 mM) 110 ± 11 

oxo (0.1 mM) 63 ± 6 
oxo (0.1 mM) , ATR (0.1 mM) 98 ± 7 
oxo (0.1 mM) , PZ (0.1 mM) 65 ± 6 
oxo (0.1 mM),AF (0.1 mM) 98 ± 5 
oxo (0.1 mM) , AF (0.1 mM) 97 ± 12 
oxo (0.1 mM) , 4-DAMP (0.1 mM) 62 ± 6 
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stages of AD when the loss of nicotinic and muscarinic M2 re­
ceptors has not yet reached a maximum. Stimulation (nic­
otinic) or blockade (muscarinic) of cortical or hippocampal 
autoreceptor populations may increase ACh release, and per­
haps ameliorate the memory dysfunctions associated with AD. 

Administration of nicotine to animals is correlated with 
positive physiological responses such as improvement of 
learning, increase in information retention, increase in long­
term information storage and the production of state de­
pendent learning (27-29). Nicotine also serves as a positive 
reinforcer under certain experimental conditions (30). Studies 
testing the effects of nicotine (directly or indirectly via 
cigarette smoking) on human physiological responses have 
yielded mixed results. For instance, nicotine is a positive 
reinforcer (i. v. ) (30) , increases concentration and 
performance (cigarette puffs) (31), increases free recall and 
long-term recall (32) and also decreases intrusion error (33). 
However, the administration of nicotine is not without side 
effects. Administration of nicotine alters behavioral patterns 
and physiological functions. The effects of nicotine include 
an increase in anxiety-depression-fear (32,33). Physiological 
parameters are also altered by nicotine. Dose-dependent 
increases in pulse rate, systolic blood pressure and 
respiratory rate result from nicotine infusion (32). 

These studies suggest that CNS nicotine receptors are 
important in regulating certain behavioral and physiological 
responses in man and animals. The administration of nic­
otinic agonists under controlled conditions may increase cog­
nitive functions and possibly be useful in the treatment of 
the cognitive deficits associated with AD. The development of 
a successful treatment program with nicotine targeted ag­
ainst presynaptic nicotinic autoreceptors may be difficult 
considering the rapid desensitization phenomenon linked to 
nicotinic receptors (9). We have shown that nicotinic auto­
receptor function in rats is severely compromised after mul­
tiple injections of nicotine, although the density of nico­
tinic receptors in cortex and hippocampus is markedly in­
creased (9). It is interesting to note that long-term cig­
arette smoking in humans also results in the upregulation of 
the density of CNS nicotinic receptors (34). If this in­
crease in receptor number in human brain is associated with 
the loss of autoreceptor function, then the administration of 
nicotine would not be beneficial to the AD patient. Al­
ternatively, a treatment schedule could be devised which would 
guard against long-term receptor desensitization. The 
treatment of an AD patient with nicotine on an intermittent 
administration schedule is feasible and may be achieved with 
the use of nicotine gum. This method may produce presynaptic 
nicotinic receptor activation and increase ACh release in the 
CNS. 

Muscarinic agonist (arecoline, bethanechol) therapies 
have been tested with little or no success in AD patients (33, 
35, 36). These compounds have not been shown to sig­
nificantly improve memory recall, learning or cognitive tasks 
suggesting that the postsynaptic action of these agonists on 
muscarinic receptors is not sufficient to increase cognitive 
function. The use of specific presynaptic muscarinic M2 
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anticholinergics may be useful in the treatment of AD if com­
pounds could be developed which preferentially block M2 auto­
receptors. This would cause an increase in ACh release from 
brain structures important in the formation of short and long 
term memory and learning processes. Finally, if this type of 
compound could be developed it could be used in combination 
with nicotinic agonists to enhance maximally ACh release from 
the remaining cholinergic terminals in the hippocampus and 
cortex of AD patients, which may result in significant 
cognitive improvement. 
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There is growing evidence that development, maintenance 
of function, and regeneration of neurons are influenced by 
trophic hormones or neurotrophic factors. These 
neurotrophic factors stimulate mechanisms necessary for 
survival, neurite growth and functions related to 
transmitter production and release. Nerve growth factor 
(NGF) is the first and best characterized neurotrophic 
factor and serves as a paradigm for more recently discovered 
molecules. NGF trophically acts on peripheral sympathetic 
and sensory neurons, and cholinergic neurons in the brain. 
Other neurotrophic molecules characterized so far influence 
various other neuronal populations. Brain-derived 
neurotrophic factor is a protein purified from pig brain 
which supports the survival of chick sensory neurons and rat 
retinal ganglion cells. Glia- derived nexin produced by 
glial cells and inducing neurite growth of neuroblastoma 
cells was found to be an inhibitor of cell- derived 
proteases. This finding is in line with other evidence for 
a role of proteases and protease inhibitors in neurite 
growth and regeneration. Several laboratories have reported 
partial or complete purification of neurotrophic factors for 
spinal cord motoneurons. Besides these neurotrophic factors 
which were found by means of purification and a neuronal 
cell assay system, there is a number of earlier 
characterized growth factors or hormones which also affect 
neurons and, therefore, are often considered neurotrophic 
factors. Among these are fibroblast growth factors which 
stimulate the proliferation of non-neuronal cells but also 
promote survival of rat brain neurons in vitro. Receptors 
for insulin and insulin-like growth factors I and II occur 
in the brain and these hormones promote growth of various 
neuronal populations in culture. N~urotrophic actions have 
been described for epidermal growth factor and transforming 
growth factor alpha. Besides the neurotrophic factors 
described so far, which are soluble proteins, there are 
membrane-bound molecules promoting adhesion of neurons and 
neurite extension. Various aspects of the field of 
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neurotrophic factors have been subject of recent reviews (1, 
2,3,4,5,6,7,8,9). 

The discovery of neurotrophic factors has prompted 
considerations that such factors may play a role in 
neurodegenative diseases. Appel (10) formulated a general 
hypothesis stating that the lack of neurotrophic factors is 
responsible for the degeneration of selective neuronal 
populations as it occurs in Parkinson's disease, Alzheimer's 
disease, and in amyotrophic lateral sclerosis, and, 
furthermore, that application of the corresponding 
neurotrophic factor might prevent the neuronal degeneration. 
Since NGF is a trophic factor for the population of basal 
forebrain cholinergic neurons which degenerates in 
Alzheimer's disease, it has been speculated that NGF may be 
useful in the treatment of this disease (11, 12 13). 

Neurotrophic factors may 5ecome useful as replacement 
therapy if lack of endogenous molecules plays a crucial 
role in the pathogenesis of a disease. Other deficits in 
neurotrophic factor-related mechanisms may be overcome by 
exogenously administered molecules. Furthermore, even in 
absence of a direct involvement of a neurotrophic factor in 
a pathological process, elevating the quantity of this 
factor above endogenous levels is likely to induce 
hypertrophy of responsive cells. Such hypertrophy is 
manifested by increased expression of structural proteins 
and molecules responsible for transmitter synthesis and 
release. Structural changes will improve the resistance of 
neurons to insults; hypertrophy of transmitter-related 
mechanisms will facilitate the neurons' ability to influence 
postsynaptic cells. This general concept is supported by 
studies on the interaction between NGF and basal cholinergic 
neurons (7, 8, 14, 15). 

Classical neuropharmacology which has grown to a major 
field during the past few decades attempts to influence 
mechanisms related to neuronal impulse flow and transmission 
at the synapse. Currently used drugs and available 
pharmacological tools do not affect the structural features 
of the central nervous system and there are no compounds 
able to promote regeneration, plasticity, and maintenance of 
structural integrity of selected neuronal systems. 
According to the concepts outlined above, the area of 
neurotrophic factors may lead to the development of a new, 
structurally oriented neuropharmacology. In particular, the 
available data suggest that neurotrophic factors may be 
useful in the treatment of neurodegenerative diseases which 
are associated with structural disintegration of selected 
neuronal systems or brain areas. The following sections 
discuss possible strategies for the development of 
pharmacological interference of brain function based on 
neurotrophic factors. A more detailed review of these 
concepts has been published elsewhere (15). 

INTRACEREBRAL ADMINISTRATION OF NEUROTROPHIC FACTORS 

To be able to reach neuronal populations in the brain, 
neurotrophic factors will have to be given intracerebrally, 
since these proteins do not cross the blood-brain barrier. 
In experimental animals, NGF has been injected through 
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chronically implanted cannulas or has been chronically 
infused with the help of osmotic minipumps (16, 17, 18). 
Both these procedures are inadequate for human use and other 
approaches are necessary to find suitable ways of 
neurotrophic factor administration to humans. 

Neurotrophic factors purified from natural sources or 
produced by recombinant techniques may be chronically 
infused into the brain with the help of mechanical pump 
devices. Subcutaneous pumps are available which deliver 
proteins through a small tubing to the cerebral ventricles. 
Pumps can be refilled through the skin and their delivery 
rate can be set without surgical intervention. Subcutaneous 
pump devices have been used for the administration of 
cholinergic agonists to Alzheimer patients (19). Pumps and 
the intraventricular delivery systems apparently are well 
tolerated (19, 20). Stability of the neurotrophic factors 
during storage in these pump devices may require special 
preparations. NGF is a relatively stable and soluble 
protein, whereas other known neurotrophic factors are 
unstable in solution. In the case of basic fibroblast 
growth factor, stability was improved by single amino acid 
substitutions (21). Self-assembly may become a problem when 
proteins are packed at high concentrations in pumps or 
polymers. In the case of insulin this problem was solved by 
substitution of single amino acids (22). 

If intraventricular infusion of a neurotrophic factor 
is proven to be clinically effective, it may become 
worthwhile to test slow-releasing intracerebral implants. 
Such implants contain the active protein embedded in a 
biodegradable polymer matrix. Existing polymers provide 
stable release rates over a period of several weeks (23) 

DEVELOPMENT OF FRAGMENTS AND ANALOGS OF NEUROTROPHIC FACTORS 

Rather than administering entire trophic factor 
molecules, it may be possible to use modified molecules or 
active fragments. So far, very little is known about this 
approach. A trypsin fragment of NGF, claimed to be 
effective several years ago, was later shown to be inactive 
(24). The lack of demonstrated success, however, does not 
prove that such an approach is not feasible. Fragments of 
EGF, bFGF and IGF-I appear to retain activity (25, 26, 27, 
28). Despite their advantages, active fragments of trophic 
factors will still require intraventricular administration. 
This problem may be overcome by non-peptide agonistic 
molecules for neurotrophic factors which pass the 
blood-brain barrier. While theoretically possible, this may 
prove a very difficult task. 

GRAFTING OF CELL PRODUCING NEUROTROPHIC FACTORS 

Grafting of brain tissue replacing degenerated cells is 
frequently proposed as a potential approach to treat brain 
dysfunction. Such techniques are not limited to natural 
cells but could include genetically modified cells as 
proposed by Gage et al. (14). In the case of NGF, cells 
expressing this protein have been implanted in the vicinity 
of the cell bodies of cholinergic neurons, and shown to 
provide chronic and stable supply of NGF protecting the 
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cholinergic neurons from lesion- induced degeneration (29). 
It seems possible to produce cells which do not proliferate 
after implantation and are well tolerated by the host. If 
expression of the desired neurotrophic factor is put under 
control of a promoter responding to drugs, it will be 
possible to regulate and terminate its production. However, 
engineered cells probably will release other proteins 
besides the desired neurotrophic factor and production of 
these molecules may be difficult to control. 

PHARMACOLOGICAL MANIPULATION OF NEUROTROPHIC FACTOR 
SYNTHESIS 

A feasible approach to influence neurotrophic actions 
may be to search for ways to manipulate specifically the 
synthesis of endogenous neurotrophic factors. At the 
present time, very little is known about the regulation of 
synthesis of NGF or other neurotrophic factors and the 
mechanisms controlling the selective expression of their 
genes are poorly understood. The gene promoter regions of 
NGF were recently isolated and cloned from rodent genomic 
libraries as a first step in the analysis of the 
transcriptional regulation of NGF expression (30). 

Molecules eventually able to regulate NGF expression 
are retinoic acid and thyroid hormones. Retinoic acid has 
recently been reported to increase the number of receptors 
for NGF in neuroblastoma cells (31) and to elevate the 
levels of NGF and its mRNA in L cells (32). The same 
compound has previously been shown to induce neuron-like 
differentiation of embryonic carcinoma cells (33, 34). 
Morphological and biochemical differentiation of human 
neuroblastoma cells is also affected by retinoic acid (35, 
36) . 

Thyroid hormones are essential for the normal 
development of the brain, and these hormones have been 
reported to influence axonal regeneration in adult animals. 
Several findings suggest a relationship between thyroid 
hormones and NGF at least in relation to cholinergic neurons 
of the basal forebrain. Thyroid deficiency is associated 
with a reduction of ChAT activity in the brain of 
experimental animals (37). Triiodothyronine (T3) has been 
found to increase ChAT activity in various cultures system 
with rat neurons (38, 39, 40). The effects of T3 and NGF 
were found to be additive in one study (39) and synergistic 
in another (38). Interestingly, thyroid hypofunction in 
humans is associated with dementia (41, 42). This 
observation, together with the cholinergic deficit in 
Alzheimer's disease, promoted us to hypothesize that thyroid 
hormones may be useful in attenuating the atrophy of 
cholinergic neurons. However, application of thyroid 
hormones to patients with normal thyroid function would 
result in a multitude of undesired effects given the fact 
that these hormones influence the function of most organs. 
This problem might be circumvented with thyroxine analogs 
selectively stimulating central cholinergic neurons. Our 
own studies with a limited number of such analogs suggested 
that the structural requirements of central and peripheral 
receptors are similar (39). However, more recent structural 
data on thyroid hormone receptors indicate the existence of 
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tissue specific receptors (43) and novel analogs have been 
described which differentiate between receptors of various 
peripheral organs ( 4 4 ) 

Transection of the sciatic nerve and its NGF responsive 
sympathetic and sensory neurons results in a robust and 
prolonged elevation of the expression of NGF and NGF 
receptors in the distal part of the transected nerve (45, 
46) suggesting an involvement of NGF in peripheral neuronal 
regeneration. These experimental lesions of peripheral 
neurons result in infiltration of macrophages which release 
interleukin-l which then stimulates NGF synthesis (47). 
Although experimental lesions of central NGF responsive 
pathways do not result in comparable massive changes in 
NGF or NGF receptor synthesis, it is possible that 
interleukin-l is involved in the regulation of central NGF 
synthesis which then could be controlled by manipulating 
levels of interleukin-l. 

CONCLUSION 

Neurotrophic factors are potent molecules involved in 
regulation of neuronal survival, growth, plasticity and 
maintenance of function. Such molecules or active fragments 
may be pharmacologically useful after intracerebral 
administration. Alternatively, it may be possible to 
manipulate mechanisms involved in the regulation of 
neurotrophic factors. 
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ABSTRACT 

A salient feature of Alzheimer's and other neurodegenerative diseases is the selective 
vulnerability of particular neural pathways. Since the development and maintenance of 
neural connections is supported by neural trophic factors, trophic dysfunction represents one 
possible pathogenetic mechanism for such neurological and age-associated diseases. This 
laboratory has utilized primary reaggregating cell cultures and developed immortalized central 
nervous system cell lines to study the trophic interactions that establish and maintain the 
septohippocampal pathway, which plays an essential role in cognitive function and is 
prominently affected in Alzheimer's Disease. The results of the primary cell culture studies 
have demonstrated the importance of trophic signals elaborated by the hippocampus in 
mediating the development of septal cholinergic neurons. Nerve growth factor plays an 
important trophic role in this pathway, but it cannot account for all of the effects of authentic 
hippocampal target cells. The development of clonal cell lines of septal and hippocampal 
lineage offers the prospect of investigating both the response to and elaboration of neural 
trophic signals at a more precise level of resolution than can be achieved with primary 
cultures. In addition, one of the hippocampal-derived cell lines, HNlO, expresses what 
appears to be a novel cholinergic trophic activity. These cell lines represent a potential source 
for isolation of such factors, and also a potential "delivery system" via neural grafting 
techniques. The technology and information that are generated from these investigations will 
serve as a strategy to study trophic interactions in other brain circuits in future years, and to 
investigate possible changes or dysfunctions that occur both in the aging brain and in age­
associated brain diseases. 

INTRODUCTION 

Alzheimer's Disease (AD) and other neurodegenerative disorders share the 
pathogenetic feature of progressive deterioration and loss of specific neural pathways (1-3). 
In AD, this degeneration involves both COltiCO-COrtiCal association pathways, elements of the 
entorhinal-hippocampal circuitry, and subcortical diffuse ascending systems such as the 
cholinergic basal forebrain cell groups (Figure 1). All of these pathways are synaptically 
linked and contribute to cognitive function. A major therapeutic strategy has focused on 
enhancing cholinergic transmission either by providing precursors of acetylcholine, or 
attempting to prolong degradation with anticholinesterases (4,5). This strategy has not 
produced dramatic results clinically (5,6), and it does not take into account the degeneration 
that occurs in numerous noncholinergic pathways in AD. One possible pathogenetic 
mechanism to explain the pattern of neuronal degeneration observed is a dysfunction of 
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essential trophic interactions that maintain the viability of particular neural circuits (2,6-8). 
This latter possibility has recently received substantial attention with the observation that 
nerve growth factor (NGF) is expressed in the central nervous system (CNS) and is likely to 
function as an important trophic factor for central cholinergic neurons that degenerate in AD 
(6,8-10). It is also likely that other growth factors, previously isolated in the periphery, are 
active in the brain and that additional substances are yet to be identified (11). This theoretical 
construct raises the possibility of a new era in therapeutic management that would consist of 
the delivery of growth factors to the nervous system in order to repair or prevent the 
degeneration of neural pathways (12). A recent report by Gage and his co-workers (13) has 
demonstrated the efficacy of grafting genetically modified fibroblasts that express NGF into 
the brains of lesioned rats and preventing septal cholinergic neuronal degeneration. The 
purpose of the present review is to discuss work carried out in this laboratory to: i) 
Investigate trophic interactions that establish and maintain one of the pathways at risk in AD, 
the septohippocampal projection; and ii). To present a CNS cell immortalization strategy that 
we have employed to identify novel neural trophic factors. For a discussion of other 
approaches to study neural trophic interactions with respect to NGF and other growth 
factors, the reader is referred to other chapters in this monograph and recent reviews (6,8-
11). 

Figure 1. Schematic diagram illustrating some of the major neural connections that are at 
risk in Alzheimer's Disease. Assoc, cortico-cortico association pathways; HI, hippocampal 
circuitry, including entorhinal cortical inputs (Le. perforant pathway); SOM, cortical 
somatostatin-containing neurons; Ach, the magnocellular basal forebrain cholinergic 
projections to cortex (including septohippocampal); Other diffuse ascending projections at 
risk include: DA, Dopaminergic; 5HT, Serotoninergic; NE, Noradrenergic. Diagram 
modified from (2). 

CHOLINERGIC TROPHIC INTERACTIONS 

This laboratory has studied the detailed anatomical principles of organization of 
central cholinergic pathways (14-17). The septohippocampal pathway contains a significant 
cholinergic component (Le. part of the cholinergic basal forebrain system) (15,17,18), plays 
an important role in memory (19,20), and is severely affected in AD (1,3). Although this 
pathway is not the only locus of vulnerability in AD (1,3), it serves as a useful model system 
to examine the factors that establish and sustain neural connectivity. Information that is 
obtained from a careful study of this system may be directly applied as a therapeutic strategy 
in AD, and may serve as a rationale for the study and approach to both the repair and 
prevention of degeneration in other pathways which are at risk. 
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More recently, we have employed reaggregating cell culture techniques to examine 
the mechanisms that instruct developing septal cholinergic neurons to establish and maintain 
stable synaptic contacts with hippocampal target cells (Figure 2) (21,22). In this system, the 
brain areas of interest (hippocampus and/or septum) are dissected from mouse embryos, 
"dissociated" into a single cell suspension, and cultured under conditions which promote the 
reassociation, or "reaggregation", of these single cells into spheres, or "reaggregates" of 
approximately 200 Ilm in diameter (Figure 2). Within these reaggregates, cells are 
surrounded by, and may interact with, neighboring cells in three-dimensions (23). This 
situation closely approximates the environment in vivo. In fact, this environment is essential 
for some physiological interactions involved in the development of neural systems. 
Glutamine synthetase, an enzyme found in the Mueller glia of the retina, is induced by 
hydrocortisone if the intact retina is grown in explant culture (24), or if the dissociated retina 
is grown in reaggregating culture (25). However, if the dissociated cells are plated in 
monolayer culture, where the cell-cell interactions are more restricted, there is no steroidal 
induction (25). Work by Heller and colleagues (26) has demonstrated an increased survival 
of the developing dopaminergic neurons of the substantia nigra when they are coaggregated 
with a normal target area, the corpus striatum, but not with a non-target area, the tectum. No 
such survival effects are observed in monolayer cultures (27). 
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Figure 2. Schematic diagram of primary reaggregating cell culture system employed to 
study cholinergic trophic interactions in the developing septohippocampal pathway (21, 22, 
34). See text for details. 

73 



Figure 3. Photomicrographs of sections of a Septal-Hippocampal (S-H) co aggregate [(A) and (B)] and 
a Septal-Cerebellar (S-Cb) coaggregate [(C) and (0)] with AChE staining. counter-stained with thionine. 
Arrows in (A) and (B): AChE-positive neuron with proximal neurites. Note swollen AChE-positive 
fibers in the S-Cb coaggregate are often broken (0) compared to those in the S-H coaggregate which are 
well-defined and of fine caliber with extensive arborizations and varicosities (B). In addition. there is 
amorphous AChE reaction product in the S-Cb coaggregate. The asterisks in (C) and (0) mark cells from 
which AChE-positive fibers are excluded. This area is occupied by cerebellar cells (Fig 4). Scale bars = 
30 11m. From Hsiang et al. (21). 

Figure 4. Sections of S-H and S-Cb coaggregates in which the hippocampal and cerebellar cells 
were internally labeled with rhodamine-wheatgerm agglutinin prior to culture. Photo-micrograph of 
S-Cb coaggregate (A) with AChE staining shows a band of cells (asterisk) from which AChE fibers 
are excluded. (B) Matching photo of rhodamine histofluoresence shows that this area is occupied by 
cerebellar non-target cells. (C) Photomicrograph of a S-H coaggregate with AChE staining showing 
the fine. varicose AChE-positive fibers. (0) Matching photo of rhodamine histofluoresence shows 
the rhodamine-labeled hippocampal cells and AChE-positive fibers are co-extensive. Scale bars = 30 
11m. From Hsiang et al. (21). 
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Initially, we studied the effects of hippocampal target cells on the development of 
septal cholinergic neurons in reaggregate co-cultures (S-H coaggregates) derived from 
embryonic day 15 (EI5) mouse brains (Figure 2) (21). As a control, nontarget cells from the 
cerebellum were coaggregated with the septal cells (S-Cb coaggregates). The results 
demonstrated a significant increase in the numbers of cholinergic cells in S-H coaggregates 
(relative to S-Cb), and proliferation of numerous fibers with axon-like morphologies 
(Figures 3 & 4). In septal-cerebellar coaggregates, the cells and fibers appeared to be 
degenerating by light microscopic observation and cholinergic fibers were excluded from 
regions of the coaggregates occupied by the nontarget cerebellar cells (Figures 3 & 4). In a 
follow-up ultrastructural study, it was determined that cholinergic axons form synaptic 
contact with hippocampal target cells in this culture system (Figure 5) (22). In contrast, in 
the presence of nontarget cerebellar cells, the cholinergic neurons develop initially, but 
subsequently undergo a process of cell degeneration and death. These results demonstrate 
that hippocampal cells elaborate trophic signals that are essential for the development, 
survival, and synaptogenic potential of septal cholinergic neurons. 

One obvious putative trophic signal is NGF, which is present in the brain (9,10), is 
retrogradely transported by basal forebrain cholinergic neurons (28), and prevents retrograde 
degeneration of septal cholinergic neurons following axotomy (29-31). We have begun to 
study the expression of NGF in the in vitro reaggregate system and also its effects on early 
cholinergic development (32-34). It was previously proposed that NGF might be released 
from either peripheral or central target structures to serve as a neurite-guidance as well as 
survival factor during development (35,36). This hypothesis does not appear to be 
supported by the recent work of Davies et al. (37) who demonstrated that NGF synthesis in 
the mouse whisker pad is initiated precisely at the time of arrival of sensory innervation; 
sensory neurons, moreover, do not begin to express the NGF receptor until their axons 
arrive at their peripheral targets. Although these latter findings suggest that ingrowing axons 
might be involved in the induction of NGF expression, studies in denervated limb buds (38) 
and in heart (39) suggest that NGF expression appears at the appropriate developmental stage 
regardless of whether or not innervation occurs. In yet other studies, it has been shown that 
interleukin-IB can upregulate NGF expression in adult sciatic nerve explants (40). This 
observation raises an additional possibility that lympht:lklnes and perhaps other humoral 
factors might be implicated in the developmental regulation of NGF expression. To date, 
most of the studies of NGF expression in the CNS have been descriptive. In the developing 
rat hippocampus, NGF mRNA and protein are present at very low levels at birth 
(approximately 10% and 25% of adult levels respectively), then increase and peak by 
postnatal day 21 (approximately 350% and 120% of adult levels respectively), and finally 
decline to a plateau that is maintained throughout adulthood (41). The developmental peak 
occurs during the most active period of sync.p'Jgene;;is in the hippocampus, especially with 
respect to septal afferent inputs. 

In initial studies, we determined the capacity of the developing mouse hippocampus 
grown in reaggregating culture to synthesize NGF mRNA and protein in a developmentally­
regulated manner (32,33). We utilized hippocampi from E15 mouse embryos, a 
developmental stage at which the hippocampus has not yet received afferent fibers from the 
septum (42), and is thus "naive" with respect to septal influences. Hippocampal cells were 
then grown in reaggregate culture for up to 28 days. During this period, flasks were 
harvested at specific time points for the determination of NGF mRNA and protein, using a 
Northern blot assay (43) and a 2-site enzyme-linked solid phase immunoassay (ELISA) (44). 
Previously published studies on NGF mRNA and protein expression in the developing 
hippocampus in vivo were performed in rats (41). We have repeated the in vivo 
developmental time course in the mouse in order to obtain a baseline for comparison to in 
vitro measurements (Figure 6), and the mouse results are in good agreement with previous 
rat studies. The hippocampal reaggregates synthesize significant levels of NGF protein in 
culture (Figure 6A). At the developmental stage at which the reaggregate cultures were 
initiated, E15, NGF protein is barely detectable; over the next 21 days, there is a significant 
increase in NGF protein expression in the reaggregates which closely parallels that seen in 
vivo (Figure 6B) (32). Because the septal afferents retrogradely transport NGF protein from 
the hippocampus, we considered the possibility that the levels of NGF protein in vivo may 
represent an underestimation of the actual synthetic rate. Similarly, the hippocampal 
reaggregates, devoid of normal septal innervation, may sequester NGF protein, resulting in 
an overestimation of the synthetic rate. 
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Figure 5. High-power electron micrographs of synapses (arrows) in septal-hippocampal 
(S-H) and septal-cerebellar (S-Cb) coaggregates. A: an unlabeled synapse in a 21-day-old S­
H coaggregate is shown for comparison. Note that there is no AChE reaction product at the 
synaptic junction (in contrast to B-E). B: AChE-labeled axodendritic synapses within the 
hippocampal cell (target) area of a 15-day-old S-H coaggregate. Note that both pre- and 
postsynaptic membranes stain discretely and completely at the area of synaptic contact 
(arrows). C: AChE-labeled axodendritic synapse in the target area of a 21-day-old S-H 
coaggregate. D: AChE-labeled axosomatic synapse in the hippocampal area of a 21-day-old 
S-H coaggregate. This type of synapse is uncommon in the S-H coaggregates. E: AChE­
labeled synapse in a 21-day-old S-Cb coaggregate. There are only occasional labeled 
synapses observed in S-Cb coaggregates, and they are not found in the cerebellar cell areas. 
Bars = 0.25 J..Lm. From Hsiang et al. (22). 
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Figure 6. Preliminary studies on the synthesis of NGF protein in the developing mouse 
hippocampus in vitro (A) and in vivo (B). Hippocampal samples were harvested from 
reaggregate culture (A) or removed from the developing brain (B) at the indicated time 
points. NGF protein was quantitated using a 2-site enzyme-linked immunosorbent assay 
(ELISA) (44), and values were normalized for total protein in the samples. A and B have 
been positioned in register for comparison, with day 15 of gestation (E15) at the origin on 
the x-axes; developmental ages have been indicated on B. The early profile of NGF protein 
expression in hippocampal reaggregates closely parallels that seen in the hippocampus in 
vivo. Numbers above the curves represent the number of reaggregate flasks or tissue 
samples assayed; a triplicate determination was performed on each sample from Roback et 
al. (32). 

77 



In order to compare more closely developmental induction of NGF expression in the 
two systems, we employed Northern blot analyses of NGF mRNA (Figure 7) (33). 
Hippocampal reaggregates synthesize NGF mRNA which co-migrates electrophoretically 
with that seen in the Northern blot standard, which is derived from adult mouse 
hippocampus and cortex. At E15, there is no detectable expression of NGF mRNA in the 
hippocampus (Figure 7C). The expression then rises significantly in vivo (Figure 7C). In 
the developing rat hippocampus, NGF mRNA expression peaks between postnatal days 19 
and 21. We have not yet examined this time point in the mouse hippocampus in vivo; 
however, if the situation is analogous, we would expect to see a signal at postnatal day 21 
which is significantly greater than that seen in the adult hippocampus. Hippocampal 
reaggregates at 7 and 21 days in culture display a modest developmental induction in NGF 
mRNA expression (Figure 7B) when compared with the nearly undetectable levels seen at 
the time of dissection, E15 (Figure 7C). However, there is no increase in the mRNA levels 
between days 7 and 21 in culture, and these observations contrast with the developmental 
increases observed in vivo (Figure 8). 
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Figure 7. Preliminary Northern blot analyses of NGF mRNA expression in hippocampal 
reaggregates (B) and native hippocampus (C). Total RNA was extracted (70) from samples 
of selected developmental ages and 25 Ilg from each sample was size fractionated on a 1.2% 

, agarose gel; a tissue standard (total RNA, extracted from hippocampus and neocortex of 50 
adult mice, pooled and divided into 251lg aliquots which were stored at -37°C until use) was 
co-electrophoresed on each gel to enable comparison between blots. RNA was transferred to 
GeneScreen and hybridized with a 32P-Iabelled DNA probe made from the 0.9 kb Pst r 
fragment of the NGF eDNA (43). A. Ethidium bromide staining of total RNA. 5 Ilg of total 
reaggregate RNA, prepared as above, was electrophoresed on a 1.2% agarose minigel, and 
stained with ethidium bromide (71). The figure is a 100% enlargement of a polaroid 47 
instant print, accounting for the grainy appearance. The tail of the arrow indicates the 
position of the well; 28S and 18S rRNA bands are indicated. B. Representative 
autoradiogram of NGF mRNA in hippocampal reaggregates grown in culture for 7 and 21 
days. C. Autoradiogram depicting developmental induction in hippocampal NGF mRNA 
synthesis in vivo between El5 and adulthood. Note that the autoradiogram B was from a 
longer exposure than C (by comparison of the respective tissue standards). Hippocampal 
aggregates synthesize NGF mRNA, but do not display the full developmental induction in 
NGF mRNA expression observed in vivo. From Roback et al. (33). 

These preliminary results suggest that the "naive" hippocampus retains the ability to 
synthesize NGF mRNA and protein when removed from the brain at E15 and grown in 
reaggregate culture. The fact that the dissection is performed prior to interactions between 
septal and hippocampal neurons indicates that these interactions are not necessary for the 
synthesis of NGF mRNA and protein by the hippocampus. However, the full 
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developmental induction seen in vivo is not recapitulated in the hippocampal reaggregates. 
Because previous work in our laboratory has shown normal neuronal morphology (including 
axons, dendrites, and synapses) in reaggregates between 7 and 21 days in culture (21), we 
do not believe that the relatively low NGF mRNA expression observed at 21 days can be 
simply attributed to degenerative changes in the cultures. To rule out this 
possibility,however, it will be important to reprobe the membranes for other mRNA species, 
such as cytoskeletal proteins, in order to assess general neuronal maturation. Taken 
together, the available data suggest that the developmental induction in hippocampal NGF 
expression may be a multi-step process. The cells within the reaggregates may have been 
exposed to certain "early" developmental cues, leading to a modest induction in NGF mRNA 
between E15 and day 7 in culture; however, they may not have encountered all of the 
appropriate developmental signals necessary to recapitulate the pattern of NGF induction 
observed in vivo. One obvious signal may come from septal inputs and this possibility is 
currently being evaluated in S-H coaggregates, but it is also possible that other, perhaps 
humoral, signals are involved. 
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Figure 8. Preliminary studies on the time course of NGF mRNA expression in the 
developing hippocampus in vitro and in vivo. NGF mRNA expression was quantitated from 
autoradiograms (including those shown in Appendix 2) using a scanning laser densitometer 
(LKB Ultroscan XL). Values were normalized to the standards on each blot. Note that at 
the developmental stage at which reaggreagate cultures are initiated (EI5), NGF mRNA 
expression is at approximately the lower limit of sensitivity of the techniques. NGF mRNA 
synthesis in vitro and in vivo increases over the next 7 days, but then plateaus in the 
reaggregates. Numbers on the in vitro curve represent the number of reaggregate flasks 
assayed. From Roback et. al. (33). 

We have also investigated the actions of both "exogenous" and "endogenous" NGF 
as a putative cholinergic trophic factor in the reaggregate culture system (34). In the presence 
of exogenous NGF, septal reaggregates demonstrated increased levels of ChAT activity 
(Figure 9), increased numbers of cholinergic cells, and an increased density of fibers (Figure 
10). However, when anti-NGF was added to S-H coaggregates in order to neutralize the 
putative actions of "endogenous" NGF, there was only a partial decrement in the levels of 
cholinergic markers observed. In contrast to other studies demonstrating destruction of 
sympathetic and sensory neurons following anti-NGF treatment in vivo (45,46), this in vitro 
procedure produced no qualitative changes in cholinergic cells or fibers at the light 
microscopic level, or synapse formation at the ultrastructural level (Figure I 1) (34). 
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Although data analysis is still in progress, follow-up ultrastructural studies of healthy 
versus degenerating cholinergic neurons in reaggregate cultures, grown either in the presence 
or absence of NGF, have demonstrated a modest enhancement of cell survival with a more 
dramatic enhancement of the histochemical marker employed to identify the cells (47,48). 
Our conclusion from these studies is that NGF is likely to act in concert with an unknown 
number of additional target cell-associated cues to mediate cholinergic neuronal development, 
synaptogenesis and maintenance in the septohippocampal pathway. These conclusions are 
supported by observations of other groups: Crutcher and Collins (49) and Heacock et al. 
(50) have demonstrated a non-NGF activity for cholinergic ciliary ganglion neurons, while 
Appel and coworkers (51,52) and Wise and colleagues (53) provided evidence for non-NGF 
molecule(s) influencing basal forebrain cholinergic cells. 
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Figure 9. Effects of NGF and Anti-NGF antiserum on ChAT activity within septal 
reaggregates. Cultures were grown for 17 days in the following conditions: Culture 
medium only; 10 ng/ml NGF added to the medium beginning at day 6 of culture; 10 ng/ml 
NGF plus Anti-NGF antiserum (1 : 200 dilution) added; or 10 ng/ml NGF plus non-immune 
serum (1 : 200 dilution) added. Values represent the mean ± S.E.M. Assays were 
performed in triplicate from each flask. N indicates the number of flasks. *Differs from the 
control at p< 0.001 (one-tailed t test). tNo significant difference from the control group 
(Student's t test). Data presentation modified from Hsiang et al. (34). 

CNS CLONAL CELL LINES 

The challenge of identifying novel trophic factors is complex because of the cellular 
heterogeneity of the brain and the likelihood that such factors are expressed in extremely 
minute quantities. Although a trophic "activity" m.ay be detected in a crude brain extract or 
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through the use of primary cell cultures, purification and characterization of the bioactive 
molecule(s) are still quite formidable. The utilization of clonal cell lines provides an 
alternative approach that can circumvent the problems cited above (54). In fact, the original 
identification of NGF was achieved by virtue of its expression in a rat sarcoma cell line (55). 
Relatively little work has been carried out with respect to the establishment of permanent cell 
lines from specific brain regions that elaborate trophic signals which are likely to participate 
in the establishment and maintenance of the synaptic circuitry of those regions. Two general 

A 

Figure 10. Effects of NGF and NGF + Anti-NGF antiserum on AChE-staining in 17-day 
old septal reaggregate cultures. NGF and antiserum treatments were initiated at day 6 of 
culture. A: Septal reaggregate grown in a culture medium without NGF. B: Septal 
reaggregate cultured in the presence of 10 ng/ml NGF. The AChE histochemistry reveals 
dense, heavily-stained AChE fibers which are most prominent at the periphery of the 
reaggregate section. C: Septal reaggregate cultured in the presence of 10 ng/ml NGF and 
Anti-NGF antiserum (1: 200 dilution). AChE histochemistry reveals a fiber density similar 
to A, indicating that the effect of NGF on fiber staining intensity is antagonized. Arrow 
indicates a cell situated at the edge of the reaggregate section which has prominent proximal 
fibers. D: Septal reaggregate cultured in the presence of 10 ng/ml NGF and non-immune 
serum (1 : 200 dilution). AChE histochemistry demonstrates that the fiber density is the same 
as that of the NGF-treated in B, confirming the specificity of the NGF effect on fiber staining 
intensity. A cell body (arrow) situated at the edge of the reaggregate section is obscured by 
the dense plexus of heavily-stained fibers. Scale bars = 100 Ilm. From Hsiang et al. (34). 

strategies are available for engineering such cell lines. The first approach is the use of 
retroviral vectors or other oncogenes to transform primary brain cells (56,57). This 
approach has been recently exploited to generate cell lines that recapitulate neuronal 
developmental stages. For example, a temperature sensitive mutant of the SV-40 virus has 
been employed to immortalize embryonic rat brain cells (57,58). Several cell lines were 
generated that expressed varying degrees of neuronal or glial differentiation and which could 
be induced either to divide at the permissive temperature, 33°C, or to "differentiate" at the 
nonpermissive temperature, 37-39°C. A hippocampal cell line generated through this 
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Figure 11. Effect of anti-NGF antiserum on septal-hippocampal (S-H) coaggregates: 
Photomicrographs of sections of 21-day old AChE-stained S-H coaggregates cultured in media 
alone, media containing non-immune serum, or media containing Anti-NGF antiserum beginning 
at day 2 in culture. A: S-H coaggregate grown in culture medium alone. AChE histochemistry 
reveals a typical target cell-induced pattem of fibers and cells similar to that described in previous 
studies (21). The boxed area is shown at higher magnification in C. B: S-H coaggregate 
cultured in the presence of non-immune serum (1: 200 dilution). AChE histochemistry reveals a 
pattern of cells and fibers similar to those in A. The boxed area is shown at higher magnification 
in D. C: Higher-power photomicrograph of boxed area of AChE-positive cells and fibers in A. 
These fine caliber fibers are well-defined with extensive arborizations and varicosities. D: 
Higher-power photomicrograph of boxed area of AChE-positive cells and fibers in B. The 
appearance of these cells and fibers does not differ from those shown in C. E: S-H coaggregate 
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Figure 11 (Cont.) cultured in the presence of Anti-NGF antiserum (1:200 dilution). AChE 
histochemistry reveals fibers and cells similar to those in A. The boxed areas are showed at 
higher magnification in F and O. F & 0: Higher-power photomicrographs of boxed areas of 
AChE-positive cells (0) and fibers (F) in E. The appearance of these cells and fibers are similar 
to those shown in A and B suggesting that NGF antibodies do not inhibit cholinergic fiber 
proliferation in S-H coaggregates. H: High-power electron micrograph showing AChE-labeled 
synapse (arrowheads) and unlabeled synapse (arrows) in a 21-day old S-H coaggregate which 
was cultured in the presence of Anti-NGF antiserum beginning on the second day of culture. 
The identification of labeled synapses in this case suggests that anti-NGF does not inhibit the 
process of synaptogenesis between septal cholinergic terminals and hippocampal target cells. 
Scale Bars: A, B, E = 200 11m; C, D, F, 0 = 50 11m; H = 0.5 11m. From Hsiang et al. (34). 
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approach, HT4, exhibits an immature neuronal phenotype and also expresses NGF mRNA 
and protein. This cell line has been examined in other laboratories including ours 
(unpublished obselVations). A preliminary report by Whittemore and co-workers (59) has 
demonstrated that the HT4 cells can be grafted into the adult rat brain and the cells do not 
appear to proliferate. In addition, when the recipient rats receive lesions of the 
septohippocampal pathway, the grafted cells partially prevent retrograde degeneration of 
septal cholinergic neurons possibly through the elaboration of NGF. While this approach is 
attractive, there are also some disadvantages. Retroviral transduction is only effective with 
cells that retain the capacity to replicate DNA and therefore divide. In addition, once a cell is 
"immortalized", it tends to remain locked within a particular developmental window. This 
phenomenon has been exploited by immunologists to study the stages of lymphocyte 
differentiation (60,61). Therefore, while viral gene transduction might yield cell lines to 
study the early stages of neuronal development, it is less likely to provide cell lines that 
express the phenotypic repertoire of mature neurons which are almost invariably post­
mitotic. 
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Figure 12. Schematic diagram outlining the protocol used to generate septum x 
neuroblastoma or hippocampus x neuroblastoma hybrid cell lines from C57BL/6 mice and 
the N18TG2 neuroblastoma (62). To facilitate adherence of primary cells to neuroblastoma 
cells, the primary cells are incubated with phytohemagglutinin (PHA) prior to fusion. 
Somatic cell fusion is mediated by polyethylene glycol. The fusion products are grown in 
hypoxanthine, aminopterin, and thymidine (HAT) media to select for hybrid cells. N18TG2 
cell are deficient in hypoxanthine phosphoribosyltransferase and cannot sUlVive in HAT 
media. 
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A second cell immortalization approach, one utilized by this laboratory, employs 
somatic cell fusion techniques (Figure 12) (62). This is precisely the approach that has been 
used to generate monoclonal antibody-producing hybridomas (63). The fusion technique 
allows one to "immortalize" cell populations that are postmitotic and therefore more likely to 

Figure 13. Septum x neuroblastoma cells in culture. A. Phase contrast photomicrograph 
of a septum x neuroblastoma cell line (SN 55) grown in serum-free medium for 3 days. 
Note the elaboration of very long, thin neurites. Magnification = 450x. B. Indirect 
immunofluorescence staining of a postnatal day 21 septum x neuroblastoma cell line (SN 
48.BI2.2.C6) with anti-neurofilament monoclonal antibodies. Cells were grown on 
untreated tissue culture plastic with 10% fetal calf serum in DMEM and then fixed with 2% 
formaldehyde in methanol. The cells were incubated with a primary antibody solution 
containing monoclonal antibodies to the low, middle, and high molecular weight 
neurofilaments proteins. Immunoreactivity was visualized with a fluorescein-conjugated 
secondary antibody. Magnification = 800x. From Lee et al. (64). 

express highly differentiated neuronal phenotypes (64,65). Once neural cell lines are 
established, the probability of identifying a cell line which expresses interesting trophic 
activities is increased because of their clonal nature. Finally, the likelihood of successfully 
purifying and characterizing the molecules responsible for a "trophic activity" is enhanced 
since the cell lines represent an infinite source of starting material. 

Using somatic cell fusion, we generated hybrid cell lines from both the septal and 
hippocampal regions of fetal mouse brains (Figure 12) (62,65). Embryonic septal or 
hippocampal cells were somatically fused to N18TG2 neuroblastoma cells via polyethylene 
glycol. The neuroblastoma, NI8TG2, is deficient in hypoxanthine phosphoribosyl 
transferase (HPRT) and can be selectively eliminated in media containing hypoxanthine, 
aminopterin, and thymidine (HAT). The hybrid nature of the cell lines was further 
documented by chromosome and isozyme analyses. Subsequently, young adult septal and 
hippocampal cells were immortalized by this technique (64,66). However, a buoyant density 
centrifugation cell isolation procedure was devised in order to maintain viability of the 
primary cells at the time of dissection. To date, 56 septal (SN, septum x neuroblastoma) and 
45 hippocampal (HN, hippocampus x neuroblastoma) cell lines have been generated from 
embryonic days 14, 15, and 18 and posmatal day 21 tissues. 
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Many septal cell lines exhibit phenotypes typical of differentiated neurons (62,64). 
Their somata and processes are highly refractile when viewed by phase contrast microscopy. 
The cell lines further differentiate when cultured in serum-free medium and extend long, thin 
processes (Figure 13A) (64,67). The neuronal origin of these cell lines is supported by the 
presence of immunoreactivity for neurofilament proteins (Figure 13B & 14) (62,64,67). In 
postnatal lines, an array of neurofilaments characteristic of a mature neuron is observed; no 
other cell-specific intermediate filaments are detected (Figure 14) (67). Taking into account 
the late age of the primary tissues used in the fusion, these findings suggest that such cell 
lines were derived from postmitotic neurons. 
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(P+) (P+++) (P-) 

Ker Vim GFAP 

Figure 14. Immunoblots for intermediate filaments expressed by a postnatal day 21 
septum x neuroblastoma cell line (SN 48.BI2.2.C6). Crude cell lysate preparations of the 
cell line were separated by SDS-Disc PAGE and transferred onto nitrocelluose. Each 
immunoblot was probed with a different antibody to visualize intermediate filament proteins: 
Lane 1, the middle molecular weight neurofilament protein (NF-M) in its weakly 
phosphorylated state (P+); Lane 2, NF-M in its moderately phosphorylated state (P++) ; 
Lane 3, NF-M in all its phosphorylation states; Lane 4, the high molecular weight 
neurofilament protein (NF-H) in its P+ state; Lane 5, NF-H in its highly phosphorylated 
state (P+++); Lane 7, NF-H in all its phosphorylation states. Note the broad range of 
electrophoretic mobility due to variable phosphorylation; Lane 7, cytokeratins 8, 18, and 19 
(Ker); Lane 8, vimentin (Vim); and Lane 9, glial fibrillary acidic protein (GFAP). Not 
included: immunoblot for the low molecular weight neurofilament protein which is also 
positive. From Lee et al. (67). 

The septal lines express neurochemical markers typical of septal cholinergic neurons 
(62,64). Significant levels of ChAT activity are radiochemically detected in a number of 
septal lines (Figure 15). In general, postnatal cell lines exhibit higher levels of ChAT activity 
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than embryonic lines (64). Further evaluation of several lines has revealed that they are 
positive for ChAT immunocytochemistry and acetylcholinesterase (AChE) histochemistry 
(62). Since administration of exogenous NGF supports the development of septal 
cholinergic neurons in vitro, septal cell lines expressing a particularly differentiated 
phenotype were evaluated for their capacity to respond to NGF. When septal lines are 
grown on tissue culture plastic in the presence of 10% fetal calf serum, the addition of NGF 
does not increase ChAT activity or qualitatively change process formation. It may be that 
these particular septal lines constitutively express maximal ChAT activity in the presence of 
serum, and that any effect of exogenous NGF is not detectable. Alternatively, these SN lines 
may not express the NGF receptor (NGFR). We have examined three cholinergic septal 
lines for NGFR message expression by Northern blot analysis, and found that all three 
indeed express NGFR mRNA (unpublished observations). Future studies will therefore 
concentrate on the responsiveness of septal cell lines to NGF under serum-free culture 
conditions and in the presence of differentiating reagents. 
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Figure 15. ChAT activities of nine cell lines generated by fusion of septal and N18TG2 
cells, and of N18TG2 (NI8) cells, as measured in pi co moles of acetylcholine formed per 
minute per milligram of protein. The values shown are means ± SEM (n=3). SN5 and SN 6 
demonstrate ChAT activities clearly greater than NI8TG2. From Hammond et al. (62). 

The hippocampal lines were screened for their capacity to express NGF (65,66). 
Several embryonic cell lines express high levels of NGF mRNA as detected by Northern blot 
analysis with a cDNA probe to the rat NGF message (Figure 16). Most of these lines also 
synthesize high levels of NGF protein as detected by a 2-site ELISA specific for B-NGF 
(Figure 16). However, some lines display relatively high levels of NGF mRNA but no 
detectable NGF protein. This may indicate defects in translation or abnormal processing of 
the precursor protein to mature NGF. Postnatal lines contain up to 30,000 fg NGF/mg total 
protein (66). The N18TG2 neuroblastoma expresses neither NGF protein nor mRNA. 

The production by these hippocampal cell lines of a central cholinergic trophic factor 
known to be produced in normal hippocampus, suggested that the cell lines may be capable 
of the synthesis of non-NGF trophic factors. We thus developed a monolayer bioassay to 
screen hippocampal cell lines for the expression of substances which affect cholinergic 
neurons (68). In this assay system, the primary septal cells are dissociated, suspended in a 
defined serum-free medium (N2), and plated at low density in monolayer in poly-lysine 
coated microtiter wells. After the cells have adhered, cell line extracts, membrane 
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preparations, or conditioned media are added to the cultures. At the completion of the 
experiment, the microtiter plates are assayed for ChAT activity, and we have adapted the 
assay to be performed in the same wells in which the cells are grown. Studies employing 
this bioassay system indicate that it is sensitive to effects of NGF in a dose-dependent 
fashion, with ChAT increasing 2 to 4 fold depending on the concentration of NGF added 
(Figure 17). 

HN13 

HN12 

HNll 

.. 
c HNlO 

..J 

HN9 

HN8 

N18TG2 

0 100 200 

III fg NGF protein/mg tissue 

• fg NGF mRNA!l5 ~g RNA 

300 400 500 600 

Figure 16. NGF protein and mRNA content of embryonic day 18 hippocampus x 
neuroblastoma (HN) cell lines. HN cell lines were grown in 10% fetal calf serum in DMEM, 
harvested, and assayed. NGF protein was measured by a 2-site ELISA specific for B-NGF. 
NGF mRNA was quantitated by Northern blot analysis. The DNA probe was prepared from 
the 0.9 kb Pst I fragment of the NGF cDNA comprising a portion of the coding sequence as 
well as part of the 5' untranslated region. From Hammond et al. (65). 

We have screened conditioned media from 22 HN cell lines, as well as N18TG2 
cells, for effects on septal cell ChAT activity, using this bioassay system. Most of the lines 
have little effect (less than 75% increase in ChAT). However, one line, HNI0, promotes a 
4-fold increase in ChAT activity (Figure 17) (68). Polyacrylamide gel electrophoretic 
analysis of the serum-free conditioned media from HNlO demonstrates that HNlO secretes a 
unique spectrum of proteins, some of which are distinct from those secreted by the N18TG2 
neuroblastoma cells (unpublished observations). We have found more recently that the 
HNlO bioactivity can be salt-extracted from a membrane preparation, with an approximately 
6-fold increase in specific activity compared to conditioned medium (Figure 18) (69). 

We have recently begun to address the question of whether the HNI0 effect might be 
due to known polypeptide growth factors, such as NGP. We have directly quantitated NGF 
in the HNlO conditioned medium-treated wells by the 2-site ELISA, and find that the final 
concentration of NGF is over 10,000-fold less than the concentration of exogenous, purified 
NGF required to achieve the same effect on ChAT activity (68,69). Furthermore, the 
addition of the anti-NGF monoclonal antibody, 23C4, to primary septal cells blocks the 
effect of exogenous NGF, but not the effect of the HNlO membrane extract, providing 
further evidence that the HNlO activity is not mediated by NGF (Figure 19). When purified 
EGF or bFGF, two other polypeptides proposed as trophic molecules for neural cells, are 
added to basal forebrain cultures at 1 nM final concentration, ChAT activity increases by 
50% and 60%, respectively, significantly less than the effect ofHNlO conditioned medium 
(Figure 17). Taken together, then, these studies indicate that an HNlO membrane-associated 
factor(s) promotes the ChAT activity of central cholinergic cells in culture, and, furthermore, 
suggest that activity is not mediated by NGF, EGF, or bFGF. 
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Since hippocampal neurons express NGF and receive cholinergic innervation, 
hippocampal cell lines that produced NGF were additionally screened for muscarinic 
receptors. A radioligand binding assay for Ml-type receptors was employed utilizing N­
methyl scopolamine and pirenzepine as ligands. HN 33 expressed 8 femtomoles of M I-type 
receptors per million cells; 5 times as many as N18TG2 neuroblastoma cells and comparable 
to the number found on NGF-activated PC 12 cells (unpublished observations). RNA 
extracts from these cell lines are presently being probed for the presence of specific 
muscarinic receptor subtype mRNA species. 
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Figure 17. Preliminary studies on the effects of NGF, EGF, FGF, and HNlO conditioned 
media on septal cell ChAT activity. Embryonic septal cells were cultured using the microtiter 
bioassay culture system in serum-free N2 medium alone (N2), and in N2 with NGF at 10 
ng/ml (NGF(10», at 50 ng/ml (NGF(50», or at 100 ng/ml (NGF(I00». Cells were also 
cultured in N2 medium with EGF at 1 nM (EGF), N2 with basic FGF at 1 nM (FGF), or 
with HNlO conditioned medium (CM) at a final protein concentration of 100 Ilg/ml (HNlO). 
In this microtiter bioassay system, NGF treatment increases ChAT activity of septal cells in a 
dose-dependent fashion. At 1 nM concentrations, EGF and FGF increase ChAT activity 
over control N2 wells by approximately 50% and 60%, respectively. HNlO conditioned 
medium increases septal cell ChAT activity to approximately 410% of the control value. This 
increase is greater than that seen with 22 other cell lines tested (range 0 to 75% increase), or 
with EGF or FGF at 1 nM concentrations. Direct quantitation of NGF in the HNIO CM by 
ELISA (performed before the CM was added to the wells) indicates that the final 
concentration of HNlO-derived NGF in the wells would be less than 1 pg/ml (over 10,000-
fold less than the 100 ng/ml of purified, exogenous NGF required to stimulate 
approximately the same increase in ChAT). Values shown are means + SEM (n=3). These 
data suggest that the HNlO effect is not mediated by NGF, EGF, or FGF. From Hammond 
et al. (68). 

In general, the cells lines produced via the cell fusion technique express higher levels 
of NGF and a more complete repertoire of neuronal cytoskeletal elements than retrovirally 
transduced embryonic cells (e.g. HT4). The disadvantage to the conventional fusion 
approach is that the growth characteristics of the hybrid cell lines are more difficult to 
control. This drawback probably relates to the overtly malignant nature of the neuroblastoma 
cell line that was employed as the fusion partner. If the hybrid cells are grafted into a mouse 
brain, they form tumor masses within a relatively short period of time; however, this effect 
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can be prevented by prior treatment with antimitotic agents (unpublished observations). 
Studies are presently underway to evaluate whether or not grafted cell lines continue to 
express NGF or other trophic activities that may prevent cholinergic neuronal degeneration 
following axotomy. 
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Figure 18. Preliminary studies on the effect of HNIO membrane extract on septal cell 
ChAT activity. Embryonic septal cells were cultured using the microtiter bioassay culture 
system in serum-free N2 medium alone (N2), and in N2 with an extract of an HNIO 
membrane preparation at final protein concentrations of 1, 10, and 20 J.l.g/ml. The 
membranes were prepared and extracted as described in the Experimental Design and 
Methods section. Treatment with the membrane extract increases septal ChAT activity in a 
dose-dependent fashion. Additionally, the HN10 membrane extract displays an 
approximately 6-fold increase in specific activity compared to HN10 conditioned medium 
Values shown are means + SEM (n=3). From Hammond et al. (69). 
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Figure 19. Preliminary studies on the effect of Anti-NGF monoclonal antibody 23C4 on 
the actions ofNGF and HNIO membrane extract on septal cell ChAT activity. Embryonic 
septal cells were cultured using the microtiter bioassay culture system in serum-free N2 
medium alone (N2), and in N2 with anti-NGF antibody 23C4, N2 with NGF, N2 with NGF 
plus 23C4, N2 with HN10 membrane extract, and N2 with HN10 membrane extract plus 
23C4. The addition of anti-NGF antibody 23C4 blocks the effect of e.1togenous NGF on 
septal cell ChAT activity, but does not decrease the effect of HN10 membrane extract on 
septal cell ChAT activity. These data provide further evidence that the HN10 membrane 
extract activity is not mediated by NGF. From Hammond et al. (69). 
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CONCLUSIONS AND FUTURE DIRECTIONS 

The results of the studies described above strongly suggest that the trophic 
interactions that influence both the development and maintenance of cholinergic basal 
forebrain neurons are likely to be mediated by more than one macromolecule such as NGF. 
The strategy outlined for the generation of region-specific clonal cell lines represents a 
powerful approach for elucidating the molecular basis of such interactions. This research 
will add to our knowledge of target hippocampal influences on basal forebrain neurons, and 
as such contribute to our understanding of basic mechanisms that sustain neural connections. 
In addition, similar strategies can be applied to study the trophic mechanisms sustaining 
neural connections in other pathways at risk in AD and in other neurodegenerative diseases. 
Ultimately, this research may lead to meaningful and potentially useful therapeutic 
approaches in AD, involving trophic factor therapy or neural grafting strategies. Cell lines 
expressing appropriate trophic factors may provide a ready source of this material. 
Importantly, such a therapeutic approach would promote the survival and normal function of 
neurons, rather than simply ameliorate symptoms as is the case with approaches which 
substitute exogenous compounds for a deficient neurotransmitter. Beneficial effects of 
trophic factor therapy on cell survival and function may occur even if factor deficit is not the 
primary cause of disease. 
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Considerable effort in recent years has been applied towards the development of methods 
for the genetic modification of mammalian cells to correct disease phenotypes in vivo, an ap­
proach that has been named gene therapy (1). In an ideal gene therapy system, the new 
genetic information would be applied directly to the affected tissue. This direct ap-
proach has not yet been attempted, because the current methods of gene transfer are limited to 
replicating cells. Because of this and other technical limitations, approaches to gene therapy 
in animal models of human disease have relied on removing mitotic cells from the target 
tissue, genetically modifying them in culture, and then retuming the cells to the animal. Most 
of these studies have used genetic transducing vectors derived from murine retroviruses to 
introduce foreign genes (transgenes) into target cells, because retrovirus vectors offer several 
advantages over other current methods of gene transfer (2): 1) infection by retrovirus vectors 
is extremely efficient for a broad range of cell types and species, with up to 100% of the tar­
get cells expressing the trans gene; 2) the viral genomes have a relatively large capacity for 
foreign DNA; and 3) infection generally causes little or no genetic or metabolic damage to 
recipient cells. Other methods of gene transfer, which utilize biochemical or physical means 
to introduce trans genes into cells, suffer from serious limitations in comparison. The first 
methods developed involve incubating cells with DNA complexed with DEAE-dextran (3) or 
calcium phosphate (4). More recent methods use direct microinjection (5), electric fields 
(electroporation) (6), liposomes (lipofection) (7), and tungsten microprojectiles (8). 

Because of their accessibility and the presence of suitable replicating cell populations, the 
bone marrow (9-11) and skin (12-15) have been studied most extensively for gene therapy 
applications, and more recently, the liver has been actively investigated (16,17). Because of 
its relative inaccessibility and the lack of neuronal stem cell populations in adults, another 
potentially very important target organ, the brain, has not been pursued in gene therapy 
models. This is not meant to imply that neurons will always be the target cells for CNS gene 
therapy. There are certainly cases in which other cell types must be treated, such as oligo­
dendrocytes in the demyelinating diseases. Neurons, however, will certainly be the target 
cells in the vast majority of disorders, and methods developed to treat neurons should be 
applicable to other cell types. The remainder of this chapter, therefore, will concentrate on 
neuronal therapy. 
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APPROACHES TO CNS THERAPY 

Several approaches, both genetic and non-genetic, are theoretically available to restore 
missing functions to neurons (Fig. 1). The most direct approach would entail introducing the 
transgene directly into neurons using an appropriate vector (Fig. lA). As discussed above, 
there are presently no available methods for gene transfer into post-mitotic cells. Suitable 
vectors may soon be developed, however. Herpes simplex virus (HSV) normally infects 
post-mitotic sensory neurons, in which it is capable of establishing a life-long latent, non­
destructive infection. Several groups are developing vectors based on HSV (18,19), and 
such vectors may prove valuable for introducing transgenes into neurons and other post­
mitotic cells, both in vitro and in vivo. 

If effective treatment of a specific disease requires that the transgene be expressed in the 
target cell itself, direct vector application will be the only possible approach. In many dis­
orders, however, it will not be necessary to treat neurons directly but instead it will be possi­
ble to allow the target cells to take up exogenously applied factors. For example, minipumps 
(20-23) and implanted solid polymers (24) have been investigated for delivery of substances 
to the eNS (Fig. lB). Another approach that has received considerable attention is the graft­
ing of donor cells or tissues that produce the needed substance, which can then enter the 
target cells by direct transfer through tight junctions or diffusion across the membrane (Fig. 
IC) or by secretion and re-uptake via specific receptors or transport systems (Fig. lD). This 

VECTOR DONOR CELL 

(@~ 
~ 

Figure 1. Theoretical approaches to eNS therapy (see text for description). 

method has been widely applied to provide dopamine in Parkinson's disease patients and 
animal models, using both neural and non-neural tissue, i.e., fetal substantia nigra and adult 
adrenal gland (25-27). For this approach to be useful in treating a particular eNS disorder, 
several criteria must be met. A suitable donor tissue must be available that produces 
sufficient quantities of the desired factor, and this tissue must survive and continue to 
function when grafted to the brain. Ideally, the donor tissue should come from the patient 
himself, as the use of autologous grafts will avoid problems of histocompatibility. However, 
for most disorders there will not be a suitable non-neural tissue, eliminating the possibility of 
autografts. The use of fetal tissue poses serious ethical problems in addition to 
immunological problems. 

As an alternative approach, we have been developing a model in which cells are geneti­
cally modified in culture to express the required function and then grafted to the brain (Fig. 
IE) (28,29). This approach combines neural grafting with methods previously used for gene 
therapy models in bone marrow and skin. An advantage to this approach is donor cells need 
not be eNS-derived, nor do they have to express the desired function naturally. Instead, 
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they may be selected based solely on their ability to be grown and manipulated in vitro and to 
survive as grafts. In addition, by using cells derived from the patient, many immunological 
problems may be circumvented. Although they are not necessarily the most well suited cells 
for intracerebral grafting, skin fibroblasts have several advantageous features: 1) they are 
easily obtained and grown from small biopsies with little discomfort to the patient; 2) they can 
be genetically manipulated in culture by a number of methods, including retrovirus vectors; 
and 3) they can survive as intracerebral grafts in rats. Therefore, we have developed a model 
for CNS gene therapy (Fig. 2) in which the patient would have a skin biopsy taken, cultured 
primary fibroblasts from the biopsy would be infected with a retrovirus vector (or treated by 
another suitable method) to express the desired transgene, and the cells would be grown to 
the necessary quantity and then stereotactically grafted into the patient's brain. 

While our ultimate goal is to use autologous primary fibroblasts for grafting, many pre­
liminary studies are facilitated by using established fibroblast cell lines instead, as they are 
even easier to manipulate in culture and allow one to select clonal lines that express the trans­
gene at desired levels. For these reasons, we have compared the abilities of primary fibro­
blasts cultures and cell lines to survive as intracerebral grafts, and we have determined that 
both can survive for at least 2 months (28). 

Although gene therapy has traditionally been thought of in terms of treating inherited dis­
eases by replacing the dysfunctional gene, genetic strategies should also prove useful for 
treating other conditions in which a required function is lacking due to injury or cell death. In 
fact our most useful models for testing the feasibility of grafting genetically modified cells to 
the CNS have used mechanically or chemically induced lesions (see below). Thus, it is use­
ful to expand the definition of gene therapy to include genetic treatment of any disorder, 
whether or not it is inherited. 

~ i£l I.8> .. @ infect @ @ 

CD bi~ ~ Vector 
Patient . 

10 Fibroblasts 
Figure 2. Proposed model for grafting genetically modified fibroblasts to 
treat disorders of the CNS. 

INTRACEREBRAL GRAFTING OF GENETICALLY MODIFIED FIBROBLASTS 

To test the therapeutic potential of this approach, we have chosen a well characterized rat 
model that provides the opportunity to observe a functional effect. Following transection of 
the fimbria-fornix, the pathway connecting cholinergic neurons of the basal forebrain to their 
target in the hippocampus, many of the cholinergic neurons undergo retrograde degeneration, 
exhibit a decrease in the activities of many enzymes and, in some cases, die (30,31). This 
degenerative response is attributed to the loss of trophic support from B-nerve growth factor 
(NGF), which is normally transported retrogradely in the intact brain from the hippocampus 
to the septal cholinergic cell bodies (32-36). The importance of NGF in this response to 
damage is supported by experiments demonstrating that cholinergic neurons in the medial 
septum can be protected from retrograde degeneration by chronic infusion of exogenous 
NGF (20,22,23,37). We have used this model, which is also considered a model for the 
cholinergic degeneration seen in Alzheimer's disease, to determine whether grafted, 
genetically modified fibroblasts can produce a biological response (29). 
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Figure 3. Retrovirus vector expressing NGF cDNA. LTR, long 
tenninal repeat; RSV, Rous sarcoma virus promoter; NEO, neomycin­
resistance gene. 

A retroviral vector (Fig. 3) was constructed from Moloney murine leukemia virus (38) to 
contain the 777 base pair HgaI-PstI fragment of mouse NGF cDNA (39,40) under control of 
the promoter in the viral 5' long terminal repeat. This insert corresponds to the shorter NGF 
transcript that predominates in mouse tissue receiving sympathetic innervation (41) and is 
believed to encode the precursor to NGF that is secreted constitutively. The vector also 
includes a dominant selectable marker encoding the neomycin-resistance function of trans­
poson Tn5 (42) under control of an internal promoter from Rous sarcoma virus. 
Transmissible ecotropic retrovirus was produced (29) and used to infect the established rat 
fibroblast cell line Ratl (43). Individual neomycin-resistant colonies, selected in medium 
containing the neomycin analog G418, were expanded and tested for NGF production and 
secretion by two-site enzyme immunoassay. The highest producing clone, Ratl-N.8-8, con­
tained 66 pg NGF per 105 cells and secreted NGF into the medium at a rate of 77 pg/hr per 
105 cells. The secreted NGF was biologically active, as determined by its ability to induce 
neurite outgrowth from PC12 rat pheochromocytoma cells (44,45). Uninfected Ratl cells, in 
contrast, did not produce detectable levels of NGF. 

Unilateral aspirative cavities were made through the cingulate cortex of Sprague-Dawley 
rats, completely transecting the fimbria-fornix. Retrovirus-infected (NGF-secreting) and 
control uninfected fibroblasts were suspended in PBS at 8 x 104 cellS/ill, and 4 III aliquots 
were injected free-hand into the lesion cavity and lateral ventricle ipsilateral to the cavity. 
Animals were sacrificed after 2 or 8 weeks and processed for immunohistochemistry. 
Staining for fibronectin, a fibroblast-specific marker, revealed robust graft survival that was 
comparable in both infected and control groups. Staining for choline acetyl transferase, to 
evaluate the survival of cholinergic neurons, indicated a significantly greater number ofre­
maining neurons on the lesioned side of the medial septum in animals that had received grafts 
of infected cells than in animals that had received uninfected control grafts (Table 1). These 
results are similar to our previous study with a different fibroblast cell line, 208F (29). It is 
interesting to note that uninfected control grafts resulted in 60% survival of cholinergic 
neurons, whereas previous studies have shown only a 40-50% survival in untreated control 
animals (20,22,23,31,37). This suggests the possibility that the fibroblasts produce other as 
yet unknown factors that can affect cholinergic survival. Basic fibroblast growth factor has 
been shown to prevent the death of lesioned cholinergic neurons (46), and studies are in 
progress to determine whether the fibroblasts secrete this or other agents believed to have 
neurotrophic effects. 

DISCUSSION 

These and previous studies have demonstrated that genetically modified fibroblasts can 
survive intracerebral grafting and continue to express transgenes for at least two months 
(28,29). Furthermore, the grafts continue to produce and secrete sufficient NGF to have a 
biological effect during this period. These results suggest that this system may prove feasible 
for treating CNS disorders. There are several prerequisites for a neurological disease to be a 
candidate for this approach: 1) The pathogenesis of the disease must be sufficiently well 
understood to allow identification of the relevant lacking function. 2) The relevant gene must 
be available as a well characterized cDNA clone. 3) The affected region of the CNS must be 
known and sufficiently localized to pennit implantation into the appropriate area(s). 4) 
Restoration of normal function must not, at present, require synaptic contact with target cells. 
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Table 1. Survival of cholinergic neurons in rats with unilateral fimbria-fornix 
lesions following fibroblast grafts. 

Graft type 
Ratl control 
Ratl-N.8-8 

Surviving ChA 1'+ Neurons (% contralateral side) 
2 Weeks 8 Weeks 

62 60 
99 87 

Instead, the donor cells must produce a factor that has a mechanism for release by the cells 
and uptake by neurons. In the example of NGF, these conditions are satisfied because the 
NGF precursor protein includes a putative signal sequence for secretion (41), and the 
secreted NGF binds to receptors on the target cholinergic neurons. In other cases, the needed 
factor may be packaged in specialized secretory vesicles or simply diffuse through the cell 
membrane. Alternatively, the donor cells can act as a toxin "sink" by expressing an enzyme 
that metabolizes a neurotoxin. This, of course, requires that the neurotoxin have a 
mechanism for leaving the neuron and entering the donor cell. S) Ideally, an animal model 
should be available. 

With these issues in mind, we have been using this approach to deliver L-DOPA in a rat 
model of Parkinson's disease, and we have reported results comparable to those observed 
with adrenal medulla grafts (47). Other potentially applicable disorders include the various 
lysosomal storage diseases, in which a specific lysosomal enzyme is lacking, such as 
Krabbe's disease, i.e., galactosylceramidase deficiency. The twitcher mouse serves as an 
animal model for this disease, in which there is extensive CNS demyelination due to the 
buildup of the toxic substance psycho sine in oligodendrocytes. When bone marrow from 
wild-type con genic mice is grafted into these animals, graft-derived macrophages infiltrate the 
CNS (48). The presence of these galactosylceramidase-positive cells serves to lower the 
CNS levels of psycho sine significantly, resulting in decreased demyelination and prolonged 
survival. These results demonstrate that graft-derived cells can metabolize a toxic substance 
and ameliorate disease symptoms. It is likely that grafts of genetically modified fibroblasts 
may have similar effects in this and other lysosomal storage diseases. Although our studies 
have focused on the use of fibroblasts because of the features described earlier, other cell 
types should also prove useful for this approach and may be advantageous in specific situa­
tions. In particular, astrocytes may demonstrate longer-term survival and stability because of 
their CNS origin, although our preliminary studies have indicated survival comparable to that 
of primary skin fibroblasts. Endocrine cells may be valuable, too, because of their secretory 
capabilities. Pituitary-derived cells have been shown to express the retrovirus-transduced 
NGF cDNA and secrete NGF in response to a normal stimulator of pituitary secretion, corti­
cotropin releasing factor (49). It should be stressed, however, that skin fibroblasts will be 
easier to obtain and culture than virtually all other cell types. 

We conclude that the intracerebral grafting of genetically modified cells should eventually 
provide a means for CNS therapy. Together with traditional neuronal grafting and the up­
coming vectors for direct genetic modification of neurons in vivo, this approach should 
permit the treatment of numerous CNS disorders that cannot be treated by standard drug 
therapies. 
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Nerve growth factor (NGF) is physiologically critical for the survival 
and normal development of sympathetic and spinal sensory neurons, and for 
their maintenance in the adult (1,2). NGF has been found to have a 
similar role in the mammalian central nervous system (CNS) (3). NGF was 
first implicated in CNS function when Schwab et al. (4) found specific 
retrograde transport of exogenous NGF from cerebral and hippocampal 
cortices to neuronal cell bodies in the rat basal forebrain. NGF is now 
known to be present and produced in the CNS, and is in largest amount in 
the cortex and hippocampus, the target tissues for neurons in the basal 
forebrain (3). 

The axonal projections from the medial septum and diagonal band of 
Broca (MS/DB) through the dorsal fornix and fimbria (F-F) to the 
hippocampus and the projections from the nucleus basalis of Meynert (NBM) 
to the cerebral cortices are systems used to examine the role of NGF in 
CNS neuronal function. The cholinergic components of these systems are 
particularly affected in Alzheimer's disease. Neurotrophic hypofunction 
is hypothesized to underlie such neurodegeneration (5-7). In several 
experimental paradigms, administration of mouse NGF (mNGF) either by 
repeated injection or continuous infusion is found to prevent the loss of 
cholinergic and non-cholinergic neurons (8-10) and to stimulate the 
expression of cholinergic phenotypes (11-18), particularly the activity 
of choline acetyltransferase (ChAT; acetyl-CoA: choline-O­
acetyltransferase, EC 2.3.1.6), the enzyme that synthesizes the 
cholinergic transmitter, acetylcholine (ACh). In this report, we review 
recent data from our experiments examining the effects of mNGF on the 
basal forebrain following transection of the F-F. We also report the 
changes observed in the central cholinergic systems with age, and the 
stimulatory effect of exogenous mNGF on these systems. 

103 



MATERIALS AND METHODS 

NGF Infusion Solution 

Renin-free 2.5s mNGF was purchased from Bioproducts For Science 
(Indianapolis, IN). The concentration of pure mNGF in a stock solution 
of PBS was determined by molar extinction (1.64 O.D.280/mg/ml) and 
aliquots of 1 mg/ml were stored at -700C for later use. The concentration 
and biological activity of the mNGF solutions were confirmed using the 
morphological differentiation of PC12 cells in vitro (19). At the time of 
animal surgery, working solutions were prepared by dilution of the 
concentrate in Dubelco's PBS containing 0.1% rat serum albumin (Sigma), 
i.e., the infusion vehicle. After filter sterilization, serial dilutions 
were prepared where appropriate, and the sterile solutions were used to 
prefill the infusion cannnlae and pumps. No loss of biological activity 
was detected in sterile aliquots of stock solutions of mNGF at 
concentrations ranging from 100 ~g/ml to 1 ~g/ml when stored in vitro at 
370C for periods up to 1 month. Also, no loss in biological activity was 
detected in 100 ~g/ml mNGF solutions after 2 weeks infusion in vivO. 
Control animals were infused with the vehicle, the albumin (1 mg/ml) 
serving as a non-specific protein. 

Infusion Cannula 

NGF does not cross the blood-brain-barrier; treatment of the central 
nervous system requires NGF infusion directly into the brain. Williams et 
al. (20), described the methods for construction and stereotaxic 
implantation of infusion cannula device. For the present experiments, the 
cannula device was made from 30 gauge stainless steel tubing with an 
intraparenchymal length of 4.5 mm. The device was used to infuse control 
and experimental solutions always into the right lateral ventricle. Both 
the cannula and an Alzet osmotic pump (Model 2002, 0.5 ~l/hr for 14 days, 
Alza Corp., Palo Alto, CAl were filled with the infusate prior to 
implantation. At the end of the experiments, i.e., up to 2 weeks after 
pump implantation and continuous infusion, the cannula device and pump 
were removed from the animal and the device was checked for continued 
patency. ~ devices used in these experiments were patent at the end of 
the experiment. 

F-F Transection and mNGF Treatment of Young Adult Rats 

Female albino rats of the Sprague-Dawley strain, 200 - 250 g in 
weight, were used for F-F transection experiments. Details of the 
Microsurgical procedures have been described for the selective unilateral 
aspirative transections of the dorsal septo-hippocampal pathways (9,21) 
Anesthesia for surgery and sacrifice was induced by intramuscular 
injection with a mixture (4 ml/kg) of ketamine (25 mq/ml), rompun (1.3 
mg/ml) and acepromazine (0.25 mg/ml). Most animals received complete 
unilateral aspirative transections of the right supracallosal striae, 
dorsal fornix and fimbria, i.e., all the dorsal pathways on the right 
side IF-F Aspiration). Other animals received a ~ aspiration where the 
parietal and cingulate cortices, as well as the supracallosal striae and 
corpus callosum were aspirated exposing the F-F, but leaving the F-F 
undamaged. ~l, sham, and F-F Aspirated animals received a cannula 
implantation and were infused with mNGF 1.2 ~g/day for 2 weeks. Other 
groups of F-F aspirated animals were infused with serial dilutions of 
mNGF to establish a dose response. 
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mNGF Treatment of Aged Rats 

The effect of mNGF in aged rats was examined in Fisher 344 male rats 
obtained from the National Institute of Aging cOlony at Harlan/Sprague­
Dawley (Indianapolis, IN). Normal uninjured animals 4 months and 2 years 
old received a cannula implantation and were treated for two weeks with 
vehicle or mNGF at 1.2 ~g/day. 

Quantitation of NGF Receptor Density 

NGF receptor density was quantitated using the 192-IgG monoclonal 
antibody to the receptor (22) as described by Yip (23). Animals were 
anesthetized and perfused intracandially with 200 - 300 ml of oxygenated 
Krebs-Ringer at 40C, until the effluent was clear of blood. The brains 
were quickly removed and frozen in liquid nitrogen vapor. Tissues were 
mounted onto cryostat chucks, and 16 ~ serial sections were cut at -150C 
and thaw mounted onto gelatin/chrome alum-coated slides. Slide mounted 
sections were pre-incubated in incubation buffe~ (100 roM sodium phosphate 
pH 7.0, 120 roM sodium chloride, 0.1 roM bacitracin, 0.02% bovine serum 
albumin, containing 0.1% polyethylenimine) for 15 min. at 22-2S 0C. Brain 
sections were incubated in buffer containing 5 nM l2S1-192-IgG for 60 
min. at 22-2S 0C. Non-specific binding was determined by inclusion of 1 ~ 
of non-labeled 192-IgG. Slides were washed in 40C buffer, rinsed quickly 
in cold distilled water, dried under a stream of cold dry air, and then 
placed in slide boxes containing desiccant overnight at 40C. Brain 
sections were expos~d for 3 days against LKB UltroFilm at room 
temperature to generate autoradiograms. 

Autoradiograms were quantified using a microcomputer-assisted 
densitometer (Stahl Research Laboratories, Inc) at an anatomical 
resolution of 100 ~. The optic dens.ity readings were converted into the 
amount of radioligand bound/mg protein using 16 ~ thick l2SI-labeled 
brain mesh standards. Five - eight densitametric readings were taken for 
each structure on a single brain section. NGF receptor density in fmol 
receptor per mg protein is expressed as the average from 3-4 animals 
(13) • 

Brain Micro-dissections 

All tissue samples were taken from the right side of the brain ip­
ilateral to the implanted cannula and/or F-F aspiration. Immediately 
after dissection, all samples were frozen on dry ice. The most extensive 
dissections were done in the experiments with the Fisher male rats. Under 
deep anesthesia the control and experimental animals were perfused 
through the heart with oxygenated Krebs-Ringer, 40C, until the effluent 
was cleared of blood (24). The cannula device was removed from the skull, 
the animal decapitated, and the brain was quickly removed for micro­
dissection. A coronal brain matrix (Harvard Apparatus, South Natick, MA) 
was used to facilitate reproducible dissections. Frontal cortex was 
obtained from a coronal slice of the brain cut at the caudal end of the 
lateral olfactory tract. Under the dissecting microscope, a razor blade 
was used to hemiseat the slice, and the olfactory tract and tubercle were 
dissected away from the piece of frontal cortex. Next, a 4 mm coronal 
slice was cut using the caudal edge of the optic chiasm as a landmark. 
From the right hemisection of this slice, the ~ was dissected as 
previously described (21). The striatum was removed from this same slice. 
In the next 3 mm coronal slice, the NBM was micro-dissected as described 
by Cuello and Carson (24). From the remaining brain, a piece of parietal 
cortex (approximately 2 mm2 ) overlying the septal pole of the hippocampus 
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was removed, the whole hippocampus was dissected, and a 2 mm·2 piece of 
temporal cortex and entorhinal cortex overlying the temporal pole of the 
hippocampus was taken as the final piece of the dissection. 

A 

8 

Fig. 1 . Bright Field Photographic images of Autoradiagrams Generated by 5 
nM l25 I -192-IgG exposed to Ultrofilm for 3 days . Serial sections 
were incubated in the absence (A, specific binding) or 
presence(B, non-specific binding) of 1 ~ nonlabled l25 I -192 - IgG. 
cc-corpus callosum; Cg - cingulate cortex; CP - striatum; DDb­
dorsal diagonal band of Broca; MS - medial septal nucleus; VDb­
ventral diagonal band of Broca. 

Sprague-Dawley rats with F-F transect ions were not perfused prior to 
decapitation and brain micro-dissection. ~ and striatum were 
dissected as described (21). 

Assay for Choline Acety1transferase Enzymatic Actiyity 

Each tissue-piece was sonicated at 20 watts in 1 ml of double 
distilled water on ice. The samples were diluted to contain approximately 
0.5 mg/ml of protein, and 5 ~1 of this solution (in triplicate) was 
placed into a siliconized scintillation vial on ice. ChAt activity was 
determined by the micromethod of Fonnum (21). Protein concentration of 
the samples was estimated by the method of Lowry as modified by Fryer et 
al. (25), using BSA as the standard protein. Inclusion of Triton X-100 in 
the sonication solution was found to interfere with the Lowry protein 
determinations. The detectable amount of ChAT activity in the ~ 
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sonicates was not affected by omission of the detergent from the 
solution. The ChAt reaction was linear over the range of protein used in 
these experiments and up to 15 min of incubation. The average ChAt enzyme 
activity is expressed as pmol acetylcholine synthesized per ~g protein 
per min. Statistical significance was determined using the Kruskal-Wallis 
one-way analysis of variance and the Mann-Whitney U test. 

RESULTS 

NGF Administration Stimulates Receptor Binding After F-F Transection 

In the normal young adult Sprague-Dawley female rat, there are high 
levels of specific I25_192-IgG binding in the superficial layers of 
cerebral cortex, striatum, and MS/DB (Fig. 1). In the normal MS/DB, the 
average receptor density is equal to 30 fmol/mg protein (n=4). At two 
weeks after F-F transection, there is a significant 26% reduction of 
125 1 _ 192-IgG binding to the NGF receptor in the right MS/DB iipsilateral 

NGF Receptor Density - fm / mg protein 

(Percent Contro\) 

150 ...----------------------, 

100 r-~~~~~--------------~ 

50 

Normal+NGF F-F Asp+VEH F-F Asp+NGF 

Fig. 2. NGF Receptor Density Following F-F Transection and mNGF Infusion. 
The density of 125I-192-IgG binding in the MS/DB of experimental animals 
is expressed as the percent of the specific binding in normal, untreated 
animals, i.e., 30 fmol/mg protein. n=4 in each group, *p<.05. 

to the axotomy as compared to normal rats (Fig. 2). Infusion of mNGF at a 
dose of 1.2 ~g/day (a pump concentration of 100 ~g/ml) for 2 weeks, has 
no effect on the NGF receptor density of normal basal forebrain neurons. 
However, mNGF treatment of F-F transected animals results in a 134% 
increase in NGF receptor density on the side of transection compared to 
the same side of normal forebrain (13). 

NGF Administration Stimulates ChAT Actiyity After F-F Transection 

The average specific activity of ChAT in micro-dissections of the 
normal MS/DB is 2.3 pmol ACh/~g protein/min (n=4). Infusion of mNGF at a 
dose of 1.2 ~g/day for 2 weeks has no effect on the ChAT activity in the 
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MS/DB of normal animals (Fig. 3). There is no detectable loss of ChAT 
activity in the right MS/DB of untreated or vehicle-treated animals 2 wks 
after aspirative transection of the right F-F (21). However, a 
substantial increase in ChAT activity is found in animals that received a 
F-F aspirative transection and were infused with mNGF. A 200% increase in 
ChAT specific activity is observed in the right transected MS/DB, as 
compared to untreated normal animals. The ChAT activity in MS/DB of 
axotomized, mNGF-treated animals is statistically greater than that in 
normal animals treated with mNGF, sham-operated animals treated with 
mNGF, and transected animals infused with vehicle (p = .001). 

ChA T Specific Activity 

(Percent Control) 

200 

150 

100 

50 

0 ' 
Normal+NGF 

MS/ DB 
Sham+NGF 

MS/ DB 
F-F Asp+NGF 

MS/ DB 
Normal+NGF 
STRIATUM 

Fig. 3, Axotomy-Dependent Stimulation of ChAT Activity in Female Sprague­
Dawley Rats. ChAT specific activity in the experimental groups is 
expressed as the percent of that measured in micro-dissections of the 
MS/DB and striatum in normal, untreated animals, i.e . , 2.32, and 2 . 41 
pmol ACh/~g protein/min, respectively, n=4 in each group. * p< . OS . 

NGF treatment also stimulates ChAT activity in dissections of the 
striatum of Sprague-Dawley rats. ChAT activity in normal untreated 
striatum is 2 . 4 pmol ACh/~g protein/min. In both normal and F-F 
transected animals, there is a 140 % statistically significant stimulation 
of ChAT activity after mNGF infusion for 2 weeks compared to untreated 
animals (Fig . 3). 

StimlllatioD of ChAT Actiyity is Dose Dependent 

Animals received a right F-F aspiration and were infused for 2 weeks 
with serial dilutions of mNGF (Fig. 4). The E . D. SO of mNGF on the 
stimulation of ChAT activity in the MS/DB ipsilateral to the transec tion 
was obtained using an infusate mNGF concentration of 10 ~g/ml, a dose to 
the rat brain equivalent to 120 ng/day . 

108 



Changes in ChAT Actiyity in the Aged Brain 

The specific activity of ChAT varied amongst the various brain regions 
micro-dissected for analysis. In 4 month old untreated Control animals, 
the average specific activities in distilled water sonicates of micro­
dissected brain regions are as follows (n=6): striatum - 3.2; MS/DB -
2.1; hippocampus - 1.6; frontal cortex - 1.2; temporal cortex - 1.1; 
parietal cortex - 0 . 7; and NBM - 0 . 7 . The effects of age on the ChAT 
activity of these brain regions is illustrated in Figures 5 and 6. The 

ChAT Specific Activity 
(pmol Ach/ug protein/min) 

5 

4 

3 

O+------r-----.-----,,-----,------. 
o 0.1 10 100 1000 

Infusate concentration of NGF (1'0 g/ml) 

Fig. 4. mNGF Stimulation of ChAT Activity is Dose-Dependent. The dose 
response is illustrated for the mNGF effect after F-F transection. A pump 
concentration of 10 ~g/ml delivers 120 ng of mNGF per day to the rat 
brain, n=4 for each concentration. 

most consistent age-related losses of ChAT activity are in the MS/DB, 
hippocampus, and striatum (Fig. 5). All three areas have significant, 20 
- 30% losses in enzyme activity compared to 4 month old untreated 
animals. A significant 15% loss of enzyme activity is also observed in 
the frontal and temporal cortices of this sample of 2 year old animals. 
No change is observed in the parietal cortex or in the NBM. 

mNGF Stimulates Chat Actiyity in Aged Fisher 344 Rats 

Infusion of mNGF into young adult Fisher 344 male rats has a 
significant effect on the ChAT activity in the MS/DB; enzyme activity is 
stimulated 120% above control values. However, the effect on the MS/DB in 
2 year old animals is even larger. Treatment of 2 year old rats with 
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mNGF stimulates ChAT activity 170% compared to control, levels that are 
significantly larger than those in the 4 month NGF-treated animals 
(p<.002). NGF treatment also stimulates ChAT activity in the hippocampus, 
frontal cortex, and temporal cortex of 2 year old animals compared to 
untreated and vehicle-treated 2 year old rats. Although there is an above 
average stimulation of ChAT activity by mNGF in the NBM of both 4 month 
and 2 year old rats, the differences from control values are not 
significant due to the large variability of these samples. As in the 
young adult Sprague-Dawley female rats, mNGF treatment stimulates ChAT 
activity in the striatum of 4 month old Fisher male rats as well as the 2 
year old rats. 

ChA T Specific Activ ity 

(Percent Control) 
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Fig. 5. Age-Related Stimulation of ChAt Activity by mNGF. Enzyme activity 
is expressed as the percent of activity in 4 month old untreated animals 
(pmol ACh/~g protein/min): MS/DB = 2.4; Hippocampus = 1 . 6; Striatum = 
3.2. Open bars - 4 Month Old + mNGF; Hatched bars - 2 Year Old + Vehicle; 
Black bars - 2 Year Old + mNGF, n=6 in each group. *p<.OS compared to 4 
Month Old Untreated animals. *p<.OS compared to 2 Year Old + Vehicle. 

DISCUSSION 

Axotomy-dependent Stimulation of ChAT in the Ms/DB of Sprague-Dawley ~ 

Developmental studies of the rat basal forebrain and striatum 
identified the sensitivity of the cholinergic neurons within these brain 
regions to the administration of exogenous mNGF (14-18). ChAT enzyme 
activity is stimulated up to lO-fold in normal embryonic and neonatal 
MS/DB upon treatment with exogenous mNGF. However, in older animals, the 
cholinergic neurons of the MS/DB appear to became less sensitive to 
exogenous mNGF, and in the adult rat, mNGF has considerably less effect 
on the ChAT activity in the normal MS/DB (18). In our experiments using 
normal female Sprague-Dawley rats, continuous infusion of mNGF at 
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1 . 2 ~g/day has no effect on the ChAT activity in the MS/DB . However, 
identical treatment of Fisher 344 male rats results in a small but 
significant 120% stimulation of ChAT activity. This different sensitivity 
to exogenous mNGF in normal young adults may be related to the sex 
(26,27) or the species of the animal (28). 

Transection of the F-F in adult female Sprague-Dawley rats triggers a 
sensitivity of the cholinergic neurons in the MS/DB to administration of 
exogenous mNGF. Continuous infusion of mNGF for 2 weeks after complete 
unilateral F-F aspiration stimulates ChAT specifi~ activity in the MS/DB 
ipsilateral to the transection to a level that is 200% higher than that 
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Fig . 6. Effects of mNGF on the Nucleus Basalis Projection System. Enzyme 
activity is expressed as the percent of activity in 4 month old untreated 
animals. Open bars - 4 Month Old + mNGF ; Hatched bars - 2 Year Old + 
Vehicle; Black bars - 2 Year Old + mNGF, n=6 in each group . *p< . 05 compared 
to 4 Month Old Untreated animals . #p<.05 compared to 2 Year Old + Vehicle . 

measured in normal adult animals. The stimulation of enzyme activity is 
axotomy-dependent as administration of mNGF has no effect in sham 
operated animals with an intact F-F. The stimulation is also dose 
dependent . The E.D.50 was obtained at a pump concentration of 10 ~g/ml, 
or 120 ng/day. 

The mechanism(s) is unknown regulating this axotomy-induced 
sensitization to exogenous NGF. At 2 weeks after a F-F transection, there 
is a 26% decrease in receptor density on the side of aspiration (13). 
This agrees with the reported loss of NGF receptor using traditional 
immunohistochemical methodology (29). After mNGF administration, the loss 
of receptor density is not only prevented (12), but there is a , 
supranormal, 130% increase of 125I-192-IgG binding. These data indicate 
that the response of the transected neurons to exogenous mNGF is mediated 
by a feed-forward stimulation of cell surface NGF receptor expression . 
Increased NGF receptor expression could provide a mechanism for the 
increase in ChAT activity in the transected MS/DB after mNGF treatment. 
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Changes in ChAT Actiyity and NGF Sensitivity in Aged Fisher 344 Rats 

Septa-Hippocampal System. There is a significant 40% loss of NGF mRNA and 
protein in the hippocampus of two year old Fisher male rats (28). This 
correlates with the 20-30% loss of ChAT activity in micro-dissections of the 
cholinergic cell bodies of the MS/DB and in their terminals within the 
hippocampus as observed in the present study, and the morphological atrophy 
of the MS/DB cholinergic neurons reported by others in aged Fisher rats 
(30). This age-related cholinergic dystrophy (see also 31-33) in the MS/DB 

may underlie the age-related sensitization of these neurons to exogenous 
mNGF. Treatment of two year old animals with mNGF for two weeks results in a 
160% stimulation of MS/DB ChAT activity compared to 4 month untreated rats. 
Although mNGF treatment of 4 month Fisher males does result in a 120% 
stimulation of ChAT activity, the 2 year old rat apparently is even more 
sensitive; the effect of exogenous mNGF treatment in 2 year old rats is sig­
nificantly greater than in 4 month old animals. 

The stimulation of ChAT activity in the cell bodies of 2 year old rats is 
also reflected in the elevated enzyme activity detected in the hippocampus 
of the mNGF-treated aged rats. In this series of experiments, no 
stimulation of ChAT enzyme activity was detected in the hippocampus of 4 
month old animals. 

NEM - Cortex System. In the Fisher rat, the NBM system responds to age 
very differently than the MS/DB system. There is no detectable loss of NGF 
protein in the frontal cortex of aged Fisher rats (28), and there is no 
detectable loss of ChAT activity in the aged NBM. These neurons are reported 
to atrophy in both Fisher (30) and Sprague-Dawley (33) rats, and in the 
samples of frontal and temporal cortices analyzed in these experiments, there 
is a significant decrease in ChAT activity, indicating the possibility of NBM 
terminal degeneration in these areas. 

The cholinergic neurons of the NBM show a range of responses to exogenous 
mNGF. In both 4 month and 2 year old Fisher male rats, some micro­
dissections possessed higher ChAT levels than most of the samples from NGF­
treated animals. Thus, there is a trend for stimulated ChAT activity in the 
NBM in both young and old animals, but the stimulation is not statistically 
significant in either case. Morphologic data indicate that NGF treatment 
reverses age-related neuronal atrophy in the NBM (33). Interestingly, in the 
samples of the two year old rats examined in these experiments, the ChAT 
activity in the terminal regions of the NBM, i.e., the frontal and temporal 
cortices, are stimulated by the mNGF treatment. 

The NBM and the MS/DB have been hypothesized to represent similar 
populations of neurons (34). However, in the rat, the two groups of neurons 
can be distinguished by their expression of the neuropeptide, galanin. 
Galanin co-localizes with cholinergic neurons in rat MS/DB, but not rat NBM 
(35,36). Differential expression of galanin or other peptides may be related 
to the apparent differences in the aging response of the neurons in these 
nuclei. 

Striatum. The sensitivity to exogenous mNGF of the cholinergic 
interneurons within the striatum persists throughout life. In neonatal (12), 
young adult Sprague-Dawley female, young adult Fisher 344 male, and 2 year 
old Fisher 344 male rats, administration of mNGF to the CNS results in a 
significant 115% - 140% stimulation of ChAT activity in the striatum 
compared to untreated controls. 

Mature striatal interneurons are hypothesized to exist with less-than­
maximal support from endogenous NGF (37). Such optimal or less-than­
optimal conditions may maintain the sensitivity of these neurons to 
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exogenous mNGF. The striatal cholinergic neurons atrophy with age (33), 
and exhibit a substantial age-related loss of ChAT enzyme activity in 
both Sprague-Dawley (32) and Fisher rats. This age-related dystrophy may 
underlie the apparent increased sensitivity of aged striatum to exogenous 
mNGF; treatment of 2 year old rats results in a 140% stimulation in ChAT 
activity, a level that is significantly larger than that in 4 month old 
mNGF-treated Fisher rats. 

SUMMARY 

Our results indicate that in the rat, there is a differential 
regulation of the cholinergic phenotypes expressed by the interneurons of 
the striatum, the projection neurons of the MS/DB to the hippocampus, and 
the projection neurons of the NBM to the cerebral cortex. these three 
cholinergic neuronal groups respond differently to the aging process, and 
express different sensitivities to exogenous mNGF. There is no detectable 
loss of ChAT enzyme activity with age in the NBM projection system, 
whereas both the striatal interneurons and the projection neurons in the 
MS/DB exhibit substantial losses of enzyme activity with age. The age­
related dystrophy of these latter cholinergic systems may be mediated by 
the decreased levels of endogenous NGF (28), and underlie the behavioral 
impairments observed in aged animals (32,33). 

Neurons of the young adult MS/DB are little affected by exogenous NGF. 
However, both axotomy and age appear to activate NGF-mediated mechanisms 
regulating cholinergic metabolism. NGF treatment of these sensitized 
neurons triggers a feed forward expression of NGF receptor and results in 
a supranormal stimulation of ChAT activity. Of interest is the similarity 
of age-dependent sensitization to that of the trauma ofaxotomy. It is 
also possible that the response of a given neuron to age is not only 
mediated by endogenous levels of trophic factor (6), but also by the 
influence of co-existing peptides such as galanin (38). 
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The phenomenon of neuroplasticity can be discussed, in very broad 
terms, as the ability of a nerve cell to modify its behaviors under the 
influence of extrinsic factors. Like any living system, the nervous 
system represents a dynamic organization, whose various elements are in 
a continual state of change due to interactions not only with one 
another, but also with their extraneural environment. Neurons are 
exposed to such influences from cells with which they are in direct 
contact, and from humoral sources; this vast array of external influences 
constitutes the microenvironment of these cells. Agents affecting 
neuronal behaviors represent a diverse and crucial element in determining 
how nerve cells will respond to cues from this microenvironment. Our 
ability to alter the response(s) of neuronal cells to these extrinsic 
signals can constitute a powerful tool for modulating the neuroplastic 
behaviors of the former an important consideration for promoting 
regeneration and/or repair processes in the brain. Such is the topic of 
the present article. 

NEURONOTROPHIC FACTORS: NERVE GROWTH FACTOR 

Peripheral Nerve System 

One very important class of extrinsic agents directed to neurons 
are neuronotrophic factors. The current state of knowledge of trophic 
factors has come, in large part, from the discovery of Nerve Growth 
Factor (NGF) (1,2). This protein is required for the development and 
maintenance of function of sympathetic neurons and the majority of 
neural crest-derived sensory neurons, in terms of both survival (3,4) 
and neurite elongation and neurotransmitter enzyme induction (5,6). 
Selective responsiveness to NGF is linked to expression of specific cell 
surface receptors. NGF binds to its receptor, which is internalized as a 
receptor/NGF complex and transported in a retrograde fashion to the cell 
body where physiologic actions are mediated (7,8). NGF mRNA is present 
in peripheral tissues of various mammalian species, where a good 
correlation exists between the amounts of NGF mRNA and the density of 
sympathetic innervation (9,10). 
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Central Nervous System 

In addition to its well-established role in the development of 
peripheral sympathetic and sensory neurons, a number of recent studies 
support a role for NGF also in the development of basal forebrain 
cholinergic neurons. NGF is selectively taken up by cholinergic nerve 
terminals in the neocortex and hippocampus, and retrogradely transported 
to these forebrain magnocellular cholinergic neurons (11). Exogenous NGF 
increases choline acetyl transferase (ChAT) activity (12) and survival 
and neurite outgrowth (13) of cultured fetal septal neurons, and also 
ChAT acti vi ty in the basal forebrain of neonatal rats in vivo (14,15). 
NGF and its mRNA in the developing rat brain parallel the growth of 
cholinergic neurons (16,17). Intraventricular administration of NGF 
leads to up-regulation of NGF receptor mRNA expression and receptor 
immunoreactivity (18), while antibodies to NGF given by the same route 
reduce ChAT activity (19). 

The role of NGF goes beyond that of development, affecting the 
function of these neurons in the adult brain. Hippocampal and cortical 
target areas of basal forebrain cholinergic neurons express high levels 
of NGF and NGF mRNA (16,17,20). NGF receptors have been visualized in 
adult rat (21), primate (22) and human (23) brain. The ,oRNA encoding the 
NGF receptor has been detected in rat (24) and human (25) basal 
forebrain. Exogenously administered NGF is able to affect developed 
forebrain cholinergic neurons trophically after axonal injury. Fimbrial 
lesions, which interrupt the septohippocampal cholinegric pathway, lead 
to a retrograde degeneration of cholinergic neurons in the septum. 
Intraventricular application of NGF has been found to prevent this 
lesion-induced degeneration (26-28). Important also is the observation 
that NGF infusion is able to elevate ChAT activity in hippocampus and 
septum of non-lesioned adult rats (29). 

In addition to the basal forebrain cholinergic neurons, other CNS 
populations may be affected by NGF. For example, transection of the 
optic nerve in the adult rat leads to degeneration of retinal ganglion 
cells. Application of NGF to the site of injury is reported to prevent 
this ganglion cell loss (30), or to reduce ganglion cell damage 
following ischemia (31). 

OTHER NEURONOTROPHIC MOLECULES 

A number of other macromolecules endowed with neuronotrophic 
activity have been identified and characterized since the discovery of 
NGF. These include the Ciliary Neuronotrophic Factors (CNTF) (32-34), 
Brain-Derived Neurotrophic Factor (35), fibroblast growth factors 
(36-40), and epidermal growth factor (41). 

PHARMACOLOGICAL APPROACHES TO THE TREATMENT OF NEURAL INSULTS AND 
NEURODEGENERATIVE DISEASES 

The capacity of a CNS neuron to undergo adaptive changes in 
response to microenvironmental cues - neuroplasticity - represents a 
finely tuned balance between promoting and inhibiting infuences. 
Disruption of this mechanism by axotomy or cutting off the blood supply 
are probably the two maj or causes of neuronal death in the CNS. Any 
considerations of intervention must take into account the order of 
biological events that follow a brain insult. Lesion or trauma will lead 
to an acute loss of neurons, accompanied by a delayed, secondary phase 
of neuronal death. The primary neuronal loss is likely an intractable 
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occurrence, with nothing short of actual cell replacement having any 
chance of effecting amelioration (42,43). On the other hand, delayed 
(secondary) loss of neurons may be amenable to pharmacological 
treatment with subsequent neuronal survival providing for functional 
recovery. 

Exogenous Trophic Factor Administration 

Neuronotrophic factors similar, if not identical to those in 
development, may continue to function in the maintenance and repair 
capacities of adult neurons. Certain degenerative processes of the 
nervous system and/or the events that are associated with brain aging 
may actually result from defective or insufficient supplies of trophic 
factors. This concept has given rise to what has been termed the 
"trophic deficit hypothesis" (44,45). For example, the finding that 
exogenous NGF is able to reduce the loss of adult lesioned cholinergic 
neurons in the septum/diagonal band and nucleus basalis of the brain 
(26-28) has led to the speculation that availability of a trophic factor 
for these neurons (perhaps NGF) may control their survival and 
biological competence (44,45). In these terms, a trophic deficit may 
result in cholinergic cell deterioration as well as accompanying memory 
deficits - a situation known to occur in Alzheimer's disease (46). 

The potential for application of trophic substances to therapy in 
the CNS is demonstrable in at least one case discussed above, in which 
cholinergic neurons in the medial septum can be protected from 
retrograde degeneration by chronic infusion of NGF (26-28). Another 
version of this therapeutic approach comes from experiments by Rosenberg 
et al. (47), who reported that cultured fibroblasts, genetically 
modified to produce and secrete NGF and then grafted to the cavity 
formed in creating a fimbria-fornix lesion, will prevent retrograde 
cholinergic degeneration and induce axonal sprouting. 

One limitation to this strategy of exogenous trophic intervention 
derives from the apparent necessity of applying the desired material in 
close proximity to the lesion site. A way to circumvent this problem 
could lie in pharmacological treatment designed to enhance the action of 
endogenously occurring neuronotrophic activities. The following sections 
will discuss this idea in more detail. 

Ganglioside Treatment and CNS Repair Processes 

Agents involved in modulating neuronal behaviors, especially in 
reponse to neuronotrophic influences, have been seldom studied, with the 
possible exception of gangliosides. These molecules comprise a family of 
naturally occurring sialic acid-containing glycosphingolipids (48). 
Gangliosides are localized in the plasma membrane of vertebrate cells, 
with the highest concentrations in mammals being in the grey matter of 
the nervous system, in particular, in the region of synaptic terminals 
(49). Striking modifications of the ganglioside profile occur during 
development of the mammalian brain (50); changes also take place in 
aging (51) and in several neuropathological situation (52). The view 
that gangliosides, and in particular the monosialoganglioside GMl, play 
a distinctive role in the process of axonal growth is consistent with 
observations that anti-GMI antibodies inhibit neurite regeneration in 
vitro (53), and axonal elongation in vivo (54), as well as produce 
long-lasting alterations in the maturation of CNS circuitry and 
behavioral processes when administered to developing animals (55). 
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Experiments with diverse neuronal cell types in vitro have provided 
clear evidence that exogenous gangliosides (mainly GMI) are able to 
enhance de novo neurite outgrowth or neurite regeneration in the 
presence of the appropriate trophic factor (56-59). The ability of GMI 
to potentiate neuronotrophic action is a broad one, in that GMI is also 
effective with NGF-unlike trophic activities (59,60). Exogenous GMI is 
observed to stimulate the biochemical development and survival of 
dopaminergic and GABAergic populations in cultured fetal mouse mesen­
cephalic cells (61). In neuronal cells with neuronotrophic factor-linked 
survival or neurite outgrowth, ganglioside will improve the trophic 
action - but not substitute for it. These trophic-dependent ganglioside 
actions require the "correct" balance between stimulating and retarding 
influences (59,62). This principle is a key one, in that neuronal 
dysfunction and/or death resulting from pathological events or aging 
may also reflect an imbalance of environmental signals. 

In addition to enhancing neuronal cell responsiveness to exogenous 
neuronotrophic factors in vitro, the potentiating action of GMI 
administration on postlesion recovery in the CNS is well-documented. 
GMI-induced improvement of biochemical, morphological and behavioral 
parameters after various types of brain lesion have been observed 
(63-65). Quite a large number of reports have described GMI ganglioside­
stimulated recovery of lesioned nigra 1 dopaminergic, serotonergic, and 
cholinergic neurons. GMI treatment has also been shown to facilitate 
behavioral recovery following brain damage (66,67). 

The ability of GMI to act in vivo appears to be a function of the 
extent of the lesion applied (68,69), suggesting the need for a certain 
level ("set point") of trophic support. This idea is not inconsistent 
from the in vitro studies already discussed, where the facilitating 
action of GMI was found to depend on a particular balance between 
promoting and inhibiting factors acting together with NGF or other 
trophic influences. It is important to keep in mind the functional role 
that neuronotrophic factors may serve in the adult CNS. The above model 
thus implies that the effects of GMI in vivo are related to an 
enhancement of trophic activity which has increased as a result of 
lesion. In fact, neuronotrophic activities, including NGF, increase at 
the lesion site following brain damage (70, 71). Such trophic activities 
may be critical for the execution of repair processes, yet inadequate in 
titer or activity; however, together with ganglioside this set-point may 
be surpassed. 

Some very recent findings provide in vivO support for the 
hypothesis of monosialoganglioside potentiation of neuronotrophic factor 
effects. In one study which used a peripheral nervous system model (72), 
GMI was shown to facilitate NGF effects following vinblastine-induced 
sympathectomy in newborn rats, as measured by NGF's ability to maintain 
noradrenergic innervation in the heart and spleen; GMI alone was 
inactive against vinblastine. In another case, both GMI and NGF 
prevented the biochemical and morphological changes accompanying lesions 
to rat basal forebrain cholinergic neurons: NGF and GMI acted 
synergistically to stimulate choline acetyltransferase activity in 
cultured septal neurons (73). 

ALZHEIMER'S DISEASE AND BRAIN AGING· THERAPEUTIC PERSPECTIVES 

Alzheimer's disease is a disease of unknown cause that is 
characterized by a progressive loss of memory and other cognitive 
functions, leading to eventual permanent disability, 
and death. Neuropathologically, senile plaques and neurofibrillary 
tangles evidence the main features of Alzheimer's disease (74). 
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tangles evidence the main features of Alzheimer's disease (74). 

One of the most consistent findings in Alzheimer's brain is the 
degeneration of neurons forming the ascending cholinergic pathways of 
the basal forebrain (75). A good correlation between the observed 
reduction in ChAT activity and the severity of clinical dementia has 
been reported (76). This loss of cholinergic neurons has often been 
regarded as a major factor responsible for the memory loss in 
Alzheimer's disease. 

Brain aging has also been hypothesized as reflecting a trophic 
deficit (44). Several similarities are evident between Alzheimer's 
disease and the apparent reduction in the regenerative capacity of 
neural systems with age. Most affected appear to be the cholinergic 
neurons of the nucleus basalis of Meynert and of the septum, the same 
areas as in Alzheimer's. Decreased levels of NGF and its mRNA have been 
described to occur in the hippocampus of the aged rat brain (77), with 
intraventricular infusion of NGF having been reported to improve the 
cognitive behavior of such age-impaired rats (78). 

It has been suggested that the degeneration of cholinergic nerve 
cells is responsible, at least in part, for the symptoms of Alzheimer's 
disease. The recently described ability of NGF to prevent the 
degeneration of cholinergic neurons in adult rats with experimental 
lesions mimicking the cholinergic deficit in Alzheimer's disease (26-28) 
and to ameliorate cholinergic neuron atrophy in aged rats (78), may 
provide useful paradigms for examining the question of whether increasing 
the availability of NGF to cholinergic cells could promote their 
survival in clinical disease states (46). It is interesting that NGF 
seems to affect cholinergic neurons not only after axonal interruption 
(26-28), but also in other types of lesions. Intraventricular NGF 
administration attenuates the reduction of ChAT activity in the cortex 
induced by ibotenic acid-induced lesions in the nucleus basalis (79). 

The prospects for an effective treatment of cholinergic dysfunction 
leave much work to be done. Clinical application of NGF presents certain 
logistical problems, in that NGF is a protein which must be administered 
directly into the brain, and that is available in only very limited 
amounts. This latter restriction may be overcome by the use of genetic 
engineering techinques to produce larger quantities of human NGF. The 
limitation of NGF administration could be approached by the use of drugs 
capable of potentiating the effects of endogenous NGF. As discussed in 
this article, monosialogangliosides would appear to be attractive 
pharmacological candidates for addressing this problem. Not only do 
gangliosides augment the effects in vivo of NGF on central cholinergic 
neurons (73), but they also are described to protect against brain 
damage induced by the excitotoxin ibotenic acid (80) - as does NGF (79). 
Given the lack of a viable therapy for Alzheimer's disease, further 
research related to gangliosiderseems warranted. 
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Neuronal cell death is an active process 

The survival of neuronal cells depends on the presence of trophic factors. To date, 
nerve growth factor (NGp) is the only trophic factor which is chemically well characterized 
and of proven physiological significance (1). NGF is necessary for the survival and 
function of sympathetic and neural crest-derived sensory neurons. It is becoming clear that 
NGF is also important for the basal forebrain cholinergic neurons in CNS (2), a cell group 
involved in memory and which degenerates in Alzheimer's disease. 

Since NGF is critical for the survival of a variety of neurons, one central question 
that needs to be addressed is the molecular mechanisms by which NGF keeps neurons 
alive. This survival-promoting effect may result from either one of the following 
mechanisms. First, NGF may nourish the neurons, exerting a positive effect on the 
general metabolism, thus keeping the neurons alive. Many of these general stimulatory 
effects (such as enzymatic synthesis of neurotransmitters, hypertrophy of the cells) require 
protein synthesis. In this case, neuronal survival is a direct result of the nourishing (or 
trophic) effects. Upon removal ofNGF, the cells lose the positive stimulation, and die in a 
passive fashion. This has been the implicit view in the literature. Alternatively, NGF may 
have a "death-,suppressing" effect which is mechanistically separable from its trophic 
effects. The neurons may possess an endogenous "death program" which is suppressed by 
NGF. This "death program" will be initiated when the neuronal cells are deprived of NGF. 
In other words, instead of a passive process, this view sees that the death resulting from 
NGF deprivation is an active process. 

There are some predictions can be made if either of these mechanisms mentioned 
above is true. If the death resulting from NGF deprivation is a passive process, one would 
expect inhibition of macromolecular synthesis (such as protein and RNA synthesis) will be 
detrimental to these neurons. As a result, addition of inhibitors of protein synthesis (such 
as cycloheximide) or RNA synthesis (such as actinomycin D) to cells deprived of NGF 
should hasten the dying process. On the other hand, if NGF deprivation initiates an active 
process which kills the neurons, one would expect protein and RNA synthesis inhibitors 
will interrupt the process and save these cells. 

We designed experiments using sympathetic neurons in culture to address this 
question. Sympathetic neurons were obtained from embryonic rat superior cervical 
ganglia, and the culture was established in the presence of NGF for a week. Removal of 
NGF by anti-NGF antibodies at this time resulted in massive death of these cells in two 
days. To see the effects of protein and RNA synthesis inhibitors on the NGF-deprived 
neurons, anti-NGF antibodies were added to the culture with or without the presence of 
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these inhibitors. Our results (Fig.I) (3) indicated that the presence of cycloheximide or 
actinomycin D prevented the death of the NGF-.deprived neurons. Looked at another 
way, inhibiting protein or RNA synthesis non-specifically mimicked the effect of NGF. 
These results support the notion that there is an intrinsic "death program" in these cells 
which can be activated by NGF deprivation. Upon removal of NGF, these cells initiate an 
active process which involves the synthesis of new RNA(s) and protein(s), or increased 
synthesis of pre--,existing molecules, that ultimately kill the cells. Cycloheximide and 
Actinomycin D may interrupt this "death program" by inhibiting the synthesis of some 
death-associated protein(s) or RNA(s), thus preventing these cells from dying. In addition 
to the sympathetic neurons described here, protein and RNA synthesis inhibitors have been 
shown to block the neuronal cell death in other systems. Very importantly, Oppenheim and 
Prevette (4) showed that these agents could block the naturally occurring cell death of 
sensory and motor neurons in the chicken embryo. These results indicate that the 
requirement of macromolecular synthesis is a general property of these "physiologically 
appropriate" cell deaths. 
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Fig.1. Inhibition of NGF deprivation­
induced cell death by cycloheximide. 
Primary culture of sympathetic neurons was 
prepared from superior cervical ganglia of 
neonatal rats. The culture was established in 
the presence of NGF for 7 days. To initiate 
the experiment, anti-NGF antibodies were 
added to the culture with or without the 
presence of I ug/ml of cycloheximide. 
Neuronal cell death after NGF deprivation 
resulted in massive release of the intracellular 
enzyme, adenylate kinase, into the medium, 
which can be taken as a measure of cell death 
(3). The degree of cell death was assessed 2 
days after the addition of anti-NGF 
antibodies. Results from this experiment 
indicate that the presence of cycloheximide 
significantly reduced the neuronal cell death 
resulted from NGF deprivation. Those cells 
saved by cycloheximide at the end of the 
experiment will go on to live indefinitely as 
the untreated cells if the drug is removed 
from the culture, and NGF is added at this 
time. 

Suppression of inadvertently activated "proframmed cell death" by interferons 

Since RNA synthesis inhibitors (such as actinomycin D) and protein synthesis inhibitors 
(such as cycloheximide) have been shown to prevent a number of "programmed cell 
death", one might ask if there is any physiologically important agents other than trophic 
factors which can serve to modify the death program. Interferon (IFN) should be a prime 
candidate for this purpose. IFN's are a family of proteins which have antiviral and anti­
proliferative effects (5,6). There are two major types of IFN, namely type I and type II 
IFN. Type I IFN consists of IFN-a (produced by leukocytes) and IFN-8 (produced by 
fibroblasts), and they share the same receptor type. Type II IFN (IFN-y), produced by 
activated T cells) has unique immunoregulatory activity in addition to the antiviral and 
anti proliferative effects, has its own receptor. 

IFN is known to activate an enzyme, the 2',5'-oligoadenosine synthetase, thus 
stimulating the synthesis of 2',5'-0Iigoadenosine (2,5-A). 2,5-A is able to activate a 
RNAse, which degrades a certain mRNA's. It can also activate a protein kinase which can 
phosphorylate the "elongation factor 2" in protein synthesis pathway, and hence inhibit 
protein synthesis with some selectivity. IFN thus is an agent which possesses the ability to 
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inhibit certain mRNA and protein syntheses. Recently, it was demonstrated that NGF 
could induce the 2,S-A synthetase activity in PC12 cells, a pheochromocytoma cell line 
commonly used as a model for neurons (7). Conceivable, NGF may be able to induce the 
production of 2,S-A, thus inhibiting the synthesis of some "death program" associated 
mRNA's and proteins. 

If IFN indeed can inhibit the production of the death-associated mRNAs and 
proteins, then one should be able to remove NGF from an established neuronal culture, and 
halt or retard the progression of the death program by adding IFN to the culture. To test 
this possibility, we prepared sympathetic neuronal cultures from embryonic rat superior 
cervical ganglia as described above, removed NGF from the established culture by addition 
of anti-NGF antibodies, and added recombinant IFN-y (Genentech, South San Francisco, 
CA.) into this NGF-deprived culture. The effects of IFN was assessed after two days, by 
which time those cells treated with anti-NGF antibodies only were dead. Our results 
(Fig.2) indicated that IFN -y was able to suppress neuronal death resulting from NGF 
deprivation in a dose-dependent manner. The maximal protection could be seen at S 
unitslml, while the ECSO for this neuronal saving is approximately 1 unit/ml (1.3 x 10-11 
M). It is worth mentioning that, by definition, 1 unit/ml is the ECSO of IFN in a standard 
antiviral assay. This suggests that the mechanism by which IFN-yinhibits viral RNA and 
protein synthesis is related to its ability to prevent the putative "death-associated" RNA and 
protein from synthesis. Subsequent experiments indicated that IFN-aIB (Lee 
Biochemicals, San Diego, CA.) also had the ability to protect the neurons deprived of 
NGF, with an ECSO of approximately 1,000 units/ml. IFN did not have the ability to 
replace NGF; this can be seen from the fact that the cells treated concurrently with anti­
NGF antibodies and IFN had slightly atrophic cell bodies. This implies that IFN has the 
"death-suppressing" ability, but not the trophic functions associated with NGF. 
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Fig.2. Inhibition of NGF 
deprivation.....,induced cell 
death by recombinant murine 
IFN -y. The experimental 
conditions were the same as 
those described in Fig.l 
except that recombinant 
murine IFN-y (Genentech, 
South San Francisco, CA.) 
was used in combination with 
anti-NGF antibodies. Results 
from this experiment indicate 
that IFN-y was able to prevent 
neuronal cell death in a dose­
dependent manner. The ECSO 
of this neuronal saving is 
approximately 1 unit/mI. 

Further experiments indicated that upon short-term NGF deprivation, IFN could 
prevent a majority of cells from dying. IFN could retard the cell death during long-term 
NGF deprivation, but could not prevent the ultimate death. In order to examine the effects 
of IFN on cells deprived of NGF for a longer period of time, we performed the following 
experiment. Neuronal cells from an established culture were treated with antibodies against 
NGF for one, two, three, four or five days. At the end of this antibodies treatment, fresh 
medium containing regular concentration of NGF (SO nglml) was added to the culture. The 
cells were grown to the end of the experiment, and then quantified. As shown in Fig.3, the 
majority of neuronal cells were dead when they were deprived of NGF for two days 
without supplement of IFN. However, a significant number of neurons were still alive 
when they were treated with IFN during this period of NGF deprivation. When the 
condition of NGF deprivation was extended to day S, most of the cells were dead whether 
or not IFN was present in the culture. 
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Fig.3. IFN-y retards 
neuronal cell death upon long­
tenn NGF deprivation. Anti­
NGF antibodies were added 
to an established cell culture 
for 1, 2, 3, 4, or 5 days. The 
anti-NGF antibodies were 
then removed from the 
cultures, and the cells treated 
with complete medium 
containing regular 
concentration of NGF (50 
ng/ml). These cells were 
grown to the 8th day after the 
initiation of the experiment, 
lysed with Triton X-loo, and 
the total amount of adenylate 
kinase determined as a 
measure of cell remained in 
the culture. Results from this 
experiment indicate that the 
presence of IFN-y in the 
culture significantly decreased 
the cell death induced by NGF 
deprivation. 

The effects of IFN appear to be directly on the neuronal cells instead of indirectly 
mediated through non-neuronal cells. Since our experiments were performed in the 
presence of excess anti-NGF antibodies, it is not likely IFN induces NGF production, 
thereby supporting the neurons. Furthermore, our results (Chang, et al., in preparation) 
from receptor binding indicate these neurons have specific receptors for IFN -y. Receptor 
autoradiography indicates the receptors are present both on the cell bodies and neurites. 
Experiments which crosslinked IFN-updside down lambda to its receptor revealed a major 
protein complex at the range of 100,000 daltons, which is consistent with reports from 
other cell types. These results strongly suggest that IFN-yexerts its effects directly on the 
neuronal "Cells. 

Programmed cell death 

It is becoming clear that programmed cell death occurs in a number of systems. 
The common feature of this type of cell death is that it involves new protein and RNA 
synthesis, thus inhibitors of protein and RNA synthesis can prevent this type of cell death. 
Besides the neuronal cell death described above, examples of "programmed cell death" 
include glucocorticoids-induced cell death in thymocytes (8), interleukin-2 withdrawal 
induced lymphocyte death (9), castration induced cell death in prostate epithelium (10,11), 
and death of intersegmental muscles of the moth Manduca sexta due to withdrawal of 
ecdysteroid level (12). It is likely that these cells respond to an external signal (such as 
NGF withdrawal in sympathetic neurons, or a drop of androgen level resulting from 
castration) by initiating a "cascade" of death-associated RNA and protein synthesis, which 
leads to the production of the proximal "killer protein" that ultimately kills the cells. 
Actinomycin D and cycloheximide can non-,selectively mimic the effects of NGF by 
inhibiting this cascade from propagating, thus prevent the cells from dying. Consistent 
with this idea, Buttyan et al. (13) showed that there is a cascade of gene induction in rat 
ventral prostate gland upon castration induced cell death. Conceivably, loss of 
transcriptional control of the "death program" could playa role in neurodegenerative 
disease or in cellular attrition seen in aging. 

Conclusion 

We have presented data which argue that the neuronal cell death resulting from 
NGF deprivation is an active process. Neurons appear to posses an intrinsic "death 
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program" which is constantly suppressed by NGF. NGF deprivation may initiate a 
cascade of new RNA and protein syntheses, which ultimately kill the cells. Inhibitors of 
RNA or protein synthesis can interrupt this cascade from propagating, thus preventing 
neuronal death. Sympathetic neurons have receptors for the IFN-y, and IFN-y can retard 
neuronal cell death upon NGF deprivation. It is possible that this is a self-defense 
mechanism during trauma. There are two events that may occur concurrently during 
external trauma which involves bleeding and extensive tissue damage, namely, 
inflammation in the local area, and neuronal damage in the affected tissue. During local 
inflammation, IFN is likely to be secreted by activated T cells, and serve its antiviral and 
immunoregulatory functions. In the meantime, neuronal damage, such as axotomy, may 
deprive the neurons from trophic factors, which may result in neuronal cell death within 
several days. The fact that IFN can retard neuronal cell death indicates that this agent, in 
addition to its other functions in immune system, may have a role in nervous system. This 
death-suppressing ability of IFN can give these neurons an extended time to search for 
other trophic support, thus minimizing the damage resulting from trauma. In this respect, it 
is relevant to note that IFN -y can potentiate the production of interleukin-l by monocytes 
(14,15), and interleukin-l has the ability to stimulate NGF production from Schwann cells 
and fibroblasts (16). These results suggests that while IFN can directly prevent neurons 
from dying by acting on the receptors on neuronal cells, this agent can also indirectly 
stimulate non-neuronal cells to produce NGF, thus minimizing the extent of cell death 
during trauma. These ideas are summarized and presented in Fig.4. 

Target Cells 

@ 
• 

Macrophage 

Fig.4 Hypothetical conditions describing possible roles of IFN-y in neuronal injury. 
Under normal condition, NGF produced by target cells is taken up in the neuronal terminal 
and retrogradely transported to the cell body. Two events are envisioned after trauma 
which involves extensive tissue damage and blood shedding. First, axotomy may occur in 
the affected area, and the transport of NGF to the cell body will be interrupted. A "death 
program" may be initiated as a result of this NGF deprivation. Second, immune cells may 
migrate into this area and perform their various functions. In addition to the antiviral and 
immunoregulatory roles, the IFN-yproduced by T cells may also have a role in preventing 
neuronal cell death. The IF-y may bind to the IFN-y receptors on neuronal cells, and 
directly retard the progression of the "death program". Indirectly, IFN-ymay stimulate the 
macrophages to secret interleukin-l, which, in tum, will stimulate the Schwann cells (or 
fibroblasts) to secret NGF. A combination of these direct and indirect events may help the 
neurons survive trauma. 
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All neurons are believed to require trophic factors for 
support of their survival and process growth. Conversely, 
neuronal atrophy and death after CNS injury or during aging 
have been ascribed to deficiencies of trophic factors (1). For 
many years, the only known neurotrophic factor (NTF) was nerve 
growth factor (NGF). Studies with NGF have led to significant 
insights into neuronal cell biology and development, 
particularly in the peripheral nervous system. Models 
constructed from its actions on sympathetic and sensory 
neurons have been generalized to principles guiding the growth 
of all neurons. The recent recognition that NGF is a NTF for 
cholinergic septal and basal neurons has allowed seminal 
studies on the regulation of neuronal growth in the CNS and 
holds potential implications for the treatment of Alzheimer's 
disease. But it also must be remembered that NGF is not a 
universal NTF, and that its targets in the CNS are limited to 
only a few populations of neurons (2-4). Even many of the 
other neuronal populations affected in Alzheimer's disease, 
such as entorhinal cortical and hippocampal neurons, are not 
responsive to NGF. Therefore, many laboratories have searched 
for the novel NTFs hypothesized to exist for these other 
neurons, but the results have been frustrating. Only one other 
NTF closely resembling NGF in its chemistry and biological 
activity has been isolated, brain-derived neurotrophic factor 
(BDNF). But as with NGF, most of the known targets of BDNF are 
peripheral sensory neurons (2,5,6). 

While progress has been discouragingly slow in purification 
of NTFs, discovery and isolation of trophic factors has 
proceeded rapidly in other sectors of medical biology. As the 
distribution of these factors was examined, it often became 
apparent that either the factor or its receptor was present in 
the CNS. In some cases, the association appeared to be 
specifically with neurons in the CNS. Among these factors are 
the fibroblast growth factors (FGF) , insulin and the insulin­
like growth factors (IGF), epidermal growth factor (EGF) , 
transforming· growth factor alpha (TGF-alpha), some types of 
transforming growth factor beta (TGF-beta), platelet derived 
growth factor (PDGF), interleukin 1 (IL-I), and the nexins (5). 
Although some of these peptides may act as neuromodulators in 
the CNS, it seems likely that growth regulation is one of their 
functions in brain as in other tissues. 
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These factors differ from NGF in several respects, perhaps 
the most obvious being that they are all multifunctional or 
pleiotropic. For example, basic fibroblast growth factor 
(bFGF) is known to affect fibroblasts, endothelial cells 
(including those from brain capillaries), vascular smooth 
muscle cells, skeletal myoblasts, astrocytes, immature 
oligodendroctyes, a variety of neurons, and pituitary 
lactotropes and thyrotropes (7-10). Most of the current 
theories and explanations of CNS development start with the 
assumption that NTFs are restricted in their actions to 
neurons (2, 6, 11) . Therefore the existence of a factor with 
the spectrum of activities attributed to bFGF appears 
surprising, if not improbable. Yet bFGF is abundant in the 
CNS, as are several of the other multifunctional factors 
mentioned above. 

Attempting to understand the function of these pleiotropic 
factors in the brain poses a significant challenge and has 
already produced considerable controversy (6,11) . Perhaps 
they chiefly regulate infrastructure, modulating growth of 
blood vessels and connective tissue components which brain 
shares with other tissues. Perhaps their significant role is 
restricted to regulation of glial proliferation and 
differentiation. But since several of these factors address 
neurons, they may playa significant role as NTFs. If these 
factors are really NTFs, it would suggest that some major 
revisions may be required in our conceptualization of the 
control of neuronal and brain growth. 

For example, if cortical neurons, astrocytes and endothelial 
cells all share a common trophic factor, it appears likely 
that there are multiple opportunities for coordinate or 
competitive interactions among these cell types. 
Traditionally, neuronal growth has been viewed in isolation 
from other cell types except for synaptic targets (2,6,11). 
Such a restricted viewpoint may be rather artificial, if not 
potentially misleading, since the brain is an organ which 
contains a variety of cell types. A major issue for future 
research will be elucidation of the mechanisms which restrict 
and regulate the actions of multifunctional factors. For 
example, bFGF injected into the cortex might principally cause 
blood vessel growth under some conditions or axonal growth 
under others. Likely overall response will in some way be 
determined by the underlying configuration and pattern of 
endogenous growth regulatory substances, which is being 
disrupted by the sudden interjection of a single trophic 
agent. This type of model is considerably more complex than 
the "magic bullet" NTF usually postulated in models derived 
purely from studies with NGF (6,11); however, it is entirely 
consistent with current thinking about peptide trophic factors 
in other sectors of medical biology (12). 

This chapter will focus on one of the pleiotropic factors 
present in brain, bFGF, reviewing particularly the evidence 
supporting its identification as an NTF. This evidence 
includes: 
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1) Support of neuronal survival and growth in cultures 
lacking detectable glial cells (13-15); 
2) Presence of bFGF receptors on hippocampal and other 
CNSneurons ( 9, 16 ); 
3) Internalization and degradation of bFGF by 
hippocampalneurons in vitro (17); 



4) Immunohistochemical evidence for bFGF in CNS neurons 
inintact brain tissue (18-21); 
5) Availability of bFGF to neurons in their normal 
environment as suggested by the presence of bFGF (22) and 
its mRNA (23, 24) in brain tissue, and astrocytes in vitro 
(14,23,25); 
6) Enhancement of neuronal survival in vivo after injury 
(26,27) by exogenously applied bFGF. 

Although many questions remain about the role and function 
of brain bFGF, together these studies present a good argument 
that bFGF is an NTF. Speculations concerning its possible role 
in both normal and pathological brain tissue will be 
presented. 

ACTIONS OF bFGF IN VITRO 

In vitro, bFGF enhances the survival of at least some neurons 
from many regions of the CNS, including frontal, parietal, 
occipital, and entorhinal cortex, hippocampus, basal ganglion, 
septum and basal forebrain, anterior thalamus, brainstem, 
cerebellum and spinal cord (14,15,28-32). In many of these 
regions, it appears likely that only subpopulations of neurons 
may respond, but their phenotypes are not necessarily as yet 
well defined. More specific subpopulations of neurons which 
have been observed to respond to bFGF in vitro include 
hippocampal pyramidal neurons (28), septal and basal 
cholinergic neurons (32), dopaminergic mesencephalic neurons 
(31), cerebellar granule cells (14), and spinal cord 
motoneurons neurons (15) . At least some retinal ganglion 
cells respond to the closely related factor, acidic FGF (aFGF) 
(33). Many of these neurons can be maintained in vitro with 
bFGF for periods of one to several weeks (14,28,29). Neurons 
in the peripheral nervous system responding to bFGF include 
parasympathetic neurons (15,34 ) and sympathetic neurons 
during a brief developmental period preceding onset of NGF 
sensitivity (35) 

In addition to supporting survival, bFGF enhances growth of 
neurites from many of these types of neurons. The response can 
be observed within 24 hours of exposure, before any 
demonstrable change in neuronal survival in at least 
hippocampal and cortical cultures (28,30). After one or more 
weeks, neurons exposed to bFGF still display longer neurites 
(14, 29) . PC12 cells have also been demonstrated to extend 
neurites in response to bFGF, mimicking their response to NGF 
( 3 4, 3 6, 3 7) Neurite outgrowth has been reported on 
atypical substrates such as heparin, which may in part be 
related to the high affinity of heparin for members of the FGF 
family (28, 38) . bFGF also appears to enhance production of 
the neurotransmitter appropriate to the phenotype of the 
responding neurons. It increases indices of cholinergic 
function in spinal cord motoneurons (15), cholinergic and 
GABAergic function in septal cultures (32), and 
catecholaminergic and GABAergic function in cultures of 
brainstem neurons (31). The neuronal responses of increased 
survival, process growth and transmitter production to bFGF 
are reminiscent of the responses of sympathetic neurons to 
NGF. 
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The minimal required concentration of bFGF for neuronal 
survival has been reported to be in the vicinity of about 1 to 
100 pM (14,15,29,30). The variability likely reflects 
different potencies among preparations of bFGF as well as 
differences in the assay methods. Neurite outgrowth appears to 
require about 5-10 fold higher concentrations of bFGF (28). 
Even higher amounts of bFGF have been reported to decrease 
rather than enhance neuronal survival (14,29). 

Since bFGF is a mitogen for astrocytes, the possibility that 
it acts indirectly through stimulating growth of glial cells 
was raised (11). It should be noted that all of the above 
studies used highly enriched populations of neurons in which 
glial contamination was less than 10% even in the presence of 
bFGF. Furthermore, bFGF has been demonstrated to support 
neuronal survival in glial-free cultures of hippocampal 
neurons (13), cerebellar granular cells (14) and 
parasympathetic neurons (15). Therefore, it appeared likely 
that bFGF acted directly on neurons. 

In highly purified cultures of astrocytes, bFGF stimulates 
mitosis, induces morphological differentiation to a more 
fibrillar form, and augments GFAP synthesis (13,39,40). 
Reported effects on immature oligodendrocytes include 
stimulation of mitosis and induction of marker enzymes 
(9,41,42). With mesenchymal cells, bFGF is also not only a 
mitogen, but also regulates expression of differentiated 
characteristics (7,8,10,43). 

CHARACTERIZATION OF NEURONAL RECEPTORS FOR bFGF 

Radioreceptor binding assays have demonstrated the presence 
of two types of binding sites for bFGF on all cell types 
studied, including hippocampal neurons. The first is labile to 
high salt concentrations (2M NaCI) and to heparinase or 
hepartinase and is generally ascribed to glycosoaminoglycans 
(GAG). The second is stable to these treatments but labile to 
detergents and ~roteases and is generally thought to represent 
a membrane receptor (16,44,45). Scat chard analyses of 
[125 I ]bFGF binding to cultures of hippocampal neurons indicate 
that the GAG sites have a Kd of around 1.0 nM and a density of 
about 1-2 x 105 sites/neuron. At a concentration of about 100 
pM [125I]bFGF, GAGs account for about 40-60% of total binding. 
The receptor site has an apparent Kd of about 150 pM and is 
present at a density of about 2-6 x 104/neuron (16). 
Comparison with previous binding studies performed on 
mesenchymal cells such as endothelial cells (44) reveal some 
potentially interesting differences. Specifically, neurons 
compared to mesenchymal cells have: 1) only 10-20% as many GAG 
sites; 2) a decrease in the relative role of GAGs from 90-99% 
of total binding to only 40-60%; 3) a receptor with roughly 
ten-fold lower affinity for bFGF; 4) a 5-10 fold higher 
density of receptor sites/cell. Preliminary studies indicate 
that binding characteristics of astrocytes more closely 
resemble those of mesenchymal cells than neurons (P. Walicke, 
in preparation) . 

Multiple mechanisms could be postulated to account for the 
somewhat different kinetics of neuronal and mesenchymal 
receptors. Perhaps the set of differences between neurons and 
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mesenchymal cells are interdependent. For example, GAGs might 
provide a first stage of binding which increases the 
efficiency of later receptor binding. The higher density of 
receptor sites on neurons might contribute to the apparently 
lower Kd (46). Possibly all cells bear the same receptor 
molecules, but their affinity is regulated by processes such 
as phosphorylation. Or finally, the receptor molecules on 
neurons and mesenchymal cells may be somewhat different. 
Whatever the mechanism, these kinetic differences could affect 
the amount of bFGF which is bound by competing endothelial 
cells and neurons in brain tissue, and therefore the eventual 
biological effect observed. 

Some attempts have been made to characterize the molecules 
responsible for both GAG and receptor binding. The active GAG 
appears to be heparan sulfate because: 1) only heparan sulfate 
or heparin out of multiple GAGs tested display high affinity 
for bFGFi 2) heparinase selectively disrupts the GAG component 
of binding (34,38,44). Two known heparan sulfate proteoglycans 
produced by neurons might playa role in binding bFGF. The 
first which consists of an 80 kD core protein and multiple 
heparan sulfate side chains has previously been studied in 
association with laminin (47,48). The second is the amyloid 
beta precursor protein, related to the amyloid protein of 
Alzheimer's disease, which has been reported to bear heparan 
sulfate (49). Possible participation of these glycoproteins in 
bFGF binding requires further investigation. 

The bFGF receptors have been initially characterized by 
affinity labeling with disuccinimidyl suberate (DSS). 
Hippocampal neurons show a major receptor-[125IlbFGF complex 
of about 150-160 kD and a minor one of about 100-110 kD. 
Allowing for the contribution of [125IlbFGF, these bands would 
correspond to membrane proteins of 135-145 and 85-95 kD. The 
two bands were detected in cultures of neurons from many 
regions of the CNS (16). The larger neuronal band comigrates 
with a receptor species from fibroblasts (16), and probably is 
similar to receptors characterized on PC12 cells and a variety 
of mesenchymal cells (37,50-53). Preliminary studies suggest 
that astrocytes bear only a single receptor type which co­
migrates with the larger neuronal receptor. The smaller 
neuronal receptor has not as yet been reported on other cell 
types. Recently, 150 and 100 kD receptors have been purified 
from adult brain tissue (54), which might suggest that the 
smaller receptor is not an artifact of tissue culture. 

The 85-100 kD receptor is likely to be either a fragment of 
the larger receptor or a relatively specific neuronal form of 
bFGF receptor. Attempts to increase the proportion of small 
receptor by allowing increased intervals for lysis by 
endogenous proteases were not successful (16). The possibility 
that the small receptor was a hypoglycosylated form of the 
larger was also investigated, but both forms appeared to be 
glycoproteins recognized by wheat germ agglutinin (55,56). 
The true relationship between the two receptor proteins should 
soon be clarified since both have been isolated from brain 
(54). The possible existence of a distinct form of bFGF 
receptor relatively specific for neurons could have important 
implications for potential design of pharmacological agents 
and therapeutic strategies related to bFGF. 
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INTERNALIZATION AND METABOLISM OF bFGF 

Evidence for internalization of bFGF comes from both 
histological and biochemical studies. Immediately after exposure 
to [l25IlbFGF, autoradiography shows grains present outlining 
both the neuronal soma and processes (9). After several hours at 
37°C, most of the label appears to lie over perinuclear 
cytoplasm. Electron microscopic autoradiography demonstrates the 
presence of the majority of label in cytoplasmic vesicles (Fig 
1). Occasional grains appeared to be associated with nuclear 
chromatin (Fig. IA). The possibility that a portion of 
internalized bFGF maybe transported into the nucleus has also 
been raised in studies with endothelial cells (57). 

Fig. 1 Electron microscope autoradiography for localization of 
[l25 I lbFGF after internalization by hippocampal neurons in vitro. 
Arrows mark grains. A) 7,000 X; B) 20,000 x. 

Intracellular localization was further supported by 
biochemical studies showing progressive sequestration of 
[l25 I lbFGF into a cellular compartment where it was protected 
from extracellular high salt and proteases. After 
internalization, bFGF is metabolized into three smaller 
peptides of 15, 9.5 and 4 kD. These peptides are quite stable 
and can be found in association with neurons for 2-3 days 
after initial exposure to [l25IlbFGF. Preliminary 
characterization suggests that the 9.5 kD peptide includes at 
least residues 30-80, and the 4 kD peptide contains at least 
residues 106-120 (17). The 106-120 region appears to contain a 
domain recognized by the bFGF receptor, and synthetic peptides 
containing this sequence have been shown be mixed 
agonists/antagonists in bioassay (58). Whether the endogenous 
metabolites of bFGF are biologically active is an interesting 
question for speculation. 
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SYNTHESIS AND DISTRIBUTION OF bFGF 

The presence of bFGF in brain was clearly established by 
extraction and identification by both immunological criteria 
and N-amino terminal sequencing (22). Estimates of its 
concentration range between 15 and 60 ng/gm. Since biological 
responses in vitro occur with as little as 0.05 ng/ml, bFGF 
appears to be extremely abundant. However, the concentration 
of bFGF in brain is only about 10% of that in pituitary and 1% 
of that in kidney (8,43,59). In these extra-neural tissues, 
nearly all of the bFGF is postulated to be sequestered in 
storage sites in the ECM (10,60), where it is not actively 
participating in regulation of growth or mitosis. 

Immunohistochemical studies of brain show bFGF-like material 
in basement membranes around blood vessels and the meninges. 
staining is observed in a significant number of neurons, 
particularly the large pyramidal neurons of the cortex and 
hippocampus (18-21,60). We have obtained consistent results 
with three polyclonal antisera raised against synthetic 
peptides from different regions of the bFGF sequence, a 
polyclonal raised against intact bFGF, and a monoclonal raised 
against intact bFGF. On Western blots, these antibodies, like 
those from other laboratories, also bind to proteins of 22 and 
25 kD in addition to the 16-18 kD bands for bFGF (61). The 22 
and 25 kD proteins have been purified from brain tissue and 
reported to be large forms of bFGF (62,63). Whether these 
different molecular weight forms are sequestered in different 
cells, and how they contribute to the immunohistochemical 
pattern are as yet unknown. 

Brain bFGF does appear to be locally produced, because its 
mRNA can be detected in extracts from several brain regions 
(23,24). To determine which CNS cells produce bFGF, mRNA was 
prepared from highly enriched cultures of astrocytes or 
telencephalic neurons. Glia contained high levels of bFGF mRNA 
but message was barely detectable in neurons (23). Astrocytes 
have further been demonstrated to synthesize bFGF protein in 
vitro (14,25). In ~ hybridization studies employing sections 
of adult rat brain surprisingly showed that the highest levels 
of bFGF mRNA were to be found in a few populations of neurons. 
These neurons occur in region CA2 and portions of CAl in the 
hippocampus, the fasciola cinereum, the indusium griseum and 
portions of the cingulate cortex (23). Since the Northern blots 
indicated that total amounts of bFGF mRNA were roughly 
comparable in the hippocampus and other regions such as 
hypothalamus which lacked intensely labeled neurons, other sites 
of bFGF transcription must exist. Perhaps widely distributed 
astrocytes synthesizing bFGF at low but fairly constant levels 
provide most of brain bFGF (23). 

The neurons which contain bFGF mRNA hybridization are among 
the most intensely stained on immunohistochemistry for bFGF, but 
many other cortical and hippocampal neurons also react for bFGF 
protein (18-21). If the immunohistochemistry reliably reflects 
localization of bFGF, then these neurons presumably obtain bFGF 
from other sources. The presence of bFGF immunoreactivity is 
consistent with the interpretation that these neurons likely 
internalize and concentrate bFGF which is derived from another 
cell, possibly astrocytes. 
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Although bFGF protein can be found in many tissues, bFGF mRNA 
is only readily detected in brain. This is consistent with the 
hypothesis that, in most tissues, bFGF predominantly exists in 
an inert storage form. Unlike neurons, mesenchymal cells do not 
require a constant supply of trophic factor for survival. In 
intact stable tissue, endothelial cells and other mesenchymal 
cells probably use little bFGF. The site of storage is believed 
to be predominantly extracellular, based on both biochemical and 
immunohistochemical studies demonstrating the presence of bFGF 
in basement membranes and ECM in many tissues. The ability of 
heparan sulfate to stabilize and protect bFGF from proteolytic 
enzymes is likely important during potentially prolonged periods 
of extracellular storage. Injury is believed to cause 
mobilization of bFGF stores through one of several mechanisms: 
1) direct damage to the basal lamina; 2) stimulation of 
secretion of heparinases and proteases which degrade the ECM and 
liberate bFGF; 3) stimulation of secretion of small heparan 
sulfate bFGF carrier glycoproteins. Released bFGF then interacts 
with cell receptors to stimulate mitosis and the process of 
wound healing. The term "stormone" has been proposed to 
describe this unusual handling of bFGF (7,8,10,60,64-66). 

The presence of bFGF mRNA solely in intact brain tissue 
suggests unusually high rates of bFGF synthesis in brain. 
However, the concentration of bFGF protein in brain is 
relatively low. Together these observations imply that bFGF turn 
over is more rapid in brain than in other tissues. Perhaps this 
only reflects the relative paucity of ECM in the brain, which 
prevents formation of typical stable extracellular stores. It 
is interesting to note that, unlike other cell types, neurons 
are thought to require a constant supply of trophic factor for 
survival (2,6,11). It is also interesting that the 100 kD 
receptor seen only on neurons in vitro exists in adult brain 
(54). The unusually high rate of turn over would be consistent 
with bFGF acting as a NTF, though it would also be consistent 
with other roles as, for example, a neuromodulator. 

Although little bFGF mRNA is present in intact somatic 
tissues, it can be easily extracted from cultures of mesenchymal 
cells. In fact, many cells which respond to bFGF, like 
endothelial cells or smooth muscle cells, appear to be capable 
of producing bFGF as an autocrine factor, at least in vitro 
(43,67,68). In the telencephalic neuronal cultures employed for 

mRNA extraction a sizeable minority of neurons, on the order of 
20-30%, would be expected to be responsive to bFGF (30). Yet 
bFGF mRNA was scarcely detectable (23). This might suggest that 
the majority of neurons are not capable of bFGF synthesis even 
under conditions where it would be induced in astrocytes 
(14,23,25) or mesenchymal cells. Therefore, with the exception 
of the limbic neurons seen in the in ~ hybridization studies, 
CNS neurons might be predicted to be dependent on external 
sources of bFGF. Dependence on external supplies of bFGF could 
be envisioned to make neurons more vulnerable to shortages, 
particularly during times of increased utilization after injury. 

Reliance on bFGF derived from other cells appears 
particularly precarious in light of evidence that bFGF is not 
released very efficiently. The bFGF gene lacks a typical signal 
sequence (24), which implies that bFGF is not secreted by the 
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normal cellular mechanism. Since bFGF is found in ECM both in 
~ and in vivo it does appear to get out of cells 
(7,8,60,64,69,70), but how is unknown. Potentially, release may 
be an important point for regulation of bFGF availability to 
neurons in the CNS. It should also be noted that brain contains 
other members of the FGF family which do have signal sequences 
(8). Possibly some of the actions attributed to bFGF in this 
paper may actually be mediated by FGF-5 or other related 
peptides in situ. 

EFFECTS OF EXOGENOUSLY APPLIED bFGF ON NEURONS 

Several studies have suggested that administration of 
exogenous bFGF through osmotic pumps or slow release pellets 
can enhance neuronal survival in vivo. The fimbria-fornix 
transection model has been widely employed for demonstration 
that application of NGF can support survival of cholinergic 
septal neurons after axotomy and separation from their source 
of NTF in the hippocampus (4,71-73). Recent studies have shown 
that bFGF can also increase survival of cholinergic septal 
neurons in this paradigm, although a somewhat smaller 
proportion may respond to bFGF than to NGF (27). With recent 
evidence for production of bFGF by some hippocampal neurons 
(23), it might be argued that bFGF could function as a typical 
retrogradely transported NTF for a subpopulation of septal 
neurons, acting in this situation quite analogously to NGF. 

Administration of bFGF has also been shown to increase 
survival of retinal ganglion cells after section of the optic 
nerve (26), and of some dorsal root ganglion sensory neurons 
after lesions of the posterior roots (74). Influence on neurite 
elongation in vivo is suggested by studies in which bFGF has 
been shown to enhance the rate of peripheral nerve regeneration 
(8,10,75) . 

These studies demonstrate that positive effects of bFGF on 
neuronal survival and growth are not limited to the unusual 
conditions seen in vitro but also occur in vivo. Whether these 
responses reflect direct and exclusive action of the applied 
bFGF on the responding neurons is far from clear. bFGF 
application is angiogenic in many tissues (7,10,22,76), and 
increased neovascularization has been reported in both brain and 
peripheral nerve after bFGF infusion (8,21,75,76). Besides 
altering cellular constituents, prolonged infusions of bFGF 
would be expected to produce compensatory changes in rates of 
synthesis of other endogenous trophic factors. Truly 
comprehending the mechanism through which an administered 
multifunctional factor produces a change in one particular cell 
population is likely to be a formidable task. 

bFGF AS A NTF IN NORMAL AND PATHOLOGICAL BRAIN 

Although there are many gaps to be filled in the experimenta 
data, an outline of possible functions of bFGF in the CNS are 
beginning to emerge. A distinction should probably be made 
between possible actions of bFGF in the few regions where it is 
made by neurons and in the rest of the brain. For the few 
neurons labeled by in situ hybridization, bFGF may potentially 
function as an autocrine NTF. It is interesting that the neurons 
of region CA2 appear to better resist global insults like 
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ischemia than other hippocampal neurons (23). Possibly some of 
the bFGF made by hippocampal neurons functions as a traditional 
retrogradely transported NTF for a subclass of septal 
cholinergic neurons. In this one particular situation, bFGF may 
act in a manner analogous to NGF. The possibility that bFGF 
might be used as a neurotransmitter or neuromodulator in 
synaptic circuits related to memory should also be considered. 

It appears likely that many other regions of the brain 
contain neurons responsive to bFGF. These neurons do not 
appear to synthesize bFGF, and would be expected to be 
dependent on supplies from an external source. Astrocytes 
would appear to be the most likely source (14,23,25). Since 
macrophages make bFGF (8,77), microglia should be considered 
as a potential source. Although preliminary evidence suggests 
that these neurons appear to internalize and concentrate bFGF 
from their environment, these interactions may occur locally 
rather than in the context of retrograde transport from 
distant target regions. Substantiating these hypotheses will 
of course require much more experimental investigation. 

Whatever the function of bFGF in the intact brain, its role 
in the damaged or pathological brain is likely different and 
potentially more complex. After perturbation of the normal CNS, 
changes might be expected to occur in both the sources and 
targets of bFGF. After some types of injury, it is likely that 
bFGF synthesis will be induced in mesenchymal cells like 
endothelial cells (67) which are participating in the repair 
process. Invading macrophages (8,77) or possibly activated 
microglia might be other sources of bFGF. There is evidence to 
suggest that bFGF synthesis may be up-regulated in reactive 
astrocytes (18). The failure of most neurons to produce bFGF 
mRNA in vitro might suggest that they will also not induce its 
synthesis after injury in vivo. 

Neurons are not the only cells to alter their behavior after 
injury. Many other cell types from brain tissue also participate 
in reparative changes. Extrapolating from in vitro studies, bFGF 
could be hypothesized to participate in several processes, 
including: 1) neovascularization; 2) scar formation by 
fibroblasts and connective tissue cells; 3) gliosis; 4) neuronal 
atrophy and death (deficiency); 5) sprouting by some neuronal 
types. Participation in these processes is not mutually 
exclusive, and possibly bFGF might help mediate several of these 
degenerative and reparative responses. Attempting to generate 
models of bFGF function in these complex alterations in tissue 
brings up a central question: how is the activity of a 
pleiotropic factor regulated and directed to certain cellular 
targets? Several possible mechanisms will be presented in the 
remainder of this chapter. 

It should be noted, however, that several of the rather 
distinctive features in the interaction of bFGF with neurons 
versus mesenchymal cells may have impiications for 
neuropathology. The sparse ECM characteristic of neural 
tissues will limit the amount of bFGF which can be stored in 
the vicinity of CNS neurons compared to other cells like 
endothelial cells. The relatively low affinity of the 
neuronal bFGF receptor may further worsen the ability of 
neurons to take advantage of available bFGF. As endothelial 
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cells or astrocytes increase their bFGF consumption in 
response to injury, they may compete more intensively with 
neurons for available bFGF. Unlike most mesenchymal cells and 
astrocytes, many neurons do not appear to be capable of 
synthesizing autocrine bFGF and so are dependent on external 
sources. Together these properties appear consistent with the 
greater vulnerability and less successful regenerative 
responses of neurons after CNS injury. 

POTENTIAL CONTROL MECHANISMS FOR PLEIOTROPIC FACTORS 

Strict control of spatial availability is one obvious method 
to limit the number of responsive cells which are exposed to a 
pleiotropic agent. To some extent, distribution can be 
controlled at the level of cellular release by restriction to 
specialized structures or junctions such as synapses. It may 
be more than coincidental that several novel NTFs besides bFGF 
appear to bind to heparin and related ECM constituents (5). 
This property will greatly limit their range of diffusion in 
tissues. The ECM is already recognized to playa significant 
role in ordering the cellular microenvironment. Regulating 
availability and distribution of trophic factors may be another 
dimension of this role. 

A second level of control could occur at the level of 
activation of the factor by its potential target cell. In the 
specific case of bFGF, it has been suggested that target cells 
may need to release heparinases or proteases to release bFGF 
from the ECM (10,70). Small heparin-like polymers or more 
traditional binding proteins provide other alternatives for 
mobilizing stored bFGF and transporting it to the target cell 
(45,66). Although less relevant to bFGF, other mechanisms in 
this category would include separation of an active moiety 
from an inactive complex as seen with TGF beta 1, and the 
proteolytic activation of zymogen proteases. 

A third level of control could occur at the level of 
release. For trophic factors secreted through the normal 
vesicular pathway, a variety of hormonal or chemical signals 
could be anticipated to influence release. bFGF is not unique 
in its lack of a typical signal sequence for secretion. This 
property is shared by IL-l and some forms of TGF beta. 
Possibly particular types of cellular interactions may be 
involved in the as yet unknown mechanisms leading to release 
of these factors. 

A fourth level of control could occur at the level of 
receptors on the target cell. Potentially responsive targets 
do not necessarily express receptors for a trophic factor at 
all times and under all circumstances. Receptor levels are 
likely influenced by a variety of stimuli including hormonal 
signals, past history of exposure to the trophic factor, and 
interactions with other trophic factors. The affinity of the 
receptor may differ among different cell types. Evidence for 
differences in the kinetics of neuronal and mesenchymal bFGF 
receptors was presented above. Other studies suggest that 
neuronal insulin and IGF receptors may also differ somewhat 
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from those of mesenchymal cells (78-84). Differences in the 
domains of laminin and fibronectin preferred by neurons and 
mesenchymal cells might also suggest some receptor 
heterogeneity (5,85,86). Variations in receptor function might 
reflect permanent structural differences from, for example, 
differential splicing of mRNA or altered glycosylation. 
Differences in kinetics could also reflect transient 
modification by processes like phosphorylation. The amount of 
second messenger generated by the receptor after interaction 
with its ligand is obviously influenced by many other ongoing 
cell processes. Among these should be considered actions of 
traditional neurotransmitters which likely have important 
functions as growth modulators (87). 
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Finally the interactions among individual agents in 
complexes of trophic factors are likely to be extremely 
important (12). An illustrative example uses tumor necrosis 
factor alpha (TNF alpha), a factor which among its many 
actions inhibits endothelial cell proliferation in response to 
bFGF (88,89). Over the same concentration range, TNF appears 
to have no deleterious effects on either neuronal survival or 
process outgrowth in response to bFGF (Figs. 2A and 3). 
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But like endothelial cells, astrocytes appear to be inhibited 
by TNF so that less proliferation occurs in response to bFGF 
(Fig 2B). Thus under these particular culture conditions, the 
combination of TNF and bFGF appears to be a more specific 
stimulus for neuronal growth than bFGF alone. 
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Fig. 3 Effects of TNF alpha on process outgrowth. Neurons were grown 
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appropriate. Neurite length was measured on 150 cells grown under each 
condition. bFGF vs. control, P<O.Ol, chi square. No significant 
differences with TNF. 

The recognition that pleiotropic factors might serve as NTFs 
greatly increases .·the number of NTFs available for 
investigation. Studies on the function of these factors are 
likely to lead to new insights into pathology, including both 
degenerative and reparative responses. The number of agents 
available for consideration as potential experimental 
therapies also increases greatly. However, application of 
multifunctional trophic factors in neurobiology and neurology 
may have to wait until methods can be developed for 
restricting and controlling the potential range of action of 
pleiotropic agents. 
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INTRODUCTION 

The localization of various growth factors (GFs) and 
lymphokines in the mammalian brain (1) has expanded the list 
of possible roles for these substances. The identification 
of specific binding sites for GFs such as nerve GF (NGF), 
epidermal GF( EGF), and the insulin-like GFs (IGF-l and IGF-
2) (2), and for IL-l (3-5), on cells of glial and neuronal 
origin have underlined further the importance of GFs and ILs 
in the mammalian CNS. However, the precise function of 
these substances in the brain has not been completely eluci­
dated. 

The GFs were originally thought to function only as 
trophic and maintenance factors in the CNS, but it is now 
evident that GFs display a multitude of functions in the 
CNS. Under certain circumstances, some GFs have been sug­
gested to act as modulators of neuronal activity. For 
example, IGF-l has been shown to alter the release of 
various neurohormones and neurotransmitters (6-9). IL-l, 
which was thought to be restricted to the immune system, has 
been shown to exist in the CNS(l, 10, 11), where it 
functions as a potent neuromodulator of CNS activity (12-
16) . In contrast, no such role has been postulated for IL-
2. Thus, it is of the utmost importance to determine the 
significance of GFs and ILs in the brain, and whether they 
interact with their respective receptors to exert some regu­
lation of neuronal activity. 

IGFs AND IGF BINDING SITES IN THE MAMMALIAN BRAIN 

Previous studies have demonstrated that IGF-like immu­
noreactive (IR) material and IGF mRNA can be detected in 
both fetal (17-20) and adult (21-24) brain tissue. In addi­
tion, using either membrane binding (17, 25-28) or receptor 
autoradiographic techniques (29-31), it has become evident 
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that specific binding sites for IGF-l and IGF-2 are also 
present in both fetal and adult brain, although brain struc­
tures which are enriched with these sites do not necessarily 
contain high levels of IGF-like IR material. 

Distribution of IGF-l binding sites in the rat brain - --- --- -- - --125 --
Using autoradiographic analysis of [ I]IGF-l binding 

to 20 urn thick sections of rat brain tissue, we have shown 
that specific IGF-l sites are widely distributed throughout 
the adult (3-month old) rat brain (Table 1). In the neonatal 
rat brain (Pl), the relative density of specific [l25I]IGF-l 
binding sites is higher than in the adult, although the 
distribution of sites appears to be less extensive, with 
only a few structures labeled (Table 1). The pattern of 
[125I]IGF-l labeling in the superficial cortical layers and 
in the hippocampus is similar in the neonatal compared to 
the adult rat brain. In contrast, other brain structures 
such as the striatum and various thalamic nuclei differ in 
their pattern of distribution of IGF-l sites in the neonate 
compared to the adult. In these brain areas in the neonatal 
rat, specific [125I]IGF-l binding sites re extremely low or 
even undetectable (Table 1). Thus, it appears that there is 
a broader distribution of IGF-l sites in the adult compared 
to the neonatal rat brain. Our studies to date indicate 
that this modification of brain IGF-l sites that occurs 
during development may be the result of a change in the 
apparent affinity or may be due to an increase in the den­
sity of sites in certain brain structures. At present, we 
cannot distinguish between these two possibilities, although 
recent evidence (28) suggests that the latter is more likely 
to occur. Furthermore, the differential pattern of localiza­
tion of IGF-l sites that appears to occur during brain 
development and maturation may be indicative of a concomi­
tant modification in the function of these sites. There­
fore, in the adult brain, IGF-l can be classified as more 
than a trophic and maintenance factor. 
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125 
TABLE 1. [ I]IGF-l binding sites in selected 

regions of the rat brain 

Brain region 

Cortical laminae 
Caudate/putamen 
Nucleus accumbens 
Hippocampus 
Thalamus 

IGF-l binding 
(fmol/mg tissue wet wt.) 

Adult 
(3-month old) 

8.2 + 0.7 
4.6 "+ 0.9 
8.4 + 1.8 -12.7 + 1.0 
10.0 "+ 1.2 

Neonate 
(PI) 

32.4 + 6.4 -ND 
25.6 + 0.7 -25.8 + 0.7 -0.7 + 0.3 

Quantitaive analysis of autoradiographic data 
using computerized densitometry. Sections (20 urn) 
were incubated with 50 pM [125I]IGF-1. Non-speci­
fic binding, assessed using 100 nM unlabeled IGF-
1, was subtracted from all readings. Values are 
the mean + S. E. M. of 3-9 determinations. ND= not 
determined. 



EGF BINDING SITES IN THE RAT BRAIN 

In contrast to IGF-l, we found that specific binding of 
[125IjEGF appears to be restricted to a few regions of the 
early post-natal (P3) rat brain (not shown). [125IjEGF 
binding sites seem to be localized mostly to cortical areas, 
with few sites observed in the striatum and septum, and 
fewer still in the hippocampus. Similarly, only low densi­
ties of EGF sites were seen in the adult rat brain (not 
shown). However, using antibodies specific for the EGF 
receptor, it has been shown that EGF receptors are present 
in the adult rat brain, although in much lower densities 
than in younger animals (32). The apparent discrepancy 
between this finding and our results using the autoradio­
graphic analysis of [125IjEGF binding is not clear but is 
the subject of future studies. 

IL-2 and IL-2 BINDING SITES IN THE RAT BRAIN 

IL-l has been suggested to be synthesized and released 
from within brain structures (33-36). In addition, a wide­
spread distribution of specific IL-l sites within the mam­
malian brain has been clearly demonstrated (3-5). However, 
the localization of other ILs, such as IL-2, and their 
respective specific receptor sites within the rat brain have 
not been extensively investigated. 

Using a radioimmunoassay (RIA) with antibodies specific 
for IL-2, we showed the presence of IL-2-like IR material in 
various regions of the rat brain (37). Of the extracts of 
brain tissue tested, IR material was most concentrated in 
hippocampus and striatum and least in the cerebral cortex 
(Table 2). Autoradiographic analysis of the distribution of 
[125IjIL-2 binding sites revealed a pattern of binding that 
was limited to a few regions of the rat brain. Quantitative 
analysis of the binding data showed relatively dense 
[125IjIL-2 labeling in the hippocampus, where there was a 
discrete pattern of IL-2 sites (Table 3). Low densities of 
IL-2 sites were observed in other brain structures such as 
the cerebral cortex, striatum, cerebellum, septum, and 
thalamus. In rats unilaterally lesioned with kainic acid, 
so as to destroy intrinsic innervation, the density of IL-2 
sites was significantly increased in the lesioned compared 
to the ~ontralateral (control) hippocampi (Table 3). Thus, 
it is apparent that lesioning may up-regulate the density of 
specific IL-2 sites in the hippocampus. 

TABLE 2. IL-2-like IR material in the rat brain 

Brain region 

Hippocampus 
Striatum 
Cortex 

IR material 
(ng/mg tissue) 

0.72 + 0.06 
0.65 + 0.07 
0.12 "+ 0.01 

IL-2=rike TR-material was measured in extracts of 
brain tissue. Results are the mean + S.E.M. of 10 
determinations. 
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TABLE 3. IL-2 binding sites in the rat brain 

Intact rats 
Hippocampus 

Kainate-lesioned rats 
Lesioned hippocampus 

-----fL-2 bInding 
(fmol/mg tissue wet wt.) 

1.7 + 0.1 

Intact contralateral hippocampus 
2.7 + 0.2 
1.6 + 0.2 

Quantitative analysis of the autoradiographic 
distribution of [125IjIL-2 binding to sections (20 
urn) of rat brain. Sections were incubated with 50 
pM [125IjIL-2 and non-specific binding was asses­
sed in the presence of 10 nM unlabeled IL-2. 
Specific binding in other brain regions was exces­
sively low or non-detectable. Values are the mean 
+ S.E.M. of 4-8 determinations. 

In the hippocampus, there appears to be a positive 
correlation between the level of IL-2 sites and that of IL-
2-like IR material. This suggests that IL-2, by acting on 
its specific receptor, may be involved in the modulation of 
hippocampal activity. Similarly, in the frontal cortex, 
where low levels of IL-2-like IR material were measured, low 
densities of specific IL-2 sites were also seen. However, 
there appears to be an apparent discrepancy between the 
measured IL-2-like IR material (high) and the density of IL-
2 sites (not detectable) in the striatum. The reasons for 
this apparent discrepancy are not clear, but it is possible 
that the IL-2 contained within the rat striatum is not 
involved in the local regulation of neuronal activity (see 
below) • 

ACUTE EFFECTS OF GFs ON ACETYLCHOLINE (ACh) RELEASE FROM RAT 
BRAIN SLICES 

presently, the significance of and possible function of 
GFs in the adult brain are not clear, although there is 
increasing evidence for a possible neuromodulatory role for 
GFs in adult brain. IGF-l, for example, has been shown to 
enhance ACh release from slices of rat cerebral cortex (8), 
to inhibit the in vivo release of growth hormone from hypo­
thalamus (6), and to alter somatostatin release from hypo­
thalamic cell cultures (7). 

Effects of IGF-l on ACh release 

In our study, we investigated the possible effects of 
IGF-l on cholinergic nerve terminal activity in slices of 
rat brain. The rationale for this study was that the hippo­
campus, which is enriched with cholinergic nerve terminals 
(38, 39) and ACh receptors (40), is also densely labeled 
with [125IjGF-l (see above). Our results demonstrate that 
IGF-l significantly reduces the release of endogenous ACh 
evoked by a high concentration of potassium (25 mM) from 
slices of adult rat hippocampus (Table 4). Moreover, the 
IGF-l-induced decrease in ACh release is not seen in slices 
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TABLE 4. Effects of various GFs on ACh release 
from slices of adult rat brain 

~--------------Evoked ACh release 
(uM) (%control) 

--------- Hippocampus----- Frontal cortex 
IGF-l 
0.5 84 + 8 104 + 5 - -
1 77 + 3 109 + 8 

IGF-2 
0.1 103 + 7 NO 
0.5 111 -; 10 NO 

Insulin 
1 98 + 8 NO 

-
100 115 + 12 NO 

EGF 
0.5 78 + 6 96 + 6 
1 73 -; 6 101 + 9 
5 68 -; 7 114 -; 16 

NGF 
0.1 104 + 10 NO 
0.5 101 -; 6 NO 

Slices--were depolarize~wlth1hlgh=potassrum~ 
mM) Krebs medium and incubated in the presence or 
absence (control) of GF. Values are the mean + 
S.E.M. of 5-8 experiments. 

of frontal cortex (Table 4), implying a regional specificity 
for the IGF-l reduction of ACh release. 

Analysis of the data obtained from the binding of 
[125I1IGF-l to sections of rat brain clearly demonstrated 
that some modifications in the site distribution occur with 
development and maturation (see Table 1). However, it was 
not completely evident whether these changes would be ref­
lected in altered receptor function. Thus, we determined 
whether the effect of IGF-l on hippocampal ACh release was 
also apparent in immature rat brain. In hippocampal slices 
from 6- and 18-day old rats, IGF-l did not affect evoked ACh 
release (range: 94-118 % of control). Therefore, it appears 
that at least some modifications in IGF-l receptor site 
function occur with brain maturation. Specifically, it 
seems clear that the ability of the IGF-l receptor to 
regulate the stimulated release of ACh from hippocampus 
occurs only in the adult rat brain. 

Effects of EGF on ACh release 

Although EGF receptor sites have been found in the 
cortex of adult rats (32), the existence of receptor sites 
specific for EGF in the adult hippocampus have not yet been 
conclusively demonstrated (29). However, we found exogenous 
EGF to decrease the potassium-evoked release of ACh from 
hippocampal, but not cortical, slices of adult rat; this 
effect was dependent of the concentration of EGF tested 
(Table 4). Whether this effect of EGF is mediated by a 
specific EGF receptor awaits the development of more sensi­
tive probes with which to visualize the receptor. Clearly 
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though, the EGF-induced reduction of ACh release from adult 
rat hippocampus cannot be considered a non-specific artefact 
since the GF did not affect ACh release from hippocampal 
slices of 6- and 18-day old rats (range: 96-108% of 
control) • Therefore, the list of functions attributable to 
EGF, such as acting as a trophic and maintenance factor 
(42), can be enlarged to include a neuromodulatory function, 
at least in the adult rat brain. 

Effects of other GFs on ACh release 

IGF-2 and insulin, both of which are weak competitors 
for the type-l IGF-l receptor site (26, 41) did not affect 
ACh release from either adult or immature rat brain slices 
(Table 4). Thus, the reduction of evoked ACh release from 
hippocampus induced by IGF-l appears to be mediated by a 
receptor specific for IGF-l, the type-l IGF receptor (41). 
Similarly, NGF was ineffective in altering either the basal 
or the evoked release of ACh from hippocampal slices (Table 
4) • 

EFFECTS OF ILs ON ACh RELEASE FROM RAT BRAIN 

An increasing body of literature points to the ILs as 
mediators of brain-immune interactions (3, 33-35, 43). The 
co-localization of high levels of IL-2-like IR material and 
IL-2 sites in the hippocampus provided the first evidence 
that neuronal-immune interaction might occur in this struc­
ture of the rat brain (37). Moreover, IL-2 significantly 
depressed the potassium-evoked release of ACh from hippocam­
pal slices (Table 5). This IL-2 effect was apparent with 
nanomolar concentrations of the lymphokine (Table 5). In 
slices of rat cerebral cortex or striatum, IL-2 did not 
significantly change ACh release (range: 91-119% of 
control). Other lymphokines tested, such as IL-l, IL-4 
(Table 5) and ~-interferon (~-IFN) did not affect ACh 
release from hippocampal slices. Thus, in rat hippocampus, 
IL-2 inhibits ACh release by interacting with its specific 
receptor. 
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TABLE 5. Effects of various lymphokines on ACh 
release from rat hippocampal slices 

Lymphokine----------Evoked ACh release 
(nM) (%control) 

--IL-2 
1 
5 
10 

IL-l 
10 
100 

IL-4 
10 
100 

71 + 5 
64 + 5 
57 "+ 2 

91 + 10 
102-+ 8 

Slices were incubated with or without (control) an 
IL. Values are the mean + S.E.M. of 5 experiments. 



Our results support the hypothesis that in the hippo­
campus, IL-2 may function as a modulator of presynaptic 
cholinergic function. However, it remains to be determined 
under what physiological conditions such regulation of hip­
pocampal ACh release might be of significance. There is 
some evidence that in response to injury, there is an 
increase in glial mitogenic activity and in IL-2 content of 
brain and microglia (44, 45). The exact mechanism of this 
effect and the importance of IL-2-induced reductions in 
hippocampal ACh release in this remain to be elucidated. 

FUTURE FOR GFs AND ILs IN THE POTENTIAL DIAGNOSIS AND 
THERAPY OF CNS DISEASES 

At present, the potential benefit of GF therapy in the 
treatment of degenerative diseases of the CNS is a subject 
of controversy. So far, NGF seems to be most likely candi­
date for clinical trials in Alzheimer's disease (AD). NGF 
has been shown to promote survival of forebrain cholinergic 
neurons in vivo (46), prevent some effects of chemical 
lesions on-cortical cholinergic markers (47), and ameliorate 
spatial memory impairment in aged rats (48). Fibroblast GF 
(FGF) has also been shown to prevent the death of lesioned 
cholinergic neurons in vivo in the rat basal forebrain (49). 
Thus, the enthusiasm-with which potential use of NGF or FGF 
therapy in AD is being approached seems warranted. However, 
a certain amount of caution needs to be exercised as well 
because recent studies have suggested that the resultant 
nerve sprouting generated by GFs such as NGF and FGF may be 
detrimental rather than helpful in AD (50). 

The possible benefits of other GFs in the treatment of 
CNS diseases have not been characterized extensively. 
Although both EGF (41) and IGF-l (19, 51) act as mitogens in 
CNS cultures, their effects on neuronal survival and/or 
regeneration require further study.. Our results on the 
reduction of hippocampal ACh release by IGF-l and EGF sug­
gest that the possibility of chronic treatment with either 
GF may present certain difficulties. 

Although IL-l and -2 have been implicated in the body's 
response to CNS trauma (44, 45), it is not apparent whether 
the ILs may be beneficial in the treatment of CNS degenera­
tive diseases. In a recent study, microglia reactive to 
monoclonal antibodies against IL-2 receptors were shown to 
be particularly concentrated around senile plaques and 
around degenerating tissue in post-mortem AD brains (52). 
Thus, identifying regions of the human brain that are highly 
concentrated with IL-2 sites may provide a useful diagnostic 
tool with which to study the severity and the progression of 
AD. 
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Imagine a "magic bullet" for Alzheimer's Disease, i.e., a therapy that would do more 
than just halt the degeneration--this novel treatment would restore the atrophied 
neocortex and perhaps even replace some of the lost information. Such a glamorous cure 
for Alzheimer's disease carries with it a hidden requirement, one that has been relatively 
neglected in this area of research. The addition of cortical tissue late in life will impose 
new metabolic demands for synthesis of synaptic connections and the associated dendritic 
and axonal material. In addition, the volume expansion will tend to dilute metabolic 
support as the existing capillaries are spread apart. For these reasons any significant 
restoration of functional cortex will have to include some improvement in its metabolic 
support. 

Over the last few years we have examined the metabolic support of neural plasticity 
by using the paradigm of differential environmental complexity. This paradigm 
essentially compares the brains of animals given complex experience with those merely 
provided the standard laboratory environment. The animals given extensive opportunities 
to learn typically produce new synaptic connections, as well as new dendritic and axonal 
processes, all of which are attributed to the storage of learned information. In association 
with this manifestation of neural plasticity are some changes in glial and microvascular 
support, particularly the growth of new capillaries. However, the robust angiogenesis of 
weaning-age animals appears to be substantially impaired by the time they reach middle 
age, and we suspect that the impaired ability to support neural plasticity may restrict any 
therapeutic efforts to heal the damage done by Alzheimer's disease. 

ANGIOGENESIS IN YOUNG RATS 

Our first efforts to study the vascular support of neural plasticity examined 
weaning-age animals, an age at which the synaptogenesis and cortical volume differences 
among experimental groups are quite substantial (1). In this study eleven sets of male 
triplet littermate rats were assigned at weaning age (23-25 days) to one of three 
experimental conditions for 30 days. Eleven rats were housed together in a complex 
environment (EC) that consisted of a large cage filled with toys that were changed daily in 
order to provide an optimal environment for learning. In addition, these rats were placed 
for an hour each day in a large playpen filled with different toys while the home cage was 
cleaned. Another 11 rats were paired off in standard cages (SC) without any toys, and the 
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remaining 11 rats were kept individually (IC) in similarly barren cages. Tissue blocks 
from the occipital cortex were prepared for conventional light and electron microscopy. A 
prior study of these animals (1) showed that the number of synapses per neuron in the EC 
rats exceeded that in the IC rat by about 20%. The SC rats had intermediate values 
significantly different from the EC rats. The increased number of synapses-per-neuron 
and the lower neuronal density in the EC rats reflect the addition of neuropil and the 
expansion of cortical volume. 

For the microvasculature portion of this large study (2), we used coronal 
0.5-~m-thick sections that were stained with toluidine blue' and that allowed reliable 
identification of the empty lumens of blood vessels against the stained tissue background. 
The upper half of each section and all of the vessel profiles were drawn at a total 
magnification of x12SO. The diameter of each vessel was then measured perpendicular to 
the longer dimension of the contour, excluding those vessels with irregular or cutoff 
profiles. Vessels with diameters larger than 10 ~m were excluded from the sample, so 
that nearly all of the remaining vessels were capillaries. Grid overlays were then used to 
count the number of points over the vessel lumens and the number within the sample 
areas. The ratio of these two numbers corresponds to the volume fraction of blood in the 
tissue (3). Because the tissue was fixed while perfused under pressure and essentially 
all capillaries were open, this value is an estimate of the maximum amount of blood that 
can be in the tissue. Many cerebral capillaries are not perfused in the quietly resting 
animal, thereby providing the animal with a substantial vascular reserve to call upon 
when metabolic demands are increased (4). Volume fraction is determined by the 
distribution of vessel diameters and the spacing of the vessels, two other important 
vascular parameters. Assuming that the smaller vessels are randomly oriented (5), the 
mean distance from a random point in tissue to the nearest capillary can calculated from 
the density of profiles in the sample area (6). This measure is comparable to 
physiologically meaningful parameters, such as the tissue diffusion distance for 
metabolites. 

The effect of complex experience on the cortical vasculature is summarized in Figure 
1. The EC animals had greater blood volume fraction than the SC or IC animals. The mean 
distance to the nearest capillary was smaller for EC rats than for SC or IC rats. Both large 
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Fig. 1 Group means and standard error bars. SignifICant main effects of group were found for 
volume fraction (EC>SC,IC), mean distance from a random point to the nearest capillary 
(EC<SC<IC), and mean vessel diameter (EC>SC,IC). 
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and small capillaries contributed to the decreased distance between vessels, as reflected by 
the density of capillary profiles as a function of vessel diameter (Fig. 2). All of the 
experimental groups showed very similar distributions of vessel diameter, but mean 
vessel diameter was slightly greater for EC rats than for SC or IC rats. 

The literature suggests that neural plasticity, with its increased metabolic demand, 
would be supported by hemodynamic changes in these animals rather than by the growth of 
new vessels. Vascular sprouting in rat cerebral cortex falls off to nearly zero by 21 days 
of age (7), well before the onset of complex experience and the related synaptogenesis. 
Furthermore, the blood volume fraction in visual cortex of rats raised in standard 
laboratory conditions does not increase much from 20 to 55 days, and the density of 
vessels in upper cortex increases only 5% (5), possibly reflecting the normal shrinkage 
of neuropil during that period. The finding that EC rats had more dense packing of 
capillaries in the face of expanding tissue volume was thus unexpected. Previous studies 
have used rats raised in standard laboratory conditions that may not have imposed 
additional metabolic demand in visual cortex after weaning, leaving some residual capacity 
for vascular proliferation unobserved. In contrast, complex experience appears to have 
stimulated an increase in cortical thickness and synapse production, as well as extension 
of dendrites, axons, and glia (1, 8,9). The addition of neuropil, with its own very high 
metabolic requirements (10), also spreads the pre-existing vessels further apart and 
effectively reduces the quality of vascular support. In these young animals this metabolic 
challenge was met by substantial production of new capillaries, as suggested by the 
smaller distance between vessels and the increased density of branch points in the EC rats. 

In an extension of this work (11), we examined the branching pattern of the visual 
cortex capillaries of another set of EC, SC, and IC rats placed in the environments at 
weaning. By perfusing them with an india ink solution, the elaborate and graceful arcades 
of vessels can be visualized in 120-l1m-thick brain sections. As any new capillary 
segment starts out as two sprouts that join together, the formation of new capillary 
branches can be inferred from changes in the volume density of capillary branch points. 
As predicted from the earlier study, the EC rats had a greater density of branch points, and 
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167 



these branches were spaced closer together along capillary segments, than those of the SC 
and IC rats. Thus, these young EC rats generated many new capillary segments to 
infiltrate the expanding cortical volume. 

We have also examined the vascular support of neural plasticity in young adult rats 
(12). These 3-month-old rats were placed in either EC or IC conditions for 10-, 30-, 
or 60-day periods. The vascular parameters were similar to those described above (2), 
with the addition of a simple measure of visual cortex thickness. The cortical thickness of 
the EC rats was significantly thicker after 10 days, corresponding to the earlier findings 
of synaptogenesis in these animals (13), both of which suggest an expanding tissue 
volume. The mean distance from a random point in tissue to the nearest capillary, 
however, was not affected by complex experience. Because vessel spacing was maintained 
in the face of expanding tissue volume, we suspect that these young adult rats were able to 
infiltrate the additional neuropil by adding new capillaries. This interpretation is further 
supported by the finding of many small vefsels after 10 days of experience, along with the 
gradual expansion in vessel size after 30 and 60 days. Apparently new, smaller-diameter 
vessels were introduced within 10 days, but they had not matured in size until after 30 
days. These young adult rats apparently were able to generate new capillaries in response 
to metabolic demands, but in a less vigorous fashion than was observed in the weanling 
animals. 

IMPAIRED VASCULAR SUPPORT IN MIDDLE AGE 

Although synaptogenesis in response to complex experience can occur in old animals, 
its magnitude appears to be substantially impaired (14,15,16). In order to examine the 
possible role of angiogensis in this phenomenon, we examined the microvasculature of 
eight middle-aged (12 months old) and nine old (22 months old) rats kept in EC or SC for 
50 days (17). The visual cortex of the middle-aged EC rats was significantly thicker than 
that of the SC cohorts, and the density of vessels was unaffected (Fig. 3). This pair of 
findings suggests that new capillaries had infiltrated the expanding tissue while 
pre-existing vessels were pushed apart. This inference is supported by a dramatic change 
in vessel size, in which the middle-aged EC rats. had many more small-diameter 
capillaries than the SC cohorts (Fig. 4), much as if immature capillaries had infiltrated 
the tissue. And the decreased density of large-diameter vessels in the middle-aged EC rats 
reflects the tissue expansion that spread pre-existing vessels apart. Although the general 
trends in these parameters were preserved in the older animals, essentially no change had 
occurred in tissue volume or microvasculature. It appears that the middle-aged animals 
were perhaps installing new vessels after 50 days, while the younger animals had finished 
the task in just 30 days. Of course, synaptogenesis and cortical expansion in the old 
animals may have failed because its metabolic support was inadequate, or it may be that 
angiogenesis was not called upon because the aging neural plasticity mechanisms had 
failed for some other reason. This unresolved issue of causality will become important in 
therapies attempting to reverse the pathology of Alzheimer's disease. 

CAN VASCULAR SUPPORT IMPROVE WITHOUT VOLUME CHANGE? 

It is not clear at this point whether increased metabolic demand in the absence of 
volume expansion will similarly elicit angiogenesis. A study in progress is examining the 
capillaries in the paramedian lobule (PML) of the cerebellum of middle-aged rats 
(18,19). The cerebellar cortex in this region substantially expands in rats given 
extensive acrobatic training, but it retains its original volume in rats given considerable 
repetitive physical exercise. In fact, the most athletic rats in the exercise group had run 
about 40 kilometers during the one-month experiment, but their PML closely resembled 
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those of the control. rats, which were allowed no exercise at all. Our earlier work with 
middle-aged rats (17) suggests that angiogenesis in the PML of the acrobatic rats will be 
impaired, such that the capillary density may be decreased in the expanded cortex or there 
may be evidence of immature "essels. An intriguing possibility is suggested by the rats 
that were given considerable physical exercise and did not add many new synapses to this 
region. They most likely used the existing PML synapses more often than the rats given 
acrobatic training, and as increased synaptic activity leads to increased sodium transport, 
for example, the PML of thse animals may have had greater metabolic demands imposed on 
it without any increase in tissue volume. The increased demand may have been met by 
hemodynamic changes (e.g., perfusing a greater number of capillaries) or by altering 
some physical parameter of the microvasculature. It is the latter possibility that we are 
presently investigating. 

SOME IMPLICATIONS FOR THERAPY 

In summary, hypertrophy associated with synaptogenesis apparently can elicit 
angiogenesis in adult rat visual cortex, presumably because such expansion imposes new 
metabolic demands on the microvasculature. However, the capacity to create new 
capillaries is impaired substantially by middle age. From our reading of the literature 
the microvasculature does not appear to be responsible for any aspect of Alzheimer's 
disease itself. However, we believe that an age-associated impairment of vascular 
plasticity may severely limit any therapeutic attempts to reverse the pathological 
changes. Additional studies of vascular adaptation in senescence thus may be an important 
adjunct to this area of research. 
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Senile dementia of the Alzheimer's type (SDAT) is a slowly progressive 
neurological disorder which is characterized by severe and debilitating memory loss. This 
insidious and pernicious malady is expected to strike 20% of all individuals over the age of 
eighty (Bartus et aI., 1982), an important and growing demographic block. At present the 
etiological basis of SDAT is unknown and work has been aimed at palliative treatments to 
increase the quality of life of those individuals stricken with the disease. In SDAT, 
numerous biochemicaVphysiological observations have suggested that a cholinergic deficit 
is in some way related to the disease (Becker and Giacobini, 1988 and references cited 
therein). Such evidence includes selective degeneration of cholinergic neurons in the basal 
forebrain, decreased activity and concentration of acetyl choline (ACh), choline 
acetyl transferase, the enzyme responsible for synthesizing ACh and acetyl cholinesterase 
(AChE), the enzyme responsible for ACh degradation (Sims et al., 1983). Given this 
biochemical basis for dementia, therapeutic approach have concentrated on bolstering the 
impaired cholinergic system either by agonist administration (Corkin, 1981) or by 
developments of AChE inhibitors. Compounds resulting from the latter scheme have 
offered the most potential in SDAT and include physostigmine, aminopyridines and 9-
amino-l,2,3,4-tetrahydroacridine (THA). 

In the case of physostigmine, human clinical experiences have been varied at best 
(Becker and Giacobini, 1988). While significant improvement in various symptoms has 
been observed, these ameliorations are not sufficient to return patients to an unsupervised 
arrangement. In addition, this drug has potent and unpleasant side effects associated with 
peripheral cholinesterase inhibition and the drug is characterized by a short duration of 
action. Other AChE inhibitors such as THA offer some advantages over physostigmine but 
these compout¥Is are also associated with peripheral dose-limiting toxicities and a limited 
duration of action. Clearly, many of the toxicological aspects of these agents could be 
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avoided or mitigated if the compounds of interest could be selectively delivered to their site 
of action, i.e., the brain. Such selectivity would decrease untoward peripheral reactions by 
lowering extratarget tissue drug levels and could increase the efficacy of the administered 
agent by shunting a larger portion of the administered dose to the central nervous system 
(CNS). Work by Mattio et al. (1986) in the dog has shown in fact that when 
physostigmine is introduced directly into the CNS via intrathecal (Lt) administration, 
peripheral AChE activity is minimally effected compared with intravenous (Lv.) dosing. 
This administration also produced significantly fewer peripheral side effects. In addition, 
recent work by Mesulam et al (1987) suggests that AChE inhibitors may behave in 
qualitatively different ways in the CNS of demented patient compared with normal 
individuals. This postulate arises from the potent effects of these agents on cholinesterase 
associated with neuritic plaques and neurofibrillary tangles, the histological hallmarks of 
SDAT. Given this, the selective delivery of AChE inhibitor becomes even more important. 
Methods for achieving this type of selectivity without the pain and inconvenience of i.t. 
dosing would, therefore, be beneficial. 

Physostigmine (eserine) THA 

One general method which has proven useful in selectively enhancing drug delivery 
to the CNS is the chemical delivery system (CDS) (Bodor et al., 1981; Bodor and 
Brewster, 1983a; Bodor, 1988). The CDS is a carrier-mediated delivery approach in 
which the drug of interest is transiently attached to a organ-targeting moiety. In the case of 
CDS designed for the CNS, derivatives of dihydronicotinic acid have been shown to be 
quite useful as carriers. In practice, an amine or hydroxy containing drug is condensed 
with a nicotinic acid derivative giving rise to the corresponding nicotinate or nicotinamide. 
These intermediates are then alkylated with methyl iodide to give the quatemary salt and 
reduced giving the I-methyldihydronicotinates or nicotinamides which are termed CDS's. 
The attachment of this reduced carrier to the drug imparts to the resulting conjugate 
relatively high lipophilicity and membrane permeability. Upon systemic administration, the 
lipophile can rapidly and extensively distribute in the body entering many compartments, 
such as the CNS, some of which may be inaccessible to the unmanipulated drug. With 
time, the drug-carrier conjugate undergoes an enzymatically-mediated oxidation to generate 
the quaternary salt form of the drug-carrier conjugate (Figure 1). This derivative is now 
highly polar and is as much as l00,()()()-fold more hydrophilic than its dihydro precursor. 
When this conversion takes place, the peripheral clearance of the carrier complex is 
accelerated as the charged conjugate becomes an excellent substrate for elimination by the 
kidney and liver. Paradoxically, this conversion acts to trap the conjugate in the CNS. 
This occurs because the oxidized carrier drug combination poorly penetrates lipid barriers 
such as the blood-brain barrier and as a result the species is depoted or "locked-in" the 
brain. This conversion of the lipophilic membrane permeable transport molecule to a 
hydrophilic, membrane impermeable form is crucial for CDS operation and is the step 
which imparts CNS selectivity. In the brain, the trapped conjugate can degrade through 
hydrolytic means to release the active principle in a slow and sustained fashion. In this 
scheme, manipulation of the parent compound generally results in a diminution or abolition 
of pharmacological potency. Thus the transport forms of the drug lack the toxicological 
potential of the parent compound. This aspect of the CDS provides for the improved 
therapeutic index afforded by the approach. The overall effect of this method is then to 
reduce peripheral dose 
-related toxicities by providing for rapid elimination of the compounds of interest and at the 
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Figure L In the CDS, a drug is condensed with nicotinic acid, quatemized to fonn 
trigonellinate salt and reduced to give the CDS. Systemic administration of this 
CDS results in extensive tissue distribution. In all locations, the labile CDS is 
converted to the trigonellinate salt (kox). This more polar species is rapidly 
eliminated from the periphery but retained in the CNS (kel1»keJS) because of its 
charge and size and its inability to readily back-diffuse through the BBB. In the 
CNS, the "locked-in" salt is slowly hydrolyzed liberating the manipulated drug and 
the carrier salt. The drug can then interact with bioreceptors while the nontoxic 
trigonellinate salt is actively eliminated from the CNS (keJ6). 

same time tying up the active principle as much as possible as an inactive conjugate. In the 
CNS, toxicity may also be abated since the majority of the delivery drug is present in the 
fonn of the inactive depot conjugate which must hydrolyze prior to receptor interaction. 
This carrier-based system has been extensively applied to various drug classes including 
neurotransmitters such as dopamine, aminobutyric acid and tryptamine (Bodor and Farag 
1983; Anderson et aI., 1987; Bodor et aI., 1986), sex steroids including estradiol, ethinyl 
estradiol, testosterone and norethindrone (Bodor et aI.,,1987; Brewster et aI., 1986; Bodor 
and Farag, 1984), glucocorticoids including dexamethasone (Anderson et al., 1989), 
antiepileptic agents, anticancer agents (Raghavan et al., 1987; Bodor et aI., 1989) and 
others. Safety evaluations of these systems have indicated that they are not associated with 
neurotoxicological manifestations when administered on either an acute or subchronic basis 
(Brewster et al., 1988). Other predictions including the rapid elimination of the spent 
carrier molecules, trigonelline, have also been experimentally confInned (BOOor et aI., 
1986). Based on these and other studies, one of the CDS has entered human clinical trials 
and is presently being evaluated in a Phase I protocol (Howes et aI., 1988). 
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A second corollary to the CDS postulate involves compounds which contain in their 
structure a potential delivery moiety such as a reducible pyridinium substructure (Brewster 
and Bodor, 1983a). In these cases, the transport carrier does not disassociate from the 
drug after CNS deposition as it is an integral portion of it. Successful applications of this 
technology include 2-pralidoxime chloride (2-PAM), a potent reactivator of inhibited AChE 
(Bodor et al., 1975; Bodor et al, 1976) and berberine, an anticancer alkaloid (Brewster and 
Bodor 1983b). 

RESULTS AND DISCUSSION 

The ability of the CDS to target drugs to the CNS and to attenuate toxicity provided 
a logical extension of these systems to anti-dementia drugs including inhibitors of AChE as 
well as certain phenethylamine derivatives. Certainly, the most highly studied AChE 
inhibitor has been physostigmine (eserine). Unfortunately, the chemical structure of this 
compound is not amenable to simple synthetic manipulation thus prompting a search for 
AChE inhibitors which could serve as lead compounds. Of the available derivatives, two 
structurally related compounds were selected as targets: pyridostigmine (Taylor, 1980) and 
benzstigmine (Wuest and Sakal, 1951). Both of these agents are pyridinium salts and as 
such would not be expected to penetrate the BBB restricting them to peripheral uses. 
Application of the CDS to these compounds would therefore be expected to alter their 
spectrum of activity. Reduction of these salts to their corresponding dihydropyridines 
should allow for brain uptake and at the same time should mitigate the biological potency of 
these compounds since the charged nitrogen is an essential requirement for AChE 
interaction. Attempts to reduce pyridostigmine were unsuccessful using a variety of 
reducing agents and experimental conditions. This may be related to the observation that 
electron-withdrawing groups which are capable of conjugation are required in the 3 and/or 
5 position of pyridine derivatives to yield stable products upon reduction (Eisner and 

Pyridostigmine Benzstigmine l,4-Dihydrobenzstigmine 

Kuthan, 1972). Electron-withdrawing functionalities in the I-position also stabilize 
dihydropyridines. Thus while pyridostigmine could not be readily reduced to a isolable 
product, the I-benzyl moiety of benzstigmine did provide for a stable adduct upon sodium 
dithionite reduction. The CDS, 1,4-dihydrobenzstigmine, was found to readily oxidize in 
various biological matrices to regenerate the parent compound. The ability of benzstigmine 
and its CDS to inhibit AChE was investigated using the well known Ellman method 
(Ellman et al., 1961). In this assay, the dihydrobenzstigmine was shown to inhibit AChE 
activity 35.4% at a concentration of 13 J.l.g/mL while the parent compound inhibited the 
enzyme 48.4% at 0.3 J.l.g/mL. The inhibition ratio of the CDS to the parent compound was 
less than 0.015 corroborating the expected decrease in activity associated with CDS 
formation. Further distributional and pharmacological evaluations of this and other 
structurally related analogs is ongoing. 
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A second structural type of AChE inhibition are derivatives of aminopyridine 
including 4 aminopyridine (AP), 3,4-diaminopyridine (DAP) and 9-amino-
1,2,3,4-.tetrahydroacridine (THA). TIIA and AP have been used in human clinical trials 
as a treatment for SDAT (Summers et al., 1986; Wesseling et al., 1986; Kaye et al., 1982) 
and DAP has been examined in various animal models (Gibson et al., 1983; Peterson and 
Gibson, 1982). All of these compounds appear to possess activity although the report by 
Summers et al., (1986) that TIIA produced substantial improvements in patients suffering 
from SDA T has generated by far the most interest. A CDS for aminopyridine derivatives 
has been described by Allen et aI., (1986). In this approach, 4-aminopyridine was 
condensed with trigonellonyl chloride to give the AP-Q + (Scheme I). This 
nicotinamide salt was then reduced giving the AP-CDS. Similar manipulations are possible 
for derivatization of DAP. These derivatives have been examined for their ability to restore 
cholinergically deficient memory in a dark avoidance assay. In the model, mice are placed 
in a chamber which contains a dark compartment and one which can be lighted. A strong 
light then forces the test animal into the dark portion of the box where it receives an 
electrical shock. If an anticholinergic agent such as scopolamine is given, the ability of the 
mouse to remember the unpleasant experience is compromised. Administration of the AP­
CDS lead to an antagonism of this effect. 

Scheme I 6:: R 

1# 
N 

R=H;AP 
R =NH2 ;DAP 

R =H ;AP-CDS 
R = NH2 ; DAP-CDS 

Trigonellinyl 
Chloride 

R=H ;AP-Q+ 
R = NH2 ; DAP-Q+ 

In applying the CDS to TIIA, a nicotinamide type derivative was designed. The 
chemical manipulation of the amino group of TIIA and indeed of the aminopyridines in 
general is difficult because of resonance interaction which decreases nucleophilicity of the 
amino functionality. In the case of TIIA, rather harsh conditions (refluxing pyridine) were 
required to acylate the 9-amino position with nicotinic anhydride. Once the nicotinamide 
was obtained, it was quaternized with methyl iodide to give TIIA-Q+ and reduced with 
aqueous basic sodium dithionite to give the TIIA-CDS (Scheme II). 

In vitro studies on the TIIA-CDS indicated that the dihydronicotinamide readily 
converted to the "lock-in" quaternary salt in various matrices including rat brain and liver 
homogenates and rat whole blood. As with the benzstigmine, the biological potency of the 
CDS was examined and compared to that of its parent. Table I, which indicates percent 
AChE inhibition as a function of drug concentration, shows that derivatization ofTHA 
increases its ICSO from 0.072 Jlm to 65 Jlm, a decrease in potency of almost lOOO-fold. 
Again this inactivation of the transport form is consistent with the CDS approach. 

Prior to initiating tissue distribution analysis, the tolerance of rats to the CDS and 
TIIA was assayed. In the protocol, the drugs were dissolved in dimethyl sulfoxide 
(DMSO) and given i.v. in the tail vein. The maximum tolerated dose of the TIIA-CDS was 
approximately 30 mg/kg while animals could routinely survive i.v. dose of only 2.8 mg/kg 
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Scheme II 

Table I. Effect of THA and THA-Q+ on the cholinesterase activity of purified acetyl 
cholinesterase (EC 3.1.1.7, Type III obtained from the Electric Eel) 

Drug Percent 
Compound Concentration Inhibition 

THA 2.931lM 97.8% 
0.293 1lM 81.3% 
0.05851lM 44.0% 
0.02931lM 29.3% 
0.01461lM 5.5% 

THA-Q+ 888 jlM 93.8% 
1781lM 73.9% 
35.51lM 31.6% 
17.81lM 23.1% 
8.881lM 6.2% 

of the THA. This mitigated toxicity is clearly related to a decrease cholinergic effect as 
THA-treated animals demonstrated classic signs of cholinergic excess including 
lacrimation, salivation and convulsion. These effects were not observed after THA-CDS 
administration. In the distribution studies, these doses ofTHA and the THA-CDS were 
administered (i.v., tail vein) to cons.cious, restrained Sprague-Dawley rats (BW=250 g). 
At various times post-drug administration (0.25, 0.5, 1, 2, 6 and 24 hr in the case of THA­
CDS, 0.5, 2 and 6 h in the case ofTHA) animals were sacrificed and organs and trunk 
blood collected and rapidly frozen on dry ice until processed for analysis. Organs were 
homogenized in isotonic phosphate buffered saline to generate 20% w/v organ suspensions 
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and blood was diluted 1:1 with buffer. The homogenates were then deproteinized and 
extracted with cold acetonitrile. In the protocol, one volume of the organ or blood 
homogenates was mixed with two volumes of cold acetonitrile, vortexed and centrifuged at 
13,000x (Beckman Microfuge12). The organic layer which separated under these 
conditions was collected and stored in vials prior to analysis. The method use found to be 
90% efficient in extracting the compounds of interest. Assay of the samples was by high 
performance liquid chromatography (HPLC) using a Spectra-Physics SP 8810 pump, an 
SP 8780 autosampler, an SP 4290 integrator, a LDC/Milton Roy Spectromonitor D 
variable wavelength detector and a Kontron SFM 23/B spectrofluorometric detector. The 
compounds were assayed on an Alltech 8744 Spherisorb C8 5 25 cm x 4.6 mm Ld. 
analytical column which was jacketed and maintained at 30"C. The mobile phase consisted 
of acetonitrile:KH2P04 0.05 M, pH 5.4 35:65 and 0.1 mM tetrabutyl ammonium 
perchlorate. The flow rate was 1.2 mUmin. The THA and THA-Q+ were detected at 242 
nm while the THA was also assayed by fluorescence using an excitation band at 310 nm 
and an emission frequency of 360 nm. The UV and fluorescence detectors were connected 
in series. The use of fluorescence detection increased the sensitivity of the assay for THA 
by over an order of magnitude. THA could be reliably detected in amounts as low as 1.25 
ng injected by UV and 130 pg injected by fluorescence. In the assays, UV detection was 
used in the quantitation of the THA-Q+ while fluorescence was used in the quantitation of 
THA. 

When THA is given Lv. to animals it is rapidly lost from both brain and blood 
(Figure 2). The fIrst order half-life ofTHA in brain was found to be 0.77 h while in the 
blood this value was 0.48 h. At 6 h only 5.3 ng of TIIA/g could be detected in brain, 
while in blood no THA was present. Administration of the THA-CDS gave a different 
distribution. After a 30 mg/kg dose of the delivery system, high levels of the 
corresponding quaternary salt could be detected in the brain. This compound was present 
in the CNS for relatively prolonged periods compared to THA after THA dosing. The half­
life of this quaternary salt in the brain was 10.7 h. This "lock-in" salt was associated in a 
small but sustained release ofTHA which reached levels of 15 ng/g by 24 h. No THA was 
found in the CNS 24 h after THA administration. We are presently examining the 
pharmacological significance of this delivery. 

:J' 
.§ 
CI 
C 

(; 

.E' 
CI 
.s 

'" J: 
l-

e 
c.i c 
0 
0 

2000 

1500 
-0-- Brain 
-.- Blood 

1000 

500 

0 
0 2 3 4 5 6 

Time (Hr) 

C 8 
iii 
Iii 

c.i 2 
c o o 

O+------r----~----~ 
o 10 20 30 

Time (Hr) 

Figure 2. Concentration of THA in brain and blood after an Lv. dose of 2.8 
mg/kg THA in the rat (left panel) and the disappearance of THA-Q+ from rat brain 
after a 30 mg/kg dose of THA-CDS (right panel). At 24 hours, no THA was 
detected in the brain of animals dosed with THA while levels of 10-15 ng/g were 
detected in animals receiving the THA-CDS. In both panels the data point 
represents the mean of five animals. 

In addition to the compounds thus far described, a series of benzoic acid derivatives 
containing a phenethylamino substructure has been found to be useful agents for facilitatory 
leaming and memory. One compound from this series, m-[2-(benzylmethylamino)ethylJ 
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benzoic acid methyl ester (BAB), has been studied for its ability to restore memory and 
various intellectual skills in both man and experimental animals (Hansl, 1975; Hansl, 1974; 
Hansl and Mead, 1978). In rats, BAB facilitates acquisition and increase memory 
retention. In man, improvements in learning and retention of verbal information are 
evident. These studies seem to indicate that BAB was particularly useful in improving 
performance for subjects over the age of 30 compared to younger individuals. Thus a CDS 
was considered for this derivative. Since BAB itself can not be directly manipulated, an 
analog was considered in which the benzyl group was replaced with the nicotinamide 
targeting moiety. The synthesis of this analog is given in Scheme Ill. BAB was prepared 
according to reported procedures (Hansl, 1975) with minor modification. Its analog, 
BAB-CDS, was generated by debenzylation of BAB followed by acylation with nicotinic 
acid and quaternization of the nicotinamide with methyl iodide (BAB-Q+). Attempts to 
reduce this secondary amide using sodium dithonite or sodium cyanoborohydride were 
unsuccessful. The 1,6-dihydro isomer was obtained by reducing BAB-Q+ with sodium 
borohydride in methanol and this reaction occurred without further reduction to the 
tetrahydropyridine species. The structural assignments for the BAB-CDS were based on 
its UV «MeOH) 270, 356 nm) and the I-H NMR spectra. The CDS could be 
quantitatively converted to the quaternary salt by oxidation in alcoholic silver nitrate. The 
in vitro stability of the CDS is summarized in Table II and indicates facile conversion of 
BAB-CDS to its depot form. 

Scheme III 
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Table II. Stability of the BAB-CDS in various tissue homogenates and blood. All matrices 
were maintained at 37°C and were prepared in phosphate buffered saline. 

Medium 11/2 min r 
Plasma 34.7 0.995 

Whole Blood 17.0 0.950 

Brain Homogentate 16.3 0.997 

Liver Homogentate 3.1 0.988 

180 



In vivo tissue distribution studies used Sprague-Dawley rats which has been 
anesthetized with Inovar (i.m.). These animals were then underwent a minor surgical 
procedure to expose the external jugular vein. BAB-CDS in DMSO was then infused at a 
rate of 551lUmin using a calibrated syringe pump (Sage). The dose administered was 75 
mg/kg. At various times after the end of drug infusion, 1 mL of blood was withdrawn 
from the heart by cardiac puncture and animals were perfused with 20 mL of normal saline, 
decapitated and organs were collected and weighed. Blood and organs were then 
homogenized in 1 mL of water followed by addition of 3 mL of cold acetonitrile. The 
suspension was then centrifuged, filtered and analyzed by HPLC. The chromatographic 
system configuration included a Waters U6K injector, Model 6000 pump and Model 440 
fixed wavelength UV detector. The BAB-Q+ was separated and analyzed in a 30 cm x 3.9 
i.d. mm 10 particle size reversed phase IlBondapak CI8 column operating at ambient 
temperature. The mobile phase contained 70:30 acetonitrile:O.OOl M NH3H2P04. The 
flow rate was 2 mL/min and, under these conditions, BAB-Q+ had a retention time of 6.4 
min. The in vivo study is summarized in Figure 3. As shown, there is a rapid distribution 
phase of the BAB-CDS resulting in relatively high initial levels of BAB-Q+ in brain, lung 
and kidney. This is followed by a rapid decrease in the concentration of the quaternary salt 
in both lung and kidney but brain levels are maintained throughout the time frame of the 
experiment. At 5 hours, blood and liver levels were low and brain concentration exceeded 
the level in all other tissues by at lease 3-fold. Thus, the lock-in aspect of the CDS is 
clearly demonstrated and the rapid peripheral elimination confirmed. 
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Figure 3. Concentration ofBAB-Q+ in various tissues and blood after a 75 
mg/kg dose of BAB-CDS. The vehicle llSed in this study was DMSO. Each data 
point represents the mean of five animals. 

In conclusion, the application of the CDS to delivery of anti dementia drugs was 
examined. While the data is clearly preliminary, enhanced drug uptake and retention in the 
CNS has been demonstrated. This approach is potentially useful for improving the 
pharmacokinetic/pharmacodynamic profiles of known drugs and should be included in the 
design process for new entities. 
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DEVELOPMENT OF A PYRROLIDINONE DERIVATIVE (CYCLIC GABA) FOR MODULATING 

BRAIN GLUTAMATE TRANSMISSION 

INTRODUCTION 

Kenji Matsuyama, Choichiro Miyazaki and Masataka 
Ichikawa 

Department of Hospital Pharmacy, Nagasaki University 
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7-1 Sakamoto-machi, Nagasaki 852, Japan 

Senile Dementia of Alzheimer Type (SDAT) is a debilitating 
neurological disease that affects about one in six persons past the age 
of sixty (1,2). In spite of numerous hypotheses concerning the etiology 
of SDAT, e.g., abnormal blood aluminum levels (3), viral agents (4), 
genetic factors (5) and selective vulnerability of specific neuronal 
systems (6,7), its precise cause or causes remain unknown. 

In 1976, Davies and Maloney (8) reported the selective loss of 
choline acetyltransferase (CAT), the synthesizing enzyme for 
acetylcholine, in the cortex of patients with SDAT. Since then, 
neurochemical studies have increased tremendously in scope and number. 
Alterations in the cholinergic (9,10), serotonergic (11), noradrenergic 
(12) and glutamatergic systems (13,14) have been reported. Recently, the 
potential roles of gamma-aminobutyric acid (GABA), glutamate (Glu) and 
aspartate (Asp) in neural functions have become an additional center of 
attraction in this disease process. 

The amino acids Glu and Asp are major excitatory transmitters in 
the central neurons system. When present in high concentration, they are 
neurotoxic and could play a role in ischemic damage in the brain, 
suggesting their potential participation in vascular dementia. 
Furthermore, Greenamyre et al. (14) proposed that high levels of Glu are 
closely involved in the development of SDAT from the observation that 
neurofibrillary tangles, senile plaques and granulovacuolar degeneration 
selectively occurred in the hippocampal CAl region to which Glu neurons 
project. 

As illustrated in Fig. 1, th8 release of glutamate can be modulated 
at several distinct sitee. Receptord for GABA (15) and adenosine (16) 
have been localized in the preBynaptic glutamate terminal, and have been 
shown to modulate Glu release (17,18). Furthermore, GABA has been 
reported to enhance acetylchaline release from hippocampal nerve endings 
(19). From that point of vie;", \;e developed GABAergic derivatives in the 
form of prodrugs for the tr~~smitter. The use of prodrug therapy is 
discussed in detail in :)t lle I: (,:!1.apters of this book. 

Shashoua et al. (20) lias d~monstrated increased permeability of 
GABA derivatives into the Drain in the form of various aliphatic and 
steroidal esters. Each eBter was taken into the brain faster than GABA 
itself after peripheral administration; however, only the cholesteryl 
ester of GABA exerted a pharmacological response. This observation 
demonstrates that the rate of hydrolysis in the brain can be another 
important factor for prodrug-potency. 
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with these observations in mind, three kinds of aromatic acids, 
isonicotinic acid, nicotinic acid and anisic acid, were used for the pro­
moieties of GABA because these groups attributed different electron 
states on amido bonds formed between these acids and the amino group of 
GABA. In the present study, we determined the GABA levels in the mouse 
whole brain after the intraperitoneal administration of the same dose of 
isonicotinoyl-GABA (IG), nicotinoyl-GABA (NG), anisoyl-GABA (AG), 
isonicotinoyl-2-pyrrolidinone (IP), nicotinoyl-2-pyrrolidinone (NP), and 
anisoyl-2-pyrrolidinone (AG) to determine if the brain GABA-elevating 
effect of GABAergic derivatives reflected the difference in the electron 
state of the amido bond of IG, NG, AG, IP, NP and AP. The structures of 
these compounds are shown in Fig. 2. 
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Fig 1 Schematic diagram for pre- and postsynaptic glutamate neuron. 
(1) Synthesis of neurotransmitter pool of glutamate. (2) 
Presynaptic GABA and adenosine receptors. (3) Glutamate 
autoreceptors. (4) Antagonists of postsynaptic receptors 
(represented by solid synbols). (S) Receptor ion channel blockers. 

GLU indicates glutamate; GLN glutamine; ADP, adenosine diphosphate; 
ATP, adenosine triphosphate; and Na, sodium. 
From Greenamyre (14). 
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EXPERIMENT 

Apparatus Fluorescence HPLC of Q-phthalaldehyde (OPA) derivatives was 
performed with a model 510 pump (Waters, Milford, USA) equipped with a model 
420-AC fluorescence detector (Waters). Gradient separations utilized a Model 
680 automated gradient controller (Waters), a Waters 740 data module and a 
WISP 710B Waters Resolve 5 urn C-18 column (150 x 3.9 mm) was used at 40°C. 

Reagents Sodium valproate (VPA) was a gift from Kyowa Hakko Kogyo, Co. 
Ltd., Tokyo, Japan. OPA, 5-amino-n-valeric acid (AVA), 2-mercaptoethanol and 
amino acids were obtained from Tokyo Kasei Kogyo Co. Ltd., Tokyo, Japan. 
Reagent-grade isoniazid, 2-pyrrolidinone (2-P) and anisoylchloride were 
purchased from Wako Pure Chemical Ind. Co., Ltd., Osaka, Japan. Reagent­
grade nicotinic acid hydrazide was obtained from Aldrich Chemical Company, 
Inc., Milwaukee, WI. 

Borate Buffer: A total of 9.5 g of sodium tetraborate decahydrate was 
dissolved with heating in 250 ml of distilled water. The pH was adjusted 
to 10.0 with 1 M sodium hydroxide. 

OPA Buffer Reagent: A total of 50 mg of OPA solution, 300 ul of 2-
mercaptoethanol were added and the solution was mixed and diluted to 
10 ml with pH 10.0 borate buffer. 

Syntheses of IG, NG, AG, IP, NP and AP were performed according to our 
previous methods (21-23). 

Animal Experiments Male mice (20 to 30 g) were fed a commercial diet 
(Clea Japan, Ind. Co. Ltd.,Tokyo, Japan) but fasted for 12 h prior to the 
experiment. Water was given ad libitum. Solutions of VPA, IG, NG, AG, 
GABA, and 2-P were prepared using 0.9% (w/v) NaCI, and the pH was 
adjusted to pH 7.0. Solutions of IP, NP and AP were pre- pared in DMSO . 
Each solution was administered intraperitoneally in a volume of 0.1 mll10 
g body weight. After administration, the mouse brain was weighed and 
homogenized in 4 ml of 0.2 M trichloroacetic acid con- taining 500 ug of 
AVA as an interal standard for HPLC determination. The process described 
above was done within 3 min. The homogenate was filtered to remove brain 
tissues and protein using a membrane filter ( Centriflo CF-25, Amicon). 
Ten ul of the filtrate were diluted with 300 ul of pH 10 borate buffer. 
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Fig. 3 . Elution of OPA-2-mercaptoethanol Amino Acid Derivatives by a 
Step Gradient. The organic component of mobile phase A was 65% 
methanol and a mixture of 3% THF, 2% methanol and 95% Na2HP03-NaOAc 
buffer, pH 6.7, was the mobile phase B. The dotted line and the chain 
line represent the gradient pattern and the new rate, respectively. 
Numbered peaks were identified as follows: (I) Asp; (2) Glu; (3) GIn; 
(4) Gly; (S) Tau; (6) GABA; (7) AVA. 
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BPLC Assay According to our previous paper (24), gradient elution was 
performed by using phase A and phase B. Five ~l of OPA-2-mercaptoethanol 
reagent and 5 ~l of sample were added to a WISP 7l0B Waters Intelligent 
Sample Processor at a flow rate of 0.1 ml/min for 2 min . Just after the 2 min 
reaction, the multistep gradient elution of the mobile phase was carried out 
as shown in Fig. 3 (dotted line) . The column effluent was monitored with the 
fluorescence detector at 334 nm for excitation and 425 nm for emission. At 
the end of the separation, the column was washed with mixture A for 14 min. 

Pentobarbital-rnduced Hypnosis Male ddY mice weighing 20 to 25 g were 
used in this experiment. One hour after each compound tested was 
administered (4.81 mmol/kg), 45 mg/kg of pentobarbital was intraperitoneally 
administered to mice . The hypnotic effect was then evaluated by measuring 
the sleeping time, i.e., the time elapsed from loss to recovery of the 
righting reflex . 

Reversal Activity of Scopolamine-rnduced Amnesia of a Passive 
Avoidance Procedure in Rats A step-through passive avoidance 
apparatus was used. The apparatus consisted of two compartments divided by a 
guillotine door into a darkened chamber (25x12x30cm) and an illuminated one 
(25x12x12 cm). The darkened chamber was made up of electrifiable grid floor 
and the shock was delivered to the animal's feet with a shock generator 
scrambler (SGS-004, BRS/LVE). One hour before acquisition of the passive 
avoidance response, rats (Wistar, male, 195-235 g) were trained to explore 
the step-through passive avoidance apparatus. Each rat was placed in the 
illuminated chamber and 10 sec later the door opened; as the rat stepped 
into the darkened chamber the door closed . The rat remained in the darkened 
chamber for 10 sec . The acquisition test was performed similarly to the 
training, with inescapable foot shock (4.5 mA, 1 sec) being administered to 
the rat's paws when it stepped through to the darkened chamber . Twenty-four 
hours after the acquisition test, the retention test was performed and the 
step-through latency was measured. This response latency was timed to an 
arbitary maximum of 300 sec . Thirty min before the acquisition test, each 
rat was injected with scopolamine (0.5 mg/kg, s.c.). Drugs were given 
immediately after the acquisition test. 

Protective Effect Against Cerebral Anoxia in Mice Groups of 10 
mice (male, 28-34 g) were used for each drug-dose. At 1 hr after oral drug 
administration, all mice were placed into a transparent plastic container 
(13x13x16 cm) which have an inhalation and exhaust ports. They were exposed 
to a gas mixture of 4 % oxygen and 96 % nitrogen with a flow of 5 
liters/min. The survival time, measured as the time from the induction of 
anoxia to the respiratory failure of the animals, was recorded. 

RESULTS AND orsCUSSrON 

In fully developed animals the passage of polar substances from 
circulating blood to the brain parenchyma is very difficult because, unlike 
systemic capillaries, the endothelial cells of eNS capillaries have very 
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Fig. 4 . Schematic representation of the use of prodrugs in topical therapy 

188 



tight junctions and are devoid of intracellular space (25,26). A promising 
approach to improve drug delivery to the brain is chemical modification of 
the polar active substances into prodrugs which convert to 
the active substances in the brain by enzymatic or chemical cleavage. In 
the case of GABA, high doses of GABA seem to penetrate the blood-brain 
barrier (BBB) . The report from Frey and Loscher (27) demonstrated that 
the intraperitoneal administration of GABA to mice at a dose of 2 g/kg 
(19.4 mmol/kg) resulted in a significant increase in the brain GABA 
levels from 1.8 umol/g wet wt to 2.34 umol/g wet wt 1 h after 
administration. In the present study, administration of 4.81 mmol/kg of 
GABA increased brain GABA levels from 2.32 + 0.05 ~ol/g wet wt in the 
control to 2.54 + 0.07 ~ol/g wet wt ( See Fig. SA). However, 2-P only 
slightly elevated brain GABA concentrations in spite of being a potential 
prodrug for GABA (28,29) due to higher lipophilicity than GABA itself. 

A weak enzymatic hydrolysis of 2-P in the brain seems to be rate 
limiting step in this process (process 3 in Fig.5). Any prodrug targeted 
for brain should have adequate lipophilicity and susceptibility to 
conversion to active form in the brain . In this respect, the development 
of an ami do-type prodrug is always accompanied by the problem of slow 
hydrolysis in the brain because the amido bond is more resistant to 
carboxyl esterases than the ester bond is. 

In the present study, we also compared electron-withdrawing and 
pushing pro-moieties. Isonicotinoyl groups withdraw electrons, resulting 
in a low density of electrons on the amido bond of IG, whereas anisoyl 
groups give rise to a high density of electrons in the amido bond of AG 
due to its electron pushing character. The nicotinoyl group is thought to 
provide an intermediate level of electron-donor capacity between them. 

As shown in Fig. 5B, brain GABA levels were increased in the order, 
IG, NG, and AG, with IG or NG being more hydrophilic than AG. The 
elevated GABA levels in the brain were also confirmed by pharmacological 
response on pentobarbital-induced hypnosis. The prolonged effect of IG, 
NG, AG, GABA and 2-P on pentobarbital -induced hypnosis was primarily 
parallel to the brain GABA levels seen 1 hr following each. 
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Fig . 5. Time course of GABA levels in the mouse brain. In the left figure 
(A), the closed and open circles represent the GABA levels after the 
i -ntraperitoneal administration of GABA and 2-p (4.81 mmol/kg), 
respectively. In the right figure (B), the open circles, closed 
triangles, closed circles represent the GABA levels following the 
intraperitoneal administration of IG, NG and AG (4.81 mmol/kg) , 
respectively. The shadowed area represents the mean ± S.D. for the 
control level of GABA (n = 8). Vertical bars indicated S.D. of the mean 
of 6 animals. Statistical significance in the two-tailed Student's t­
test: *** p <0.001, ** P <0.01, *p <0.05. 
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Fig. 6. Effects of GABA, 
2-P, IG, NG and AG on 
pentobarbital-induced 
hypnosis in mice. Each 
compound (4.81 mmol/kg) 
was intraperitoneally 
administered 60 min 
before the injection of 
penotobarbital (45 
mg/kg, ~.) .. Values 
are means of 10 mice and 
vertical bars indicate 
S . D. 

compound as shown in Fig. 6. Olsen et al. (30) proposed that the GABA 
receptor was associated with a receptor for barbiturates and benzodiazepines 
as well as a chloride ionophore. According to this hypothesis, increased 
GABA transmission is expected to affect pentobarbital-induced hypnosis. As 
illustrated in Fig. 5, the brain GABA elevating action of IG was superior to 
that of GABA itself. However, the effect is not a fully satisfactory one. 
IG still contains the hydrophilic carboxyl group, in its structure. In 
order to mask the group, condensed-ring compounds were synthesized from IG, 
NG and AG by dehydration as shown in Fig. 7. Resulting compounds, IP, NP 
and AP were then used for the animal experiments. Following the 
intraperitoneal administration of IP, NP and AP at a dose of 4.81 mmol/kg, 
mouse brain GABA levels were increased in the order, AP, NP and IP (Fig. 8). 
In the case of the cyclic GABA derivative, the electron pushing anisoyl pro­
moiety group contributes to the elevation of brain GABA levels in contrast 
to thecase of ami do typed GABA-prodrugs. The GABA elevation effect of AP is 
better than that of IG. Whether the increased GABA is derived from AP or not 
is unknown in this point. The increased GABA may result from the inhibition 
of GABA-transaminase (GABA-T) by AP . However, 
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Fig. 8. Time course for GABA levels in mouse whole brain after 
intra-peritoneal administration of 4.81 mmol/kg of AP (closed 
circles), NP (closed squares) and IP (closed triangles), 
respectively. Vertical bars indicate S.D. of the mean of 6 animals. 
Statistical significance in two-tailed Student's t-test: *** p 
<0.001, ** p <0.01; * p <0.05. 

it is interesting that AP gives rise to more significant increments in 
brain GABA levels than does GABA or IG judging from the report that GABA 
inhibits the release of Glu presynaptically and stimulates acetylcholine 
release as mentioned in the preface. 

Giurgea (31) proposed a new class of drugs called nootropics that 
act directly on the integrative activity of brain. Piracetam was the 
model nootropic agent in that report; since then, the development of 
pyrrolidinone derivatives as nootropics has accelerated. For example, AP 
was been selected from a series of related compounds by the researchers 
in Hoffmann-La Roche because of its interesting profile of activities in 
preliminary cognition-related experiments. In this report, a 
pyrrolidinone derivative with an electron pushing pro-moiety was found to 
be suitable for the elevation of brain GABA. 
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Fig. 9 Time Course of 
Aspartate Levels in Mouse 
Whole Brain after 
Intraperitoneal 
Administration of 200 
mg/kg of VPA. The 
shadowed area represents 
the mean±S.D. for the 
levels of control 
aspartate (3.03 ± 0.20 
~ol/g wet wt; n=6) . 
Vertical bars indicate 
standard derivation of 
the means of 6 animals. 
Statistical significance 
in two-tailed Student's 
t-test: a) p<0.05. b) 
p<O.01. 
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Fig 11 Time Course of GABA Levels 
in Mouse Whole Brain after 
Intraperitoneal Administration of 
200 mg/kg of VPA. The shadowed 
area represents the mean±S.D. for 
the levels of control GABA 
(2.32±0.12 ~ol/g wet wt, n=6). 
Vertical bars indicate standard 
deviation of the means of 6 
animals. Statistical significance 
in two-tailed Student's t-test: 
a) p<O.OS. b) p<O.Ol. 

Figure 12 shows the comparative effects of VPA and VP on the brain GABA 
concentrations. VPA enhanced brain GABA levels more than VP did for the 
first 1 hr. However, the VPA-induced elevations in GABA levels decreased 
rapidly and returned to control levels by 4 hr. By contrast, VP caused a 
more sustained elevation of brain GABA levels. This sustained elevation 
may be due to the GABA formed from the hydrolyses of VP rather than to 
inhibition of GABA-transaminase (GABA-T) by VPA formed by from VP. 

Valproic acid 

SOC1 2 

Reflux in 
benzene 

2-pyrrolidinone 

stirring at 
ambient temp 

) 

) 

Valproylchloride 

Valproyl-2-pyrrolidinone 

Chart 1. Synthetic Procedure of Valproyl-2-pyrrolidinone (VP) from VPA. 
Valproylchloride was obtained by reflux with VPA and thionyl chloride in 
dried benzene. The valproylchloride reacts with 2-pyrrolidinone under 
while being stirred at ambient temperature, resulting in VP formation. 
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Fig. 13. Protective Effects of Hopate, VP, NP, AP Against Cerebral Anoxia 
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according to Student's t-test. *: p<0.05, **: p <0.01, ***: p <0.001. 
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In earlier studies, we observed that valproic acid (VPA) reduced 
brain concentrations of Asp (Fig. 9) and Glu (Fig. 10), whereas it 
enhanced GABA levels in the brain (Fig. 11) (32). Interestingly, the 
valproyl group also has an electron pushing character. On the basis of 
the findings described above, VPA was selected as a pro-moiety for 2-
pyrrolidinone. 

It is well accepted that brain metabolism is highly dependent on 
oxygen supply to the brain and that oxygen deficiency is one of the 
common and most damaging conditions affecting the brain function (33). 
When oxygen supply to the brain becomes deficient, cerebral function is 
compromised and neurological deficits can result from necrosis. 
Excitatory amino acids are thought to be involved in this process. 
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Fig. 15 . Reversal of Scopolamine-Induced Transient Disruption of the of a 
Passive Avoidance Response in Rats. The amnesic agent scopolamine (0.5 
mg/kg, s.c.) was injected 30 min before passive avoidance training. 
Specified drugs and doses (mg/kg) were administered orally immediately 
after exposure to electroconvulsive shock (ECS, 4.5 rnA, 1.0 sec). The time 
elapsed between passive avoidance training and retention test was 24 hr. 

194 



Class 

NMDA 
in order of 
selectivity 

Quisqualate 
(Q) 

Kainate 
(K) 

L-AP4 
(presynaptic 
receptors) 

Table I 

Agonist 

NMDA 
Ibotanate 
L-Aspartate 
L-Glutamate 
Quisqualate 

AMPA 

Quisqualate 
L-Glutamate 
L-Aspartate 

Kainate 
Domoate 
L-Glutamate 
quisqualate 

L-AP4 

Acidic amino acid receptor subtypes 

Alosteric 
agonist 

Glycine 

Competitive 
antagonist 

D-AP5 
D-AP7 
CPP 
cis-2,3-PDA 
DGG 

Non-competitive 
antagonist 

MK-801 
PCP 
SKI>l0047 
Mg 2+ 

No highly selective antagonists 
available for these receptor at 
present, but cis-2,3-PDA, DGG, 
GAMS show low potency and selectivity 
for K and Q 

L-SOP 

Abbreviations: AMPA, ~-amino-3-hydroxy-5-methylisoxazole-4-propionate; D-AP5, 
2-amino-5-phosphono~entanoate; D-AP7, 2-amino-7-phosphonoheptanoate; CPP, 
3-(2-carboxypiperazln-4-yl)-propyl-l-phosphonate; PDA, piperidine dicarboxylate~ 
DGG,Y-D-glutamylglycine; GAMS, r-D-glutamylaminomethylsulphonate; NMDA, N-metyl 
D-aspartate; PCP, phencyclidine; SKFl0047, n-allylnormetazocine; L-AP4, L-2-amino-
4-phosphonobutyrate; L-SOP, L-serine-O-phosphate. ' 

The protective effect of VPA against cerebral anoxia was confirmed 
by our previous work (34), Figure 13 shows the protective effect of VP 
against cerebral anoxia compared to Hopate (Hopatenic acid), NP and AP, 
The intraperitoneal administration of Hopate (300 mg/kg) resulted in a 
significant prolongation of the mean survival time (closed bar ). In the 
case of oral administration, it did not prolong the time even at 1000 
mg/kg. Only VP prolonged the survival time against cerebral anoxia 
following the oral administration at a dose of 100 mg/kg . The effect was 
augmented at 300 mg/kg of AP (p.o.). 

The protective effect of VP against th, cerebral anoxia might be 
due to the significant decrease in Glu after VP as shown in Fig. 14. 
Figure 15 shows the comparative effect of Hopate, VP, NP and AP on the 
prolongation of latency time in a passive avoidance test. Both VP and AP 
showed a significant effect in the test . However, VP may be superior to 
AP judging from the result of the anoxia test. 

The N-methyl-D-aspartate (NMDA)-type glutamate receptors appear to 
have special properties for synaptic transmission in the mammalian CNS, 
allowing them to play an important role in plasticity during development 
and learning. On the other hand, these receptors also appear to underlie 
the neurotoxic actions of Glu. Competitive and non-competitive 
antagonists of excitatory amino acid receptors are presented in Table I. 
These compounds seem to be effective against subsequent excess levels of 
excitatory toxins, e.g., Glu or Asp, after ischemia. We are currently 
planning to study the clinical efficacies of these compounds. 
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University of Florida. Gainesville. FL 32610 

INTRODUCTION 

The brain is a primary target for the physiological and pharmacological 
actions of gonadal steroid hormones. These hormones exert two modes of 
action on the brain: (i) during the critical period of fetal/neonatal life 
these hormones affect permanently some features of the brain structure and 
function which result in neuronal differentiation and (ii) during the adult 
life exert their effects in a modulatory. reversible mode that influence 
adult brain function. 

Evidence indicates that certain clinical problems arise when endogenous 
production of the gonadal hormones is decreasedl-3• This results in brain 
deprivation of related hormones which leads to a number of central nervous 
system-mediated hormone withdrawal symptoms1,Z,4. Though replacement therapy 
with currently available products (natural or synthetic) can alleviate the 
symptoms. their low efficacy and high peripheral toxicity limit their 
therapeutic applications,5. Therefore. an alternative and novel strategy to 
deliver the gonadal hormones preferentially to the brain is needed. The 
subjects of this review are: 1) to present some of the problems associated 
with the brain delivery of drugs; 2) to describe a novel design and 
methodology of achieving a brain-enhanced delivery of drugs; 3) to evaluate 
the application of the chemical delivery system (CDS) to an ovarian estrogen. 
17-8 estradiol (Ez); 4) to investigate the tissue distribution of the Ez-CDS 
after administration into rats and 5) to study the pharmacodynamic 
consequences and the potential clinical ~pplication of this delivery system. 

THE BLOOD-BRAIN BARRIER AS AN OBSTACLE TO THE BRAIN DELIVERY OF DRUGS 

Many drugs are excluded from entering the brain because of the existence 
of the blood-brain barrier (BBB). The BBB was first postulated by Ehrlich 
and based upon his observations that following systemic administration of 
various dyes. the brain remained uncolored while other organs were readily 
stained7- 9 • It was later discovered that many small molecules were similarly 
excluded from transport into the brain. This. then. led to the suggestion 
that the BBB was absolute; a concept which was soon thereafter dispelled when 
the nutrient requirements of the brain were elucidated1o • It is now 
recognized that the BBB is a complex of morphological and enzymatic 
components which retard the passage of both large and small molecules which 
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are not essential for cerebral function; however, it allows the movement of 
essential molecules via specific transport systemsll • The morphological com­
ponents of the BBB were defined using horseradish peroxidase (HRP). This 
relatively small enzyme has a high affinity for radiopaque substances and 
does not cross cerebral capillaries. When introduced into the brain, it 
readily diffuses throughout the extracellular s~ace but does not pass between 
the endothelial cells of cerebral capillariesl2. 3. Unlike systemic capil­
laries, the endothelial cells of cerebral capillaries are joined by tight 
junctionsl4 • These tight junctions form a zona occludes and provide, for 
molecules like HRP, an absolute barrier. Structurally, these junctions con­
sist of alianed intra-membranous ridges and grooves which are in close 
opposi tion9."i5.l6. 

Two additional aspects of cerebral capillaries contribute to the BBB. 
First, cerebral endothelial cells have a paucity of vesicles and of vesicular 
transport capacityl7. Second, astrocytic endfeet may be involved in the 
regulation of amino acid flux and in the absorption of proteinsl8 • 

Finally, the enzymatic component of the BBB may be vital in protecting 
the brain from a variety of blood-borne chemicals, e.g., neurotransmit­
ters8.l9-2l. Thus, catechol-o-methyltransferase, monoamine oxidase, aromatic 
amino acid decarboxylase and gamma-aminobutyric acid transaminase are located 
in the vicinity of cerebral vasculature. The presence of these enzymes in 
circumventricular areas, which lack a morphological barrier, may serve to 
exclude circulating neurotransmitters from these otherwise unprotected brain 
areas. The presence of butyryl-cholinesterase in cerebral, but not systemic 
capillaries, argues for the need to protect the brain from circulating 
neuroactive substances which are lipid soluble, such as butyrylcholine. 

METHODS OF ACHIEVING THE ENHANCED DELIVERY OF DRUGS TO THE BRAIN 

Drugs can gain access to the brain through one of several routes. 
First, if a drug has affinity for one of the carrier systems, it can diffuse 
across the BBB in association with that carrier. Second, drugs with intrin­
sic lipophilicity can diffuse passively through the phospholipid cellular 
matrix of capillary endothelial cells. The lipophilicity of drugs, as 
defined by their octanol-water partition coefficient correlates with their 
abilit~ to penetrate the BBB for several classes of drugs, including nar­
cotics 2, B-receptor antagonists23 , and barbiturates24 • Third, drugs which 
cannot penetrate the BBB can gain access to limited areas around the circum­
ventricular organs. 

The BBB excludes a number of pharmacological agents from the brain 
because of their large size or low lipophilicity. Also the concentrations of 
other compounds are limited to brain concentrations which are subtherapeutic 
for the same reasons. 

To increase the effectiveness of drugs against central maladies, the 
concentrations and/or transit time of the drug in the brain should be 
increased. Further, if selective drug delivery to the brain is achieved, the 
therapeutic index of the drug should increase for two reasons: (i) the 
increase in concentration and/or residence time of the agent at its receptor 
and (ii) of equal importance, the peripheral concentration of the drug would 
be reduced, thus decreasing its peripheral toxicity. 

A general a~~roach to enhance delivery of drugs to the brain is the 
prodrug approach2 -29. Prodrugs are pharmacological agents which have been 
transiently modified to improve their water solubility and/or lipophilicity 
and to hinder their rapid metabolic inactivation. Ideally, the prodrug is 
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biologically inactive but reverts to the active, parent compound in vivo at 
or around the site of action. This transformation can be mediated by an 
enzyme or may occur chemically as a result of designed instability in the 
agent. The purpose of these chemical modifications is to increase the 
concentration of the active compound at its site of action, thereby increas­
ing its efficacy. By temporarily masking the polar groups of a drug, the 
lipophilicity of that drug can be increased and its ability to pass membranes 
is enhanced. This technique has been ap~lied to a number of drugs including 
antibiotics30 •31 , antineoplastic agents32- 4, miotics and mydriatics used in the 
treatment of glaucoma (Bodor and Visor, unpublished observation), anxiolytics 
and hypnotics, antiepileptic agents, and vitamins 11 • 

By increasing the lipid solubility of drugs non-specifically via the 
prodrug approach, all tissues are exposed to a greater drug burden. This is 
a major limiting factor in the use of these prodrugs, particularly those with 
cytotoxic activity. 

One approach to eliminate this problem of general toxicity associated 
with enhanced lipophilicity of prodrugs has been the application of a 
dihydropyridin~pyridinium salt redox system to the delivery of drug 
specifically to the brain26 • 35 • In this brain-specific delivery system, the 
lipoidal dihydropyridine moiety is attached to the drug, thus increasing its 
lipid solubility and thereby enhancing its permeability through the BBB. The 
reduced dihydropyridine can be oxidized to the pyridinium ion in the brain 
parenchyma as well as in the systemic circulation (See Chapter by Brewster et 
~, this volume)~ The charged pyridinium-drug complex is thus locked into 
the brain while the peripheral ionized pyridinium-drug complex can be rapidly 
cleared by renal or biliary processes due to its increased hydrophilicity. 
Sustained release of the active drug from the charged pyridinium-drug complex 
occurs in the brain as a result of the enzymatic hydrolysis of the ester (or 
amide, etc.) linkage between the drug and the pyridinium moiety. 

The redox chemical delivery system has been applied successfully to 
brain specific delivery of phenylethylamine36 • 37 , dopamine38- 4o , antitumor 
drugs 41 , antiepileptic agents, gamma-aminobutyric acid42 , antiviral agents, 
and antibiotics 11 • In the case of a highly polar compound, such as dopamine, 
which does not penetrate the BBB, we have been able to demonstrate specific 
brain delivery of the quaternary pyridinium complex of dopamine and an 
extended residence time of this molecule in the brain. In the peripheral 
circulation and in a variety of peripheral tissues, this charged moiety was 
quicklyeliminated38 • More recently, we have demonstrated dopamine release 
in the brain after systemic administration of the chemical delivery system39 • 

In brief, we have documented previously the brain specific delivery and 
sustained release of a highly polar molecule, dopamine, following the 
peripheral administration of a dopamine-chemical delivery system. 

APPLICATION OF THE CHEMICAL DELIVERY SYSTEM TO ESTRADIOL 

An additional novel application of this redox chemical delivery system 
is to molecules with high intrinsic lipophilicity, which can themselves 
readily pass into and out of the brain. Their attachment to the dihydropy­
ridine carrier encourages this brain-specific delivery by (i) locking them 
into the brain following the oxidation in the brain of the dihydropyridine 
carrier to the charged pyridinium moiety; and (ii) enhancement of the rate of 
elimination of the lipoidal drug, a still inactive form, from the periphery 
following its oxidation to the charged, more hydrophilic compound. 

We applied this chemical delivery system to the naturally occurring 
female estrogen, estradiol-17-8, to achieve sustained local brain release of 
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the steroid. Our purpose in this endeavor was to provide a sustained 
exposure of the brain to estradiol while reducing peripheral exposure to the 
steroid and hence peripheral estradiol toxicity. Presented in Figure 1 is a 
schematic representation of the proposed distribution in the body of the 
estradiol-chemical delivery system (E2-CDS). Li~e the other drug-CDS's which 
we have evaluated, the brain enhanced delivery of estradiol requires a series 
of chemical processes, including oxidation of the dihydropyridine carrier of 
E2-CDS to the corresponding quaternary pyridinium salt (E2-Q+), which provides 
the basis of loc~ing the molecule in the brain, hydrolysis of the Ez-Q+ by 
non-specific esterases at the C-17 position and the release of estradiol. 

CHEMICAL 

TRANSFORMATIONS 

ESTRRDIOL 

IN VIVO 
HYDROLYSIS 0 

II 

o 
II 

/c'(""") 

I .... 16 "c HOccr 

(.,,,. 
/ O~~D:TION 

ELIMINATION FROM 05PH:!O/CYI I 
I CH:! ---------------

GENERAL CIRCULATORY HO "'" SYSTEM 

DISTRIBUTION OF THE Ez-CDS 

Fig. 1. Schematic 
representation of 
the synthesis and 
distribution of 
the estradiol­
chemical delivery 
system (E2-CDS). 
Ez-Q+, the 
quaternary form of 
the Ez-CDS, is 
formed via 
enzymatic 
oxidation; it is 
locked into the 
brain but quickly 
eliminated from 
the peripheral 
tissues. 
Subsequent 
hydrolysis of the 
Ez-Q+ provi des 
sustained release 
of Ez in the brain. 

We have undertaken a series of studies to describe the distribution of 
the oxidized and hydrolytic products of Ez-CDS, Ez-Q+ and Ez' respectively, in 
brain and peripheral tissues to determine if the compound behaves as 
predicted on the basis of the physical and chemical properties designed into 
its structure. Male rats were treated by a single i.v. injection with 1 mg 
Ez-CDS/Kg B.W. or with the vehicle, hydroxypropy1cyc10dextrin and were killed 
by decapitation I, 7 or 14 days later. Brain, serum, anterior pituitary, 
lung, liver, heart, kidney, and fat tissue were isolated and stored frozen 
for later assay of Ez-Q+ and Ez by the method previously described by US 43 • 

Brain concentrations of Ez-Q+ increased to 318 ± 14 ng/g tissue (mean ± 
SEM) on day I, followed by linear decline to 39 ± 2 ng/g by 14 days post­
injection (Fig. 2). Brain E2 concentrations increased to 8 ± 0.5 ng/g on day 
1 and declined to 2 ± 0.1 ng/g on day 14 post-treatment. For both Ez-Q+ and 
Ez, the half-life in the brain was approximately 8 days. This value is in 
agreement with a previous report by us of a tl/Z of brain Ez-Q+ of 9 days4\ 
This long ti/z of brain Ez-Q+ and E is in contrast to their rapid clearance 
from serum and peripheral tissues4~. The extent of the capture by the brain 
of the Ez-Q+ is evident by our observation that over the time-course of this 
study brain Ez-Q+ concentrations exceeded serum levels by 33- to 294-fold. 
The observed progressive increase in the brain to serum ratio of Ez-Q+ 
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reflects the relative rates of decline of brain and serum E2-Q+ levels. A 
similar observation was made with E2• That is, brain E2 concentrations 
exceeded serum concentrations by 39- to 82-fold over the 14 day time-course 
of this study. Collectively, these data support the concept of the brain­
enhanced delivery of E2 using the redox-based chemical delivery system. 

For brain tissue, E2-Q+ concentrations exceeded E2 concentrations by 18-
to 22-fold and in plasma by 6- to 22-fold over the time-course of the 
evaluation. The dramatically lower concentrations of E2 than E2-Q+ indicate 
that the hydrolytic cleavage of E2 from E2-Q+ is a slow process, the rate of 
which in the brain is independent of the concentration of E2-Q+. To verify 
this relationship between brain E2-Q+ and E2 concentrations, we administered 
0, 10, 100 or 1000 ~g E2-CDS/KG B.W. to rats and are now assaying brain 
tissue for concentrations of E2-Q+ and E2• We expect that brain 
concentrations of E2-Q+ and E2 will be increased in a dose-dependent manner, 
but the ratio of E2-Q+ to E2 will remain constant regardless of the dose 
administered. 

These pharmacokinetic evaluations are consistent with our proposal that 
estradiol can be delivered to the brain using a redox-based chemical delivery 
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system in a manner which allows for the -lock-in- of the inactive. charged 
form of the delivery system. E2-Q+. and the slow and chronic release of the 
active steroid. E2• On the basis of this pharmacokinetic behavior. following 
a single administration of the E2-CDS. the compound should exhibit 
pharmacodynamic responses with long half-lives. 

PHARMACODYNAMIC RESPONSES TO THE E2-CDS 

Pharmacodynamic responses to E2-CDS were evaluated to determine if the 
long half-life of E2-CDS in brain tissue correlated with the duration of 
action of the delivery system on brain mediated E2 effects. We have 
conducted extensive evaluations of the E2-CDS effects on secretion of 
luteinizing hormone (LH). on body weight and appetite regulation. and on the 
activity of specific neuronal systems which may be affected in 
neurodegenerative diseases. This strategy was used to evaluate the efficacy 
of the delivery system on responses which are known to be affected by 
estrogens (i.e. LH secretion and body weight) and to assess its efficacy on 
neuronal systems which are known to be affected in Alzheimer's disease (i.e. 
cholinergic and neuropeptide-containing neurons). 

1. Effects of E2-CDS on LH secretion 

LH secretion is regulated by the release from the median eminence of the 
hypothalamus of a decapeptide. luteinizing hormone-releasing hormone (LHRH), 
and the feedback action of gonadal steroids on the anterior pituitary gland 
and the hypothalamus 46 • In the absence of gonadal steroids. e.g •• following 
ovariectomy or the menopause, LH secretion increases due to the action of 
LHRH on the anterior pituitary gland46 • A second condition in which gonadal 
steroids markedly affect LH secretion is during the preovulatory LH surge. 
Progressive increases in the titers of estradiol result in a surge of LH 
secretion which subsequently causes OVUlation of the ovum from the graafian 
follicle. This preovulatory LH surge results from the transient increase in 
serum estradiol levels to levels of about 150 pg/ml or greater for 24 to 36 h 
during the late follicular phase46 • Maintenance of elevated E2 levels. 
however. prevents preovulatory surges of E2 and represents the primary 
mechanism by which the estradiol component of cORtraceptives prevent 
ovulation. 

Several stUdies were conducted to assess the efficacy of E2 -CDS in 
diminishing LH secretion in castrated rats. In an initial study. male rats 
were castrated and two weeks later were administered E2-CDS (3 mg/Kg) or an 
equimolar dose of estradiol or the vehicle. dimethylsulfoxide (DMSO). by a 
single i.v. injection. Both estradiol and E2-CDS reduced serum LH from 4 to 
48 h (Fig. 3). From 4 to 12 days after drug treatment, LH levels increased 
progressively in the estradiol-treated rats to levels equivalent to those in 
DMSO-treated controls (Fig. 3). In contrast. LH concentrations in animals 
treated with the E2-CDS remained low and were suppressed by 82. 88 and 90% 
compared to DMSO-treated rats at 4. 8 and 12 days after treatment. 
respectively (Fig. 3). Serum estradiol levels remained elevated through two 
days in both groups of rats treated with estradiol and E2-CDS (Table I). By 
4 days after drug administration. estradiol returned to levels observed in 
orchidectomized rats in both groups (Table I). At this 4-day time point. 
serum LH began to increase in the estradiol-treated group. but remained 
suppressed in the E2-CDS treated animals. Thus. despite the peripheral 
clearance of E2 in E2-CDS treated rats, LH remained suppressed. This 
observation supports the local brain release of E2 from the -locked-in" E2-Q+ 
as the mechanism for the sustained suppression of LH following administration 
of Ez-CDS. 
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Table I. Serum Estradiol Concentrations (pg/ml) in Serum Pools Following Ez-
CDS, Equimolar Estradiol or Vehicle in Orchidectomized Rats. 

Time Post-Treatment 

Treatment 
Grou~ o hr 4 hr 8 hr 24 hr 2 days 4 days 8 days 12 days 

Vehicle ND+ 50 73 32 NO 19 47 NO 

Ez-CDS NO >1000 >1000 637 285 59 22 20 

Estradiol NO >1000 >1000 517 617 NO 15 NO 

NO less than 10 pg/ml 
Vehicle for all groups was DMSO. 

An alternative approach to document the brain enhanced delivery of Ez 
following Ez-CDS is to administer repeatedly, low doses of the drug and 
evaluate for a cumulative LH suppressing effect in castrated rats. In this 
study, we treated ovariectomized rats every 2 days for 7 injections (2 weeks) 
with Ez-CDS at doses of 10 to 333 ~g/Kg, i.v. At 2 days after the last 
injection, rats were sacrificed for determination of serum LH and estradiol 
levels. Repeated treatment with Ez-CDS reduced serum LH by 32, 57, 72 and 
76% of doses of 10, 33, 100 and 333 ~g/Kg, respectively (Fig. 4). This LH 
suppression occurred without a significant increase in serum estradiol at the 
doses of 10 and 33 ~g/Kg (Fig. 4). At higher doses of Ez-CDS, serum estradi­
ol levels were elevated to levels equivalent to those observed after a single 
injection of the same dose. These data demonstrate that repeated dosing with 
low levels of Ez-CDS cause Ez accumulation in the brain but not in the serum. 

Collectively, the aforementioned data show that the chemical delivery 
system for estradiol cause a chronic suppression of LH secretion, the 
duration of which is consistent with the long half-life in the brain of the 
products of the Ez-CDS. In the face of rapid peripheral clearance of the 
drug and its two metabolic products, the chronic suppression of LH supports 
the concept of a brain-enhanced delivery of Ez, consistent with the scheme 
depicted in Fig. 1. 
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Fig. 4. Effects of single (0) or 
multiple doses (e) of Ez-CDS on serum 
LH (upper panel) and serum Ez (lower 
panel) in ovariectomized rats. 

2. Effects of Ez-CDS on Body Weight Regulation 

Food intake and body weight varl during the estrous crcle of animals47-49 

and the menstrual cycle of primates ,51 including women5Z ,5. A consistent 
observation is that food intake and body weight decrease during the 
follicular phase of the estrous cycle when serum estradiol levels increase. 
In contrast, food intake and body weight increase during the luteal phase of 
the estrous cycle when estradiol levels decrease and progesterone levels 
increase. Similarly, food intake and body weight increase after ovariectomy, 
a state of gonadal steroid deprivation, and during pregnancy and 
pseudopregnancy, when progesterone levels are increased54- 56 • Collectively, 
these data indicate that the role of estradiol in body weigh regulation is 
common to many mammalian species and represents a fundamental role of 
estrogens in animals. 

Although relatively few studies have evaluated steroid modulation of 
body weight regulation in human subjects, the available studies support a 
suppressory role of estradiol in appetite and body weight. Horton et al. 57 

reported on a study of premenstrual syndrome (PHS) in prison inmates. Among 
the women studied, 37% reported craving sweets during the luteal phase of 
their menstrual cycles. Increased appetite was a frequently reported PHS 
symptom in 45 women studied by Fortin et al. (as reported by Smith et al. 58). 

In a more quantitative analysis of the role of gonadal steroids in body 
weight regulation in human subjects, Dalvit5Z reported that the caloric 
intake of 8 women was significantly higher during the luteal phase than 
during the follicular phase of two consecutive menstrual cycles. Pliner et 
al. 53 studied 34 women and observed that the decreased food intake during the 
follicular phase was associated with significant weight loss and that the 
increased food intake during the luteal was concurrent with weight gain. 
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Thus in women, endogenously released estradiol has a consistent, albeit 
subtle, suppressory effect on food intake and body weight. 

We evaluated the effects of E2-CDS on food intake and body weight in male 
rats which were sexually mature and in 9 month old male rats whose obesity 
was age-related59 • In each study. rats were treated with one of three doses 
of E2-CDS or with the DMSO vehicle by a single i.v. injection. Body weights 
and 24 h food intake were determined prior to and daily for the next 12 to 14 
days and at 3 to 7 day intervals thereafter. For adult male rats, E2-CDS 
caused a dose-dependent reduction in the rate of body weight increase (Fig. 
5). The dose-dependent reduction in body weight was maintained at each 
sampling time and by the last observation day (day 39) body weight of the 1 
and 5 mgjkg doses were still significantly lower than the DMSO control 
animals (Fig. 5). These data indicate that E2-CDS can suppress body weight 
chronically following a single administration, despite the clearance from the 
periphery of estradiol. The local release of estradiol from the E2-CDS in 
the brain would appear to be responsible for the chronic reduction in body 
weight. 
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Fig. 5. Effects of E2 -CDS on body weight (upper panel) and daily food intake 
(lower panel) in lean male rats. Depicted are responses to E2-CDS doses of 0 
(vehicle, 0-0), 0.2 mgjkg (~ 6), 1.0 mgjkg (0-0) and 5.0 mgjkg (0-­
--0). Darkened symbols indicate p<0.05 versus day 0 and * indicates p<0.05 
versus vehicle controls. 

Interestingly, a separation between the effects of E2-CDS on body weight 
and food intake was observed. That is, despite body weight decreases at the 
0.2 and 1 mgjkg doses of E2-CDS, no consistent reduction in food intake was 
observed (Fig. 5) indicating that mechanisms other than reduced appetite are 
responsible for the weight loss observed. 
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Nine-month old male rats. whose body weights ranged from 632 t 33 to 663 
t 43 gm at the onset of the experiment were treated by a single injection of 
various doses of Ez-CDS and the resulting changes in body weight and daily 
food intake were evaluated. In control. DMSO-treated rats. body weights 
(Fig. 6) and daily food intakes (data not shown) were stable throughout the 
course of the evaluation. Ez-CDS caused a dose-dependent increase in both 
the magnitude and duration of body weight loss (Fig. 6). Noteworthy is the 
duration of weight loss following a single exposure to the Ez-CDS. Body 
weight decline continued through 22. 36 and 57 days at the 0.2. 1 and 5 mg/kg 
doses. Thereafter. body weights gradually increased toward control levels 
through 64 days (the last observation point). 

In obese males. the initial phase of weight loss was associated with a 
marked suppression in daily food intake (Fig. 6). The extent of the 
reduction in food intake may. during this initial weight loss phase. account 
for all or most of the weight loss observed. 

It is interesting and may be clinically useful that the obese animals 
are more sensitive to both the body weight and food intake suppressory 
effects of Ez-CDS. Obese patients are a likely candidate for drug therapy in 
conjunction with voluntary reduction in food intake and enhanced'energy 
expenditure to achieve weight loss. 
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Fig. 6. Effects of Ez-CDS on body weight (upper panel) and daily food intake 
(lower panel) in obese male rats. Depicted are responses to Ez-CDS doses of 
o (vehicle. 0-0). 0.2 mg/kg (~-~). 1.0 mg/Kg (0-0) and 5.0 mg/Kg (0-
- - 0). Darkened symbols indicate p<0.05 versus day 0 and * indicates p<0.05 
versus vehicle controls. 

3. Effects of Ez-CDS on Cholinergic Function 

The biological basis for the involvement of estrogens in cognition comes 
from observations in laboratory animals. Estrogen receptors have been 
observed in the regions of the nuclei of the basal forebrain which are the 
major loci of cell bodies of cholinergic neurons which their fibers innervate 
the cerebral cortex. limbic system and hippocampus6o • These brain regions 
are believed to be involved in the pathology of Alzheimer's Disease61 • In 
rats. cholinergic neurons respond to peripheral administration of estrogen by 
increasin~ the activity of choline acetyltransferase. 6z acetylcholine 
synthesis 3 and high affinity choline uptake63 • Estrogens may. therefore. 
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serve a modulatory role in the function of cholinergic neurons and may serve 
as therapeutic agent in the stimulation of brain cholinergic neurons in 
patients with Alzheimer's Disease and other dementia which may be due to a 
cholinergic deficit. 

While preliminary in nature, several studies have indicated that 
estrogens may be useful in the treatment of dementia, particularly when it is 
associated with the menopause. Elderly post-menopausal patients were 
evaluated for pSl.chological function and behavior using the Hospital 
adjustment scale 4,65. Premarin therapy did not significantly increase 
cognition but it prevented its further decline as compared to a placebo 
control group64,65. These studies suggest that chronic estrogen therapy may 
prevent the progression of loss in cognitive function in post-menopausal 
patients. In a second study66, patients diagnosed as Mprobable Alzheimer's 
Disease" were subjected to a battery of tests to assess cognitive function 
and depression and were then treated with micronized estradiol for 6 weeks66 • 
Modest improvements of scores on several tests of cognitive function were 
observed in one group of patients. In this group, the improvements were 
related primarily to improvements in attention, orientation, mood and social 
interaction. In only one patient improvement in memory noted. 

Other studies have noted improvements in cognitive function, which were 
believed to be secondary to the antidepression actions of estrogen67 • It is 
well known that emotional status affects memory and learning in both animals 
and man and that emotional disorders are frequently observed in Alzheimer's 
patients68 • Thus, a primary effect of estrogens on mood could result in a 
secondary improvement in cognition. 

E2 -CDS may be potentially useful in the treatment of dementia since 
currently there are no effective therapies for dementia and treatment 
regimens would have to be life-long. As such, peripheral estrogen toxicity 
would be a persistent problem for chronic administeration of estrogens 
peripherally. The brain-enhanced delivery of estradiol with the E2-CDS may 
obviate this potential problem. 

Given the aforementioned evidence for an effect of estrogen on 
cholinergic neuronal function, we evaluated the effects of E2-CDS on neuronal 
systems which are known to be dysfunctional in Alzheimer's disease. In an 
initial study, female rats were ovariectomized (or received sham surgery) and 
2 weeks later the ovariectomized rats were treated with the drug vehicle or 
E2-CDS (1 mg/Kg, i.v.) and 5 days later all animals were sacrificed for a 
determination of high affinity choline uptake in the cerebral cortex, 
hippocampus and striatum. Ovariectomy reduced high affinity choline uptake 
in all three regions evaluated (Table II). Treatment with E2-CDS increased 
high affinity choline uptake in the cortex and hippocampus to levels which 
were not different than intact control values (Table II). This single dose 
study, while preliminary, indicates that E2-CDS can enhance the activity of 
cholinergic neurons in an ovariectomized animal model. 

4. Effects of E2-CDS on Brain Neuropeptides 

Neuropeptide Y and somatostatin neurons show reduced eePotide levels in 
the brain and/or CSF of patients with Alzheimer's Disease6 ,0. To determine 
the effects of estradiol on levels of these two peptides, we administered E2 -

CDS and sacrificed animals at 0 (vehicle), I, 7 or 14 days later. Tissue 
samples were obtained from the cortex, hypothalamus, hippocampus, striatum 
and brain stem and samples were assayed for NPY and somatostatin by specific 
RIA. 
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Table II. Effects of Ovariectomy and Ez-CDS on High Affinity Choline Upta~e 
in Brain Regions 

Intact females and vehicle* 

OVX and vehicle 

OVX and Ez-CDS 

Brain Region 

Cortex Hippocampus Striatum 
(cpm x 103/mg Protein) 

176 t 44 

100 t 7 

181 t 14 

235 t 33 

162 t 2 

198 t 21 

657 t 138 

392 t 37 

481 t 33 

* Vehicle for all groups was 2-B-hydroxypropylcyclodextrin 

In response to Ez-CDS, NPY levels showed a progressive increase in the 
hypothalamus and cortex and a transient elevation in the hippocampus (Table 
III). Striatal and brain stem NPY levels were not affected by the Ez-CDS. 
In contrast to the effects of Ez-CDS on NPY levels, somatostatin 
concentrations did not change in response to administration of a single dose 
of the delivery system (data not shown). 

Table HI. Effects of Ez-CDS on Concentrations of NPY in Several Brain 
Regions 

Brain Region Days After Ez-CDS Treatment 

Q 1 I 14 

{pg[mg Protein} 

Hypothalamus 

Cortex 

695 t 101 730 t 71 915 t 137 1935 t 371* 

Hippocampus 

Striatum 

Brain Stem 

97 t 

104 t 

125 t 

28 ± 

16 

23 

11 

2 

102 t 25 107 t 18 

173 t 24 118 t 26 

105 t 9 97 t 13 

36 ± 5 33 ± 5 

p<0.05 vs. day 0 (vehicle injected) controls - ANOVA SNK tests 

159 t 25* 

167 t 29 

125 ± 22 

35 ± 4 

These data indicate that the chronic elevation of brain E2 levels with 
the E2-CDS can increase the activity of cholinergic neurons in ovariectomized 
rats and increased the concentrations of at least 1 neuropeptide which is 
deficient in patients with Alzheimer's Disease. These encouraging, albeit 
preliminary, results support the further evaluation of brain-enhanced 
delivery system for estrogen as a potential therapy for cognitive loss 
associated with estrogen decline at the menopause. The capacity of the 
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chemical delivery system to deliver Ez preferentially to the brain suggest 
that this delivery system should also be evaluated in conditions of cognitive 
impairment which may not be associated with overt declines in peripheral 
estrogen levels. Thus, if estrogen serve to maintain or enhance activity in 
cholinergic neurons or serve as a trophic substance which directly or 
indirectly act on cholinergic neurons, the result of enhanced brain exposure 
to Ez may be an improvement in cognition. Further, since any therapy which 
is aimed at treating Alzheimer's disease must be chronic in its application 
to the patient, the sustained release of Ez from the Ez-CDS is an additional 
useful benefit. As such, a careful evaluation of the Ez-CDS for the 
mechanism by which it improves cholinergic function and for its potential 
application to Alzheimer's Disease patients is clearly warranted. 

CONCLUSIONS 

The results described here support the view that the Ez-CDS may be 
potentially useful not only for the regulation of gonadotropin secretion but 
also in the treatment of certain other CNS-mediated estrogen withdrawal 
symptoms, e.g., hot flushes and cognitive impairment. In comparison to the 
currently used estrogen-esters, the Ez-CDS should achieve sustained 
stimulation of brain Ez receptors at lower doses, or with less frequent 
dosing. Finally, the redox-based chemical delivery system can be useful in 
delivering and in ulocking· a variety of drugs to the brain in a form which 
allows their slow and sustained release. 
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Alzheimer's disease (AD) is a progresssive neurodegenerative 
disorder of aging characterized clinically by the loss of memory 
(especially of recent events), intellect and cognitive functions. The 
etiology and the pathogenesis of AD is unknown, and there is no effective 
treatment available. However, some good hypotheses are presently being 
investigated (see ref. #1-3). These include speculations that AD is 
caused by: (a) an infectious agent, perhaps a virus; (b) abnormal 
function of immune system or immunoincompetence; (c) genetic 
predisposition as in 'familial' AD; (d) disturbance of brain biochemistry 
(neurotransmitters, neuropeptides and/or neurotropic factors); and (e) 
exposure to toxic substances like aluminum. Current immune studies have 
shown abnormalities of both cell-mediated and humoral immunity, 
supporting an immune hypothesis in the pathogenesis of AD or at least in 
a subset of immune origin (4-6), especially since clinical as well as 
genetic heterogeneity (7) exists among patients presented with this 
disease. One possible immune mechanism may involve autoimmunity perhaps 
secondary to a virus infection (i.e. a humoral immune response to body's 
own constituents, specifically brain antigens in the case of AD). 
Relevant ot this hypothesis is a recent observation which showed a 
temporal link of a unconventional virus infection in AD; this was shown 
based upon the transmissibility of Creutzfeldt-Jacob disease (CJD)-like 
histopathology in the hamsters inoculated intra cerebrally with buffy coat 
cells (white blood cells) of the blood from AD patients (8). This paper 
describes the rationale for the development of therapy with 
immunomodulating agents. 

INTERRELATIONSHIP BETWEEN CENTRAL NERVOUS SYSTEM AND IMMUNE SYSTEM 

As summarized in Table 1, there exists a reciprocal structural and 
functional reltionship between the central nervous system (CNS) and 
immune system. This observation led us to hypothesize that the white 
blood cells can be used to study various neuropsychiatric diseases (6). 
Blalock and Smith (9) previously suggested that the immune system 
represents body's "mobile brain", and the term "immunotransmitter" 
synonymously to "neurotransmitter" was coined to refer to the soluble 
products of the immune system cells (10). Several antigenic proteins of 
the CNS have been localized on the immune cells, and neuropeptides like 
endorphins and corticotropins are natural products of both brain cells 
and immune cells. The high-affinity binding receptor sites for several 
neurotransmitters (acetylcholine, serotonin, dopamine, histamine) and 
neuropeptides (substance P, somatostatin, endorphins, corticotropin-
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Table 1. Interactiveness between CNS and immune system* 

A. Structural Similarities: 

1. Thy-l antigen, a membrane glycoprotein of sequence homology with 
IgG, is present on both lymphoid and CNS cells. 
2. MRC ox-z antigen is a glycoprotein of sequence homology with the 
light chain of Ig molecule and is distributed on thymocytes, 
dendritic cells, some B cells and nerve cells of the CNS. 
3. Human T cell antigens are expressed on both glial cells 
(oligodendrocytes) and neurons (Purkinje cells). 
4. Natural killer (NK) cells and myelin sheath share an antigen 
which is marked by the monoclonal antibody anti-Leu-7. 
5. Monocyte monoclonal antibody (OKMl) stains cells in the white 
matter of the brain; Fc receptors and Ia antigens are found on B 
lymphocytes and monocytes as well as on astrocytes and microglia in 
the brain. 
6. various ion-channels (Na+, K+ and Ca++) are found on neurons and 
lymphocytes. 
7. Receptor entities for neurotransmitters and neuropeptides are 
localized on both brain and immune cells. 
8. Interleukin-l receptors are present on brain cells and the 
helper T cell antigen CD4 is detected on brain astrocytes. 
9. Receptor binding sites for CRF neurohormone are localized on 
white blood cells and brain cells. 

B. Functional Relationship: 

1. Interferon exposure induces the expression of Ia and MHC­
restricted antigens by normal brain cells; it also modifies 
electrophysiological responses. 
2. Brain lesions modify immune responses directly or indirectly 
via neuroendocrine sysytem. 
3. Immune responses invoke firing of CNS noradrenergic cells. 
4. Both monocytes and astrocytes present 'antigen' to T cells; 
both these cell types produce interleukin-l cytokine which has a 
trophic effect on astroglial cells. Interleukin-2, a helper T cell 
factor, induces proliferation of CNS oligodendroglial cells. 
5. Both neurons and lymphocytes synthesize endorphin- and 
corticotropin-like neuropeptides. 
6. Neuropeptides like substance P, beta-endorphin and somatostatin 
modulate immune functions. 
7. Recombinant interleukin-l induces the synthesis and secretion 
of CRF neurohormone by hypothalamic cells. 
8. CRF neurohormone stimulates lymphocyte proliferation and 
interleukin-2-receptor expression by T cells. 

*Note: For detailed references, see citation number (6) and (16). 

releasing factor or (CRF) have been found on the membranes of blood 
lymphocytes. In addition, the receptor sites for immune cell products, 
e.g. interleukin-l, have been identified on CNS cells. 

In terms of functions, both CNS and immune system cells have the 
property of 'memory'. The astrocytes present antigens to T cells just 
like monocytes do, and the interleukins (IL-l or IL-2) act as 
supplementary growth factors for neuronal cultures. Likewise, several 
neuropeptides modify the function of immune cells, e.g. IL-l stimulates 
the secretion of CRF by hypothalamic cells in the brain. We recently 
reported that CRF, in turn, stimulates lymphocyte proliferation and the 
IL-2-receptor expression on T cells (11). These findings, thus, provide a 
basis for a complete circuity between CNS and immune system, and 
accordingly, it was suggested that certain neuropsychiatric disorders can 
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Figure I. Binding of 125I -CRF and 125I-growth hormone (GH) to blood 
mononuclear cells of AD patients and non-AD controls. The details of 
the binding experiments were the same as described elsewhere (12). 

be studied by the use of blood lymphocytes (6), in addition to brain 
biopsies or autopsies. Four different sets of experiments now support 
this hypothesis: (a) the lymphocyte receptor binding for neurohormone 
CRF, but not growth hormone (Fig.l), is markedly reduced in about 80% of 
AD patients compared to non-AD controls (12); (b) the acetylcholinesterase 
activity of blood lymphocytes was is lower in AD patients than the aged 
controls (13); the mitogen-induced uptake of calcium by blood lymphocytes 
is decreased in AD patients (14); and (d) the membrane fluidity of blood 
platelets is reduced in AD patients (15). Thus, the use of blood 
lymphocytes to discern nerve cell dysfucntion is a feasible approach for 
the studies of neuropsychiatric disorders. 

IMMUNOPATHOLOGICAL CONSIDERATIONS IN ALZHEIMER'S DISEASE 

Several lines of investigations suggest the importance of studying 
immune parameters in AD (16). These are: (a) AD is a disease of loss of 
memory function, a property shared by both central nervous system (CNS) 
and immune system, and the two systems display remarkable structural­
functional relationships with each other, and the immune cells can be 
used to resolve alterations of counterpart brain cells in AD; (b) AD is a 
disease of the aging, and there is a general decline of function of 
immune cells with aging accompanied by an increased incidence of 
di'seases, especially autoimmune diseases; (c) amyloidosis or the 
accumulation of unusually large amounts of amyloid occurs in the brain of 
AD patients, and amyloid is presumably of immune origin because of its 
immunoreactivity with antibodies to immunoglobulin light chains; (d) 
Down's Syndrome (DS), a high-risk factor in AD, has been considered as an 
appropriate model of both primary immunodeficiency and accelerated aging 
in humans, and we recently found depressed immune function in patients 
with both AD and DS (5); (e) immune-mediated mechanisms have been 
associated with' other diseases of the nervous system (e.g. multiple 
sclerosis, myasthenia gravis, autism, and schizophrenia), and patients 
with some of these disorders respond to immunotherapy; and (f) 
abberrations of both cell-mediated as well as humoral immunity have been 
found in AD patients (see below). Each one of these considerations is 
sufficiently important so as to implicate immunologic mechanisms in the 
pathophysiology of AD. 

An immune hypothesis involving autoimmunity in the pathological 
processes of AD has long been suggested, although very little is known 
about the mechanism of tissue damage. Conceivably, circulating 
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autoantibodies may have direct cytotoxic effect or the tissue damage may 
be mediated by immune complexes or immun'e activation of T cells may 
generate CD8+-suppressor/cytotoxic cells. It's noteworthy, however, that 
the cytotoxic/suppressor (CD8+) T cells were recently localized in the 
brain tissue of AD patients (17) which may be indicative of a cell­
mediated immune response in the disease. Abnormal neuropathology in AD is 
certainly capable of disseminating brain antigens which can be recognized 
by patients' own immune system, generating circulating autoantibodies. 
Brain autoantibodies have been detected in many patients with AD 
(4,18,19). Whether these autoantibodies are cytotoxic, especially to 
brain cells, is not known. However, the isotype of brain autoantibody in 
AD is mainly of IgG3 subclass (19,20), which most effectively activates 
classic pathway, but not alternate pathway, of complement system and thus 
it may be involved in cell cytotoxicity. Once the Cl complement system 
is activated, immune complexes via Fc portion of the immunoglobulin 
molecule bind to complement receptors (C3 or C3b) on various cells 
causing cellular destruction in the target organ. Moreover, elevated 
levels of immune complexes containing IgG antibody are generally seen in 
autoimmune diseases, and upon deposition in tissue, they can cause tissue 
damage in a complement-dependent mechanism (21) 

IMMUNOLOGIC DYSFUNCTION IN ALZHEIMER'S DISEASE 

Abnormal function of one or another immune parameters has been 
demonstrated in AD patients. In terms of cell-mediated immunity (T cell 
function), the lymphocyte proliferation in response to stimulation with T 
cell mitogens (phytohemagglutinin, concanavalin A, pokeweed mitogen and 
anti-CD3) was severely depressed in many patients with AD (5). The T cell 
stimulation by non-T cells (B cells and monocytes) in the autologous­
mixed leucocyte reaction was also abnormal in a subset of patients. The 
deficient function of T cells was furthermore found by the reduced 
activity of CD8+ suppressor T cells (22), and by depressed responsiveness 
to Con A-stimulated lymphocyte blastogenesis and BCG vaccine-induced 
delayed-type hypersensitivity (23). Our unpublished data showed that the 
ratio of helper/suppressor T cells was increased in many patients as 
reflected by an increase in the proportion of helper T cells in 10 of 16 
cases but decrease of suppressor T cells in 6 of 16 cases. All of these 
data point to a basic defect of immunoregulatory T cells in AD patients. 

Impairement of humoral immunity has also been found in a subset of 
AD. Inconsistent results have been reported with regards to the serum 
concentration of immunoglobulins (IgM, IgG and IgA): IgG and IgA normal 
but decreased IgM (24) or IgG and IgA increased but IgM normal (25). This 
discrepancy is apparently related to the clinical diagnosis of the 
disease since patients either had presenile dementia (24) or dementia was 
due to reasons other than AD, e.g. cerebral artherosclerosis (25). Recent 
analy'sis of serum IgG isotypes showed that the distribution of IgGl, IgG2 
and IgG4 was normal, but the level of IgG3 isotype was significantly 
elevated in about 45% of AD patients (20) and this isotype was related to 
brain autoantibodies detected in AD serum (4, 20). 

Circulating autoantibodies to neural tissue antigens have been 
detected in a subset of AD patients (4, 18, 19). Unlike AD patients, the 
patients with Down's syndrome did not have brain antibodies, and in this 
respect, the Down's syndrome differed from AD (4). There is now evidence 
that in some patients, the brain autoantibody is mainly due to IgG3 
isotype directed against cholinergic neurons (18,19). Autoantibodies to 
other neural antigens, e.g. neuron-axon filament proteins (16,26), 
pituitary cells (27) and neurofibrillary tangles (28) have also been 
reported. 

The generation of circulating tissue-specific antibodies is 
generally considered as an indication of an autoimmune phenomenon in a 
given disease, e.g. brain autoantibodies in AD and antibodies to myelin 
basic protein in MS. Consistent with this idea is a recent report showing 
the presence of leucocyte antigen positive cells and suppressor 
/cytotoxic T cells in the brain tissue of AD patients but not of healthy 
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subjects (17). This finding may be interpreted as an indication of 
lymphocytic infiltrate or sensitization of brain antigens. 

IMMUNOTHERAPEUTIC IMPLICATIONS IN ALZHEIMER'S DISEASE 

The clinical as well as the genetic heterogeneity (7) amongst the 
subjects with AD suggests that this disease is a syndrome of subsets with 
different etiologies, one of which is immunologic in origin (or an immune 
subset). This concept is advocated to suggest that different therapeutic 
modali ties will be necessary in the hopes of developing any form of 
successful treatment for patients with AD. Thus, the therapy based on 
neurotransmitter or neurotrophic factor deficiency may identify a 
neurochemical subset; therapy based on an immunologic deficit or 
dysfunction may define an immune subset; and other forms of therapy may 
necessitate yet other unknown subsets. Hence, it is not unreasonable to 
think that more than one type of agents should be developed for the 
improvement of cognitive deficits seen in AD patients. 

The development of an immunotherapeutic approach for the treatment of 
patients will depend upon the nature of the immune deficit, appropriate 
immunomodulating agent, and responsiveness to therapy with these agents. 
These requisites would imply that within the immune subsets, there may be 
several sub-categories: one immune subset with the deficiency of cell­
mediated immunity (T cell function), another one with the impairement of 
humoral immunity (or an autoimmune subset), another one with lymphocyte 
deficiencies of biochemical and/or molecular factors, still another one 
based on the deficiency of a neuroendocrine-immune circuity (Fig. 2), 
e.g. CRF lymphocyte receptor deficiency (12). 

~H~Y:'P~O~TH~A~L~AM~U:::s~l-----CRF ---->~ PITUITARY 

Endogenous Pyrogens 
(Macrophage inflammatory protein-l 
Interleukin-l, Interferon-gamma 

I IMMUNE SYSTEM 

Beta-Endorphin, ACTH 
Growth hormone, etc. 

Figure 2. Neuroendocrine-immune circuity involving CRF and 
endogenous pyrogens 

The present situation of treatment for AD resembles, in many 
respects, another neurological disease, multiple sclerosis (MS), for 
which, nearly 150 'therapies' have been advocated during the last fifty 
years (29) yet there is no successful treatment available today. A point 
of interest, however, is the fact that current approaches to therapy for 
MS are based on the thinking that the disease is the net outcome of a 
virus infection and/or autoimmunization against some component of the 
myelin sheath, although the etiology of MS still remains a big mystery. 
Likewise in AD, the etiology and the pathogenesis is not known, there are 
preliminary indications of a viral infection and/or autosensitization 
against some brain antigen, pointing to the possibility of treatment of 
AD patients with immunomodulating or immunosuppressive or antiviral 
agents. Recently, therapy with Transfer Factor (TF) was shown to produce 
some benefits of secondary symptoms (30), but these results are difficult 
to evaluate due to the 'open-label' nature and the lack of 
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neuropsychiatric assessment in the study. However, the TF therapy should 
be discouraged since the white blood cells from the so-called healthy 
relatives of AD patients (whose white blood cells would normally be used 
as the source of TF) have been shown to transmit CJD-like disease in the 
experimental animals (8) . In addition, the biochemical nature of TF is 
not known (what if it is a unknown viral constituent?), TF therapy is of 
unproven validity, and it produces no positive results in patients with 
at least two other CNS diseases, MS (31) and autism (32). 

In AD patients, the depression of cell-mediated immunity or 
immunoincompetence may be potentiated with agents such as recombinant 
interleukins, interferons, thymic hormones, isoprinosine, etc. The 
immunosuppressants like cyclosporin A may be tested for patients in the 
autoimmune subset having autoantibodies to brain tissue antigens. 
Cyclosporine was recently shown to produce some benefits in patients with 
amyotrophic lateral sclerosis (33) which may also involve autoimmune 
factors. These immunoactive compounds, not only restore the deficient 
function of immune cells, may indeed act directly on the CNS cells, 
thereby improving the CNS function also, e.g. interleukin-l stimulates 
hypothalamic cells for the synthesis and secretion of CRF (34 ) 
Additionally, agents with neurotrophic activity, e.g. NGF, may be active 
in restoring the function of immune cells. Thus, the immunomodulating 
agents could possibly stimulate the function of 'atrophied' neurons in 
vivo, which led us to conclude that the importance of immunotherapy 
should not be precluded from our current thinking about the therapeutic 
modalities in Alzheimer'S disease. 
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THE INFLUENCES OF ACTH 4-9 ANALOG UPON AVOIDANCE LEARNING IN 

NORMAL AND BRAIN DAMAGED RATS 

INTRODUCTION 

W. F. McDaniel, M. S. Schmidt, F. I. Chirino Barcelo and 
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Milledgeville, GA 31061 

The potential benefits of exogenous administration of the 
adrenocorticotropic hormone (ACTH) and some of its fragments following 
nervous system damage has been examined sporadically over the past 40 years. 
Early research (e.g., 1) reported that administration of ACTH resulted in 
limited functional recovery in some animals after spinal cord damage, and 
these beneficial effects seemed to be associated with administration shortly 
after the injury. Strand and Kung (2) found that ACTH accelerated the rate 
of nerve regeneration following nerve crush in adrenalectomized animals and 
concluded that ACTH stimulated an increase in protein and RNA synthesis in 
spinal motor neurons. Strand and Smith (3) have hypothesized that this 
enhanced protein synthesis results in increased synthesis and/or delivery of 
neurotransmitters or neurotrophic substances to sprouting axons. Similarly, 
it has been reported (4,5) that ACTH 1-39 facilitates functional 
reorganization of motor units and hastens functional recovery following 
either peroneal or sciatic nerve crush. Bijlsma and colleagues (6) 
concluded that the 4-10 amino acid sequence of ACTH was responsible for the 
hormone's beneficial action on peripheral nerve regeneration and accelerated 
recovery of a foot-flick response. In a test of this hypothesis, these 
researchers repeated their earlier methodology, again using animals with 
crushed sciatic nerves, and found that treatment with ACTH 4-10 resulted in 
a striking increase in the number of myelinated axons throughout the 
regeneration process. Treatment with the 11-24 fragment of ACTH produced no 
beneficial effects. This observation has been replicated recently (7) with 
both fiber density and regeneration rate facilitated by ACTH 4-10 following 
sciatic nerve crush. Since the 4-10 (and 4-9) sequence of the hormone fails 
to exert an endocrine effect upon the adrenal cortex (8), it has been 
concluded that the facilitated nerve regeneration is independent of the 
corticotropic (or peripheral) influences of the hormone (6). 

Investigations of systemically administered fragments of ACTH following 
brain injury have been few. Using the entire hormone, Bush, Lovely and 
Pagano (9) found that administration of 16 I.U.to rats with bilateral 
amygdalectomies one hour before shuttle-box avoidance training reversed the 
acquisition impairment associated with this lesion. Isaacson and Poplawsky 
(10) have reported that administration of 1 pg of an analog of ACTH 4-9 for 
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four consecutive days immediately following bilateral septal lesions reduces 
the amount of hyperemotionality and hastens the rate of declining 
hyperemotionality seen with repeated testing. Since behavioral testing 
began two weeks after the surgeries, it is possible that the accelerated 
recovery produced by the 4-9 analog was mediated by a facilitation of 
neuronal sprouting in non-injured brain tissue. Interestingly, 
administration of neither 1 nor 10 pg of ACTH 4-10 was beneficial (11). 
More recently, Veldhuis, Nyakas, and DeWied (12) have found that chronic 
administration (8 injections total) of either the analog ACTH 4-9 (10 or 50 
pg, subcutaneously, beginning on the third day after surgery) or alpha-MSH 
(same doses) attenuated or reversed a cognitive learning impairment 
associated with bilateral parafascicular thalamic nucleus injury. That is, 
the ability to learn a T-maze reversal task was significantly facilitated by 
the 10 pg dose of either neuropeptide, but still inferior to the sham­
operated controls; however, 50 pg doses resulted in acquisition rates that 
were parallel to those observed in normal rats. Motor dysfunctions that 
result from the lesion were not altered. 

Age-related neural and behavioral changes can also be affected by 
administration of the ACTH 4-9 analog. For example, administration of 12)lg 
of the peptide per day via an osmotic mini-pump restored the number of 
hippocampal corticosterone receptors, which declines markedly with age, to a 
level seen in young adult rats (13). Also, declines in social interactions 
(14) observed in senescent rats have been reported to be reversed. Further, 
Walker and Sandman (15) have reported that administration of the ACTH 4-9 
analog to mentally retarded adults improved performance on several 
neuropsychological test measures (e.g., the Halstead-Reitan, Benton Visual 
Recognition Test). These investigators concluded that the improved 
performance reflected facilitated attentional processes, previously thought 
to be irreversible, in the retarded. The fragment of interest here, or 
related (i.e. centrally active) pro-opiomelanocortin fragments have also 
been reported to reverse amnesias induced by circadian rhythm disruption 
(16), C02 exposure (17), as well as ECS and protein synthesis inhibitors 
(8). Most researchers have concluded that ACTH-mediated effects upon 
learning and memory result from limbic system arousal and resultant 
increases in attention and facilitation of memory retrieval (see 8, 18 and 
19 for reviews), although habituation and selective attention may be 
diminished. 

The purpose of this research effort was to examine the potential 
benefits upon learning after brain injury of immediate postsurgical 
administration of ACTH 4-9 analog as compared to administration concomitant 
with acquisition. Lesions located in the medial frontal (MF) and posterior 
parietal (PP) neocortices result in a constellation of behavioral deficits 
in instrumental tasks (20-25). Both areas are the recipients of cholinergic 
afferents from the nucleus basalis (26), a region whose atrophy has been 
implicated in the memorial and cognitive declines that accompany Alzheimer's 
disease (27), and significant numbers of neurons in these regions atrophy 
several months following nucleus basalis lesions (28). The effects of the 
two administration regimes above on acquisition and extinction of a two-way 
shuttle avoidance response was the principle task used. It was hypothesized 
that chronic administration of the peptide immediately following an injury 
would facilitate postoperative acquisition of the two-way avoidance 
response. Furthermore it was predicted that administration concomitant with 
learning would either have no influence upon learning rates or possibly 
retard learning as we have recently reported (21) for acquisition of the 
spatial alternation strategy. Detectable levels of ACTH 4-9 analog have 
been found in the brain following subcutaneous administration (29), and the 
ACTH 4-9 analog has been described as exerting a 1000-fold greater effect 
upon measures of learning and memory than ACTH 4-10 (30). 
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GENERAL METHODS 

Subjects 

A total of 98 male and female adult rats (90-180 days; derived from the 
Long-Evans strain) were used. All animals were bred in this laboratory, had 
been housed individually in standard rodent cages since approximately 50 
days of age, and had been entrained to a reversed light-dark cycle since 
birth (onset 8:00 pm, offset 8:00 am). Both food and water were available 
ad libitum. 

Surgery and Histology 

All animals were weighed prior to surgery and administered Nembutal 
(sodium pentobarbital: 50 mg/kg for females and 55 mg/kg for males). After 
the animal was completely anesthetized, signaled by absence of a tail-pinch 
reflex, the scalp was shaved and scrubbed with a Povidone-iodine solution 
(10% USP). The animal was mounted in a Kopf stereotaxic instrument and, 
using sterile surgical instruments, a midline incision was made exposing the 
dorsal cranium. Animals designated for sham injuries had their wounds 
stapled with wound clips at this point and Mycitracin triple antibiotic 
applied liberally to the wound. Landmarks used to guide cranial trephining 
and achieve access to the cortical regions under investigation here have 
been reported previously (21). For animals receiving ablations, the 
following measurements are used to guide placement of the initial trephine 
hole (2.5 mm): PP lesions, 3 mm posterior to bregma and 1.5 mm lateral to 
the sagittal sulcus; MF lesions 3.5 mm anterior to bregma and 1 mm lateral 
to the sagittal sulcus. In all cases, microrongeurs were also used to 
create a cranial opening in the shape of the underlying cortical region. 
The lesions were made by gentle aspiration using a 1.5 mm glass pipette and 
a dissecting microscope for visual guidance. After closing the wound as 
described above, a 1 cm incision was placed in the animal's back 2 cm caudal 
to the neck for the animals in Experiments 2 and 3. Those animals 
designated for postsurgical ACTH 4-9 analog or saline treatment had mini­
pumps installed at this time. Wound clips were used to close the incisions 
and the animals were kept warm until recovery from anesthesia was apparent. 
In Experiments 1 and 2, behavioral testing was conducted with the trainers 
blind to an animal's surgical and drug condition. 

At the end of behavioral testing, the animals with lesions were over­
dosed with Nembutal and perfused through the heart with 0.85% saline 
followed by 10% formalin (50 cc each). The brains were removed and stored 
first in formalin. After photographing the brains from the dorsal 
perspective, they were transferred to a 10% formalin-30% sucrose solution 
and stored in a refrigerator. The brains were blocked to include the lesion 
and thalamus, and sectioned through the coronal plane at 40 pm in a 
cryostat. Every tenth section was mounted on a slide and stained with 
standard cresyl-violet acetate procedures. The stained sections were used 
to reconstruct the lesion and resulting pattern of retrograde degeneration. 
The photographs were used to confirm regional lesion location. 

ACTH 4-9 Administration 

In Experiments 1, ACTH 4-9 analog was delivered via subcutaneous 
injection on alternate days (i.e., 3 per week). Each injection contained 25 
pg of the peptide dissolved in a volume of 0.30 ml bacteriostatic saline. 
Control animals received an equivalent volume of the solvent. This single 
dose of ACTH 4-9 and injection routine was selected because of the results 
reported by Velduis et al. (12). In their study 10 pg facilitated 
acquisition and 50 pg completely reversed a learning deficit associated with 
parafascicular thalamic nucleus lesions. Our peptide level is intermediate 
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between these doses. In Experiments? and 1, 12.5 ug of ACT~ 4-9 was 
delivered each 24 hours by an Alzet model 2002 osmotic mini-pump. Each 
pump has a reservoir of 0.2 ml and administers its contents at a 
constant rate of 0.5 ul/hr. The pump has a nominal pumping life of 14 
days and a constant release rate is obtained 4 hr after placement. The 
company literature shows that the contents of the pump are fully 
exhausted after 16 days. The dosage of 12.5 ug per day was obtained by 
dissolving 5 mg ACTH 4-9 in 2.4 ml bacteriostatic saline. For drug 
control animals, a pump that was filled with bacteriostatic saline was 
installed. It should be mentioned that the subcutaneous route of 
administration does produce detectable levels of the neuropeptide in the 
brain (29), and previous reports that the 4-9 analog exerts a 1000-fold 
greater effect upon passive avoidance behavior than the unaltered 4-10 
sequence of the neuropeptide (30) relates to its greater metabolic 
stability (29). 

Equipment and Behavioral Procedures 

A Lafayette automated shuttle apparatus (model 8525lSS) was used in 
Experiments 1 through 1. A compound CS (conditioned stimulus) 
consisting of an anditory tone (2800 ~z, 100 db measured in the center 
of a chamber) onset and guillotine door opening preceded onset of a 0.4 
mA footshock by 3 sec in Experiments 1 and 2. Because of the results of 
Experiment 2, a third avoidance study was conducted using a CS of 10 sec 
duration, but all other parameters were identical to those used in 
Experiments 1 and 2. In all three experiments, the animal could 
terminate footshock, which had a maximal duration of 20 trials per day, 
5 days per week. In Experiment 1, all rats were trained 25 sessions. 
In Experiments 2 and 3, training was terminated and extinction was begun 
after an animal attained a learning criterion of 70% avoidances or 
better in two sessions. Animals were trained a maximum of 40 sessions 
in Experiment 2 and 35 sessions in Experiment 3. 

Designs and Specifics for the Experiments 

Experiment 1. Thirty-six female rats were randomly assigned to one 
of six factorial conditions that had equal ns. After extensive 
handling, the animals were given either sham, MF, or pp lesions. 
Following a 28 day post-operative recovery period, one-half of the 
animals in each lesion group were injected on alternate days with either 
ACTH 4-9 analog or saline. Within a range of 2 to 6 hours after the 
injections, the animals were trained in the automated shuttle apparatus. 
Training concomitant with exposure to ACTH 4-9 analog continued for 5 
weeks (25 sessions) for all animals regardless of performance. 

Experiment 2. Twenty-four male and female rats were assigned 
randomly to one of four factorial groups matched on the basis of gender. 
These animals were prepared with either ~F or sham lesions and 
administered either ACTH 4-9 analog or saline through an osmotic 
m~n~-pump. After a 28 day recovery period, acquisition of the two-way 
avoidance task was assessed to a ceiling of two sessions of 70% 
avoidances or for a maximum of 8 weeks. 

Experiment 3. This experiment repeated the methodology of 
Experiment 2 with one exception. The latency between CS onset and US 
(unconditioned change was to reduce the vigilance required for accurate 
performance of the two-way avoidance task. Acquisition training 
continued to the ceiling used in Experiment 2 or to a ceiling of 35 
sessions. 
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RESULTS 

Histology 

At this time careful histological analysis has been achieved only on 
the animals in Experiments 1 and 2. The nature of the MF and PP lesions and 
the thalamic retrograde degeneration that accompanied the lesions conformed 
to that describe in our previous research efforts (e.g. 21,22), and 
representative lesions are shown from the dorsal view in Fig. 1. 
Microscopic evaluation of the sectioned brains showed that the MF lesions 
extended from the frontal pole to the genu of the corpus callosum. Most 

A B 

Fig. 1. Photographs of the MF (A) and PP (B) lesions in representative cases 
taken from the dorsal view. 

often the tissue along the medial walls of the sagittal sulcus, including 
the cingulate cortex, was spared. It is probably due to the small size of 
the lesions that retrograde degeneration was not detected in the mediodorsal 
thalamic nucleus. PP lesions removed area 7, portions of area 39, and 
frequently extended rostral into somatosensory cortex. The underlying 
corpus callosum was damaged in most cases, and gliosis was evident in the 
posterior and lateral thalamic nuclei. Degeneration was frequently observed 
in the ventral thalamic nuclei when lesions included somatosensory cortex. 
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Behavior 

The principle dependent measure for each avoidance learning study was 
the proportion avoidance made in each block of 100 trials. An analysis of 
variance (ANOVA) for a completely randomized factorial design was used to 
examine this data. When post-hoc mUltiple comparisons tests were warranted, 
the Fisher's least significant difference test was used. The number of 
training sessions required to achieve an acquisition criterion of two days 
of 0.70 or more avoidances and an extinction criterion of O.lS avoidances 
were assessed in Experiments 2 and 3. In each avoidance experiment, an 
ANOVA on the proportion avoidances made on day 1 of training showed that the 
groups were equivalent (i.e., equally naive) at the initiation of training. 

TABLE 1 

ANOVA RESULTS FOR EXPERIMENT 1 

Significant Conclusion from 
Block Effects F df P Fisher's LSD 

(.E.<. OS) (.E.<.OS) 

1 Main Effect 8.31 2,30 .002 MFs retarded relative 
for Lesion to Shams and PPs 

2 Main Effect 8.04 2,30 .002 Same as Block 1 
for Lesion 

3 Main Effect 3.99 2,30 .028 MFs retarded relative 
for Lesion to Shams only. PPs 

intermediate. 

4 Main Effect 3.34 2,30 .048 Same as Block 3 
for Lesion 

S Main Effect 4.SS 2,30 .018 Same as Block 3 
for Lesion 

Experiment 1. As can be seen in Fig.2 and Table 1, one consistent 
observation accrued from this study. Animals with MF injuries were 
deficient in learning the shuttle-box avoidance habit relative to sham 
operated controls. They were also inferior to rats with PP injuries during 
the first two blocks of sessions. The rats with PP injuries were never. 
found to differ significantly from the sham group and they were more 
proficient learners than the animals with MF lesions during the early stages 
of training, that is blocks 1 and 2. No other differences (i.e., the main 
effect for ACTH 4-9 analog and the interaction of lesion by peptide) 
achieved significance. 
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Fig. 2. Mean proportion avoidance across blocks of 100 trials for each brain 
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Experiment 2. An ANOVA on the number of training sessions to criterion or a 
ceiling of 40 sessions produced significant main effects for the lesion 
[I(1,20) = 5.98, E = .023] and ACTH 4-9 analog [I(1,20) = 4.63, E = .042] 
conditions. That is, pooled across ACTH 4-9 doses, the sham animals learned 
the task more rapidly than the animals with MF injuries. Also, pooled 
across lesions, the animals exposed to 12.5 pg of ACTH 4-9 analog for a two 
week period four weeks prior to the initiation of training learned the 
avoidance task at a retarded rate. The interaction was not significant. 
Fig. 3 shows the learning curves for all four groups and Table 2 presents 
the results of ANOVAs for 2 X 2 factorial designs for each block of 100 
trials. Exposure to ACTH 4-9 analog impaired learning in both the sham and 
MF injured groups relative to saline. As can be seen, the learning curves 
for sham animals administered ACTH 4-9 and MF injured animals administered 
saline show substantial overlap. Contrary to our predictions, the behavior 
of rats with MF lesions that were exposed to ACTH 4-9 analog failed to 
benefit from the extensive instrumental conditioning (800 trials) offered. 
The number of sessions to extinction was assessed for those animals that 
attained criterion (8 of 12 shams and 4 of 12 MF injured rats) with the! 
test. No differences were detected between the lesion groups. A t test 
comparing extinction sessions for animals exposed to ACTH 4-9 (g =-4) and 
those exposed to saline (g = 8) was also nonsignificant. 

Experiment 3. This experiment repeated all conditions of Experiment 2 with 
one exception, the CS was of 10 sec duration rather than 3 sec. No 
significant differences resulted from analyses of sessions to criterion, 
sessions to extinction, or the proportion avoidances per block of 100 
trials. Fig. 4 shows the learning curves for each factorial group so that 
they might be contrasted with the results of Experiment 2 shown in Fig. 3. 
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TABLE 2 

ANOVA RESULTS FOR EXPERIMENT 2 

Significant Conclusion from 
Block Effects (£<.05 ) F df P Fisher's LSD (£<.05) 

None 

2 None (but lesion 
and drug main 
effects yield 
Is with £(.10) 

3 a. Main Effect 9.82 1,20 .005 MFs retarded relative 
for Lesion to Shams. 

b. Main Effect 7.43 1,20 .013 ACTH 4-9 exposure 
for ACTH 4-9 produces inferior 

performance. 

4 a. Main Effect 8.34 1,20 .009 Same as Block 3 
for Lesion 

b. Main Effect 6.11 1,20 .021 
for ACTH 4-9 

5 a. Main Effect 8.40 1,20 .009 Same as Block 3 
for Lesion 

b. Main Effect 6.24 1,20 .020 
for ACTH 4-9 

6 None (but same 
as Block 2, 
Is with £<.10) 

7 a. Main Effect 5.24 1,20 .031 Same as Block 3 
for Lesion 

b. Main Effect 5.68 1,20 .026 
for ACTH 4-9 

8 a. Main Effect 7.88 1,20 .011 Same as Block 3 
for Lesion 

b. Main Effect 4.85 1,20 .038 
for ACTH 4-9 

DISCUSSION 

The results of these experiments contradict several studies in which it 
has been reported that treatment with the 4-9 (or 4-10) analog sequence of 
the adrenocorticotrophic hormone restores behavioral functions that are 
compromised by neural injury (10,12). Treatment on alternate days with 25 
~g of the peptide contemporaneous with two-way active avoidance training was 
found to neither facilitate nor retard learning. Injuries located within 
the medial frontal cortex, but not the posterior parietal cortex, impaired 

229 



acqu1s1t10n. Chronic administration of 12.5 ug ACT~ 4-9 analog per day 
for 14 days immediately following medial frontal or sham neural injuries 
was found to retard acquisition relative to saline even though training 
was initiated 14 days after the contents of the osmotic mini-pump had 
been exhausted. This result corroborates the findings of a recent 
experiment conducted in this laboratory in which spatial alternation 
learning was impaired by continuous exposure to 1 ug of ACTH 4-9 analog 
per day, infused via an osmotic mini-pump, in rats with medial frontal, 
posterior parietal, and sham in;uries. In that study, the peptide was 
administered simultaneous with training (21). 

However, we are not the first to present data showing that 
behavioral functions might be disturbed rather than enhanced by 
administration of this neuropeptide fragment. Although not reported by 
the authors, there is evidence that ACTH 4-9 analog disturbed learning 
in the senescent rats (20 mos) studied by Rigter et al. (13). In their 
experiment, chronic exposure to ACTH 4-9 analog (12 ug per day) fail to 
improve learning in these rats relative to senescent rats treated with 
saline, but it impaired learning of an 18 arm spatial task that is 
anlogous to the radial arm maze. Our analysis of their data (see p. 
394, Table 1) revealed that the senescent rats required more time to 
find the correct goal box than the old rats exposed to saline, t(lo) 
3.19, p < .01. In all three experiments that have demonstrated an 
impairment of learning in animals receiving the ACT~ 4- 9 analog the 
peptide was delivered chronically via an osmotic pump. In the 
experiments showing either a faciliation of learning or no effect of the 
peptide upon behavior that have been reported h~re and elsewhere. 
Chronic exposure to ACTH-like peptides mav suppress the release of 
hypothalamic releaseng hormones (e.g., corticotropin releasing hormone) 
via the well-known negative feedback systems of the 
hypothalamic-pituitary axis, thereby altering the synthesis of 
pro-opiomelanocortins and, hence, a host of pituitary hormones for a 
relatively long period. Acute administration may offer neurons in these 
regions an opportunity to recover from the suppression induced by 
exogenous administration of the peptide following its metabolism. It is 
concluded tentatively, pending a planned test of the hypotheses, that 
the mechanism of delivery, as well as the dose administered is a crucial 
factor in interpretation of the behavioral results of ACTH 4-9 analog 
administration. 

In the third experiment reported here it was found that extending 
the duration of the auditory CS form 3 sec (lolxperiments 1 and 2) to 10 
sec reversed the learning deficiences that were observed in rats with MF 
lesions, as well as the learning impairment induced by post-surgical 
chronic treatment with 12.5 ug ACT~ 4-9 analog daily. This result is of 
special relevance to an interpretation of the nature of the learning 
dysfunction associated with both the ~F lesion and ACTH 4-9 analog. It 
appears that both impairments emerge in paradigms that require 
exceptional vigilance (i.e., responding during the brief 3 sec CS as was 
true for Experiments 1 and 2). Concerning the behavioral influences of 
centralily active ACTH fragments in both humans (31) and animals (32), 
several authors have concluded that the peptide facilitates memory 
retrieval hy stimulation limbic structures and thereby enhancing general 
attentional (or arousal) processes. However, this disinhibitory 
influence might he accomplished at the cost of impaired habituation and 
selective attention. Such an impairment might be expected to impede 
learning in behavioral pardigms that demand sustained vigilance and 30hr 
working memory. A study to examine the influence of ACTH 4-9 upon rates 
of habituation of the startle response is underway in this laboratory. 
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Passingham et al. (33) have recently argued that the medial tissue 
occupying the dorsal convexity of the frontal cortex in rat (i.e •• the 
tissue removed in creating our MF lesions) is both homologous and analogous 
to primate premotor cortex rather than prefrontal cortex. Removal of this 
tissue might be expected to disturb the rapid execution of locomotor 
responses required to escape or avoid an aversive stimulus. However. 
providing a longer period for executing such motor responses might mask the 
motoric disability. Interestingly. we observed no obvious motor 
dysfunctions in our animals. Finally. the shuttle-box avoidance learning 
curves for the MF damaged rats studied here are nearly identical to the 
curves for rats prepared with nucleus basalis lesions (34). On the basis of 
this behavioral similarity and the fact that the MF cortex is a principle 
recipient of cholinergic axons from the nucleus basalis (26.28). it might be 
suggested that this lesion offers the behavioral neuroscientist a model for 
the investigation of factors that might be of value in the treatment of 
declines in learning and memory functions that accompany the neuropathology 
of Alzheimer's type as well as neocortical brain damage. 

Although centrally active ACTH-like peptides have been shown to augment 
several indices of nerve repair in the peripheral nervous system and to 
improve some behavioral functions following central nervous system injury. 
the beneficial influences of these compounds may be limited. At this time 
we conclude that facilitated functional recovery following treatment with 
ACTH-like fragments may not generalize to lesions of the frontal and 
parietal neocortices. to tasks like those discussed here. and to paradigms 
involving continuous chronic peptide delivery routines. Further research 
will be necessary to examine the multiple factors contributing to the 
positive and negative influences of the analog of ACTH 4-9 upon the recovery 
of behavioral functions following brain injury. 
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A considerable body of evidence indicates that neurons within a number of CNS 
systems may atrophy or degenerate following a loss of their afferents (1). This 
transneuronal atrophy or degeneration secondary to deafferentation is commonly referred to 
as "anterograde transneuronal degeneration." Perhaps the best example of this phenomenon 
is the atrophy/degeneration of neurons within the lateral geniculate nucleus following 
interruption of their afferent input from the optic nerve (2). Such transneuronal changes 
may occur very slowly, often taking months or years to manifest themselves. Although the 
mechanism(s) responsible for atrophy or degeneration of neurons which have suffered no 
direct injury are basically unknown, a likely mechanism involves loss of a neurotransmitter 
and/or neurotrophic factor(s) formerly released onto these neurons by eliminated afferent 
nerve terminals. 

Since senile dementia of the Alzheimer's type (SDA T) is characterized by a 
degeneration of neurons within several neurotransmitter systems originating subcortically, 
it is important to consider the possibility that widespread transneuronal changes may be 
occurring in the Alzheimer's-diseased brain as a result of these degenerated/dysfunctional 
neurons. Along this line, a consistent observation in SDA T brains is a degeneration or 
atrophy of cholinergic neurons that originate in the subcortical nucleus basalis and provide 
the primary cholinergic innervation to the neocortex (3-5). The characteristic cholinergic 
hypofunction in neocortex of SDAT brains (6-8) probably reflects this loss of nucleus 
basalis cholinergic neurons. Furthermore, a relationship exists between loss of nucleus 
basalis neurons, the occurrence of cortical pathology, and the degree of cognitive 
impairment in SDAT patients (5). 

Although the aforementioned findings indicate an important role for nucleus basalis 
cholinergic neurons in the pathogenesis of SDAT, these neurons should not be perceived in 
isolation from the neurons they innervate directly or indirectly. Indeed, of the four other 
forebrain areas most severely affected pathologically in SDA T, two (the neocortex 
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and amygdala) are innervated directly by nucleus basalis cholinergic neurons and the 
remaining two (the entorhinal cortex and hippocampus) are indirectly innervated by these 
cholinergic neurons. Thus, the areas of most profound SDAT pathology and synaptically 
linked directly or indirectly to the nucleus basalis. 

This relationship may provide the anatomical substrate for anterograde transneuronal 
changes in these four brain areas resulting from an initial degeneration of nucleus basalis 
cholinergic neurons. In this context, we have recently obtained data from rats suggestive 
that the death of nucleus basalis cholinergic neurons initiates a cascade of transneuronal 
events within the neocortex, amygdala, entorhinal cortex, and hippocampus (9). These data 
involve excitotoxic lesioning of the rat nucleus basalis to eliminate, and thus mimic to some 
extent, the loss of similar cholinergic neurons in SDAT-diseased brains. Certainly, a host 
of studies have shown that such lesions result in reduced presynaptic cholinergic markers 
in neocortex (10-16), as seen in SDAT. Furthermore, nucleus basalis lesioned-rats have 
been shown to be deficient in learning and memory abilities (8, 10-16), as are SDAT 
patients. Prior to our recent report (9), however, the long-term effects of these lesions 
were largely unknown. The present chapter extends this earlier report by indicating more 
comprehensively the extensive neuronal losses and atrophy, neurofibrillary changes, and 
neuropeptide changes that can be observed in the rat forebrain long-term after nucleus 
basalis lesions done in "young adult" rats. Since the loss of nucleus basalis cholinergic 
neurons may not occur until later in the life of SDAT patients, lesioning the nucleus basalis 
of "aged" rats may provide a more realistic appraisal of the impact that degeneration of 
nucleus basalis cholinergic neurons may be having in SDAT patients. Thus, initial results 
of nucleus basalis lesioning in "aged" rats will also be presented. 

Our data from both young and aged nucleus basalis legioned rats indicate that, in 
addition to cognitive deficits, a variety of transneuronal neurochemical and 
neuropathological changes occur gradually throughout the forebrain over many months. 
Because similar transneuronal changes may be occurring in the pathogenesis of SDAT, it 
is important to fully characterize these transneuronal changes in rats. In that manner, a 
partial animal model for SDAT (based on an initial cholinergic dysfunction) may be 
established from which various treatment or preventive strategies for SDAT could be tested. 

NUCLEUS BASALIS LESIONING IN YOUNG ADULT RATS: 
NEUROPATHOLOGICAL CHANGES 

The neurotoxin ibotenic acid (5 ug/1 ul PBS) was infused either unilaterally or 
bilaterally into the nucleus basalis of 2 month old adult male Sprague-Dawley rats as 
previously described (9,14). We have found this lesioning protocol to be effective in 
eliminating most (Le. 80-95%) acetylcholinesterase-positive cell bodies within the nucleus 
basalis and to provide a marked, essentially permanent cholinergic hypofunction in 
neocortex (9,14,17). Moreover, animals with bilateral lesions are learning/memory deficient 
in a variety of cognitive tasks including passive avoidance, 1-way and 2-way active avoidance, 
and Lashley III spatial maze (see chapter by Strong et al. in this volume). 

As indicated earlier, lesion-induced neuropathological changes occur in the same four 
forebrain areas most affected by SDAT: the neocortex, amygdala, entorhinal cortex, and 
hippocampus. Neuropathology within these areas is considered below for animals sacrificed 
between 3 and 22 months after lesioning. It is important to state that the entire forebrain 
appears histologically unaffected for a number of months following nucleus basalis lesions, 
with an obvious exception being the ibotenic acid infusion sites in the ventromedial globus 
pallidus; at those sites, neuronal losses and a restricted gliosis are routinely seen as a direct 
result of excitotoxin infusion. 
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The neocortex appears to be the first forebrain region affected "indirectly" by nucleus 
basalis lesions. In fronto-parietal cortex, significant neuronal losses were first evident at 
about 5 months following unilateral lesions and became progressively more severe (often 
30% or higher) at time points thereafter (Table 1). The sizable neuronal losses seen in 
layers II, III-V, and VI at 10 and 14 months after bilateral lesions were similar to those 
seen 14 months following unilateral lesions (Fig. 1). Moreover, many surviving neurons in 
fronto-parietal cortex were clearly atrophied as a result of lesioning (Fig. 1). 

Also beginning 5-10 months post-lesioning, considerable numbers of neurons within the 
fronto-parietal cortex were seen to stain very intensely for silver impregnation, particularly 
the pyramidal cells in cortical layers III and V (Fig. 2); such heavily silver-embedded 
neurons were generally atrophic as well. This enhanced silver staining after lesions appears 
to be due, in large part, to an elevated neuronal content of neurofilamentous protein since 
we have obtained preliminary data showing that neocortical neurons exhibit increased 
monoclonal antibody staining for several neurofilamentous proteins long-term after nucleus 
basalis lesions (Fig. 3). Consistent with aforementioned silver staining results, nucleus 
basalis lesions induced pyramidal cells in cortical layers III and V to stain very intensely for 
neurofibrillary proteins and to do so in higher number than pyramidal cells in control 
cortical tissues (Fig. 3). Such lesion-induced increases in monoclonal antibody staining are 
most obvious in unilaterally-lesioned animals. We have thus far obtained no evidence, 
however, that the enhanced content of neurofilamentous protein within these cortical 
neurons is due to induction of abnormal, paired helical filament formation by nucleus basalis 
lesioning. Rather, the intracellular distribution of monoclonal antibody staining for several 
neurofilamentous proteins suggests a neurofilament distribution consistent with a lesion­
induced enhancement of normal neurofilamentous protein in affected cortical neurons. 

For the basolateral nucleus of the amygdala, which normally receives cholinergic 
afferents from the nucleus basalis (18), unilateral lesions did not result in ipsilateral 
neuronal losses at 14 months post-lesioning. Rather, a marked 36% decrease in mean 
neuronal areas was observed ipsilaterally within this amygdaloid nucleus (Fig. 4). Similarly, 
no neuronal loss was ever seen in layers 2 and 3 of entorhinal cortex through 14 months 
after nucleus basalis lesioning. Rather, a significant neuronal atrophy within entorhinal 
cortex layer 2 was present by 5 months following unilateral lesions; this entorhinal atrophy 
was more severe by 14 months post-lesioning (Fig. 5). Though less consistently observed, 
neuronal loss and/or atrophy were also evident in CAl and CA3 regions of the dorsal 
hippocampus by 14 months post-lesioning (9). Particularly in the basolateral nucleus of the 
amygdala and layers 2-3 of entorhinal cortex, silver impregnation staining revealed large 
numbers of intensely stained, atrophic neurons long-term after nucleus basalis lesions (9). 
Though similar in nature to the heavily silver-embedded neurons found in neocortex 
following lesions, this markedly enhanced silver staining in amygdala and entorhinal cortex 
appears to require more time to develop after lesions, typically 10 months or longer. 

In summary, nucelus basalis lesions induce neuropathological changes in the four 
forebrain regions most devastated by SDAT: the neocortex, amygdala, entorhinal cortex, 
and hippocampus. Within these brain regions long-term after lesions, substantial neuronal 
losses and/or atrophy are present, as well as increased neurofibrillary staining. Furthermore, 
a slow development of these neuropathological changes occurs following lesions since at 
least 5 months appear to be required before any neuropathological effects are seen in 
young adults. The fact that nucleus basalis lesions can induce pathology in four other 
forebrain regions affected by SDAT suggests that the nucleus basalis may be a primary 
lesion site in SDAT. However, this is not to the exclusion of other possible primary lesion 
sites (Le. neocortex, entorhinal cortex, locus ceruleus), for which considerable evidence also 
exists. 
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Table 1. Effects of Nucleus Basalis Lesions on Neuronal Densities in Neocortex 

% CHANGE IN NEURONAL DENSITIES vs CONTROLS 

FRONTAL CORTEX Layer IT Layers ill-V Layer VI 

3 Months after Unilateral Lesions +3 +5 +10 

5 Months after Unilateral Lesions -14* -10 -6 

14 Months after Unilateral Lesions -21* -19* -15* 

10 Months after Bilateral Lesions -25* -29* -24* 

14 Months after Bilateral Lesions -22* -21* -27* 

PARIETAL CORTEX Layer II Layers ill-V Layer VI 

3 Months after Unilateral Lesions -2 -7 -2 

5 Months after Unilateral Lesions -19* -15 -16 

14 Months after Unilateral Lesions -28* -31* -24* 

10 Months after Bilateral Lesions -22* -27* -20* 

14 Months after Bilateral Lesions -24* -27* -20* 

Neuronal densities for each animal were determined from five representative brain 
sections utilizing standard manual counting procedures. Three to five animals 
comprised each lesion and control group. * = .p. value less than .05 or greater 
level of significance. 
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Thionin-stained parietal cortex on the control (left) and lesioned (right) side 
of an animal given a unilateral nucleus basalis lesion 14 months before sacrifice. 
x63. Note cell losses/atrophy in most cortical layers on lesioned side compared 
to control side. Both photomicrographs were taken from the same coronal 
brain section. CC, corpus callosum; II and VI, layers II and VI of parietal 
cortex. 
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Fig. 2. 
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Silver-stained parietal cortex immediately adjacent to the thionin-stained brain 
section shown in Fig. 1. Animal received a unilateral nucleus basalis lesion on 
the right side at 14 months prior to sacrifice. x63. Note the large number of 
heavily silver-embedded neurons throughout cortical layers II-VI on the lesioned 
(right) side compared to their virtual absence on the control (left) side. This 
lesion-induced intense staining for silver impregnation is most prominent in the 
pyramidal cells of cortical layer V. Both photomicrographs were taken from 
the same coronal brain section. CC, corpus callosum; II and V, layers II and 
V of parietal cortex. 



Fig. 3. Monoclonal antibody staining for neurofilamentous protein in parietal cortex 
of an animal given a unilateral nucleus basalis lesion 21.5 months before 
sacrifice. Sternberger antibody SMl-32 was utilized in conjunction with PAP 
staining procedures. In contrast to the general lack of staining on the control 
(left) side, an intense staining of pyramidal cells is evident in cortical layer V 
on the lesioned (right) side, as is a less intense staining in cortical layer III. 
Both photomicrographs were taken from the same coronal brain section. xlOO. 
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Fig. 4. 
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Thionin-stained neurons within the basolateral nucleus of the amygdala at 14 
months following unilateral nucleus basalis lesioning. Neurons on the lesioned 
(right) side are atrophied and stain more intensely for thionin compared to 
those on the control (left) side of the brain. x400. Both photomicrographs 
were taken from the same coronal brain section. 



Fig. 5. Layer 2 of entorhinal cortex stained with thionin at 14 months after unilateral 
nucleus basalis lesioning. Note the marked atrophy of entorhinal neurons on 
the lesioned side (lower photo) compared to the control side (upper photo) of 
the brain. x400. Both photomicrographs were taken from the same coronal 
brain section. 
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What possible mechanism(s) could account for the neuropathology seen long-term 
following nucleus basalis lesioning? We have hypothesized (9) that the lesion-induced cell 
loss/atrophy in neocortex and amygdala are due to loss of a necessary, stimulatory influence 
on neurons within these regions provided by direct cholinergic projections from the nucleus 
basalis (18). In this context, nucleus basalis lesions have been shown to reduce total 
electrical activity in the neocortex (19) and the iontophoretic application of acetylcholine 
has long been known to excite cortical neurons (20, 21). Alternatively, since most 
cholinergic terminals in neocortex have been shown to contain vasoactive intestinal 
polypeptide (VIP; 22), a lesion-induced loss of this neuroactive peptide's possible 
neuronotrophic action on neocortical cells could be responsible for at least some of the 
neuropathology observed. Thus, we hypothesize that corticaVamygdaloid neurons, denied 
some critical excitatory or neuronotrophic input from ooolinergic neurons after nucleus 
basalis lesioning, become dysfunctional and eventually die or atrophy through the process 
of anterograde transneuronal degeneration. Since nucleus basalis cholinergic neurons do 
not project directly to either the entorhinal cortex or hippocampus, the degenerative 
changes we have observed in these two forebrain areas may reflect subsequent "secondary" 
transneuronal effects occurring in response to altered or dysfunctional neocortical input to 
entorhinal cortex which, in tum, causes dysfunctional entorhinal input to the hippocampus 
via the perforant pathway. A transneuronal cascade of neuropathological events may, 
therefore, transpire long-term following nucleus basalis lesioning. It is important to note 
that the entorhinal cortex and its perforant pathway become degenerative in SDAT (23), 
thus effectively dissociating two brain regions important for memory - the neocortex and 
hippocampus. 

NUCLEUS BASALIS LESIONING IN YOUNG ADULT RATS: NEUROCHEMICAL 
CHANGES 

Although mounting data indicate the involvement of multiple transmitter systems in 
SDAT, a cholinergic deficit clearly characterizes most SDAT brains (6,24) and, in that 
context, is the only neurotransmitter deficit that has been consistently linked to the 
cognitive dysfunctions of SDAT (25,26). Specifically, decreases in cortical cholinergic 
markers such as CAT activity (25,27,28), acetylcholine synthesis (29), and high affinity 
choline transport (7) have been found in SDAT brains. This cortical cholinergic 
hypofunction of presynaptic markers is thought to be due, in large part, to a 
dysfunction/degeneration of nucleus basalis cholinergic neurons. A similar cortical 
cholinergic hypofunction can be induced in rats through nucleus basalis lesioning (9-17). 
Along this line, we have given young adult rats either unilateral or bilateral ibotenic acid 
infusions into their nucleus basalis and assayed the frontal cortex for cholinergic markers 
at 2.5, 5, 10, 14, and 19 months later. Irrespective of whether unilateral or bilateral lesions 
were done, cortical CAT activity was always substantially reduced at these post-lesion time 
points. Compared to controls, mean lesion group decreases of 35-55% in cortical CAT 
activity were usually observed. Moreover, high affinity choline transport and acetylcholine 
synthesis in frontal cortex were reduced by 27-52% at 10 and 14 months following bilateral 
nucleus basalis lesions (9,17). Thus, our lesioning procedure induces a substantial and 
essentially permanent cholinergic hypofunction in neocortex. 

Recently, we found that lesions of the rat nucleus basalis produce not only this long­
term cholinergic hypofunction in neocortex, but surprising changes in neocortical content 
of the neuropeptides somatostatin, neuropeptide Y (NPY), and corticotropin-releasing 
hormone (CRH) as well; all three of these neuropeptides are reduced in the neocortex of 
SDAT brains (30-34). These lesion affects on cortical peptide content involve a 
complicated transneuronal mechanism that depends on the time post-lesioning and whether 
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the lesions are unilateral or bilateral. For example, significant decreases of 17% and 24% 
in cortical somatostatin content were seen at 2.5 and 10 months following unilateral lesions, 
but not at 1 month post-lesion. By 14 months following unilateral lesions, somatostatin 
content (though still reduced) was not significantly different compared to control values. 
In sharp contrast, bilateral lesions resulted in a dramatic 107% increase in cortical 
somatostatin levels at 10 months after lesioning; similarly robust increases were observed 
at 14 and 19 months post-Iesioning as well. Whatever the intriguing transneuronal 
mechanism responsible for this peptide elevation, it apparently becomes manifested between 
5 and 10 months post-Iesioning since bilateral lesions have no effect on cortical somatostatin 
content at either 2.5 or 5 months after lesioning. 

NPY and CRH content in neocortex were affected by unilateral and bilateral nucleus 
basalis lesions similar to somatostatin levels. Thus, unilateral lesions did not affect 
neocortical NPY content at 1 month post-Iesioning, but did induce a substantial 39% 
reduction in cortical NPY levels by 2.5 months following lesions. Bilateral lesions resulted 
in elevations of at least 240% in this peptide at 10, 14, and 19 months after lesions. 
Although unilateral lesions had no effect on cortical CRH levels through 14 months post­
lesioning, bilateral lesions elevated this peptide by at least 152% at 10, 14, and 19 months 
following lesions - an effect similar to that seen for somatostatin and NPY. It is interesting 
to note that the parallel changes in cortical somatostatin and NPY that we observe after 
nucleus basalis lesions are consistent with several studies showing neuronal partial co­
localization of these neuropeptides in the rat, as well as human neocortex (35,36). We 
have in fact found a significant correlation between the elevations in cortical somatostatin 
and NPY following bilateral lesions. 

The above data clearly indicate that: 1) unilateral nucleus basalis lesions can 
significantly decrease cortical somatostatin and NPY levels by 2.5 months following lesions; 
and 2) bilateral lesions result in dramatically elevated cortical content of all three 
neuropeptides (somatostatin, NPY, and CRH) by 10 months after lesions. These results 
suggest that a functional relationship exists between nucleus basalis neurons projecting to 
the neocortex and certain neuropeptide systems intrinsic to the neocortex. While it seems 
likely that these neuropeptide changes are due (at least in part) to the destruction of 
nucleus basalis cholinergic neurons, it is also possible that other nucleus basalis transmitter 
systems are directly or indirectly involved. Nonetheless, our data support the notion that 
the dysfunctional and/or degenerative changes occuring in such neuropeptide-containing 
neurons of SDAT brains may be secondary to a dysfunction or loss of nucleus basalis 
cholinergic neurons. 

Of the many cerebral cortical neuropeptides measured post-mortem in SDAT victims, 
somatostatin and CRH are the most commonly found to be reduced (30,31,33,34). Cortical 
NPY content has also been reported to be reduced in some autopsied brains of SDAT 
patients (32), but not in others (37). These reported reductions in cortical neuropeptide 
concentrations from autopsied patients should be interpreted with caution since: 1) the 
potassium-induced release of somatostatin from biopsied cortical tissue of SDAT patients 
is normal (38); and 2) the least reliable measurement of a given neurotransmitter's activity 
is its concentration. Keeping these points in mind, the decreased cortical content of 
somatostatin and NPY that we see at time points between 2.5 and 14 months after 
unilateral nucleus basalis lesioning is similar to the reductions in these two peptides 
reported for autopsied SDAT brains (30-32). A loss of excitatory cholinergic input to 
cortical neuropeptide-containing cells could be involved in such decreases. In fact, the 
decreases in cortical somatostatin and NPY content following unilateral lesions may be 
greater and more consistent over time than the data indicate, since neuropeptide levels in 
contralateral (control) cortices were generally suppressed in comparison to cortical levels 
from bilateral sham-Iesioned control animals. This sugg~ts that unilateral lesions may be 

245 



affecting neuropeptide content in both ipsilateral and contralateral cortex, perhaps thm 
cortico-cortical connections. It is most likely that unilateral lesion-induced changes in 
neuropeptide levels take several months to occur through transneuronal mechanisms since 
we found no neuropeptide decreases at 1 month after lesions. This is consistent with a 
report by McKinney et al. (39) in which no effect on cortical somatostatin content was 
found several weeks after unilatera11esioning. 

The marked elevations in cortical somatostatin, NPY and CRH content by 10 months 
after bilateral lesions are in sharp contrast to the decreased cortical content of somatostatin 
and NPY following unilatera11esions. Increased neuropeptide concentrations after bilateral 
lesions could result from: 1) decreased neuropeptide release; 2) decreased neuropeptide 
processing/transport; and/or 3) increased neuropeptide synthesis. Regarding a possible 
increase in neuropeptide synthesis, it is known that both somatostatin and NPY are encoded 
by genes whose transcription is increased by cyclic AMP (40). Since cyclic AMP 
accumulation can be inhibited by activation of brain muscarinic receptors (41), it is possible 
that a loss of nucleus basalis cholinergic neurons may gradually increase cortical 
neuropeptide content by disinhibiting cyclic AMP accumulation. The possibility that these 
changes in neuropeptide levels may reflect changes in gene-transcription is discussed 
elsewhere in this volume (Poulakos et al.). 

An alternate, non-synthetic explanation for elevated cortical peptide levels following 
bilateral nucleus basalis lesions involves decreased peptide release following loss of 
excitatory cholinergic innervation. Supportive of this mechanism are studies showing that 
acetylcholine is a powerful releaser of somatostatin in rat cortex, as well as a potent 
secretagogue of NPY in the adrenal medulla (42). Although the involvement of nucleus 
basalis cholinergic neurons in lesion-induced neuropeptide elevations remains to be 
determined, a loss of cortical cholinergic innervation from nucleus basalis may eventually 
lead to an accumulation of neuropeptides in neocortex through this mechanism. 

The delay of 5-10 months required for elevating cortical neuropeptide concentrations 
following bilateral lesions presumably involves a slow transneuronal mechanism. As 
indicated in the previous section describing lesion-induced neuropathology, a variety of 
neuropathological changes are seen in the forebrain no sooner than 5 months post­
lesioniong. These changes include neuronallosses/atrophy and neurofibrillary changes in 
the frontoparietal cortex, amygdala, entorhinal cortex, and hippocampus. The slow 
development of such neuropathological changes also suggests a transneuronal mechanism. 
Indeed, transneuronal neuropathological and neurochemical changes caused by nucleus 
basalis lesioning may be intimately related. For example, the probable lesion-induced loss 
of cortico-cortical neurons through a transneuronal mechanism may account for the exactly 
opposite effects of unilateral and bilateral nucleus basalis lesions on cortical neuropeptide 
content. Since these cortico-cortical neurons are believed to use glutamate as their 
transmitter (43) their loss after lesioning could result in decreased excitatory input to 
neuropeptide-containing neurons contralateral to such lesions. 

From our neuropeptide results, it is apparent that some functional relationship exists 
between nucleus basalis neurons projecting to the neocortex (perhaps cholinergic) and 
several neuropeptide systems intrinsic to the neocortex. Elucidating the molecular basis of 
this relationship in the nucleus basalis lesioned rat could be important for an understanding 
of cholinergiclpeptidergic interactions in the SDAT -diseased brain. 

NUCLEUS BASALIS LESIONING IN AGED RATS: NEUROCHEMICAL, 
NEUROPATHOLOGICAL, AND BEHAVIORAL CHANGES 

The aged rodent would appear to have substantial limitations as an animal model for 
SDAT. Firstly, a cholinergic hypofunction does not seem to develop spontaneously in the 
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aging rat brain since most cholinergic markers remain unaffected - only acetylcholine release 
is consistently reduced (44,45). Thus, it is not surprising that no substantial loss of nucleus 
basalis cholinergic neurons occurs during brain aging in rats or mice; rather, an age-related 
atrophy of these neurons has been reported to occur (46,47). Secondly, despite several 
reports of neuronal losses in the aging rodent brain (48-50), others have shown little 
evidence for such age-related losses in senescent rodents (51-52). Thirdly, the major 
neuropathological markers for SDAT - neurofibrillary tangles and neuritic plaques - appear 
to be absent in the aging rat brain. Nonetheless, aged rats and mice have been reported 
to be impaired in a variety of learning and memory tasks (53-61) and, in that context, are 
similar to SDAT patients. Since cholinergic function in aged rodents is not generally 
reduced, however, a direct involvement of cholinergic transmission in these cognitive deficits 
is questionable. In view of the aforementioned limitations, the intact aged rat does not 
seem to sufficiently mimic most of the neurochemical and neuropathological aspects of 
SDAT, making it a largely inappropriate choice for evaluating various treatment or 
preventive strategies relevant to the disease. 

As outlined earlier in this chapter, nucleus basalis lesioning in young (2 month old) 
adult rats can induce certain characteristics reflective of SDAT including: 1) a permanent 
cortical cholinergic hypofunction; 2) cortical neuropeptide dysfunctions; 3) learning/memory 
deficits; and 4) neuropathological changes in the same forebrain regions affected by SDAT. 
If, however, the rationale for nucleus basalis cholinergic neurons is SDAT, it would seem 
more appropriate to destroy the rat's analogous cholinergic neurons much later in the aging 
process. In this manner, the probable loss or dysfunction of these cholinergic neurons later 
in the life of SDAT patients could be simulated and the impact of this neuronal loss more 
closely approximated in terms of neuropathological, neurochemical, and cognitive effects. 
For these reasons, we have begun investigating the impact of nucleus basalis lesioning in 
aged rats and report below some of our findings. 

Aged Sprague Dawley male rats (20-21 months of age) were given unilateral or 
bilateral nucleus basalis infusions of ibotenic acid and sacrificed 2.5 or 5 months later. A 
histological examination of subcortical tissues revealed well-circumscribed lesions especially 
effective in eliminating neurons in the caudal 75% of the nucleus basalis. Consistent with 
these histological findings were marked decreases of 41-45% in frontal cortex CAT activity 
after either unilateral or bilateral lesions. Despite this cortical cholinergic hypofunction, 
neocortical concentrations of somatostatin and NPY were unaffected at both 2.5 and 5 
months post-Iesioning. For bilaterally-Iesioned aged animals, the lack of effect on peptide 
levels is the same result seen in young bilaterally-Iesioned rats at similar post-lesion time 
points. As was also the case at 2.5 months after bilateral lesions in young rats, a significant 
reduction in mRNA encoding for neuropeptide Y was seen for aged, bilaterally-Iesioned 
rats. It is interesting to note that 2.5 months following unilateral lesions in young adult 
animals, neocortical levels of both somatostatin and NPY were significantly reduced - yet 
similar unilateral lesions in aged rats had no such effect. With this exception, then, lesions 
in young and aged rats had similar effects on cortical neuropeptides at 2.5 and 5 months 
post-Iesioning. 

What cognitive effects do nucleus basalis lesions have when done in aged rats and how 
do these effects compare to those we have previously characterized in younger animals after 
lesioning? To address these questions, we have tested aged, lesioned animals on three tests 
of learning/memory ability: passive avoidance, 2-way active avoidance, and Lashley III 
spatial maze. In passive avoidance testing, aged rats that were sham-Iesioned showed 
excellent memory retention at 1 or 2.5 months after surgery; in fact, their retention was no 
different from that of young sham-Iesioned adults. By contrast, aged animals given bilateral 
lesions were markedly deficient in memory retention at 1 or 2.5 months after lesioniong. 
Bilateral lesioning was necessary to obtain this memory dysfunction since aged animals 
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receiving only unilateral lesions showed excellent memory retention, comparable to that of 
sham-lesioned control animals. Thus, bilateral nucleus basalis lesioning was able to induce 
a memory retention deficit in aged rats that would not have otherwise been present. 

This ability of lesioning to induce cognitive deficits in aged animals was further revealed 
during 2-way active avoidance testing. Aged, sham-lesioned animals learned to acquire this 
avoidance behavior at a rate similar to that of young, sham-lesioned rats. However, aged 
rats given bilateral nucleus basalis lesions showed an acquisitional deficit so severe that the 
memory (retention) phase of active avoidance testing could not be performed (i.e. lesioned 
animals did not even learn this task wel1 enough to have their memory of it tested). 
Despite the deleterious effects of nucleus basalis lesioning in aged rats on passive and 
active avoidance performance, no effect of lesioning was observed during Lashley III spatial 
maze learning. This may be due, at least in part, to a deleterious effect of aging itself on 
learning of this task since sham-Iesioned aged animals performed it at a general1y lower 
level than sham-Iesioned young animals. 

In summary to this point, nucleus basalis lesions in aged rats can provide a marked 
cortical cholinergic hypofunction, as wel1 as learning/memory deficits in avoidance tasks. 
Although the involvement of nucleus basalis cholinergic neurons in these cognitive deficits 
is implicit, further study is obviously required to more succinctly define any relationship that 
may exist. 

Some of the most intriguing data we have thus far obtained from aged, nucleus basalis 
lesioned rats involves neuropathology seen 5 months fol1owing unilateral lesions. Although 
only three aged, nucleus basalis-lesioned animals are involved in these preliminary results, 
we find a remarkably accelerated and accentuated loss of neurons in the neocortex and 
entorhinal cortex compared to young lesioned rats. For example, neuronal loss in parietal 
cortex layers III-V was 15% (not significant) at 5 months after lesioning in young animals, 
but was 26% (highly significant) in aged animals after the same post-lesion time interval. 
This more dramatic cortical cel1loss at 5 months after unilateral lesioning in aged rats was 
also seen in frontal cortex. In fact, the 23% cel1loss in frontal cortex layer II was at least 
as great as that seen in this same area at 14 months after unilateral or bilateral lesions in 
young adults. These enhanced neuronal losses in fronto-parietal cortex after lesioning in 
aged rats suggest that aged cortical neurons are less plastic in their ability to survive a loss 
of nucleus basalis innervation, perhaps cholinergic in nature. 

An even more marked effect of nucleus basalis lesioning in aged rats was seen in the 
entorhinal cortex. As indicated in an earlier section of this chapter, lesions in young adults 
never resulted in cel1losses within layers II and III of entorhinal cortex through 14 months 
post-lesions. At five months after unilateral lesioning in aged animals, however, highly 
significant neuronal losses of 38% and 21% were evident in layers II and III, respectively, 
of entorhinal cortex. These substantial neuronal losses in entorhinal cortex after lesions in 
aged, but not young, rats presents the intriguing possibility that the cascade of transynaptic 
degenerative events we hypothesize to occur after nucleus basalis lesions (9) is actual1y 
accelerated and accentuated in the aged rat. In this context, enhanced neocortical cell 
losses in the aged, lesioned rat could result in a dysfunctionaVdegenerative neocortical input 
to entorhinal cortex much sooner, thus causing degenerative events to occur in entorhinal 
cortex faster and to a greater extent. Parenthetical1y, it should be mentioned that neuronal 
counts in neocortex and entorhinal cortex involved manual counting procedures; an image 
analysis determination of neuronal counts from these same tissues could result in different 
quantitative decreases after lesioning. 
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Neuropathology induced by nucleus basalis lesions in aged rats extended beyond cortical 
neuronal losses to also include effects on dendritic branching of cortical pyramidal cells. 
These results are detailed in the chapter by Mervis et al. within this volume. They involve 
rapid Golgi impregnation of brain sections from aged rats given unilateral lesions and 
sacrificed 5 months later. In brief, results show that nucleus basalis lesions induce a 
significant increase in the amount of dendritic branching of ipsilateral pyramidal cells in 
neocortex relative to controls in the contralateral hemisphere or sham-Iesioned controls. 
Moreover, there is a significant increase in the radius of dendritic domains for pyramidal 
neurons ipsilateral to lesioning. Such dendritic expansion could be related to the neuronal 
loss in neocortex that we also find present by 5 months after lesioning. Along this line, 
lesion-induced increases in dendritic domain may be an expression of compensatory dendritic 
hypertrophy, whereby the dendritic branching of surviving pyramidal cells extends into 
regions formerly occupied by neighboring neurons. There is evidence that a similar process 
of compensatory dendritic hypertrophy may be occuring in SDAT-diseased brains as well. 
Furthermore, the data suggest that cortical neurons in aged rats retain a surprising degree 
of neuronal plasticity through their expression of dendritic growth. 

In general, then, it appears that the aged, nucleus basalis lesioned rat is characterized 
by many of the same neurochemical, behavioral, and neuropathological changes that occur 
after lesioning in young animals. Both models provide a long-term cholinergic hypofunction 
and reduced NPY mRNA levels in neocortex, but no effect on cortical neuropeptide levels 
through 5 months post-Iesioning. Both models induce memory retention deficits in passive 
avoidance testing and learning (acquisitional) dysfunctions in active avoidance testing. Both 
models are characterized by neuronal loss or atrophy in neocortex and entorhinal cortex, 
although more profound neuronal losses appear to occur in the aged, lesioned rat within 
a shorter time interval. A continued characterization of each model - neuropathologically, 
neurochemically, and behaviorally - must be done to determine which, if either, is a better 
model for SDAT based on an initial cholinergic hypofunction. 

SUMMARY AND CONCLUSIONS 

SDAT is a late-developing disease, insidious in onset and progressing over a number 
of years. A major purpose of this chapter was to suggest that transneuronal degeneration 
may playa fundamental role in the pathogenesis of this disease, possibly due to an initial 
loss of basal forebrain cholinergic neurons. The neuroanatomical substrate for such 
transneuronal degeneration is provided by the fact that the other forebrain areas most 
affected neuropathologically in SDAT (neocortex, amygdala, entorhinal cortex, and 
hippocampus) are directly or indirectly innervated by cholinergic neurons originating in the 
nucleus basalis. In this context, we present data indicative that nucleus basalis lesions in 
the rat can induce various neuropathological and neurochemical changes within these same 
four forebrain regions, apparently through transneuronal mechanisms because of the long 
time course involved. These lesion-induced changes include: 1) neuronal losses and/or 
atrophy; 2) enhanced neurofibrillary content; and 3) changes in cortical concentrations of 
the neuropeptides somatostatin, NPY, and CRH. A number of months are required to 
observe such changes in the rat, which again suggests that anterograde transneuronal 
mechanisms are involved. 

A host of previous studies (including our own) have indicated that nucleus basalis 
lesions, performed in "young" adult rats, induce a cortical cholinergic hypofunction and 
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cognitive dysfunctions - two characteristics of SOAT. Clearly, the intent of these lesions 
was to mimic the spontaneous degeneration/dysfunction of nucleus basalis cholinergic 
neurons in SOAT. However, since it is most likely that the loss or dysfunction of such 
cholinergic neurons occurs later in the life of SOAT patients, we further suggested in this 
chapter that a more appropriate rat model may involve destruction of the analogous 
cholinergic neurons in "aged" rats. Aging may affect neurons in ways that alter their 
response to lesions caused by disease or experimental manipulations. Thus, lesioning the 
nucleus basalis in aged rats should theoretically provide a more realistic approximation of 
the impact that a degeneration of nucleus basalis cholinergic neurons is having in SOAT 
patients. In that context, we presented our initial data from aged, nucleus basalis lesioned 
rats showing that such lesions induce a marked cortical cholinergic hypofunction and 
cognitive deficits, as is seen after similar lesions in young adults. However, 
neuropathological changes in neocortex and entorhinal cortex of aged, lesioned rats 
appeared to be accelerated and accentuated when compared to the time-course of similar 
changes in young, lesioned rats. This suggests that the aged brain is less plastic in its ability 
to survive a loss of nucleus basalis neurons and, further, presents the interesting possibility 
that transynaptic degenerative events induced by nucleus basalis lesioning in the aged brain 
are accelerated. The aged, nucleus basalis-legioned rat would, therefore, appear to deserve 
intensive further characterization to succinctly define its similarities to SDAT. 

As with most animal models for human diseases, certain limitations exist regarding the 
nucleus basalis-lesioned rat as a model for SOAT based on an initial cholinergic 
hypofunction. First and foremost, excitotoxic lesions of the nucleus basalis region are non­
specific; that is, they induce the death of not only cortically-projecting cholinergic neurons, 
but also noncholinergic and noncortical-projecting neurons in the nucleus basalis as well. 
Secondly, excitotoxic infusions cannot be limited to the nucleus basalis; rather, they usually 
involve much of the adjacent globus pallidus as well. For these reasons, some of the 
neuropathological, behavioral, and neurochemical effects of nucleus basalis lesions are 
probably due to this unavoidable destruction of noncholinergic neurons in and around the 
nucleus basalis. Although a relatively specific cholinotoxin - AF64A - has been developed, 
we recently found that rats recover· from the cortical cholinergic hypofunction induced by 
cortical infusions of AF64A (62, 63). Unfortunately, this precludes its use to study slowly­
developing transneuronal changes involving cortical cholinergic hypofunction. A final 
limitation of the nucleus basalis lesioned rat that should be mentioned is the fact that it 
initially compromises only one transmitter system known to be affected in SDAT - the 
nucleus basalis cholinergic system. Yet considerable evidence supports a possible 
involvement of non-cholinergic systems in the pathogenesis of SOAT as well, especially 
ascending monoaminergic systems from the brain stem (64,65). Along the same line, it is 
likely that several primary lesion sites, in addition to the nucleus basalis, contribute to the 
pathogenesis of SOAT. Nucleus basalis lesions are thus limited in addressing only one of 
several possible primary lesion sites in SOAT. 

Despite the aforementioned limitations of the nucleus basalis-lesioned rat model, it 
would appear to be most useful for studying a variety of slow transneuronal pathological 
and neurochemical changes during long-term neocortical hypofunction. Given the slowly 
developing nature of SOAT, it is quite possible that similar transneuronal events are 
spontaneously occurring in the SOAT -diseased brain; transneuronal events that could be 
directly contnbutory to the neuropathology and cognitive impairments typical of SOAT 
patients. Thus, an elucidation of the transneuronal mechanisms responsible for the 
neuropathological and neurochemical effects of long-term nucleus basalis lesioning may 
provide considerable new insight into the pathogenesis of SOAT. In this context, we have 
hypothesized that some of the transneuronal changes seen in neocortex following nucleus 
basalis lesions may be due to loss of a necessary stimulatory influence, such as acetylcholine 
and/or vasoactive intestinal polypeptide (VIP) - both of which are present within cholinergic 
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terminals in neocortex. Acetylcholine is known to be an excitatory neurotransmitter in the 
brain and VIP may have neuronotrophic actions necessary for neuronal survival (66,67). 

Of course, a major reason for developing the nucleus basalis rat model, aside from its 
use in studying a variety of slowly-developing transneuronal events pertinent to the aging 
brain, is its potential use in testing various treatment or preventive strategies relevant to 
SDAT. Can the lesion-induced neuronal losses in neocortex be prevented by some 
therapeutic agent? Can the lesion-induced changes in cortical somatostatin, NPY, or CRH 
levels be normalized through pharmacological treatment? An obvious choice in attempting 
to prevent or treat such lesion-induced changes would be the use of cholinomimetic agents, 
although a variety of more generalized agents (i.e. growth factors, neuronotrophic 
substances) could conceivably be tested for their therapeutic value through the use of this 
animal model. 
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The large neurons of the magnocellular nucleus of the basal forebrain 
provide the maior extrinsic cholinergic innervation of the cerebral 
cortexl ,2,3,4,5. The cells of origin form a diffusely localized cell 
group known as the nucleus basalis magnocellularis (NBM) and are found 
in the region of the ventromedial portion of the globus pallidus, the 
substantia innominata and the preoptic magnocellular nucleus. These 
cells send widespread projections to the cerebral cortex and the 
amygdala. This cell group is of particular interest given the finding 
that an analogous system in the human, known as the nucleus basalis of 
Meynert, shows considerable damage in Alzheimer's Disease (AD)6. 
Lesions of the rat NBM provide an animal model that_mimics some of the 
neurochemical pathology associated with AD. 

The effects of basal forebrain lesion on some markers of cholinergic 
function are well known in the cerebral cortex. Following electrolytic 
or excitotoxic lesion of the NBM, a dramatic decrease in activity of 
choline acetyl transferase (ChAT) and aceOtylcholinesterase (AChE) 
occursl,7. High affinity choline uptake8 and acetylcholine (ACh) 
release are significantly decreased9,lO. Similar deficits in ChAT and 
AChE are observed in postmortem and bioptic samples from AD 
brain 11,12,13,14,15. ACh release is also impaired in postmortem and 
biopsy samples16 ,17 taken from AD brain. 

Learning and memory deficits are characteristic of _AD and are also 
produced in NBM lesioned animals18 . The behavioral deficits that occur 
following NBM lesion have been characterized extensively (for review see 
19). Deficits in ChAT activity significantly correlate with t-maze 
deficits following ibotenate-lesion of the NBM20 

The existence of nicotinic receptors on the presynaptic fibers 
arising from the basal forebrain projection is not well characterized. 
However, the number of nicotinic receptors is significantly decreased in 
the cortex of AD patients2l ,22 Meyer et al. 23 reported that presynaptic 
nicotinic receptor modulation failed to alter release in animals with 
lesions of the NBM and concluded that nicotinic receptors are not 
located presynaptically on this projection. Moreover, no change is 
seen in total nicotinic receptors at one and thirteen weeks after NBM 
lesion24 ,25. A decrease in cortical muscarinic receptors is seen 
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following NBM lesion7 . However, a lesion-induced alteration in 
muscarinic receptor modulation of cortical ACh release is not 
observed23, 26 

Lesion effects on cortical ChAT, AChE and somatostatin are observed 
within one week and may persist for at least six months 27 . However, the 
persistence of lesion-induced alterations in cholinergic function is 
controversial. Wenk and 01ton28 report a recovery of ChAT activity that 
occurs within three months following ibotenic acid lesion of the BF. 
Atack et al. 24 report a recovery of ChAT activity from 51% depletion at 
one week following ibotenic acid lesion with only 20% depletion at 13 
weeks postlesion. Hohman et al. 29 report an age-related recurrence of 
lesion-induced ChAT depletions. Arendash et al. 30 find a persistence 
of lesion-induced ChAT deficits at six months following ibotenic acid 
lesion and see transsynaptic cortical cell death at this time. 

A recovery of release of ACh occurs with time following kainic acid 
lesion of the NBM. Gardiner et al. 26 report a dramatic decrease (71%) 
in potassium-evoked ACh release from the frontal and parietal cortices 
after unilateral kainate lesion of the NBM that shows some recovery 
toward contralateral values at nine weeks in the parietal cortex but not 
in the frontal cortex. Lo Conte et al. 9 report a slight but non­
significant increase in ACh release from the intact contralateral 
hemisphere at approximately 23 days following a unilateral electrolytic 
lesion of the BF region. 

As with neurochemical deficits, lesion-induced behavioral deficits 
tend to show some recovery with time. Behavioral recovery occurs by six 
months following bilateral ibotenic acid lesion but re$overy is 
dependent on postlesion training in an unrelated task3l . 

In these experiments we sought to determine the subchronic changes in 
presynaptic cortical cholinergic function following ibotenic acid lesions 
of the BF. The functional integrity of cholinergic neurons in the 
fronto-parietal cortex was examined in paired contiguous micropunches 
to determine the short-term rostral-caudal progression of cortical 
cholinergic dysfunction. Both ChAT activity and ACh release were 
assessed concurrently to correlate topographically the functional 
changes in cortex postlesion. Additionally, we sought to determine 
whether alpha-BTX binding sites reside on the presynaptic projections 
from the basal forebrain to the cortex. 

METHODS 

Animals and Surgery 

250 - 350 g male Sprague-Dawley rats were anesthetized with 2.5 % 
halothane, balance 02 and mounted in a stereotaxic apparatus (David 
Kopf). Unilateral lesions of the NBM were performed via injection of 
ibotenic acid (Sigma) 5 ~g/0.5 ~1 in a vehicle of sterile filtered 100 
mM phosphate buffer, pH 7.4. Ibotenic acid was delivered with a 
graduated microliter pipette with an external tip diameter of 75 microns 
mounted in a pipette holder32 at 180. The ventromedial portion of the 
globus pallidus was stereotaxically localized using the following 
coordinates: AP = -5.0 mm from bregma, ML = +/- 2.6 mm, 7.5 mm below 
dura, incisor bar = - 11 from the intra-aural line33. This approach was 
used in order to avoid penetration through cortical regions that would 
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be sampled for release and enzyme activity measurements. The toxin was 
delivered over a period of 1 min and the micropipette was left in place 
for 3 min following injection; vehicle was injected contralaterally. 

Neurochemical Mapping 

Animals were sacrificed at different time points following lesion. 
The animals were lightly anesthetized with halothane, killed by 
decapitation and the brains rapidly harvested. The brains were cut into 
two major sections and the ventral portion containing the NBM was frozen 
in n-Hexane on dry ice, placed in embedding compound and frozen at -90 0 
C for later histological analysis. The cortex was immediately sliced 
into 500 micron sections with a McIlwain tissue chopper. Each of ten 
sections ranging from + 2.0 mm bregma to - 3 . 0 mm bregma were dissected 
free and placed on a parafilm covered microscope slide. Three 
micropunches (1.6 mm diameter) were taken from each hemisphere (fig. 1). 
Sixty punches were taken in total, 44 were frozen on dry ice for later 
determination of enzyme activity while 16 punches were immediately used 
for measurement of ACh release (fig . 2). 

Acetylcholine Release 

mm 
Mlcropunches 

4 

2 

o 

2 

4 

6 4 2 

-1.0 Bregma 
(500 micron thick slice) 

Figure 1. A representative 
coronal section indicating the 
areas of cerebral cortex sampled 
by the micropunch technique to 
determine enzyme activities and 
ACh release. 

Immediately following dissection, ACh release was determined in 
micropunches from the frontal and parietal cortices from each of four of 
the areas 33sampled previously shown to have maximal decreases in ChAT 
activity. Releaseqof [3 Hl-ACh was determined according to the method 
of Hadhazy and Szerb34 . Cortical punches were pre-incubated with [3Hl­
choline chloride (NEN) in oxygenated Krebs buffer [roM: 118 NaCl, 4.8 
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Figure 2. A schematic diagram illustrating regions of the cerebral cortex 
sampled following unilateral ibotenic acid lesions of the basal 
forebrain. 
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KCl, 1.2 NaH2P04, MgS04, 2.5 CaC12, 25 NaHC03, 11 d-glucose, 0.02 
choline chloride, 0.1 physostigmine hemisulfatel for 20 min at 370 C. 
Following pre-incubation, the punches were loaded into release chambers 
constructed from 3 mm filters (Gelman), attached to a 3 cc syringe 
filled with Krebs solution plus 0.01 mM Hemicholinium-3, and placed in a 
37 0C water bath. The tissue was superfused with 250 ~1 of buffer at 
five min intervals. Release was elicited at 35 min following exposure 
to Krebs with 50 mM potassium. Equiosmolar decreases in NaCl were 
performed to maintain isotonicity. Fractions were collected for an 
additional 15 min following stimulation. Total [3Hl-ACh efflux was 
determined in an 100 ~1 aliquot of the release sample plus 5.0 ml Ready 
value (Beckman). The tissue was resuspended in 200 ~1 of 100 mM 
phosphate buffer, pH 7.4 and sonicated (Heat Systems-Ultrasonic inc, 
Model w225, 30 % duty cycle, o.p. 3). [3 Hl-ACh was determined in tissue 
homogenates. Protein was determined in tissue homogenates according to 
the method of Bradford35 with bovine serum albumin as standard. 

Choline Acetyltransferase activitv 

ChAT activity was determined according to the method of Fonnum36 . 
The tissue punches were resuspended in 100 ~1 of 10 mM KH2P04, 20 mM 
EDTA and homogenized using an ultrasonicator (30% power, Microtip, 6 
sec). An aliquot was retained for protein determination. Enzyme 
activity was determined in an aliquot of the homogenate resuspended in 
0.2 % BSA and 0.4 % Triton-X 100. [3Hl-Acetyl CoA (NEN, 0.05 ~Ci/0.05 
mmol) 0.2 mM final concentration was used as substrate and the reaction 
mixture consisted of 5.0 mM EDTA, 300 mM NaCl, O.S mM choline chloride 
and 0.1 mM physostigmine sulfate. Following a 40 min incubation at 
37 0C, [3 Hl-ACh synthesized was extracted in 1.0 ml 2-heptanone 
containing 10 mg tetraphenylboron. Fifteen mls scintillation fluor 
(Beckman) was added and radioactivity measured in a Beckman LS 5S01. 

Receptor Autoradiography 

Rats were sacrificed by decapitation at various times after ibotenic 
acid lesion of the NBM for receptor auto radiographic analysis. 
Following decapitation, the brains were rapidly removed, immersed in n­
hexane cooled with dry ice, molded in O.C.T. compound and stored at -
900C. Cutting was performed at -15 0C with a cryostat microtome. At 
intervals through each brain, two adjacent coronal sections (20 micron) 
were taken. Sections were thaw-mounted on acid-cleaned gelatin-coated 
slides and stored at -90 0 C for at least 24 hr. Slides were pre­
incubated in Tris physiological saline buffer (TPB, 10 mM Tris, 1 mM 
MgC12, 150 mM NaCl, 3 mM KCl, 3 mM CaC12, 17 mM glucose, 1 mg/ml BSA, pH 
7.4) cfor 30 min and then incubated in TPB which contained 1 nM or 5 nM 
of 125a l p ha-bungarotoxin (BTX; Amersham) with or without 1 ~ of cold 
toxin for 2 hr to define total or nonspecific binding. Slides were 
rinsed in three changes of buffer for 10 min each, dipped into distilled 
water, and rapidly dried under a stream of compressed air at room 
temperature and juxtaposed tightly against x-ray film for one week. 
Films were processed in Kodak D19 developer for five min and fixed for 
four min with Kodak Rapid Fixer. Computer-assisted image analysis was 
performed by a video counting and microdensitometry program (BQ IV 
Software Models, R & M Biometrics, Inc., Nashville, TN) and an IBM AT 
computer. The analog image data of autoradiographic films seen through 
a black and white video camera (Dage MTL model 65, Dage-MTI Inc., 
Michigan City, IN) were converted to digital image data by an AD­
converter and stored in the video-RAM board (AT&T Targa MS Frame 
Grabber, True Vision, Indianapolis, IN). The optical density was 
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assigned a number, based on an input table with 256 values, from 0 to 
255 (8 bit). Background correction which compensates for irregularities 
in the optical system and subtraction of nonspecific binding from total 
binding were ~erformed by the computer. The image of the specific 
binding of 12 I-BTX was displayed in black and white on an analog RGB 
monitor (Nec Multi-Sync II monitor; Nec, Wood Dale, IL) and irregularly 
shaped regions of interest were defined for measurement of binding of 
l25 I _BTX quantified using 1251 micro scale standards (Amersham). 
Interhemispheric differences were compared and statistical significance 
tested using the Student's t-test. 

RESULTS 

Confirmation of the lesion site was performed using Nissl staining 
which verifies loss of cells in the ventromedial portion of the globus 
pallidus at the level of the anterior commissure (fig. 3). 

Figure 3. A Nissl stained section illustrating ibotenic acid injection 
site. Note the loss of cells and glial infiltration in the region of the 
ventromedial globus pallidus at the level of the anterior commissure. 

Baseline release of [3H]-ACh from cortical micropunches was not 
altered at any time point examined following selective destruction of 
the cholinergic NBM with ibotenic acid (Data not shown). There was no 
regional variation in evoked or baseline release at either two or four 
weeks postlesion in either the intact or lesioned hemisphere. Evoked 
[3H]-ACh release was significantly depleted at two and four weeks 
following lesion (figs. 4 and 5). 

At six weeks lesion effects on evoked release were regionally 
selective. Potassium-evoked release was not significantly different in 
the lesioned versus the unlesioned hemisphere. However, there was a 
significant regional difference at this time point. Release from the 
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Figure 4. [3Hl-ACh release following potassium stimulation in cortical 
micropunches at 2 weeks following unilateral injection of ibotenic acid 
into the NBM. ** Indicates significant differences in release from 
samples from the lesioned and intact hemispheres. 
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Figure 5. [3Hl-ACh release following potassium stimulation of cortical 
micropunches taken at 4 weeks following unilateral injection of ibotenic 
acid into the NBM. ** indicates significant difference (p <0.01) in 
release from lesioned and intact hemispheres. 
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rostral sections was similar in both hemispheres while there was no 
potassium-evoked release of [3Hj-ACh in the caudal sections from either 
hemisphere (fig. 6). 
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Figure 6. [3Hj-ACh release following potassium stimulation in cortical 
micropunches taken at six weeks following unilateral ibotenic acid 
inj ection into the NBM. ** indicates regions II, III, and IV are 
significantly different from I (p < 0.01). 

Depletion of ChAT activity followed, for the most part, a similar 
pattern as that of release. Lesion effects were expressed as percent 
difference from the intact contralateral hemisphere. ChAT activity was 
significantly decreased in the lesioned cortex as compared to the intact 
hemisphere at all time points measured (p < 0.05). Depletion of ChAT 
activity at 2 weeks showed a topographical distribution with the most 
rostral sections showing the greatest depletion. Maximal depletion 
(71%) was obtained at two weeks in the most frontal micropunches (fig. 
7). Enzyme activity was depleted by 48% in the most caudal sections at 
two weeks following lesion. Enzyme activity remained significantly 
depleted at 4 and 6 weeks (p <0,05). However, the pattern of enzyme 
depletion at four and six weeks and differed significantly from that 
observed at 2 weeks following lesion (fig. 7). A two-way ANOVA with one 
repeated measure (i. e. regions) revealed a significant time-related 
lesion effect on enzyme activity (p < 0.05). Percent depletion of ChAT 
activity at 4 and 6 weeks was less than maximal in the rostral sections 
with equivalent depletion observed in the caudal punches. Enzyme 
activity was depleted in the most frontal regions sampled by 38% and 40% 
at 4 and 6 weeks, respectively. However, the tendency observed for 
regional differences in % depletion within each of the three time points 
measured was not significant. It should be noted that in contrast to 
the effects seen with evoked release of [3Hj-ACh at 6 weeks, the caudal 
regions of the intact side did not show a selective impairment in the 
ability to synthesize ACh as assessed by ChAT activity. 

Alpha-BTX binding in the cerebral cortex was only slightly decreased 
in cortical regions corresponding to those regions in which ACh release 
and synthesis were measured when a 1 nM concentration was used to define 
binding sites (Table 1). Significant decreases in alpha-BTX binding 
were observed in the most caudal sections taken for autoradiographic 
analysis (p < 0.05). 
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Table I. Alpha-BTX binding in cerebral cortex following unilateral 
ibotenic acid lesion of the NBM. 

2 WEEKS 4 WEEKS 6 WEEKS 
mm from 
bregma LE- IN- % DE- LE- IN- % DE- LE- IN- % DE-

SION TACT CREASE SION TACT CREASE SION TACT CREASE 
llCiLg llCi Lg llCiLg llLCiLg llCiLg llCi Lg 

+2 CCX 1-3 0.279 0.286 2.448 0.316 0.337 6.231 0.284 0.286 0.699 
CCX 4-6 0.456 0.484 5.785 0.616 0.660 6.667 0.500 0.542 7.749 

0 CCX 1-3 0.280 0.299 6.355 0.321 0.353 9.065 0.309 0.306 -0.980 
CCX 4-6 0.409 0.462 11.472 0.563 0.605 6.942 0.594 0.592 -0.338 

-2 CCX 1-3 0.350 0.355 1.408 0.334 0.392 14.796* 0.283 0.287 l. 394 
CCX 4-6 0.451 0.533 15.385* 0.556 0.573 2.967 0.520 0.490 -6.122 

* p < 0.05, (CCX 1-3 = cortical layers 1 through 3; CCX 4-6 = cortical 
layers 4 through 6) 
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However, a decrease in binding was observed in the cortex in regions 
corresponding to those areas where deficits in enzyme activity and 
release were observed with 5 oM l25I _BTX (fig. 8). 

2.0 

Figure 8. Autoradiograms of 
alpha-BTX binding following NBM 
lesion . Sections were taken from 
regions that correspond with 
samples neurochemically 
evaluated (mm from bregma) . 
Note a decrease in binding in 
the lesioned cortex (left). 

DISCUSSION 

o 

-2.0 

The lesion effects on [3HJ-ACh release observed in this study at 2 
and 4 weeks suggest a minimal contribution by cortical interneurons to 
potassium-evoked ACh release given the finding that release was almost 
completely abolished in the lesioned hemisphere at these times. 
However, the NBM lesion only produced a maximum depletion of ChAT 
activity of 71% with an average depletion of 43% observed. The residual 
enzyme activity that remains following lesion indicates either a sparing 
of some of the cells of the NBM projection, the presence of ChAT­
containing cortical interneurons, or ChAT-containing endothelial cells. 
Previous research suggests that approximately 30% of the cholinergic 
innervation of the cortex is provided by interneurons l , whereas, 
approximately 2% of the cortical ChAT activity is associated with 
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microvascular elements37 . Gardiner et al. 38 did not observe a deficit 
in cortical ACh release evoked by potassium following excitotoxic lesion 
of the cortex. However, these authors did observe a significant 
depletion of cortical ACh release after'NBM lesion. In addition, 
Arneric and co-workers observed modest, 20 - 30%, reductions in the 
potassium-evoked release of [3H]-ACh from micropunches of cerebral 
cortex receiving local excitotoxic lesions with ibotenic acid 
(unpublished observations). Taken together, these findings suggest that 
cortical interneurons do not contribute substantially to potassium­
evoked ACh release. 

The downregulation of ACh release observed in the contralateral 
hemisphere in these experiments is inexplicable at this time. The 
cholinergic innervation to the cortex from the NBM is primarily 
considered an ipsilaterally projecting pathway. However, a few reports 
in the literature point out contralateral effects following unilateral 
lesions. In a recent publication, recovery of lesion-induced 
neurochemical and behavioral deficits occurred only in unilaterally 
lesioned animals while animals receiving bilateral lesions remained 
deficient in passive avoidance retention, high affinity choline uptake 
and ChAT activity at six months following lesion39 Pearson et al. 40 
observed hypertrophy of the contralateral NBM following a unilateral 
devascularizing lesion of the cortex. Additionally, Atack et al. 24 
reported bilateral changes in muscarinic binding sites following 
unilateral ibotenic acid lesions of the NBM. While these data do not 
provide evidence for any direct pathway to the contralateral cortex, 
they do indicate some communication between the NBM and the 
contralateral hemisphere at least through some indirect pathway. 

The changes in alpha-BTX were localized at the deepest layer of the 
cortex (5 and 6) which are known for a high density of ChAT­
immunoreactive fibers41 ,3. The contrasting findings between the 1 nM and 
5 nM concentrations of alpha-BTX observed here are puzzling. Perhaps 
the higher concentration of alpha-BTX labels low-affinity antagonist 
binding sites which represent a high affinity agonist (i.e. nicotine) 
binding site. The reduction of alpha-BTX binding sites in the 2 week 
animal provides evidence for a presynaptic localization of these binding 
sites. Previous reports have not supported the hypothesis that cortical 
nicotinic receptors reside presynaptically on the projection from the 
NBM23 ,24,25. Given the small effect seen here with 1 nM alpha-BTX and 
the apparently dramatic effect seen at the higher concentration of 5 nM, 
the existence of presynaptic nicotinic binding sites on the NBM 
projection remains an area open for further investigation. 

The time-related lesion effects on ACh release observed here indicate 
some recovery in the most rostral regions sampled with an unexpected 
down-regulation of release in the caudal sections of the contralateral 
hemisphere. The effects observed on ChAT activity also indicate some 
regionally selective "recovery" process. A "recovery" toward control 
values was observed only in the rostral regions sampled. However, ChAT 
activity in the rostral sections at 6 weeks remained significantly 
depleted while ACh release returned to normal. Thus, functional 
presynaptic activity such as release and high affinity choline uptake 
may provide more sensitive measures with which to assess the persistence 
of the lesion-induced deficits in cortical cholinergic parameters. 
Enzyme activity maybe a more crude measure with which to assess these 
deficiencies and a total "recovery" of enzyme is not necessary in order 
to regain presynaptic function. Whether the effects observed here are 
due to a recovery of function, an upregulation of presynaptic function 
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in cells spared from excitotoxic lesion effects or possibly some 
upregulation of the contribution of cortical interneurons to the evoked 
release pool can not be inferred from these data. 
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Introduction 

Cholinergic neurons projecting from the nucleus basalis to the cerebral cortex are 
among those consistently rendered dysfunctional during the early stages of Alzheimer's 
disease (1-3). These chOlinergic neurons are implicated in the memory and cognitive 
disorders associated with the disease, based on pharmacological and pathological studies in 
humans and animals (4-6). Unfortunately, attempts to improve mental status by 
increasing brain cholinergic transmission have been only marginally successful because 
of at least four factors: 1) the multitransmitter basis of this disease, especially in its 
later stages; 2) our inability to diagnose the disease consistently in its earliest stages; 3) 
the lack of agents that selectively increase chOlinergic transmission in brain pathways 
affected by Alzheimer's disease; and 4) our lack of understanding about the long-term, 
trans-synaptic effects of cholinergic transmission that may modify the initial response to 
cholinergic agents. This chapter focuses on the fourth factor, with an emphasis on 
developing a neurochemical model for trans-synaptic changes associated with cholinergic 
transmission. Such a model would be particularly useful for characterizing the functional 
effects of agents purported to alter cholinergic transmission pre- or postsynaptically, 
e.g., trophic factors, receptor agonists and antagonists, as well as nootrophic drugs. 

The trans-synaptic marker we describe here involves changes in neocortical 
neuropeptide Y (NPY) synthesis and levels. NPY is a 36 amino acid peptide discovered in 
1982 by Tatemoto et al.(7). Although particularly high concentrations are localized in the 
hypothalamus, where it is functiolJally associated with the regulation of feeding behavior 
(8-10), neocortical NPY levels are also rather high, and pharmacological studies suggest 
that NPY in this region may be associated with memory and cognition (11). NPY­
containing neurons in the neocortex are predominantly or exclusively intrinsic in nature, 
and most appear to contain somatostatin as well (12). However, while Alzheimer's 
disease consistently reduces the levels of cortical somatostatin (13), its effects on NPY 
levels are much less consistently observed (14 vs. 15,16). Thus, the differential 
turnover of these co-localized peptides may be an important clue as to the etiology of the 
disease. 

Our interest in studying the effects of cholinergic transmission on NPY turnover 
derives from the observation that deafferentation of ascending cholinergic projections to 
the rat neocortex surprisingly and markedly increases (over 100%) levels of NPY in the 
parietal cortex after extended time intervals (e.g., 10 or more months)(17,18, Arendash 
et aI., this volume). Further, the recovery of passive avoidance behavior following 
nucleus basalis lesions appears to correlate temporally with these elevated NPY levels but 
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not with cholinergic recovery (18,19), suggesting that this trans-synaptic response 
could underlie the apparent recovery of memory-related behaviors in this species. 

In this chapter, we describe how changes in cholinergic transmission affect the 
synthesis of this peptide over shorter intervals, using its precursor mRNA as a marker of 
synthesis. Since we were particularly interested in developing a madel for trans­
synaptic effects of cholinergic transmission that would be applicable to age-related 
disorders such as Alzheimer's disease, we also compared the trans-synaptic effects of 
cholinergic hypofunction in aged rats to those in young adults. 

Effects of cholinergic transmission on neocortical NPY turnover. 

In order ta study the effects of cholinergic deafferentation in the cerebral cortex, 
we lesioned the nucleus basalis of rats by twice infusing 5 I1g of ibotenic acid in 1 IJ.I 
phosphate buffered saline unilaterally or bilaterally in 3 month old male Sprague Dawley 
albino rats as described previously (17,18). These lesions typically reduced nuclues 
basalis Cholinesterase-staining by over 90% and frontal cortex choline 
acetyltransferase levels by 35-45% in the ipsilateral hemispheres. Residual cholinergic 
activity was presumably due to intrinsic cholinergic neurons (20). 

Unilateral and bilateral lesions had different effects on the parietal cortex levels of 
NPY measured 2 months post-Iesioning (Table 1). Decreased levels were observed after 
bilateral but not after unilateral lesions. This lesion-induced reduction in NPY levels was 
the opposite of what was observed much longer (10-14 months post-lesioning(17,18) in 
bilaterally, but not unilaterally lesioned rats (18). Since the time interval post­
lesioning and the laterality of the lesions (uni- versus bilateral) both affect how lesions 
alter parietal cortex NPY levels, our focus remained on the initial deficits in NPY levels 
observed within 2 months post-Iesioning. 

Type of Nucleus 
Basalis Lesion 

Unilateral 

Bilateral 

Table 1 

NPY Concentrations 
(% control) 

59 ± 7* 

104 ± 9 

pre-proNPY mRNA 
(% contrOl) 

NM 

73 ± 8* 

Parietal cortex levels of NPY and its encoding mRNA were assayed 2 months after 
nucleus basalis lesions as described in the text. Dot blot analyses were performed with 
the same stringency as in Northern blot described in Figure 1. Each value is the mean :t 
S.E.M. of 4-5 animals/group. Control NPY concentrations (from appropriate sham­
operated hemisphere) for unilaterally and bilaterally lesioned rats were 123:t 11 pg/mg 
wet weight and 218 :t 23 pg/mg wet weight, respectively. .p < 0.05 compared to sham­
operated control. NM: not measured. 

We next measured the levels of the precursor mRNA encoding for pre-proNPY as a 
marker of synthetic rate. Animals were lesioned bilaterally with ibotenic acid as 
described above and assayed for parietal cortex mRNA encoding pre-proNPY 2 months 
afterwards using a dot blot assay as follows. . 

Total RNA was extracted by the acid guanidinium-phenol-chloroform method 
described by Chomczynski and Sacchi (21), quantitated by absorption at 260 nm, and then 
assessed for purity with A260:A280 ratios. The integrity of all samples was assessed on a 
minigel for the presence of 28S and 18S ribosomal bands and the absence of degradation. 
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For dot blot analyses, neocortical RNA was filtered under slight vacuum through Nitroplus 
2000 nitrocellulose membrane (MSI, Inc., Westboro, MA) held in a Hybri-Dot manifold 
(Bethesda Research Laboratories). The membrane was baked in a vacuum oven for 2 hrs. 
at 80° C. Each blot was prehybridized for at least 3 hours at 42° C and then hybridized 
for 16-24 hours at 42° C with hybridization buffer containing 106 cpm/ml of [alpha 
32p)dCTP labeled pre-proNPY cDNA. The rat pre-proNPY probe (eDNA), which was 
generously provided by Dr. Janet Allen, Massachusetts General Hospital (22), was 
digested from the pGEM vector with the restriction enzyme EcoRI and purified by agarose 
gel electrophoresis. It was labeled with [32p)dCTP (New England Nuclear) by primer 
extension, purified on a NACS Prepac column (Bethesda Research Laboratories) and used 
as a hybridization probe (106 cpm/ml hybridization buffer). Membranes were washed 
repeatedly before exposure to Kodak XAR-5 film at -80° C in the presence of a Dupont 
Lightning-Plus intensifying screen. AutC"lradiographs were analysed by scanning laser 
densitometry. These stringency conditions gave only a single broad band typical of the 
polyadenylated message under Northern blot analyses (Figure 1). 

0.8 kb-

Cortex 
10ug 30ug 

Figure 1. Northern blot of mRNA encoding neuropeptide Y in rat parietal cortex. 
Total RNA was isolated from icerebral cortices dissected from 6 month old 
rats. Northern blot'analysis was performed as described in the text. using the 
probe for the rat eDNA neuropeptide Y gene. To each lane was applied either 
or pg of total RNA 

When mRNA encoding pre-proNPY was assayed in this manner 2 months after 
bilateral lesions, their levels were decreased by 27% (Table 1), slightly less than the 
decrease in peptide levels observed at this time interval after unilateral lesioning. These 
data suggest that a reduction in ascending cholinergic transmission may decrease NPY­
synthesis even in bilaterally lesioned animals that show no change in peptide levels 
themselves. Whether unilateral lesions of the nucleus basalis cause even greater 
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reductions in mRNA encoding pre-proNPY, which would be suggested by the peptide­
changes observed above, is under study. 

Even shorter term changes in brain cholinergic transmission appear to alter the 
synthesis of NPY, as shown in Figure 3. Oxotremorine, a full muscarinic agonist with 
respect to some but not all transduction processes (see chapters by Fisher and by Crews et 
aI., this volume), significantly elevated mRNA encoding for this peptide 4 hr after IP 
injection (Figure 2). This oxotremorine-induced elevation in NPY-encoding mRNA was 
blocked by pretreatment with atropine, a non-selective muscarinic antagonist. Atropine 
alone also tended to increase NPY-encoding mRNA synthesis, but this effect did not reach 
statistical Significance. While any atropine-induced elevation in NPY encoding mRNA 
would be unexpected based on the foregoing data, it may be due to a blockade of different 
receptor subtypes than those activated by oxotremorine selectively (M2)(23,24). This 
hypothesis is supported by the observation that atropine increases pre-proNPY encoding 
mRNA several fold in primary neuronal cultures from the whole brain of the neonatal rat 
(Poulakos and Meyer, unpublished observation). 
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Figure 2. Male Sprague Dawley albino rats were injected with 1 mg/kgof the specified 
drugs(IP) and decollated 4 hr later., Their parietar cortices were rapidly removed and 
assayed for mRNAlencoding pre-proNPY as described in the text. Each value is the mean ± 
S.E.M. of 4 animals/group. 'p < 0.05 compared to saline injected control value. 

With respect to how changes in cholinergic transmission modulate NPY synthesis 
at the genetic level, is interesting to note that phorbol esters and forskolin, which 
respectively increase protein kinase C and adenylate cyclase activities, each can increase 
the synthesis of NPY-encoding mRNA (29,30). These second messenger systems probably 
act by phosphorylating two different proteins that normally recognize the AP1 site 
(protein kinase C sensitive) and pallindromic cyclic AMP-sensitive site, each of which 
can increase gene-transcription when activated. Although the NPY-gene has neither of 
these sites upstream from the tataa region, it does contain one upstream sequence similar 
to both of them (30) that may recognize both types of phosphorylated protein. In any 
case, since muscarinic receptors can modulate both of these second messenger systems 
(e.g., M1 for PKC activity indirectly; M2 and M4 for adenylate cyclase activity)(31), it 
is conceivable that changes in cholinergic transmission can regulate not only the release of 
NPY by standard neurophysiological processes, but the synthesis of the peptide at the 
genetic level as well. 
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Another method used to increase cholinergic transmission in selected brain 
pathways involves the use of trophic factors such as NGF, which act presynaptically on the 
ACh-neuron. While NGF can enhance choline acetyltransferase activity and other 
cholinergic markers in the neocortex, hippocampus and other brain regions under a 
variety of conditions, its effects on cholinergic synaptic transmission remain less well 
characterized. We therefore investigated whether this trophic factor had trans-synaptic 
effects on NPY turnover in the rat neocortex. 

NGF administered by Alzet osmotic minipumps in the lateral ventricle for two 
weeks as described previously (25) had no effect on either neocortical choline 
acetyltransferase activity or levels of mRNA encoding for NPY. Since we found that NGF 
increased hippocampal choline acetyltransferase activity in partial fimbria-Iesioned rats 
when administered under identical conditions, this peptide-infusion appeared to be 
sufficient to activate hypofunctional neurons, at least (25). Perhaps lesioning or some 
other anticholinergic process such as aging is necessary to observe NGF-induced 
elevations in neocortical cholinergic activity, as suggested elsewhere in this volume (26· 
28). Of course, ACh-release could be elevated even in the absence of choline 
acetyltransferase, so it is impossible to conclude whether the lack of an NGF-induced 
effect on NPY-turnover in the cortex reflects an inability to elevate cholinergic 
transmission under these conditions or a lack of an effect of ascending cholinergic 
transmission on NPY-turnover. 
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Figure 3. Parietal cortex NPY levels during aging. Parietal cortices from rats of the 
specified ages were assayed for NPY by RIA as described in the text. 
Each value is the mean ± S.E.M. of 5 animals. 'p < 0.05 compared to 
4 month old animals (one way analysis of variance) 

Effects of aging on cholinergic-NPY interactions. 

Aging produces a variety of neurochemical effects in the brain, including the 
synthesis and turnover of many transmitters. Conceivably, any of these neurochemical 
changes could underlie the age·related predisposition of certain individuals to 
neuropathological disorders such as Alzheimer's disease; further, they may render 
potential pharmacological treatments less effective. Of particular interest to us was the 
observation that aging decreases neocortical cholinergic transmission by interfering with 
the depolarization-induced calcium·dependent release process (26,28). This deficit in 
cholinergic transmission may occur without concomitant deficits in acetylcholine (ACh) 
synthesis, and appears to reflect changes in the intracellular response to calcium ions. 
The potential trans-synaptic effects of this cholinergic hypofunction on NPY turnover 
have not been studied. Indeed, little is known about how aging itself affects NPY turnover. 
We therefore measured changes in parietal cortex levels of NPY and its encoding mRNA. 
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Figure 4. Parietal cortex levels of mRNA encoding for pre-proNPY during aging 
Cerebral cortices from rats of the specified ages were assayed for mRNA encoding 
pre-proneuropeptide Y using a dot blot analysis as described in the text. 
Each value is the mean ± S.E.M. of 4 animals, except the 20 month time 
point (n = 2). 

Aging gradually decreased the levels of both NPY and the mRNA encoding for its 
precursor to a similar extent (Figures 3 and 4), with the most pronounced changes 
observed by 26 months of age. No change was observed in either marker by 12 months of 
age. Thus, the decrease in cortical NPY levels occurring with age appeared to be associated 
with a decreased rate of synthesis as well. This aging pattern in the NPY system is similar 
to that observed for reductions in neocortical ACh release in this rat strain (Table 2) (32). 
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Table 2 

Age (Months) [3H)ACh Release (dpm/mg protein) 

5 mM KCI 35 mM KCI 

6 7,600 ± 600 11,400 ± 1,000 

12 7,200 ± 300 10,700 ± 700 

16 7,000 ± 200 10,300 ± 400 

20 7,100 ± 400 9,000 ± 400* 

24 6,300 ± 200* 8,200 ± 300* 

26 6,200 ± 300* 8,000 ± 300* 

Legend: Neocortical synaptosomes were prepared from the male Fischer 344 
rats of the specified age and loaded with PHjACh by incubating with 1 p.M 
[3Hjcholine (10 CVmmol) for 10 min at 37°C in oxygenated Krebs Ringer 
buffer as described previously (32). After washing away residual labelled 
choline, the synaptosomes were incubated in Krebs Ringer buffer containing 1 
mM calcium chloride, 5 mM KCI, 10 p.M eserine, plus or minus 35 mM KCI 
added for depolarization. After 2 min at 37°C, this incubation was terminated by 
placing the samples on ice and the [3HjACh released into the medium was 
measured and expressed as the mean ± S.E.M. of at least 5 animals/group (each 
animal measured in duplicate) .• p < 0.05 compared to youngest group. 



While ACh-release in the presence of a depolarizing concentration of potassium ions 
gradually decreases from 6 to 26 months of age, no statistically change in ACh-release is 
observed until after 16 months of age, after which a more pronounced drop occurs. 

In order to study how aging affects the neocortical NPY-tumover response to 
lesion-induced cholinergic deafferentation, male Sprague Dawley albino rats (N=4-5 
animals per group) were lesioned bilaterally at 20 months of age as described previously 
and then assayed 2 months later for parietal cortex levels of NPY and its encoding mRNA. 
As with the younger animals, these lesions caused a significant reduction in NPY-encoding 
mRNA (to 66 ± 8% of control values p <0.01 by Student's Hest) without affecting NPY 
levels themselves. In contrast, we found that rats killed at a similar age (21.5 month, yet 
lesioned bilaterally at 2 months of age, displayed elevations in cortical NPY levels similar 
to those reported earlier (240% of sham operated controls) It thus appears that aging 
per se does not alter the response to nucleus basalis lesions viz neocortical NPY synthesis, 
while time post-Iesioning does. 

Summary 

These results demonstrate that changes in cholinergic transmission can alter the 
synthesis and levels of NPY in the parietal cortex. At least some of these changes appear to 
be attributable to ascending neurons projecting from the nucleus basalis, based on lesion 
studies. While the cholinergic drugs used in this study could act anywhere in the brain, 
the observation that oxotremorine and nucleus basalis lesions exert opposite effects on 
NPY-encoding mRNA levels is at least consistent with the hypothesis that the agonist 
mimics the actions of endogenous ACh released from the ascending chOlinergic neurons. 

The trans-synaptic effects of chOlinergic transmission with respect to NPY 
turnover remain correlational and somewhat complex at this point. Why do NPY levels 
eventually rise only in bilaterally lesioned animals? Why do NPY levels decrease only in 
unilaterally lesioned animals, even though bilateral lesions reduce NPY synthesis? What 
is the role of cross-hemispheric communication in the NPY response to cholinergic 
deafferentation? Will the answers to these and other questions require a better 
understanding of the synaptic connections among cholinergic, NPY and other types of 
neurons, or will it be sufficient to measure changes in the synthesis storage and, 
eventually, release of the NPY as we are attempting presently? 

The present results also demonstrate for the first time that aging alone reduces the 
trans-synaptic levels of rat parietal cortex NPY as well as the mRNA encoding it. 
Previous studies have shown aging to reduce the levels of other neuroactive peptides or 
their encoding mRNAs, so this result is not particularly surprising. Nevertheless, 
ongoing NPY-synthesis may be important for its continued function in this brain region, 
and the present evidence suggests that aging may compromise NPY -transmission. 
Whether the reduced levels of neuropeptide Yare due solely to a decrease in the synthesis 
of mRNA cannot be ascertained from the present results; indeed, it is conceivable that 
aging reduces the number of neuropeptidergic neurons without any decrease in the 
functionality of the individual cells themselves. 

Another type of unresolved question pertains to the behavioral correlates of 
changes in NPY synthesis that are mediated by cholinergic transmission. One intriguing 
possibility is that even short term changes in cholinergic transmission may have long 
term effects on NPY levels. This peptide is synthesized primarily in the perikaryon and 
transported to the nerve terminal where no protein synthesis occurs de novo. Thus, 
changes in cholinergic transmission in the neocortex would eventually (given time for 
transcription, translation, post-translational modifications, and axonal transport to 
occur) result in much later and longer lasting changes in NPY-transmission. Such a long 
term trans-synaptic response could be a substrate for one or more types of memory­
related behavior. 
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THE EFFECTS OF NUCLEUS BASALIS LESIONS IN THE RAT ON ONE WAY PASSIVE 

AND ACTIVE AVOIDANCE, TWO WAY AVOIDANCE, AND LASHLY III MAZE 

LEARNING: AN ANIMAL MODEL FOR SDAT 

Paschal N. Strongl and Gary W. Arendash2 

IDepartment of Psychology 
2Department of Biology 
University of South Florida 
Tampa, FL33620 

The development of a useful animal model for senile dementia of 
the Alzheimer's type (SDAT) entails a number of considerations. 
Among them are the following: 

1. The choice of an appropriate organism. In choosing a candidate 
organism the following issues should be addressed. 

A. Are there well established neurological homologies between the 
model's CNS and the human CNS? 

B. Is the model organism's behavior well enough studied and 
described so that pathologies in behavior due to disease or lesions 
have an adequate research base for comparison to normal behavior? 

C. Is the organism's behavior homologous to a wide variety of human 
behavior? 

D. Is it practical and cost efficient to use a given organism? 

2. Once the organism has been selected, the choice of the behaviors 
to be studied must have a rational basis. Although this seems 
obvious, there are subtle nuances often overlooked. When an 
investigator decides that one way passive avoidance would be a good 
test for memory function many questions must be answered, such as: 

a. Number of pre-shock trials 
b. Number of shock trials 
c. Intensity of shock 
d. Number of spacing of post shock trials 

Variations in these parameters can lead to a wide variety of inter­
pretations of findings. Furthermore, analysis of the data is often 
simplistic (such as only measuring latency of entering the shock 
chamber in one way passive avoidance) when a more sophisticated 
description and analysis of behavior would lead to more insights 
into the behavioral deficit. One of the goals of the research to be 
reported on in this chapter was to achieve a finer analysis of the 
avoidance behavior often used in research in Alzheimer'S disease 
using various animal models. 
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3. Another important decision is the use of inter-subject designs as 
0pposed to intra-subject designs. By this we mean using different 
animals for each behavior investigated (inter-subject) or exposing 
each animal to a wide variety of tasks (intra-subject). While the 
former has the appeal of noncontamination of one behavior by 
previous experiences (use of the so called naive subject) it suffers 
in generalizing to human behavior since humans, and all higher 
organisms, have a rich variety of experiences against which patho­
logical changes must be assessed. Furthermore, intra-subject 
designs are more efficient because more information is obtained 
per subject. Balanced against the above advantages of the intra­
subject design is the necessity of determining the order of 
behaviors to be investigated or the controlling of them through 
counterbalancing procedures. 

Although some writers such as Lockhart (1) and Beach (2) have 
questioned the use of the laboratory rat as a good model for human 
behavior, others, such as Boice (3) support its use. In terms of the 
above considerations, the rat would appear to be a reasonable first 
choice in Alzheimer's research. The CNS is well researched and 
elucidated with clear-cut homologies with the human CNS. Of 
particular interest are the homologies between the nucleus basalis 
of Meynert in the human and the nucleus basalis magnocellularis in 
rats, and of the septal/diagonal band nucleus in both organisms. 
Furthermore, the massive amount of behavioral research done on the 
rat supplies a rich behavioral repertoire from which to choose. The 
rat is a highly adaptable, omnivorous, social and curious organism. 
Except for higher primates, whose costs and need for specialized 
housing and test apparatus rules them out for the average 
researcher, the rat may well be the best model organism for use in 
this area of research. Also, the life span is long enough to look at 
natura~ aging effects and yet short enough to be practical for a 
researcher to study. 

The studies to be presented in this chapter represent an attempt 
to clarify in finer detail the deficits seen in various types of 
avoidance behaviors demonstrated in rats with lesions in the nucleus 
basalis magnocellularis. We will also present some preliminary data 
on maze learning in these rats. 

INTRODUCTION 

Autopsies of patients suffering from senile dementia of the 
Alzheimer's type (SDAT) reveal a profound loss of cortical 
cholinergic neurons as well as loss of neurons in basal forebrain 
nuclei such as the nucleus of Meynert (NBM), the medial septal 
nucleus and the nucleus of the diagonal band of Broca (4,5,6,7). 

Destruction of the rat analogue to the NBM, the nucleus basalis 
magnocellularis, leads to a severe depletion of neurons in the 
frontal, parietal and occipital cortex, while lesions in the medial 
septal nucleus and diagonal band of Broca lead to the depletion of 
cholinergic neurons in the hippocampus, cingulate gyrus, and 
temporal cortex (8,9,10). 

Numerous studies investigating the effects of NBM lesions in rats 
have employed passive and active avoidance paradigms but, while 
often showing significant deficits in these behaviors, fail to 
relate them to each other or to analyze the behavior in detail (11-
18). The present study employed one way passive avoidance, one way 
active avoidance and two way shuttle avoidance because these tasks 
clearly differentiate frontal cortical damage from hippocampal 
damage and thus should clarify the role of the NBM from the septal, 
diagonal band complex. Hippocampal damage will cause rats to be 
impaired in passive avoidance but not in one way active avoidance 
(19-21). In the two way shuttle avoidance task, both passive and 
active avoidance behaviors are present with the passive avoidance 
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oehaviors interfering with the acquisition of two way avoidance. 
Hence, hippocampally lesioned animals show superiority in 
acquisition of this behavior compared to normal rats while 
cortically damaged rats are deficient (22-23). Subjects were also 
tested on Lashly III maze learning which Jackson and Strong (24) 
have shown to differentiate also between cortical and hippocampal 
damage. 

METHOD 

SUBJECTS 

Male Sprague-Dawley had surgery performed at between 70 and 90 
days of age and were begun on behavioral testing two weeks after 
surgery. The sham surgery group consisted of 11 rats while the NBM 
lesion group consisted of 14 subjects. 

SURGERY 

Bilateral lesions of the NBM using the excitotoxin ibotenic acid 
was performed under sodium pentobarbital anesthesia using the 
procedures and coordinates previously described (25,26). Sham 
control animals had identical procedures performed with the 
exception that no ibotenic acid was injected. 

ONE WAY PASSIVE AVOIDANCE 

On day one, the subject was placed in a small, lit compartment. 
Thirty seconds later a guillotine door was raised exposing a larger, 
unlit compartment. Figure 1. shows the apparatus used. When the 
animal entered the unlit compartment, the door was lowered and the 
subject received a two second, 1 marnp foot shock. The subject was 
then removed from the shock compartment and placed in a holding cage 
for sixty seconds. It was then placed back in the lighted 
compartment and thirty seconds later the door was raised. Time to 
enter the shock compartment was recorded. Latencies were measured to 
0.001 seconds. If the subject did not enter in five minutes, it was 
removed from the starting compartment and returned to its horne cage. 
Subjects were tested in a similar manner 24, 48, and 168 hours (7 
days) later. Subjects never received a shock after trial one. An 
additional group of seven animals, not used in the remaining 
experiments, were treated in a similar fashion but received no shock 
on trial one. 

TWO WAY ACTIVE (SHUTTLE) AVOIDANCE 

Figure 2. shows the apparatus used in the two way shuttle task. 
The subject received a moderately loud buzzer (CS) for five seconds 
followed by 15 seconds of a 1 rnarnp shock. If the animal moves to the 
other side of the compartment within the first five seconds, the 
shock was avoided (CAR). If the animal moved to the other side of 
the shuttle compartment during the shock, the shock was terminated 
and recorded as an escape responses. Avoidance and escape latencies 
were measured to 0.01 seconds. Inter-trial interval was varied from 
25-35 seconds to avoid temporal conditioning. A new trial was not 
begun if the subject was moving towards the other side of the 
shuttle box. Besides response latencies, the number of spontaneous 
shuttles between trials was also measured. Subjects were given ten 
trials a day for thirty days or until they made 80% CARs for two 
consecutive days. 

ONE WAY ACTIVE AVOIDANCE 

Figure 3 shows the one way active avoidance chamber. It was made 
of Plexiglas and was ten inches square and twenty four inches high. 
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On the floor was a shock grid that delivered a 1 mamp. scrambled 
shock. An overhead light provided the CS. The CS came on for five 
seconds followed by 15 seconds of shock. In the center of the 
chamber was a pole covered with hardware cloth. If the subject 
jumped on the pole before the five second CS interval, he avoided 
the shock (CAR). If he jumped up on the pole during the shock, the 
shock was terminated. Avoidance and escape latencies were measured 
to .01 seconds as well as failure to escape. Subjects were given 
ten trials a day for 12 days or until two successive days of 80% or 
better CARs. 

LASHLY III MAZE 

Figure 4. shows a diagram of the six unit Lashly maze used in 
this study ,which was similar to the one used by Jackson and Strong 
(24). Subjects were reduced to 80% of the base body weight and 
accommodated to a reward of Fruit Loops. After they were eating the 
reward reliably they were given three days of accommodation to the 
startbox, alleys, and goals box. Subjects were run for one trial a 
day for 25 days or until they attained a criterion of one perfect 
days-run. Subjects were removed from the apparatus if they failed to 
leave the startbox in 5 minutes or to complete the maze in 10 
minutes. 

RESULTS 

ONE WAY PASSIVE AVO~CE 

Figure 5. shows the results for the passive avoidance measure. 
Analysis of variance indicates that there is a significant 
difference between the control-group and the lesion-but-no shock­
group for every postshock trial except for day seven. The lesion 
group and noshock group did not differ on any postshock trial. The 
gradual rise in latency over postshock trials for the non shock 
group is probably due to the fact that being removed from the 
apparatus is somewhat traumatic for animals which makes them 
somewhat reluctant to enter the chamber as trials continue. The 
behavior of those few control animals that did enter the shock 
chamber on postshock trials was strikingly different from that of 
the lesioned animals. The control animals would show significant 
approach-avoidance behavior, repeatedly putting their head and front 
paws in the chamber and then drawing back. The lesioned animals 
showed little of this type of behavior; rather they proceeded into 
the chamber with little hesitation or vacillation. 

TWO WAY ACTIVE (SHUTTLE) AVOIDANCE 

Analysis of percent conditioned avoidance responses (CARs) and 
number of animals reaching criteria revealed that the control group 
was superior to the lesion group, although this difference just 
failed to reach significance at the 0.05 level. A more detailed 
analysis of the two groups behaviors, however, clearly reveals the 
reason for this. Figure 6. shows the distribution of CAR scores for 
the two groups at the beginning of the training (days 1-5), in the 
middle of training (days 16-20) and at the end of training (days 26-
30). At the beginning, the two groups show the expected positively 
skewed, unimodal distribution with most animals showing few CARs. At 
the middle of training, the control animals are showing a bimodal 
distribution of CAR scores while the lesion group shows a 
symmetrical, unimodal distribution. This trend continues to develop 
and is quite striking at the end of training. Both a Chi Square 
analysis and the Kolmogorv Smirnov test show that the two groups do 
not differ during the first five days of conditioning but do have 
significantly different distributions at the middle and end of 
conditioning. Examination of individual scores reveals that if a 
control animal makes more than 50% CARs in a given day, it will 
almost always reach criterion. One control animal had one day of 60% 
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FIG . 1 . Passive avoidance apparatus 

FIG. 2. Two way shuttle apparatus 
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FIG. 3 . One way active avoidance apparatus 
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FIG. 4. Diagram of the Lashly III maze 
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but failed to reach criterion. The lesioned group, on the other 
hand, had many animals who had many days of 60% or greater CARs who 
failed to reach criteria. A Fisher'S exact test showed this 
difference to be significant below the 0.01 level. 

A bimodal distribution is usually indicative of the presence of 
two populations and this describes the control group well. They can 
be characterized as freezers and movers. Freezers quickly adopt a 
strategy of freezing and quickly jumping to the other side when 
shock occurs. Movers, on the other hand, show significantly more 
spontaneous shuttles from side to side between trials and reach the 
CAR criterion. Figure 7. shows the distribution for both groups for 
spontaneous shuttles. The four highest individuals in the sham 
control group reached criteria as did the highest shut tIer in the 
lesion group. The distribution of the sham group supports the 
contention of two separate populations. The lesion group does not 
appear to be bimodally distributed in this measure either. It should 
be emphasized that the high spontaneous shuttlers are not running 
frantically back and forth, but rather freeze for a period and then 
cross deliberately to the other side. Their response to the CS is 
deliberate and clear-cut. 

Figure 8. shows the mean escape times for both groups over the 
course of conditioning. The control group reached an escape latency 
of 0.35 seconds while the lesion group was almost twice as slow 
after shock was instigated. The apparatus is so set up that shock 
and the timer do not stop until the animal crosses to other side. 
Considering the finite time that this would take, it is probable 
that the control group is responding almost to the limit of their 
reaction times, while the lesion group is responding considerably 
slower and less efficiently. Thus,the control group "freezers" 
reduce their shock to a very brief pulse and can be considered to 
have learned almost as effective a response in the situation as the 
"avoiders." Lesioned animals, on the other hand, are far less 
effective in escaping shock and this may suggest both an attentional 
as well as a learning 
deficit. 
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ONE WAY ACTIVE AVOIDANCE 

Figure 9. shows the mean number of CARs for the two groups. 
Analysis of variance indicates a highly significant difference 
between the two groups. All control animals reached criteria while 
less than half the lesioned animals did so. 

As in the two way shuttle avoidance, the two groups escape 
behavior also differed significantly. Figure 10 shows the mean 
number of failures to make and escape during the shock period. It is 
clear that the control group becomes highly efficient at making an 
escape response early in training while many of the lesioned animals 
continue to fail to escape. 

LASHLY III MAZE LEARNING 

Two types of errors are scored on the Lashly III maze, door 
errors and alternation errors. A door error is scored when the 
subject passes a door opening rather than going through it. An 
animal can make any number of door errors. An alternation error is 
making a turn in the wrong direction after going through a door. An 
animal can only make six alternation errors with three being the 
chance value. Jackson and Strong (24) have shown that hippocam­
pectomized rats show significantly more door errors than cortical 
controls, but no more alternation errors than those due to cortical 
damage. Analysis of variance shows no difference between control and 
1esioned animals in door errors but a highly significant difference 
in alternation errors. Figure 11 shows these results. Inspection of 
this figure shows that the lesion group is still operating at chance 
levels by the end of training while the control group shows a 
significant reduction in alternation errors. Since subjects are 
given only one trial a day, the tasks imposes a significant memory 
burden on the subject. 

DISCUSSION 

The use of a standardized assessment battery of behavioral tasks 
builds a base of data from which useful comparisons can be made when 
a research group runs a number of studies parametrically 
investigating an aspect of problems such as SDAT animal model 
studies. Our group has now used this battery with the addition of a 
radial arm maze a variety of experimental groups such as fetal 
transplant studies and normal and 1esioned aged rats. Olton (27) 
among others has also persuasively argued for such an approach. As 
mentioned briefly in the introduction, careful thought must be given 
as to the rationale for each test selected. Although a purist 
approach would argue for counter balanced designs in order to assess 
order effects, the sample size required becomes impractical as the 
battery of behavioral measures becomes more numerous. Therefore, 
one must use a more rational approach in deciding the order in which 
the various measures should be taken. Our experience with the Lashly 
III maze clearly illustrates this. In our introduction we indicated 
that our Lashly III maze data were preliminary. We found that 
testing subjects after they had been subjected to shock in three 
different avoidance paradigms caused them to behave in the maze in a 
manner that is usually interpreted as highly emotional or fearful. 
This was manifested by freezing behavior, defecation, and urination 
as well as tentative running. While our results were statistically 
significant and fit well into the theoretical thrust of the study, 
we now realize that any behavior using appetitive motivation, such 
as hunger with food reward, should be run prior to aversive 
procedures such as shock. In deciding the order of running the three 
avoidance procedures, it seems that the passive avoidance procedure 
should be run first since the subject receives only one shock and 
thus contamination to the other two procedures should be minimal. 
It would be an interesting parametric study to run the three 
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procedures in a counterbalanced design to see the interaction of the 
three experiences on each other in normal and lesioned rats but the 
time and expense of such a study would be great. One study of 
particular interest would be to see if training in one way active 
avoidance helped or hindered the two way shuttle learning and 
changed the ratio of "freezers" to "responders." 

In looking at the results of the three avoidance studies, the 
value of looking at a wide variety of behaviors is well illustrated. 
Since it takes a lot of time and effort to set up a study, it is a 
shame not to squeeze as many data from it as possible. Besides, 
counters, cumulative recorders, timers, photocells, and other 
objectifying paraphenalia cannot take the place of direct 
observation of behavior. In the passive avoidance task, the 
behavior of the sham lesioned animals was qualitatively different 
from that of the lesioned anima\s. Even those sham animals that 
eventually entered the shock compartment clearly manifested their 
memory of the shock by the approach-avoidance behavior they 
manifested. This behavior was not evidenced by the lesion group. 
Furthermore, it seems prudent to study this behavior using more than 
one postshock trial. The use in our study of an immediate postshock 
test (the 60" postshock trial) as well as tests at one, two, and 
seven days later clearly gives a finer grained analysis of the 
behavior being studied, as does the use of a no-shock control group. 
In another study (to be submitted) on the effect of fetal tissue 
transplants in NBM lesioned rats, the only positive effect we found 
was in the passive avoidance task at the 60" postshock trial, thus 
snowing an effect on immediate memory but not long term memory. 

Looking at the 2-way shuttle task, we again see the value of 
looking at many behaviors. If we had not analyzed the frequency 
distribution of CARs and escape latencies, our data using just the 
number of CARs over time and number of animal attaining criterion 
would have indicated a weak effect. Carefully observing the behavior 
of our two groups gives insights as to the nature of the NBM deficit 
and yields strong evidence of lesion effects. This also allows us to 
see the failure to make escape responses in the one way active 
avoidance situation in a more integrated fashion. The analysis of 
the Lashly III maze behavior also indicates the value of a finer 
grained analysis of behavior. Breaking down the learning process 
into door and alternation errors has proved to be immensely valuable 
in gaining insights into the learning process involved. Normal 
animals running down the runways for the first time almost 
invariably pause and investigate the door opening. It is a sudden 
change in the stimulus configuration and elicits the orienting 
response (OR). Hippo-campectomized animals have a significant 
deficit in the OR and thus spend many trials running past the door 
openings. The alternation errors, on the other hand, appear to be 
more of a cognitive deficit and hippocampectomized animals have no 
significant difficulty with this aspect of the task while cortically 
damaged rats do (24). 

Since NBM lesioned rats show a partial loss of cholinergic 
innervation in the frontal, parietal and occipital cortices, while 
damage to the medial septal and diagonal band nuclei cause loss of 
cholinergic innervation in the hippocampus, the rationale of the 
test battery was to select tasks that clearly differentiate between 
the functions of the two systems as well as having a good homology 
to the human SDAT condition such as immediate and long term memory, 
cognitive abilities, and cortical disinhibition. Our results 
indicate that the above objectives were met. Our lesioned animals 
did not show behaviors typical of temporal lobe-hippocampus damaged 
rats, but did show those typical of frontal-parietal cortex damaged 
rats. Future studies should attempt the same battery on animals with 
medial septal and diagonal band lesions, as well as animals in which 
all three systems have been damaged. 
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Much research on the aging of the brain has been devoted in recent years to 
the possible alterations in specific neurotransmitter systems and the receptors 
which subserve neural transmission. This emphasis on transmitter systems is 
the result of the availability of new and specific ligands to probe receptor 
numbers and function as well as highly sensitive assays to directly measure 
transmitter content. The possibility that breakdowns in individual 
transmitter systems may correlate with specific clinical symptoms in aging­
related disease has received much support, and indeed is well demonstrated in 
the dopaminergic dysfunction of Parkinson's disease, and, to a lesser extent, 
the cholinergic deficits seen in Alzheimer's disease (AD). However, it is not 
well understood how changes in transmitter systems during the course of 
"normal" aging affect brain function. 

During aging, the organisms response to a number of hormones and 
neurotransmitters has been shown to be impaired. In most cases, the decline 
in response is progressive over the lifespan or postmaturity phase. In other 
systems, many functions are preserved with aging. These differences may be 
explained by how various tissues, organs or physiological systems differ in the 
rates at which they age. Alternatively, some systems may show fewer deficits 
because they possess better adaptive mechanisms to compensate for any losses. 
Thus, neural plasticity may represent a key variable in determining the 
outcome of brain aging. 

Excitatory Amino Acid Transmitter Systems 

Excitatory amino acids (EAA) represent a major neurotransmitter class in 
the mammalian brain and subserve transmission in the majority of excitatory 
pathways in the central nervous system. As such, it is important to 
understand their function, not only in normal synaptic activity but also in 
development, aging and neuropathology. EAA receptors are not solely 
involved in mediating normal synaptic transmission within excitatory 
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pathways. Evidence has also implicated EAA receptors in the modification of 
synaptic connections during development and their participation in certain 
forms of memory. Moreover, the overactivation of EAA receptors has been 
implicated as a cause of the neuronal degeneration and cell death in a wide 
spectrum of neurological disorders (e.g., ischemia, hypoglycemia and stroke) 
(1,2,3) 

EAA receptors have been classified on the basis of the action of a number of 
agonist compounds. Thus, there appear to be at least 5 classes of receptors 
corresponding to the agonists N-methyl-D-aspartate (NMDA), kainate (KA), a­
amino-3-hydroxy-5-methyl-isoxizole-4-propionate (AMP A), 2-amino-4-
phosphonobutyrate (APB) and Trans-l-amino-cyclopentyl-l,3-dicarboxylate 
(ACPD) (4). Of these receptors, the NMDA receptor has received the most 
attention due to its involvement in various aspects of neuronal plasticity and 
cell pathology (5). 

Excitatory transmission in pathways with NMDA receptors appears distinct 
from conventional fast-acting transmission such as that found at the 
neuromuscular junction. NMDA receptors function in a dual receptor 
system: non-NMDA receptors serve fast-acting responses while NMDA 
receptors both amplify the synaptic response and permit calcium entry, if there 
is concurrent postsynaptic depolarization (6). 

The pharmacological properties of NMDA receptors have been the subject 
of intense study in recent years. It now appears that the NMDA receptor is a 
macromolecular complex which consists of a transmitter binding site, an 
allosterically regulated ion channel, and an allosteric activating site. 

NMDA Receptors and Plasticity Versus Pathology 

NMDA receptors appear to be central to mechanisms that control 
developmental plasticity of neuronal circuits and some forms of learning. In 
aging and AD, loss of these receptors, or a decline in their functional 
properties, may contribute to dysfunction in learning and memory. 

NMDA receptors playa critical role in the development of sensory systems. 
The development of most sensory pathways appears to involve at least two 
staged events; first, fibers are guided to the appropriate target fields and second, 
their synaptic position is refined in an activity-dependent process. Recent 

. work indicates that the latter step involves the activation of NMDA receptors. 
In the visual system, for example, chronic blockade of NMDA receptors 
prevents the formation of retinal-specific columns in the tadpole optic tectum 
(7). Similarly, NMDA antagonist application prevents the formation of the 
ocular dominance shift in response to monocular deprivation in the kitten (8). 

Previous studies have implicated NMDA receptors as an integral part of 
the cellular mechanisms that underlie certain forms of learning, such as long­
term potentiation (LTP). LTP requires NMDA receptor activation (9) 
indicating that NMDA receptors may be an important. component in the 
processes involved in learning in the mature CNS. LTP may also be associated 
with new synapse formation and/or growth (enlargement) of existing 
synapses (10,11). This suggests, in principle at least, that NMDA-mediated LTP 
and synaptic plasticity may be related processes that differ in degree but share 
common mechanisms and endpoints. 

In the CNS, NMDA receptors provide a mechanism to enhance the 
synaptic response and to increase calcium influx. Both of these properties, 
however, can also lead to excitotoxicity. Several recent investigations have 
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provided evidence that damage to the brain produced by anoxia/ischemia, 
hypoglycemia, and epilepsy are mediated by the excitatory amino acid 
receptors, particularly of the NMDA type (12,13,14). As a result of these 
disorders, excessive amounts of glutamate (up to eightfold) are released into 
the extracellular space (15) and can be toxic to neurons if the levels remain 
elevated for periods beyond several minutes (16). Excessive synaptic 
activation of pathways which use excitatory amino acids can result in 
neuronal loss with a pattern of cell death identical to that obtained following 
direct injection of an EAA (17). Several glutamate antagonists, particularly in 
the NMDA class, offer some protection from seizures and cell loss if applied 
either immediately before or shortly after insult (18). Thus, plasticity 
mechanisms that increase the activity of NMDA receptors in aging or disease 
might render the brain more susceptible to excitotoxic injury. 

The functional state of the aged brain probably reflects a balance between 
age-related losses and compensatory mechanisms. It is becoming increasingly 
clear that the NMDA receptor plays a pivotal role in maintaining this balance 
in excitatory pathways. During development, NMDA receptors participate in 
directing growth so that the most active pathways form the most synapses. In 
the adult or aged brain NMDA receptors appear to encode particular stimulus 
patterns in highly adaptive circuits. For example, high frequency stimulation 
causes a long lasting increase or potentiation (e.g., LTP) in the strength of 
synaptic transmission. Ironically, however, their overactivation (such as in 
seizures, stroke or vascular insult) can cause injury to neurons. NMDA 
receptor activation increases intracellular calcium. Elevated levels of calcium 
can reach a level that is toxic to neurons. Thus, NMDA receptors are needed 
for memory but may also cause cell damage. 

When one seeks to determine the functional status of the aged brain, the 
levels of NMDA receptors may prove to provide valuable insights into the 
process of brain aging. A decreased number of NMDA receptors would 
indicate that the cellular mechanisms to encode memory is impaired; an 
increase may indicate a selective vulnerability to excitotoxicity. In view of the 
critical role of the NMDA receptor in higher brain function, it is essential to 
understand the properties of this receptor complex in the mature, aged and 
AD brain. Accordingly, we have examined these receptors in a rodent model 
of brain aging and in the AD brain. 

NMDA Receptors in the Aged Rodent Brain 

To examine the fate of NMDA receptors in the aged brain we have utIlized 
an in vitro autoradiographic approach in order to study the regional 
distribution of any aging-related changes. Utilizing this approach one can also 
quantify the kinetic parameters (e.g., KD or BMAX) of the receptor in question 
within a given brain region. NMDA-displaceable L-[3H] glutamate sites are 
found throughout the brain but predominantly in telencephalic regions (19). 
The highest levels of binding in the brain are found in the strata oriens and 
radiatum of hippocampal area CAL Most of hippocampal area CA3 and the 
dentate gyrus have moderate levels, whereas the mossy fiber termination 
zone (stratum lucidum) is quite low in NMDA sites, but rather has a high 
density of kainate sites. The human hippocampal formation has a similar 
distribution of NMDA sites; the CAl region, Sommer's sector, contains the 
highest density of sites (20). 

Among the cortical regions, the highest densities of NMDA receptors are 
found in the frontal, anterior cingulate and piriform corticies. The entorhinal 
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cortex and subiculum contain a relatively low number of sites for a cortical 
region, and a sharp zone of demarcation is seen in the transition from 
perirhinal to entorhinal cortex. In neocortical regions such as the parietal 
cortex, there is a dense band of sites corresponding to layers I-III and an 
additional zone in layer IVa. Of non-cortical regions, the highest levels of 
NMDA sites are found in the nucleus accumbens and caudate/putamen, the 
dorsolateral septum, and the amygdala. 

NMDA Receptors are Lost in Spe~ific Regions of the Aged Brain 

When the density of NMDA receptors labelled with L-[3H] glutamate in 
young-adult (4 month old) Fischer 344 rats was compared with aged (24-26 
month old) rats, it was apparent that specific brain regions exhibited a decline 
in receptor density (Fig. 1). Indeed, quantitative analysis of receptor density 
confirmed NMDA receptor loss in the aged brain. Brain regions in aged rats 
that exhibited a greater than 30% decrease in receptor density when compared 
to young-adults included the lateral striatum, inner (deep) entorhinal cortex 
and lateral septal nucleus. Regions of brain that were within 10% of controls 
included the inner parietal cortex and anterior cingulate cortex. 

In order to further examine the status of the NMDA receptor complex in 
the aged brain, [3H] glycine binding was employed to probe the associated 
allosteric activating site. When compared with L-[3H] glutamate binding, a 
similar decrease in [3H] glycine binding was seen in the aged brain. Like L-[3H] 
glutamate labelling, areas that showed the greatest degree of loss included the 
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Figure 1. Loss of NMDA receptors in the 
aged rat brain. NMDA receptor levels in aged 
rat brain sections are compared with 
young-adult controls. Three radioligands were 
used to assess the status of NMDA receptors 
L -(3H] glutamate, [3H] glycine and [3H] 3«±)· 
2-carboxypiperazin-4·yl)-propyl·1-phosphonic 
acid (CPP). Brain regions that were sampled 
for quantitative analysis were: HC = hippo­
campal area CA 1, DG = dentate gyrus, MS = 
medial striatum, LS = lateral striatum, IP= 
inner parietal cortex, op = outer parietal 
cortex, L T = lateral thalamic nuclei, MT = 
medial thalamic nuclei, LSp= lateral septum, 
OE = outer entorhinal cortex, PR= perirhinal 
cortex, CB = cerebellar molecular layer, AC = 
anterior cingulate cortex. 



striatum, particularly the lateral regions and entorhinal cortex (Fig. 1). 
However, while the lateral septal nucleus showed a severe decrease in L-[3H] 
glutamate binding, this decrease was not apparent with [3H] glycine. In 
addition, the loss of glycine binding sites in aged rats was more profound in 
the parietal cortex, and outer (superficial) portions of the entorhinal cortex. 

Finally, the competitive antagonist [3H] 3 «±)-2-carboxypiperazin-4-yl)­
propyl-l-phosphonic acid (CPP) was used to analyze the density of NMDA 
receptors in the aged brain. This compound is one of the most potent and 
selective NMDA antagonists currently available. In the aged brain, a similar 
decrease in binding to specific brain regions was also seen with [3H]-CPP 
binding. The regional decrease in CPP binding appeared to fit well with the 
decrease observed using L-[3H] glutamate. 

Since a decrease in ligand binding may represent either a change in affinity 
or a decrease in the number of receptors, a kinetic analysis of L-[3H] glutamate 
binding to the NMDA receptor was undertaken. Saturation analysis of L-[3H] 
glutamate binding showed that within a given brain region that showed a 
decrease in binding, there was no significant difference in the affinity of the 
NMDA receptor for L-[3H] glutamate. However, significant decreases were 
seen in the Bmax within the most severely affected brain regions, indicating 
that in the aged brain there was a decrease in the total number of receptors. 

One variable that may partially account for an age-related decrease in 
receptor sites is differential quenching of radioactive emissions due to 
variations in the amount of total lipid between young and aged rat brain 
sections. In order to test this possibility, sections of aged and young-adult rat 
brains were pre-treated with xylene or chloroform to remove lipids from the 
tissue prior to incubation with L-[3H] glutamate. In autoradiograms from 
these sections, the decrease in NMDA receptors seen in the aged rat brain were 
proportionally equivalent between untreated and delipidated slices. This 
indicates that differential lipid quenching between aged and young-adult rat 
brain sections does not appear to be a confounding variable in analyzing 
receptor density. 
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Figure 2. Kinetic analysis of NMDA receptor loss in aging. L-[3Hl Glutamate affinity for NMDA receptor is 
not significantly different between aged and young-adult subjects (left graph). However, aged rats show 
significant differences in the total number of NMDA receptors in specific brain regions (right graph). 
Abbreviations: HC= Hippocampal area CA1; DG= Hippocampal Dentate Gyrus; LS= Lateral Striatum; IP= Inner 
Parietal Cortex; IE= Inner Entorhinal Cortex; AC= Ant. Cingulate Cortex. 
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In summary, NMDA receptors are lost in specific regions of the senescent 
rat brain. The reasons for this loss and functional sequelae are as yet, 
unknown. One possibility is that a decrease in the number of NMDA 
receptors is due to a general decrease in the number of postsynaptic neurons. 
While this possibility has not been rigorously tested, our preliminary 
experiments in rodent and human brains (see below) have indicated that up to 
60% of the neurons in area CAl of the hippocampus can be lost before a 
significant drop in NMDA receptors is seen. 

An alternative possibility is that NMDA receptors are downregulated in 
brain regions that are vulnerable to excitotoxic damage during aging. It is 
interesting that NMDA receptors decrease in several specific integrative and 
highly adaptive brain regions. This would reduce their integrative and storage 
capacity but it would also protect those areas from toxic damage. It is tempting 
to speculate that the brain makes a trade-off in order to optimize the potential 
to preserve the essential circuitry and functions. 

NMDA Receptors in AD 

An intensive area of recent research has been devoted to determining the 
state of the NMDA receptor complex in AD. Can the loss of cognitive function 
seen in the disease be explained by changes in NMDA receptors? The data 
from AD studies can be illustrated by examining the well-characterized CAl 
region of the hippocampal formation. CAl pyramidal cell dendrites receive a 
major excitatory input from CA3 pyramidal cells (Le. Schaffer collaterals). 
Autoradiographic analysis has shown area CAl to possess high levels of 
NMDA receptors while containing low levels of kainic acid receptors. In fact, 
the highest levels of NMDA receptors in the brain are found in the stratum 
radiatum and stratum pyramidale. CAl is particularly vulnerable to the 
pathology associated with AD and usually contains a high density of 
neurofibrillary tangles. 

It has been reported that NMDA receptors dramatically decrease (80%) in 
AD (21,22). However, other reports have indicated significantly less decline in 
the average density of NMDA receptors in AD using NMDA displaceable L­
[3H] glutamate binding (20,23). However, this appears to vary from case to 
case. Upon closer examination, we observed that a marked decline in NMDA 
receptor density is largest in cases primarily exhibiting very severe neuronal 
loss in CAl (20,23). Thus, studies to date suggest that when compared with 
age-matched controls, NMDA receptor density in AD may be maintained at 
near normal values as long as neuronal survival is adequate. In correlating 
cell and receptor density, we estimate that about 60% of the neurons can 
degenerate before large numbers of receptors are lost. This preservation of 
receptors may be due to dendritic sprouting of the remaining cells or receptor 
upregulation. It appears that when the cell loss is severe enough to drop 
below this critical level, however, major receptor loss is observed. It may be in 
fact that the density of NMDA sites per neuron may increase initially in area 
CA 1 and then decline. 

As mentioned above, a decline in hippocampal glutamate receptors of up 
to 80% has been reported by Young and colleagues (21,22). This observed 
decrease was attributed to an early loss of NMDA receptors and contrasts our 
findings that receptor density is maintained in AD, except in the cases 
exhibiting severe cell loss. Considering the roles of this receptor in higher 
cognitive function and the extent to which these functions are impacted by 
AD, it is of extreme importance to determine the status of the NMDA receptor 

298 



complex in the course of AD. The differences in the findings may be 
attributable to the severity of the cases examined, differences in experimental 
methods, or interpretation of the data. Greenamyre et al. (21,22) defined the 
decrease in NMDA receptors as a loss in high-affinity, quisqualate-insensitive 
glutamate binding. These studies were also done in the presence of added 
chloride and calcium. Under similar conditions, we have shown that more 
than 50% of quisqualate-insensitive, chloride-dependent glutamate binding is 
also insensitive to NMDA (24,25). This suggests that under the conditions 
employed by Greenamyre et al (21,22) a substantial amount of the binding 
measured may not be to the NMDA receptor. 

Recent studies have suggested that binding experiments done in the 
presence of chloride introduce complications associated with transport into 
both neurons and glia (26,27). Thus, a portion of the reported glutamate 
receptor loss may actually include the loss of some chloride-dependent 
glutamate transport sites (28). In light of this, it is interesting that a loss 
(approximately 20%) of sodium-dependent D-aspartate binding sites has been 
reported in AD (29). Ho~ever, if the loss of glutamate sites described by 
Greenamyre et al., (approximately 80%) represents a loss of chloride­
dependent transport sites, then this system may be more heavily impacted 
than the sodium-dependent system. In addition, since there is a great deal of 
evidence indicating that astrocytes, both in vitro and in vivo, possess the 
ability for sodium-dependent and chloride-dependent transport of glutamate 
(30,31), the state of EAA metabolism in Alzheimer's disease studies may need 
to be re-evaluated. A decrease in sodium- or chloride-dependent transport 
sites in the AD brain may reflect diminished capacity of astrocytes to properly 
transport EAAs from affected synapses. This, in turn, would suggest that the 
potential for excitotoxicity is increased in these regions. Clearly, further 
studies are needed to determine the precise cellular localization of transport 
binding sites and the status of transport systems in AD in order to evaluate 
these possibilities. 

Other Neurotransmitter Receptors in Aging 

Other receptor types appear to be affected during aging with some showing 
regional variations. The density of dopamine receptors has been examined in 
the brain of aged rats, monkeys and humans. There appears to be a consistent 
decrease (25-50%) in striatal D2 dopamine receptors with aging in all species 
studied (32). However, the fate of D1 dopamine receptors is not as clear. Thus, 
it has been reported that D1 dopamine receptors increase in the human 
caudate nucleus and putamen during normal aging, and show modest 
decreases or no change in the rat striatum (32). Most recently, a study using 
[3H] SCH 23390 (the most selective D1 antagonist available) has demonstrated 
a decrease of 37-44% in D1 receptors in the striatum of aged rats (33). 

The majority of adrenergic receptor studies in the aged brain have dealt 
with changes in ~-adrenergic receptors. ~1 and ~2 adrenergic receptors do not 
appear to undergo an overall decline with age (for review, see ref. 34). Most 
studies have reported a decrease in the number of receptors with age in the 
cerebellum where a 30-45% decrease has been observed. More recently, the 
decrease in cerebellar ~-receptors has been shown to be due to a specific decline 
in ~2 receptors, with ~ 1 receptors actually showing an increase in the aged 
subjects. In other brain regions, changes in ~ receptors is less clear. Most 
studies have reported little or no change in ~ receptors in the cerebral cortex of 
aged rats, and decreased density in the striatum and brain stem. 
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Cholinergic mUSCarInIC receptors also show regional changes during 
senescence. Using [3H] quinuclidinyl benzilate binding Biegon et al. (35) 
reported that a number of brain regions showed no effect of aging including 
the hippocampal formation, thalamus and hypothalamus. The neocortical 
regions and striatum had slight decreases, while the ventral forebrain 
cholinergic areas demonstrated a 40-60% decrease in the number of receptors. 
However, Gurwitz et al. (36) using [3H] acetylcholine and [3H]-N-methyl-4-
piperidyl benzilate reported that a significant decrease in muscarinic receptors 
was seen in the cerebral cortex, hippocampus, striatum and olfactory bulb. 
Moreover, sexual dimorphic variations were reported; aged male rats had a 
58% increase in muscarinic receptors in the brainstem while females showed 
no change with age. 

Summary and Conclusion 

We have hypothesized that mechanisms exist in the CNS to maintain 
NMDA receptor density and function in the presence of mild-ta-moderate cell 
loss. This appears to be the case when comparing AD subjects to age-matched 
controls. A general decline in the density of NMDA receptors does not appear 
to occur in AD. This indicates that a selective decline of NMDA receptors is 
not responsible for the loss of cognitive function seen in the disease. 
However, the cost of maintaining receptor density may be an increased 
vulnerability to excitotoxic damage. With progressive neuronal loss, 
maintenance of NMDA receptor density could augment excitotoxic cell death 
progressing into a cycle where significant functional losses would be 
eventually realized. 

When receptor density is compared between two extremes of the aging 
spectrum in rodents, highly significant differences in NMDA receptor 
densities are seen in anatomically discrete brain regions. Furthermore, other 
studies have demonstrated that a wide variety of receptor systems can decline 
with age in a number of species including man. What remains to be answered 
is whether a decline in the density of NMDA receptors, or any other receptor, 
can be correlated with a functional or behavioral deficit. Perhaps the loss of 
receptors during senescence is merely a reduction in redundant receptor 
populations, while function is being maintained at or near normal levels. In 
light of the involvement of the NMDA receptor in excitotoxic mechanisms, it 
is also tempting to speculate that a reduction in NMDA receptors during the 
course of aging represents a protective reaction by the brain to prevent the type 
of vicious cycle outline above. Further studies will be needed to clarify these 
issues regarding the aging of the brain. 
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SUMMARY 

We have developed an animal model of Alzheimer's disease, based on a 
critical loss of neurons which are sensitive to the excitotoxic effects of 
NMDA glutamate agonists. This model follows an alternative hypothesis for 
the etiology of the disease, in assuming a global involvement of cortical 
(and subcortical) neurons with NMDA glutamate receptors, as opposed to a 
primary subcortical lesion. The initial evaluation of the animal model has 
included histological assessment and behavioral testing for cortical memory 
function. Treatment with neural grafting has also been performed, to 
replace damaged cortical circuitry. The development of animal models of 
Alzheimer's disease apart from those with primary cholinergic dysfunction 
may be helpful for future understanding of the disease manifestations and 
treatment paradigms. 

INTRODUCTION 

A variety of animal models of Alzheimer's disease have been developed 
following a number of hypotheses of the nature of the disease and potential 
treatment mechaIlisms (1,2,3,4,5,6). An initial model was the investigation 
of memory deficits and neural grafting in aged animals (7,8,9). Other 
models have included ischemic lesions of the hippocampus (10), toxins such 
as trimethyltin (11) and the use of pharmacologic cholinergic antagonists 
(1). A number of investigators have pursued subcortical models of the 
disease, particularly cholinergic destructive models or septal lesions 
(12,13,14,15,16,17). These subcortical models have generally assumed the 
validity of the cholinergic hypothesis of memory dysfunction (1). However, 
attempts to reduce memory impairments in clinical trials using cholino­
mimetic agents have not been therapeutically successful, possibly because of 
the global changes occurring in cortical neurons (2,4,18,19,20,21). 

An alternative hypothesis considers the disease in a more global 
context of cortical and subcortical dysfunction, particularly involving 
changes in the major putative neurotransmitter, glutamate (3,22,23,24,25,26, 
27,28,29,30). The initial lesions and manifestations of the human disease 
appear to be cortical as well as subcortical, suggesting that a mixed lesion 
model of cortical dysfunction may be more applicable to the human disease. 
In addition, the primary initial presentation of the disease is often memory 
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loss and the most severe damage lies in the hippocampus and entorhinal 
cortex (2,18,21,31). Thus, an alternative animal model of Alzheimer's 
disease would include bilateral lesions of the hippocampal formation in 
addition to damage to the subcortical nuclei projecting to the hippocampus. 

Two recent clues have helped to solidify this hypothesis of mixed 
cortical and subcortical damage. The first is the controversial finding 
that perhaps the N-methyl-D-aspartate (NHDA) class of glutamate receptor may 
be decreased in number out of proportion to the kainate/quisqualate class in 
autopsy specimens from patients with Alzheimer's disease (3,18,22,25,29). 
Findings from autoradiography of human specimens from patients with 
Alzheimer's disease are also consistent (26) but the technique of separation 
of glutamate receptor classes remains in dispute. The second clue is the 
confirmation of the role of an exogenous toxin in the pathogenesis of Guam 
ALS-Parkinson's-Dementia complex (32). The suspected exogenous toxin, a 
plant amino acid (L-BMAA), appears to function as an orally active NMDA 
agonist, and the effects can be blocked by an NMDA antagonist (30). 

These two clues point to the global involvement of neurons with post­
synaptic receptors for the NMDA class of glutamate receptors (24), which 
suggests that these neurons appear to be preferentially involved in either 
the pathogenesis or expression of Alzheimer's disease. The additional 
finding of severe memory loss with either bilateral restricted CAl 
hippocampal damage (31,33) or with the infusion of an NMDA antagonist into 
the lateral ventricle or hippocampus (34,35) suggests that many of the 
clinical symptoms in Alzheimer's disease may be attributed to dysfunction of 
neurons with the NMDA receptor subtype, particularly in the hippocampus. 

We have developed an animal model of Alzheimer's disease, which demon­
strates combined damage to both the hippocampus and the medial septal nuclei 
and is directly relevant to the hypothesis of a mixed cortical and subcorti­
cal etiology. This model involves a chronic NMDA infusion into the lateral 
ventricles of rats, since NMDA itself acts as an excitotoxin under these 
circumstances (36). In correlation with this model, we have performed 
behavioral testing of spatial memory (37). Additionally, treatment with 
fetal tissue grafting of hippocampus into the lesioned hippocampus has been 
performed (38,39,40,41,42,43,44,45). This report will describe the 
methodology for the induction of the model, histological features and 
neuropathological areas of involvement, behavioral aspects and initial 
grafting studies. 

METHODS 

Experimental Groups and Lesion Induction 

The general goal with the experimental groups was to identify the 
behavioral, anatomical and physiological response to a variety of hippocamp­
al lesions and to subsequent neural grafting. Two main experimental groups 
and several control groups of Fischer 344 rats were used to differentiate 
the response of animals with lesions in the hippocampus to neural grafting. 
The two primary groups included the acute unilateral intraventricular 
injection of kainic acid (46) and the bilateral chronic intraventricular 
infusion of NMDA (36). All animals were evaluated by behavioral testing in 
a serial fashion, as described below. Sham (saline) lesions, animals 
undergoing lesioning without subsequent grafting and cerebellum grafts were 
controls for these lesions and grafts. 
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Kainic acid lesions were created by the stereotaxic injection of the 
chemical into the posterior lateral ventricle (0.5 ~g kainic acid in 0.5 ~l 
of buffer over 30 min; 36,46). The lesion produced by this injection 
consisted of a dense loss of hippocampal CA3 pyramidal neurons on the side 
of injection, with a minor loss of CAl pyramidal cells. The rationale for 
including this lesion was because of the restricted hippocampal CA3 cell 
damage. Thus, the integration and synaptic connectivity of the fetal 
hippocampal grafts may be very different than with the bilateral NMDA 
infusions. 

NMDA lesions were produced by a chronic NMDA infusion, similar to that 
used for other chronic infusions of chemicals into the cerebral ventricles. 
An Alzet mini-osmotic pump was connected to an intraventricular cannula, 
after pre loading of NMDA (0.2, 0.5, 0.75 and 1.0 mg total dose, in 210 ~l 
buffer) into the pump (36; Fig. 1). The use of a chronic infusion over two 
weeks may mimic a slow, long-term cell destruction, similar to the 

intraventricular placement 

Fig. 1. NMDA was infused using an osmotic infusion pump. 
The infusion cannula was placed in the right 
lateral ventricle, for bilateral effects of the 
excitotoxin on periventricular regions. 

excitotoxic hypothesis concerning the damage associated with 
neurodegenerative processes (30). In preliminary trials with this technique 
it was found that the histological pattern of damage showed a moderate cell 
loss throughout the hippocampus bilaterally, more pronounced on the right 
(Fig. 6). The end result of the infusion was an animal with moderate 
bilateral hippocampal damage; the behavioral results will be discussed below 
in terms of the NMDA dosage. 

Behavioral Testing of Spatial Memory 

A variety of maze formats have been developed for the purpose of 
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testing hippocampal-related function in rats (7,13,16,31,33,37,42) . The 
Morris water maze, which evaluates place learning, appears to be highly 
sensitive to hippocampal damage and has been widely used and verified with a 
substantial number of controls (7 , 34,37). For these reasons, we chose this 
test as a standard technique to assess hippocampal-related memory function, 
before and after lesions and with treatment paradigms. There are also 
significant internal controls that have been developed within our laboratory 
for Fischer 344 animals of various ages and with a variety of lesions. 

DO 
DO 

Fig. 2. A diagram of the water maze testing of the rats. 
The animals were tested for forty trials and the 
route and time to escape were tracked and logged. 
The goal of the test was escape onto a platform . 

The water maze pool was circular, 150 cm in diameter and 28 cm high 
(Fig. 2) and the water was darkened with food coloring. The pool was 
located in a room with several external cues, including a window, a cage and 
ceiling light. The positive goal of the test was escape from the cold water 
(approximately 26·C) into the warmer atmosphere. The testing paradigm 
included the use of both a hidden platform (100 cm2 , just below the water 
surface) and a visible platform of the same size, with a center pole. The 
pool was divided into four quadrants and the platform was located at the 
center of one of the quadrants for the testing of acquisition during a 
series of trials. The entry point into the water was randomized to any of 
four points around the circumference of the pool . The behavioral testing 
was performed on five consecutive days, with a total of eight trials each 
day. The rats swam until they either found the platform or reached a 
maximum swim time of 60 s, with 30 s spent on the platform between two 
trials. Escape latency was measured with a stopwatch and the animal's 
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trajectory was recorded on diagrams of the pool. The mean escape times were 
calculated from all forty trials (7). 

Neural Grafting 

The procedures for preparation and grafting of fetal hippocampal and 
cerebellar tissue were similar to those described by Bjorklund et al. (38), 
Ransom et al. (47) and Sunde & Zimmer (44). The timing of the graft 
placement into the lesioned host was planned to have the grafts placed 
within approximately two to four weeks after the completion of the NMDA 
infusion or kainic acid injection. This planned timing allowed a stable 
period after the completion of the infusion, during which the behavioral 
testing could be performed. Fig. 3 shows a diagram of the technique. 

Fetal Grafting 

fetal hippocampus 

Fig. 3. The neural grafting protocol involved the technique 
of chunk grafting into the lateral ventricle, to 
replace circuitry in the lesioned area of the CAl 
region of the hippocampus. 

The 18-19 day rat feti were taken from timed pregnant Fischer 344 rats . 
The feti were removed from the uterine horns and placed into a sterile petri 
dish containing nutrient tissue medium, kept on ice (47). The brain and 
then either the hippocampus or cerebellum was dissected free under 
magnification, through a posterior approach. Cerebellar tissue was easier 
to separate from the CNS than the hippocampus and was used as control 
tissue. The volume of tissue transplanted into each hippocampus was 7-12 
~l, drawn up through a metal needle using a micropipet device, and then 
stereotactically placed. After finishing the grafting procedure on five 
animals (about 2.5 hr), the remainder of the fetal tissue was incubated 
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using tissue culture, in order to determine both survival of the grafting 
tissue and the sterility of the procedure. 

One of the goals of the graft evaluation was to perform intracellular 
recording of the neural grafts and adjacent hippocampus, using slices of the 
hippocampus (10,41,48,49). For this reason, the fetal grafts were placed as 
separate tissue chunks, adjacent to the CAl area of the hippocampus 
(coordinates P 4.0, RL 5.0, D 5.0). These chunks were placed within the 
ventricle using a metal cannula with a tight fitting plunger,to ensure 
tissue placement. The cannula was withdrawn over the plunger after the graft 
was in place. In addition, the lateral ventricle in rats provided a suitable 
bed for the maintenance of the neural graft (38). 

Animals were followed at three month intervals after the grafting with 
water maze testing, to assess for any changes in either the acquisition or 

60 

P(0.001 

40 
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N=10 N=4 N=9 N=10 N=19 

Fig. 4. This graph shows the relationship of total dosage 
of NMDA to the behavioral effects, as tested with 
the water maze protocol. Animals with the 1.0 mg 
dose were significantly impaired. 

retention of spatial memory. At various point these animals were sacrificed 
for either histology or for physiological recording from the grafts. 

RESULTS 

Behavioral Assessment and Excitotoxin Dosage 

NMDA has been suggested as a useful agent for the production of localized, 
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axon-sparing lesions, mediated presumably through an excitotoxic action, 
similar to kainic acid (36). The reported acute intraventricular dose of 
NMDA for a localized CAl region lesion was 1.36 ~M, equivalent to 0.2 mg 
NMDA. This amount of NMDA was chosen as a starting dose for the chronic 
infusion over two weeks. However, this dosage did not lead to permanent 
memory deficit, as evaluated by the Morris water maze test. Thus, the 
dosages were gradually increased from a total of 0.2 mg, to 0.5, 0.75 and 
1.0 mg total dose. The effects of varying dosage on permanent spatial 
memory deficit (for the acquisition of escape from new platform locations) 
is presented in Fig. 4. The only group with a statistical difference in 
memory acquisition, compared to controls, was the 1.0 mg total dose group. 
The NMDA did not produce any acute toxic effects at this dose, though the 
animals tended to lose weight and to be less well groomed over the period of 
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Fig. 5. Stability of NMDA Lesion, as demonstrated by the 
behavioral evaluation as a function of time after 
the infusion. The lesion may be progressive early 
but then appears to be stable to nine months. 

observation. In contrast, the kainic acid treated animals did not demon­
strate any behavioral deficit, probably due to the restricted hippocampal 
damage (36,46). 

We evaluated the stability of the lesion effects with the behavioral 
testing for the 1.0 mg NMDA group. Different groups of lesioned animals 
were tested, beginning at 19 days after completion of the pump infusion 
through nine months afterwards (Fig. 5). The only trend in the behavioral 
results was that the behavioral impairment effects tended to increase 
gradually, and that there was a slight elevation of the escape time in the 
animals tested between days 25 and 27 after the completion of the infusion. 

309 



The additional long term evaluation shown in Fig. 5 also indicates that the 
behavioral effects of the NMDA lesion were stable with time, with a trend 
towards worsening in the behavioral assessment rather than recovery. 

Histological Evaluation 

The neurotoxic effects of the NMDA infusion were concentrated in the 
CAl region of the hippocampus, particularly on the side of the intraventric-

Fig. 6. The NMDA hippocampal lesion mainly involved the CAl 
area of the hippocampus, shown on the right in the 
upper photograph and on the left in the lower 
illustration. The scale is 1 mm. 

ular cannula (Fig. 6). Additional areas of damage included the dentate 
gyrus, predominantly on the side of the cannula and the medial septal area. 
In these areas, both pyknotic cells and tissue loss were noted, as early as 
30 days after the completion of the infusion of the NMDA . The localization 
of the lesion was similar to that of increased density of postsynaptic NMDA 
receptors in the periventricular regions in the rodent CNS (50,51). In some 
animals there were also additional areas of cell loss in the lateral 
neocortex, particularly the entorhinal cortex. The areas of damage with the 
NMDA infusion resembled the topography of regions with high density of NMDA 
receptors using autoradiography of glutamate receptor sUbtypes . Thus, the 
NMDA exhibited some selectivity in terms of the pattern of cell damage. 
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In contrast, the kainic acid lesions demonstrated only CA3 field damage, 
ipsilateral to the intraventricular injection (36,46). Both the NMDA and 
kainic acid cell loss patterns appeared to be histologically stable with 
time, up to nine months. 

Neural Grafting Observations 

The grafting procedure involved the bilateral placement of chunk grafts 
of fetal hippocampus, similar to previous technical descriptions of neural 
grafting procedures (8,38,39). Because the lateral ventricle offers a 
cerebrospinal-fluid filled space adjacent to the hippocampal formation, CSF 
may act as a nutxient medium for the donor graft tissue, prior to vascular­
ization of the tissue. Moreover, since one of the analytic techniques was 
to evaluate the grafts physiologically in brain slices, fetal hippocampal 
chunks may be more easily identified on hippocampal slice sections. Howev­
er, an initial series of grafts did not survive histologically , so a system­
atic approach to ensure tissue viability was undertaken. 

The fetal neural tissue was placed in chilled nutrient media, similar 
to that used for tissue culture preparations, after dissection from the 
whole fetus. After placement of grafts into several animals (elapsed time 
2.5 hr), the remaining tissue was incubated for culture, with only mild 
mechanical dissociation . Fig. 7 shows an example of a hippocampal neuron, 
after 12 days of tissue culture growth, which shows a typical bright soma 
and extensive dendritic tree (47). Thus, for the majority of the grafting 
procedures both tissue viability and sterility of the grafted tissue 
appeared to be excellent. 

Though the graft data are preliminary, several animals were sacrificed 
early, within six weeks of the grafting, to assess graft integration (44). 
Fig . 8 shows an example of a portion of the hippocampal graft, which was 
located near the hippocampus . There are numerous surviving neurons within 
the graft, though the location is not ideal. Fig . 8 is representative of 
the grafts examined to this point. Thus, both the placement and integrity 

Fig. 7. A hippocampal neuron from tissue culture, which was 
plated after the remainder of the tissue was used 
for grafting . Scale shows 50 ~m. 

311 



of the graft may be improved, through such techniques as attempting to place 
less volume and adjusting coordinates. 

Graft integration will be further assessed with identifying synaptic 
interconnections physiologically, using an in vitro brain slice approach 
(49). The intracellular recording technique will also be used for Lucifer 
yellow dye injection, to stain neuron processes. This will allow a very 
sensitive method to detect graft - host interconnections, by visualizing 
axon collaterals. Thus, the functional relationship of the fetal hippo­
campal graft to the host will be assessed by several different methods (39) . 

DISCUSSION 

Characterization of the Excitotoxic Model 

The preliminary work with the chronic NMDA infusion model presented 
here has demonstrated a consistent pattern of behavioral alterations in 
spatial memory and histological damage to the CAl area of the hippocampus 
and medial septum. Because of the slow infusion rate, a higher total dose 
was required for these effects, as compared to an acute intraventricular 
infusion (36). However, the slower rate has also resulted in bilateral 
damage to the hippocampus, and additional areas of involvement, such as the 
medial septal nucleus. As shown in Fig. 5, the lesion and the behavioral 
abnormalities also appear to be stable with time. Thus, in spite of the 
absence of a causal relationship to Alzheimer's disease, this model 
possesses certain validating properties in terms of the pattern and 
expression of abnormalities. Long-term survival studies may also show the 
critical neuropathological features of the disease, such as plaques and 
tangles (52), which have also been partly reproduced by a cholinergic 
destruction model (12). In many respects this model is a partial model of 
the dementia aspect of Guam ALS-Parkinson's-Dementia complex (32). 
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Fig. 8. A hippocampal graft, which shows partial connection 
to the host hippocampus and multiple surviving 
neurons. Scale is 100 ~m . 



at least a cholinergic deficit underlying the spatial memory deficit (7). 
The characterization of this deficit will require analysis with presynaptic 
markers for the synthesizing enzyme as well as receptor labelling. If the 
cholinergic deficit is notable, then fetal septal grafts (rather than 
hippocampal grafts) may have a role in recovery from the memory deficit, to 
augment cholinergic function in the hippocampus. 

Additional techniques that may help in the characterization of this 
model include glutamate receptor studies, to confirm primary changes in the 
NMDA receptor population following the damage or the presence of secondary 
alterations. In addition to intracellular recording and the physiological 
assessment of synaptic interconnection between the graft and host 
(10,39,41), there are other anatomical techniques for evaluating the 
integration of the graft into the host circuitry (43,45). Additional 
pharmacological treatment strategies could also be tried with a stable 
model, such as glutamate enhancement techniques (23). The model could also 
be extended with an orally-acting excitotoxic agent, such as L-BMAA (32), 
but which would have primary cortex and hippocampus involvement, rather than 
spinal cord damage. Thus, there are many directions for further evaluation 
and extension of this model, particularly if predictive validation could be 
achieved for treatment paradigms, including neural grafting. 

Rationale of the Excitotoxic Model 

The cholinergic hypothesis, formulated several years ago (1), pointed 
to the importance of the cholinergic deficit in the brains of patients with 
Alzheimer's disease. The learning and memory impairment modeled by an 
induced cholinergic deficit attracted considerable interest and a number of 
models are still very important in evaluating this aspect of Alzheimer's 
disease (4,5,6,12,13,14). However, these models have not proven to be 
predictive in terms of therapy of patients with Alzheimer's disease, at 
least with current cholinergic agents (6). Thus, the dissociation between 
the behavioral response of the animal models to pharmacological manipulation 
of the cholinergic system and the clinical response may be interpreted in 
several ways. One way is to examine more closely the spectrum of damage to 
the cortex and subcortical structures in patients with early Alzheimer's 
disease, which indicates involvement at both levels, but primarily cortical 
damage (2,3,18,22,23,25,29,32). 

Recently, considerable attention has been directed towards the role of 
glutaminergic neurotransmission in Alzheimer's disease (18,22,25). The 
hippocampal formation has been identified as a primary target for 
Alzheimer's disease, both pathologically and symptomatically, due to the 
early difficulties with memory in the disease (2,18,31). The current 
excitotoxic model follows newer hypotheses of primary cortical abnormalities 
underlying Alzheimer's disease, which may be expressed as alterations in 
glutamate-mediated synaptic transmission (3,53). The hippocampus may be 
primarily affected because of the higher density of glutamate receptors, 
particularly the NMDA class, though the etiology remains unknown. The 
chronic NMDA infusion of the current model recreates the areas of damage 
identified from patients, but the etiology remains elusive. Likewise, the 
memory loss resulting from the hippocampal damage (rather than cholinergic 
damage alone) may be similar to memory changes noted in patients with the 
disease. Thus, the NMDA infusion model recreates many of the manifestations 
reported with early Alzheimer's patients, including the behavioral aspects 
of memory loss, the pattern of damage in the hippocampus and septum and the 
loss of neurons with postsynaptic NMDA receptors. 

Implications of Loss of Neurons with NMDA Receptors 

The function of the NMDA glutamate receptor in the cortex has recently 
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come under considerable scrutiny (22,24,27,35). This receptor possesses 
special properties, in terms of voltage-sensitivity and calcium influx, 
which have been implicated in a number of paradigms of learning. There 
appears to be close association between the high density of NMDA receptors 
in the CAl region of the hippocampus (51) and the involvement of these 
receptors in the spatial learning paradigm in the rat (34). The loss of 
neurons with NMDA receptors, due to a sensitivity to exogenous toxins (30) 
thus may have considerable impact on short-term, post-distraction memory 
(31). Likewise, the pharmacological blockade of NMDA receptors may also 
impair memory (34,54), creating difficulty in the use of NMDA antagonists 
for prevention of the excitotoxic damage. Thus, a global loss of neurons 
with this class of glutamate receptors may have considerable impact on both 
treatment and symptomatic considerations, as well as plasticity of the CNS. 
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INTRODUCTION AND OVERVIEW OF EXCITATORY AMINO ACIDS AND AGING 

The aging brain is characterized by a decrease in weight and con­
comitant loss of neurons1.2. The exact causes and mechanisms for neuronal 
loss in aging and age-related neurodegenerative diseases are largely 
unknown. Recent studies have shown that in ischemic, hypoxic and hypogly­
cemic-induced neuronal loss, the necrotic changes are due to an excess 
release of excitatory amino acids (glutamate, GLU: aspartate, ASP: 
etc. ),,".5. The ability of competitive and noncompetitive antagonists to 
block or ameliorate neuronal cell death induced by excitatory amino acids 
has further served to confirm the specificity and importance of receptor­
mediated excitotoxicity·7... Therefore, in the central nervous system 
excessive or unregulated release of excitatory amino acids appears to be a 
predominate mechanism mediating neuronal death. 

There are a number of endogenous compounds with excitotoxic potential 
(GLU, ASP, cysteine, quinolinic acid, n-acetyl-ASP-GLU etc.)9.10.11 and 
several environmental excitotoxins (aspartame, B-N-methylamino-L-alanine, 
B-N-oxalyamino-L-alanine)12.1J. A number of recent review articles have 
suggested a role for excitotoxins in neurodegenerative disorders such as 
Huntington's disease, Alzheimer's disease (AD), amyotrophic lateral 
sclerosis, Parkinson's disease and olivopontocerebellar degeneration,.-'7. 
AD has received particular attention since a number of markers for 
glutaminergic function are decreased in postmortem tissues from AD 
patients,··'9.2o. Reductions in GLU content, [3Hj-D-ASP uptake and n-methyl­
D-aspartate (NMDA) receptors have all been reported in AD patients most 
notably in hippocampus and temporal cortex .. ·'9.20. The recent data on the 
role of GLU in long-term potentiation and memory function" draws further 
intriguing parallels with the functional deficits seen in AD. Thus, 
excitotoxin-mediated neuronal death may contribute to age-related neuronal 
loss and could be an etiologic factor in age-related dementias such as AD. 

GLU and ASP are the major excitatory neurotransmitters in the 
mammalian brain. Therefore, a detailed understanding of their regulation 
is important to our understanding of CNS function. GLUjASP are thought to 
be the transmitters utilized in cortical association pathways, the 
corticostriate pathway, the perforant pathway and many other major 
intrinsic and extrinsic cortical and subcortical projection systems'7. The 
release and reuptake mechanisms for GLUjASP and other excitatory amino 
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acids are not completely understood but may differ among specific brain 
regions22 . For example presynaptic modulation of GLU release by kainic 
acid is present in the cerebellum and hippocampus23 but is absent in the 
frontal cortex2'. Complete comparative data are not available on regional 
differences in the inhibitory modulation of glutamate release by adenosine 
(A,) serotonergic, muscarinic (~), adrenergic (a2 ) , GABAergic, or 
dopaminergic (D2) receptors although presynaptic modulation has been 
reported. It is also of interest that many of the presynaptic 
heteroreceptors that are known to inhibit GLU release are also decreased 
in the aged brain and Alzheimer's disease2s which may suggest a link 
between the two. Moreover, calcium dependent release of neurotransmitters 
in general may be altered in the aged brain due to age-related deficits in 
calcium uptake and sequestration within the nerve terminal which are known 
to occur26. These age-related deficits point to the need for a careful 
examination of neurochemical mechanisms governing the release and 
modulation of excitatory amino acids in the aged brain, especially in 
light of their neurotoxic potential. 

As previously mentioned, a number of different endogenous excitatory 
amino acids or small peptides may function as neurotransmitters. The 
relative amount or proportion of excitatory amino acids released from 
nerve terminals may change based on the energy demand of the neuron. For 
example, Szerb30 has shown that ASP release increases and GLU release 
decreases under hypoglycemic conditions. Much work needs to be done to 
specifically identify the exact excitatory transmitter released from 
specific neuronal pathways. Thus, heterogeneity may exist in the type of 
excitatory amino acid released from nerve terminals (GLU, ASP, CYS, etc.), 
the specific transporter responsible for reuptake (Na+ versus Cl­
dependent) and the degree or type of presynaptic modulation. This 
anatomical and biochemical heterogeneity is reflected by the mUltiple 
postsynaptic receptor subtypes that exist for the excitatory amino acids 
and the diversity of second messenger coupling for the'various receptor 
subtypes2.,29. In addition to the regional variation in receptor subtypes, 
transport processes and specific type of amino acid released, there are 
also multiple pools of excitatory amino acids. A neuronal pool and a 
glial pool of excitatory amino acids exist as well as the neurotransmitter 
and metabolic pools30. Our lack of knowledge of the control of excitatory 
amino acid neurotransmitters is at least in part due to the difficulties 
imposed by these same amino acids being involved in cellular metabolic 
activities. This can make the study of the various pools complicated 
since the metabolic and neurotransmitter pools are interrelated. 

A number of biochemical alterations could lead to excitotoxin 
mediated neuronal death. Specific presynaptic and postsynaptic deficits 
in excitatory amino acid metabolism or neurotransmitter function are given 
in Table 1 that could lead to excess extracellular concentrations of 
excitatory amino acids. Most documented accounts of excitotoxin-induced 
neuronal loss involve conditions such as hypoxia, anoxia, hypoglycemia or 
metabolic alterations that result in greatly diminished intracellular ATP 
levels and the concomitant collapse of cellular ionic gradients31 • These 
conditions may also favor the calcium-independent efflux of amino acids 
such as GLU and ASp32 . Excessive depolarization of neurons induced by the 
release of excitatory amino acid neurotransmitters can also deplete ATP 
levels and initiate calcium-independent release of GLU which could 
further depolarize the neuron and decrease ATP levels that would create a 
vicious cycle resulting in neuronal death. This hypothesis needs inves­
tigation since one or more of the deficits listed in Table 1 must occur 
for these events to proceed and one must assume normal regulatory or 
feedback mechanisms are compromised. 
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TABLE 1. Neurochemical Mechanisms Contributing to or Potentiating 
Excitatory Amino Acid Induced Neurotoxicity 

Anatomic Localization of Deficit: 
Mechanism Presynaptic Postsynaptic 

1. Decreased uptake 

2. Decreased inactivation 

3. Enhanced synthesis 

4. B1ood-Brain-Barrier deficit 

5. Increased receptor number 

nerve terminal 

neuronal GLU 
dehydrogenase 

neuronal glutaminase 

neuronal kainic acid 
receptors 

6. Increased excitatory amino neuronal 
acid coupling/efficacy 

7. Decreased GLU growth neuronal 
factor function 

8. Excess Release a)decreased inhibitory 
neuronal presynaptic 
receptors 

b) increased faci1itory 
neuronal presynaptic 
receptors 

c)neurona1 calcium 
independent release 

d)neurona1 calcium 
dependent release 

glia 

glial glutamine 
synthetase 

glial glutaminase 

endothelium 

neuronal NMDA 
and/or 
quisqua1ate 
receptors 

neuronal 

neuronal 

a)glia1 release 
from metabolic 
pool 

b)neurona1 
release from 
metabolic pool 

GLU is released by neuronal depolarization in a calcium dependent 
exocytotic process)2. GLU can also be released by a calcium independent 
process from the cytoplasmic pool which may involve the high affinity GLU 
transporter operating in reverse». This depolarization induced reversal 
of this GLU transporter may provide a unique mechanism for amino acid 
transmitter release». Depletion of intracellular energy stores and/or the 
neuronal transmembrane sodium gradient has been shown to facilitate 
calcium independent GLU re1ease)2 possibly through this transporter­
reversal mechanism». The neuronal-glial glutamine (GLN) cycle is thought 
to playa major role in regulating GLU release since GLN appears to be the 
predominant precursor to neurotransmitter GLU)·. Inhibition of glutaminase 
inhibits GLU release whereas GLN precursor loading augments GLU release)·. 
Therefore GLN appears to play a central role in regulating GLU synthesis 
although precursor dependence may shift during pathophysiological 
conditions)·'''. Glucose and tricarboxylic acid cycle intermediates can 
also serve as precursors for transmitter GLU when GLN levels are depleted. 
Thus, neuronal energy metabolism and excitatory amino acid metabolism and 
release are intimately interrelated)'. Age-related deficits in neuronal 
energy metabolism or calcium handling could lead to a1te:t'ations in the 
release of excitatory amino acids)'. Therefore, it is important to examine 
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the mechanisms regulating excitatory amino acid release as well as those 
processes which may modulate this release. 

STUDIES OF IN VIVO AND IN VITRO EXCITATORY AMINO ACID RELEASE IN THE AGED 
RAT BRAIN 

Systemic or intracerebral administration of kainic acid has been 
shown to elicit severe convulsions and evoke significant depletions of 
brain monoamines'6.37. These depletions in the stores of neurotransmitters 
are thought to reflect the excessive release of neurotransmitters induced 
by the excitatory actions of kainic acid'6. We have explored this action 
of kainic acid in aged (30 month old) and adult (6 month) female Long­
Evans rats. The neurochemical effects of 15 mg/kg of kainic acid 
administered i.p. are given in Table 2. This dose of kainic acid produced 
seizures in 7 out of 7 of the aged rats and no clonic-tonic seizures in 
the adult rats. All rats were terminated for neurochemical evaluation 2 
hours after kainic acid administration. The data clearly indicate that 
transmitter and brain regional differences exist in the action of kainic 
acid. ASP and NE are markedly reduced in the entorhinal and frontal 
cortices of aged rats whereas this dose had no significant effect in the 
adult rats. Neurotransmitter content was not altered in the caudate of 
either adult or aged rats. This study suggests that the facilitory 
presynaptic mediation of ASP release by kainic acid may be altered in 
aging. It is of interest to note that GLU content was not altered by 
kainic acid in these brain regions. These data are in agreement with in 
vitro data that show preferential release of ASP by kainic acid in brain 
slices""· . 

TABLE 2. Effects of Systemic Kainic Acid on Neurotransmitter Content in 
Adult and Aged Rats 

Brain Region ASP GLN GLU NE 5-HT 

Entorhinal Cortex 
Adult-Control 2.5l±0.14 5 .13±0. 59 13.92±1.12 334±2l 3l7±37 
Aged-Control 2.32±0.14 6.05±0.69 12.37±0.87 349±23 386±99 
Adult-Kainate 2.16±0.25 5.46±0.49 13.74±0.83 259±39 36l±25 
Aged-Kainate 1.34±0.12* 7. 93±O. 77 10.30±0.65 131±17* 307±63 

Frontal Cortex 
Adult-Control 2.54±0.27 4.18±0.19 12.47±0.46 223±2l 262±33 
Aged-Control 2.72±0.18 5.07±0.71 l2.30±0.82 23l± 7 226±26 
Adult-Kainate 2.18±0.22 4.65±0.23 13. 70±O. 63 194±25 244±2l 
Aged-Kainate 1.85±0.06* 7.33±0.42* 1l.86±0.49 134±14* 209±19 

Caudate+ 
Adult-Control 2.l0±0.13 3.43±0.38 8.26±O.99 337±54 465±29 
Age4--Control 1. 77±0.09 4.50±0.43 6.04±O.42 272±52 387±47 
Adult-Kainate 1. 89±0 .15 3.30±0.36 8.32±0.84 283±39 453±4l 
Aged-Kainate 1. 50±0.1l 4.20±0.52 7. 97±1. 01 191±15 396±22 

Amino acid data expressed as ~mole/g tissue wt. ± SE (n=6-10 per group) 
Monoamine data expressed as ng/g tissue wt. ± SE (n=6-10 per group) 
*p<0.05 Aged-Control versus Aged-Kainate 
+Dopamine content was not altered in either adult or aged rats by kainic 
acid. 
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Amino acid transmitter release has also been compared in frontal 
cortex slices of adult (6 month) and aged (20-24 month) male Fisher 344 
rats". Of the 11 amino acids measured only GLU showed significant 
reproducible levels of stimulation induced release above basal levels. 
Although in a pilot study using slices from these same animals ASP release 
appeared to be elevated by high potassium in the aged animals but not 
significantly in adult animals (Fig . 1). The ASP data support the above 
in vivo data but must be considered preliminary because of the small 
number of rats tested and the variability in the basal release data. In 
contrast, GLU was released in a calcium dependent manner by incubation in 
buffer containing high potassium (56 mM) in both aged and adult rats. 
Endogenous GLU levels were increased approximately 4-5 fold over the basal 
release samples during the stimulation period. GLU stimulated release was 
however not significantly different between the adult and aged animals". 
Similar release patterns and results were also seen when a K> concentration 
of 40 mM was used to stimulate release in adult and aged animals 
(unpublished observations). 3H-GLU uptake was also examined in adult and 
aged F344 rats and found not to be different in slices of frontal cortex". 
Similar experiments used frontal cortex slices loaded with 3H-O-ASP to 
compare potassium stimulated release in adult and aged Fisher 344 rats. 
Potassium (40 mM) induced significant release of 3H-O-ASP, although it 
produced only about a 2 fold increase above basal release. The level of 
3H-O-ASP release is different than that seen with endogenous GLU, an effect 
also reported for hippocampal slices38 • This difference in levels of 
release may suggest some differences in the pools from which these amino 
acids are being released. Similar to endogenous GLU release stimulated 3H_ 
O-ASP release was not different between adult and 28 month old male Fisher 
344 rats (unpublished observations) . Kainic acid (1 mM) also failed to 
significantly stimulate either endogenous GLU or 3H-O-ASP release from 
these cortical slices. 

It is also of interest that in these frontal cortex slices like that 
seen in hippocampal slices, endogenous stimulated GLU release is highly 
Ca» dependent (>95%). This is in contrast to GABA release which shows 
much less Ca» dependency of release3.-". The potassium activation of 
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Fig. 1. Basal and KCl stimulated ASP release from slices of frontal cortex 
in adult (6 month) and aged (24 month) F344 rats. ASP release in 
aged rats was significantly (*p<0.05) higher than adults during 
the second KCl stimulation. 
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release is also of interest as relatively high concentrations of K+ are 
required to activate release from slices. In cortex (unpublished data), 
hippocampal" and cerebellar" slices the potassium activation response 
curves have shown that K+ concentrations of 20-30 mH show no significant 
release of GLU or ASP. KCl (40 mH) shows about a 3-4 fold increase in 
release and at 50-60 mH K+, amino acid release levels plateau. This level 
of K+ activation is in contrast to other neurotransmitter systems, like 
catecho1amines, where significant activated release ~an be measured at 15-
20 mH KC1. The significance of the high level of K+ required for amino 
acid transmitter release is not completely understood, although the data 
suggest more activation is required for amino acid transmitter release. 
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Fig. 2. Inhibition of PAG activity by ammonium chloride in adult (6 month) 
and aged (30 month) Sprague-Dawley rats. The inhibition of PAG by 
ammonium chloride was significantly (*p<0.02) attenuated in the 
aged rats relative to the adult control rats. 

STUDIES OF GLUTAMINASE ACTIVITY IN AGED RATS 

In addition to GLU release, the activity of glutaminase was assessed 
in both adult (6 month) and aged (30 month) male Sprague-Dawley rats. 
Glutaminase (L-glutamine amidohydrolase, EC 3.5.1.2) is the enzyme 
responsible for the formation of neurotransmitter GLU .. ·... Glutaminase is 
strongly activated by phosphate, therefore it is referred to as phosphate­
activated glutaminase, or PAG"·". Ammonia is a potent inhibitor of PAG 
and it is also a product of the PAG hydrolysis of glutamine"-51 • Ammonia 
inhibition of PAG activity was significantly attenuated in aged rats and 
this attenuation of PAG activity occurred within the physiological range 
of ammonia concentrations (100-500 ~) normally found within the brain 
(Fig. 2). This age-related deficit in PAG regulation may reflect an 
impaired ability of the aged brain to effectively remQve ammonia from the 
CNS. Hence, these data suggest that the aged brain may have an increased 
production of both GLU and ammonia. This combination of increased GLU and 
increased ammonia may result in neuronal damage, or death, by a variety of 
mechanisms. 
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TABLE 3. Glutaminase Activity and GLU Content in Adult and Aged F-344 
Rats 

Cortical Markers for GLU 

GLU content 
Glutaminase Activity 

Adult 

10.40 ± 0.43 
26.64 ± 2.97 

GLU content is expressed as ~mole/g ± SE 

Aged 

8.89 ± 0.29* 
17.37 ± 2.36* 

Glutaminase activity is expressed as nmole GLU/mg protein/min ± SE. 
n=7-8 per group 

Current studies are underway to determine the regional activity of 
PAG in 8 month and 28 month old Fischer-344 rats. Early indications are 
that differences do exist between adult and aged rats. In the temporal 
cortex, PAG activity in aged rats is significantly (p<0.05) reduced by 35% 
which correlates well with decreased GLU content in the cortex (Table 3). 
Further studies of PAG kinetics and regulation are currently being 
performed in the cortex, striatum and hippocampus. The decreased PAG 
activity may reflect a loss of glutamatergic neurons or a decrease in PAG 
activity to compensate for the deficit in ammonia feedback inhibition on 
PAG activity. If there is a loss of glutamatergic neurons, then the 
surviving glutamatergic neurons must increase their GLU release capacity 
since GLU release is not decreased in the cortex of aged F344 rats2'. 

Further studies are needed to clarify the role of changes in PAG activity 
and the relationship to the neurotransmitter pool of GLU in the aging 
brain. 

It has previously been reported that glutaminase activity is reduced 
in whole brain preparation from 24 month old Wistar rats52 • Significant 
reductions in low affinity GLU uptake and GLU metabolism have also been 
reported in cortical slices of aged rats5'. Mitochondrial uptake of GLU is 
decreased in the aged brain as well as glutamate driven mitochondrial 
respiratory functionS'. Our current findings and those of others suggest 
that alterations in the metabolic pool of GLU do occur in aging. Age 
associated changes in PAG activity or regulation may also impact on the 
neurotransmitter function of GLU or the neurotoxic potential of endogenous 
GLU in the aged brain. 

CONCLUSIONS 

The present studies have been an attempt to examine age-associated 
changes in excitatory amino acid function. These studies suggest that 
age-associated differences do exist in seizure sensitivity to kainic acid, 
cortical content of ASP and GLU, and cortical glutaminase activity. 
However, age associated differences in glutamate release were not seen in 
frontal cortex slices. These data suggest that while some parameters of 
amino acid neurotransmission show age-related changes, not all responses 
are altered. Our findings are in accord with Bowen and coworkers"'" who 
found no differences in stimulated GLU release in AD patients, but found 
evidence of metabolic changes that reflect an alteration in cortical 
glutamatergic neurons in AD. Our data and those of others do however 
provide the basis for much further study especially in the areas of 
neurotransmitter release modulation. Other intriguing questions also need 
study, for example: the significance of the high degree of potassium 
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activation required for amino acid release; the ability of potassium 
activation to significantly release ASP in aged animals but not in adult 
animals; the significance of changes in activity of glutaminase, the 
enzyme which produces neurotransmitter glutamate. The question of 
localization of these changes within the brain also needs to be addressed. 
These are all questions that need careful examination and clarification 
before one can completely understand the role of excitatory amino acids in 
the aging process. 
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EEG POWER SPECTRA AND BRAIN FUNCTION 
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INTRODUCTION 

Research on brain function is one of the most important 
themes for the neurobiology of aging. While brain function 
declines in relation to aging, the assessment of the extent of 
decline is often difficult. Various methods involving 
behavior, neurochemistry, electrophysiology, image analysis 
and others are commonly employed for the study of CNS 
activity, and each has its particular strengths and caveats. 
The electroencephlogram (EEG) is one method of 
electrophysiological analysis that has a long and especially 
useful history in both experimental and clinical studies. 
Especially useful is its ability to assess the activity of the 
whole brain, unlike some of the other techniques. However, 
while EEG's can accurately measure changes in overall brain 
activity, they are often thought to reflect only simple 
changes in this activity, such as wakefulness or sleep. 

Recently, various computer techniques for EEG analysis have 
been developed that create essentially new areas in 
electrophysiology, such as power spectral analysis. In this 
analysis, EEG signals are transformed from the electrical 
waves to spectra, which enables the quantification of subtle 
changes in EEG. If the analysis is employed to compare the 
relative power of each frequency, the assessment is almost the 
same as the visual assessment of EEG signals. It is expected 
that improved techniques for EEG analysis will yield even more 
information on brain function from EEG power spectra (1). 

EEG power spectra could be useful in evaluating brain 
function in disease states in which brain functions are complex 
and not easily analyzed by other methods, such as aging, 
Alzheimer's disease or psychosis. However, it is important 
first to evaluate EEG power spectra responses to various drugs 
of potential use in these neurological disorders. We therefore 
investigated the relationship between changes in EEG power 
spectra and five important neuronal systems- acetylcholine 
(ACh), dopamine (DA), noradrenaline (NA), serotonin (5-HT) and 
gamma-aminobutyric acid (GABA)- using activating and blocking 
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agents for each system . Next, the effects of various drugs, 
including psychotropic, cerebroactive and nootropic agents, on 
EEG power spectra were investigated (1, 2). 

MATERIALS AND METHODS 

Animals and surgical procedure 

Male Japanese White rabbits, weighing 2 . 5-3 . 8 kg, were 
anesthetized with pentobarbital-sodium (30 . 0 mg/kg,i.v . ), and 
bipolar stainless steel wire electrodes (0.25 mm diameter, 
insulated except for the last 0 . 5 mm of the tips; polar 
distance, 0 . 5-1 . 0 mm) were chronically implanted into the 
hippocampus (A:-4, L : 4, H:5) according to the brain atlas of 
Sawyer et al. (3) . Two stainless steel screw electrodes (1.0 mm 
diameter, silver-plated) were placed subdurally at an interval 
of 2 mm on the surface of the motor cortex. Each electrode was 
~ixed with dental cement to a perforated hole in the skull and 
soldered to a connector socket. The socket itself was fixed by 
means of the cement together with screws driven into the skull, 
and all exposed parts of the electrodes were also covered with 
cement . Animals were allowed at least 1 week to recover from the 
surgery before commencing the experiments . 

EEG recording and analysis 

The animals were placed in a transparent plastic box 
(26x42x34 cm) in a sound-proof, shielded room. The EEGs of the 
cortex and hippocampus were recorded bipolarly on a polygraph 
(Nihondenki San-ei, 36 . 1) at a time constant of 0.1 sec and a 
low pass filter setting of 25Hz, concomitantly with observations 
of their freely moving behavior . While recording the EEG, power 
spectral analysis of the EEGs was performed simultaneously for 
15 min with a signal processor (Nihondenki San-ei, 7T07), 
followed by Fast Fourie Transformation at frequencies of 0-25Hz . 
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Fig. 1. Cortical and hippocampal EEG power spectra of 
rabbits for various analysis times. 



The spectra were plotted on an X-Y recorder as histograms at 
intervals of 0.22 Hz. 

RESULTS AND DISCUSSIONS 

1. EEG power spectra of cortex and hippocampus 

The EEGs of the cortex and hippocampus were sampled and 
analyzed during 0.25, 1, 5, 15, 30 min, 1, 2, 4 and 8 hr 
periods (Fig. 1). 

The EEG samples were taken for each time period from a given 
animal and then analyzed. The histograms at a frequency of 0.22 
Hz were not consistent for density at 15 sec or 1 min; 
therefore, it was difficult to characterize their peaks and 
features. However, 5 or 15 min histograms were consistent for 
density, making definition of the peaks and features possible. 
For longer periods (1 to 8 hrs), the peaks and features were 
very clear. It is interesting to note that the peaks and 
features became more defined as the analysis time increased. 
This result suggests that each frequency of the EEG signals is 
controlled at a regular power level to constitute the spectra, 
and it seems to be the character of EEG. 

EEG signals display voltage in the ordinate and time in the 
abscissa, while power spectra consist of power in the ordinate 
and frequency in the abscissa. It is important to set a suitable 
time for EEG power spectral analysis. For our studies, the 
analysis time was set at 15 min. This intermediate time interval 
was chosen because, although some summation of EEG signals is 
n~cessary, the spectra would change grossly over longer periods. 

Wakefu Iness Rest SWS 

Rabbit 1 

Rabbit 2 

Rabbit 3 l, 
Rabbit 4 

Rabbi t 5 

Fig. 2. Power spectra of cortical EEGs for 15 min during the 
normal behavioral states of wakefulness, rest and slow wave 
sleep (SWS) in rabbits. 
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Fig. 3. Power spectra of hippocampal EEGs for 15 min during the 
normal behavioral states of wakefulness, rest slow wave 
sleep in rabbits. 
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Fig. 4. Power spectra of cortical and hippocampal EEGs during 
the REM sleep in rabbits. 



The EEG power spectra of the neocortex and hippocampus 
analyzed for 15 min periods during the normal behavioral states 
of wakefulness, rest, slow wave sleep (SWS) and rapid eye 
movement (REM) sleep are shown in Fig. 2, 3 and 4. The cortical 
spectra consisted of powers ranging from zero to frequencies 
higher than 20 Hz showing one peak at a delta wave band of about 
2 Hz. Both peak and total powers are highest in the SWS state 
and lowest in the wakefulness state. The power during the rest 
state changes according to the level of consciousness; however, 
the values fall in any case between in the SWS and wakefulness 
states. On the other hand, the hippocampal spectra consist of 
powers ranging from zero to 15 Hz, and the 
spectra have two peaks at delta and theta wave bands. These 
two peaks alternate competitively with each other in 
correspondence to the level of consciousness. In the 
wakefulness states, the theta wave peak is higher and the 
delta wave peak is lower. In the SWS state, the opposite is 
true, with the delta wave peak being higher. In the rest 
state, the delta and theta wave peaks alternate according to 
the level of consciousness, but in any case the values fall 
between the SWS and wakefulness state powers. The features of 
the REM spectra are similar to those of the wakefulness 
states. However, in the hippocampal spectra, the frequency of 
the theta wave peak during REM sleep is about 1.5 Hz higher 
than in the wakefulness state. 

Cortex Hippocampus 

10 15 Hz 

-----: Wakefulness •.••...•...•.•.. : Rest. - - - -: Slow wave sleep. 
- -- - - - --: REM sleep.. • : Change of the peak power during the normal 
behavioral states. 

Fig. 5. Power spectral characterization of cortical and 
hippocampal EEGs and the alteration of their peak power 
densities during the normal behavioral states of 
wakefulness, rest, SWS and REM sleep in rabbits. 

The alterations of the peaks of the cortical and hippocampal 
spectra during normal behavioral states are shown Fig. 5. These 
results suggest that power spectral analysis can transform the 
cortical and hippocampal EEGs corresponding to the level of 
consciousness into the alterations of spectra, most likely 
because the amplitude of each frequency of the EEG signals is 
regarded as more important for power spectral analysis than their 
appearence time. Thus, the power spectral analysis of EEG signals 
is distinctly different from the visual assessment of EEG's. 
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2. EEG power spectra and ACh, DA, NA, 5-HT and GABAergic 
systems 

Since the EEG changes in relation to the level of 
consciousness, EEG signals can be very useful for studying the 
effects of drugs and other therapeutic treatments on brain 
fUnction. These functions are considered to be controlled by the 
activating and inhibitory systems of the CNS, including the ACh, 
OA, NA, 5-HT and GABAergic systems. However, the role of each of 
these systems in the regulation of various components of EEG 
signals or brain function generally is not clear. Thus, the 
effects of the activating and blocking agents for these five 
neuronal systems were examined on the peak power and frequency in 
the cortical and hippocampal spectra (Fig. 6). The delta wave 
peak powers of the cortex and hippocampus 

1. Cortex 

l ~ .'. 
:t'" ! I ....... . 

: , .... 
g ........ . 
o 10 1520Hz 

2. Hippocampus 

III --
II 

III 

o 10 Hz 

• : AOAA. Atropine> Noradrenaline. Cyproheptadine> Haloperidol 

• : Physostigmine, Apomorphine. Phentolamine, 5-HTP > Picrotoxin 

• : AOAA, Atropine> Noradrenaline, Cyproheptadine 

• : Physostigmine, Apomorphine > Haloperidol, Phentolamine, 

• : Physostigmine> Apomorphine, Haloperidol, Phentolamine, 

• : AOAA, Atropine, Noradrenaline> Cyproheptadine. 5-HTP 

_: Apomorphine 

-: Haloperidol 

5-HTP, Picrotoxin 

Picrotoxin 

Fig. 6. Effects of cholinergic, dopaminergic, noradrenergic, 
serotonergic and GABAergic system activation and blockade on 
the cortical and hippocampal EEG spectra peak power and peak 
frequency in rabbits. 

The alteration in the cortical and hippocampal EEG spectra 
during the normal behavioral states and the roles of ACh, OA, NA, 
5-HT and GABA systems on the spectra are shown in Table land 
Fig. 7. The peak powers were decreased by physostigmine, 
apomorphine, phentolamine, 5-HTP and picrotoxin. They were 
increased by atropine, noradrenaline, cyproheptadine, 
aminooxyacetic acid (AOAA) and haloperodol, but the last did not 
produce a marked increase. The peak power of the theta wave of 
hippocampus was increased by physostigmine, apomorphine, 
haloperidol, phentolamine and picrotoxin, while it was decreased 
by atropine, noradrenaline, 5-HTP, cyproheptadine and AOAA. 

The cholinergic system agonist and blocking agents, 
physostigmine and atropine, produced a marked increase and 
decrease in each peak power, respectively, diametrically opposed 
to each other. However, the frequency and amplitude changes in 
the power spectra were in the range observed during normal 
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behavioral states. On the other hand, the OA, NA, 5-HT and GABA 
system activating and blocking agents did not always produce 
opposite spectral changes, as evidenced by the fact that the 
spectra after administration of some of the agents were different 
from the spectra observed during the normal behavioral states. 
The dopaminergic agonists and blocking agents, apomorphine and 
haloperidol, respectively increased the peak power of the theta 
wave, while the 5-HT agonist and blocker, 5-HTP and 
cyproheptadine, decreased it. The theta wave peaks after 
administration of the NA and GABA receptor blockers, phentolamine 
and picrotoxin, were sharp compared to those during the 
wakefulness state. 

From these results, it appears that the peak power of delta and 
theta waves of the cortex and hippocampus are influenced by all 
five neuronal systems, but ACh plays the most important role in 
the regulation of the peak powers. The theta wave peak of hip­
pocampus was shifted to higher frequencies by dopaminergic 
agonist, apomorphine, and shifted to lower frequencies by the DA 
receptor blocker, haloperidol. ACh, NA, 5-HT and GABAergic drugs 
did not shift the peak. Therefore, OA seems to regulate the peak 
frequency of the theta wave.of the cortical and hippocampal delta 
waves decreased during the wakefulness state and increased during 
the SWS state. The hippocampal theta wave increased during the 
wakefulness state and decreased during the SWS state, and the peak 
frequency of the latter was shifted to a higher value during the 
REM sleep state. 

When compared to the normal changes in the spectra, those 
observed after intrathecal treatment with ACh, DA and 5-HT are 
believed to activate the CNS, while NA and GABA are considered 
to be suppressive. However, the spectral changes produced by 
the ACh, OA and 5-HT system activation agents were not same. 
The three drugs produced a marked decrease in the cortical 
delta wave peak power, but the hippocampal spectral changes 
caused by the three drugs were different, i.e., the theta wave 
peak was markedly increased by physostigmine, shifted by 
apomorphine and decreased by 5-HTP. Activation of the ACh, OA 
and 5-HT systems thus seems to cause actions that are 
different qualitatively. 

ACh has been reported to produce psychological activations 
that reverse or ameliorate cognitive impairment (4, 5). It is 
known that apomorphine produces hyperactivity and stereotyped 
behaviors (6, 7), while 5-HTP produces the abnormal behavior 
head-twitching (8, 9). The difference in the hippocampal 
spectra caused by the three drugs may reflect these and other 
different drug-induced behavioral actions. At any rate, the 
changes in the theta wave peak seems to be important for 
differentiating the effects of drugs on the state of brain 
function while the cortical EEG spectra alone does not. 

Similarly, the relative changes in the cortex and 
hippocampus spectra also seem to be important. Haloperidol and 
5-HTP produced abnormal spectral changes, i.e. the changes in 
cortex and hippocampus appeared dissociated when compared to 
the normal patterns. As described above, the hippocampal theta 
wave peak increases when the cortical delta wave peak 
decreases during the normal behavioral states. While 
haloperidol increased the theta wave peak but did not decrease 
the delta wave peak, 5-HTP decreased both the delta and theta 
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Table-l. Alterations in the cortical and hippocampal EEG power spectra in 
rabbits during normal behavioral states and after administration of the 
cholinergic, dopaminergic, noradrenergic, serotonergic and GABAergic 
agonists and blocking agents. 
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Fig. 7. Effects of acetylcholine, dopamine, noradrenaline, 
serotonin and GABA on cortical and hippocampal EEG power 
spectra in rabbits. 



wave peaks. These results suggest that the controlling 
mechanisms for the cortex and hippocampus are different. 
Tokizane (lO) reported that the neocortex was regulated by two 
control systems, one in the reticular formation and one in the 
hypothalamus, and that the limbic cortex was regulated only by 
the hypothalamic control system. The present results support 
the hypothesis that the control mechanisms of the neocortex 
and limbic cortex are different, and that brain DA and 5-HT 
may play some role in the differences between the control 
mechanisms for the cortex and hippocampus. 

The activation state of the brain, the level of 
consciousness and the sleep-wakefulness cycle are regulated by 
the balance between the activation and inhibitory 
neurotransmitter systems of the CNS. Amines have been found 
to play an important role in this regulation, but their 
actions are not fully understood. The noradrenergic locus 
coeruleus has been reported to be involved in the ascending 
reticular activating system (11,12). However, data contrary to 
this hypothesis have been reported (13). Fuxe et al. (14) 
reported that clonidine, an alpha2-receptor stimulator, 
incueased the state of SWS and that piperoxane, an alpha­
receptor blocker, increased the state of wakefulness. The 
results of the present study are similar to their results in 
that they indicate that NA may play an inhibitory role in the 
CNS. 

Jouvet et al. (15, 16) reported that 5-HT applied to the 
raphe nuclei produced sleep. However, the exact relationship 
between 5-HT and sleep is not clear (17, 18). It has been 
reported that quipazine, a 5-HT receptor agonist, produced 
suppression of SWS, that methysergide, a 5-HT receptor 
antagonist, blocked this suppression (19), while 5-HTP (a 5-HT 
substrate) was found to increase the degree of wakefulness in 
rats (20). The findings of the present study are similar to 
these results and indicate that 5-HT plays an activating role 
in the CNS. This hypothesis appears to be contrary to that of 
Jouvet et al. (15, 16). 

DA has been reported to promote REM sleep (21, 22). As 
described above, apomorphine produced a shift in the theta 
wave peak, a phenomenon that is characteristic of a spectral 
change during REM sleep. However, it has also been reported 
that the promotion of REM sleep is controlled by ACh (23, 24) 
or NA (15, 16). Thus it appears that amines can play an 
important role in the regulation of brain activation and 
inhibitory systems, and that their roles differ both 
qualitatively and quantatively. 

On the other hand, it has been reported that brain ACh is 
important for the regulation of the arousal state (25, 26) and 
that amines are modulators or regulators of ACh transmission 
(27, 28). The present results also suggest that ACh plays an 
important role in regulating the level of consciousness, 
because ACh played an important role in the changes of the 
cortical and hippocampal EEG spectra. However, unlike dopamine 
receptor stimulation, cholinergic activation did not shift the 
theta wave peak. Further, blocking the muscarinic system did 
not produce behavioral sleep, i.e., atropine produced 
dissociation between behavior and the EEG. Therefore, ACh 
seems to be limited to controlling the level of consciousness. 
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As described above, cholinergic transmission has an activating 
effect on the CNS, while NA is suppressive. ACh and NA are 
transmitters of the parasympathetic and sympathetic nervous 
systems, respectively. A difference in the mechanisms between 
the central and peripheral nervous systems may be involved in 
the dissociation, although it is difficult to draw any 
definite conclusions . Though ACh may not control all 
consciousness, the present data indicate that the role of ACh 
may be more important under these conditions than the other 
neurotransmitters studied. It may be concluded that ACh is 
important for the fundamental changes which occur between the 
wakefulness and SWS states, and that OA, NA, 5-HT and GABA 
play roles in the regulation of the delicate changes in 
consciousness, such as the role of OA in the production of REM 
sleep . 

3. Effects of cerebroactive and psychotropic drugs on the EEG 
spectra 

The effects of cerebroactive and nootropic drugs which are 
used in the treatment of Alzheimer's disease were investigated 
next. Tetrahydroaminoacridine (THA) at doses of 1,3 and 5 
mg/kg, i.v. dose-dependently decreased the delta wave peak 
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Fig . 8 . Effects of THA on the power spectra of cortical and 
hippocampal EEGs in rabbits . 
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power of both cortical and hippocampal spectra. Although it 
also increased the theta wave peak power of hippocampal 
spectra, the frequency was not changed. During the 0-60 min 
after administration of a dose of 5 mg/kg, the delta wave 
peaks were significantly lower and the theta wave peaks were 
higher than those observed in the wakefulness state (Fig. 8). 
These effects of THA are similar to those of physostigmine . 
Amantadine, a DA receptor agonist, and caffeine produced the 
same spectral changes as did THA (Fig. 9, 10). 
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Fig . 9. Effects of amantadine on power spectra of cortical 
and hippocampal EEGs in rabbits. 

After administration of amantadine at a dose of 30 mg/kg, 
i.v., and caffeine at a dose of 50 mg.kg, p.o., the delta wave 
peaks were significantly lower and the theta wave peaks were 
significantly higher than those observed during the 
wakefulness state. Piracetam is a nootropic, cyclic GABA 
analog, and it produced no significant changes in the cortical 
and hippocampal spectra (Fig. 11). 

339 



340 

Before After p.o. Administration 01 Caffeine 

wakefulness SWS 15-30 45-60 75-90 105-120 min 
Cortex 

.- Il~~'JILLLJL 
~- Il ,-,,J~JL L~ .. 
. - Il~J~JLLl ",~~. 

Hippocampus 

10 mglkg I~ MJlJ L . L 
I~ __ .I~ '...I I I.~. 

i~ ,~~ , li l JLJLJL.,. 
30 mglkg 

50 mg/1(9 

Fig . 10. Effects of caffeine on power spectra of cortical and 
hippocampal EEGs in rabbits. 
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Fig. 11. Effects of piracetam on power spectra of cortical and 
hippocampal EEGs in rabbits . 



Since these three cerebroactive drugs, THA, amantadine and 
caffeine, have different pharmacological mechanisms of action, 
yet show the same spectral changes, the decrease of delta wave 
peak power and increase of theta wave peak power may be common 
with cerebroactive drugs. A more detailed analysis of the 
effect of the nootropics on the EEG spectra is clearly 
warranted, however. 

Antipsychotic drugs (chlorpromazine, reserpine), antianxiety 
drugs (diazepam, chlordiazepoxide), antidipressants 
(methanphetamine, amitriptyline), anesthesics (pentobarbital, 
urethane) and narcotic analgesics (morphine, pentazocine) each 
produced characteristic EEG spectra, and the alterations of 
the cortical and hippocampal spectra caused by these 
psychotropic drugs are shown in Fig. 12. 
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••••••••• : Peak of cortical and hippocampal spectra during the normal behavioral states. 

,(): Change produced by drugs. 

Fig. 12. Characteristic effects of psychotropic drugs on 
power spectra of cortical and hippocampal EEGs in rabbits. 

The characteristic alterations can be classified into three 
patterns: 1) production of a new peak in the cortical spectra; 2) 
shift of the theta wave peak in the hippocampal spectra; and 3) 
change of the peak power. Morphine, pentobarbital, diazepam and 
chlordioazepoxide produced the new peak at about 7, 11, 14 and 15 
Hz in the cortical spectra, respectively. It was not easy to 
identify the new peak produced by morphine, because it was near 
the delta wave peak, and the productive effect differed between 
individuals. But the new peaks produced by other drugs were 
identified easily. Kareti et al. (29) reported that morphine 
caused a few predominant peaks in the 2 to 8 Hz band in the 
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cortical EEG spectra of rats, but the peak EEG frequencies were 
not clear. Yamamoto et al. (30) reported that the power of the 
cortical EEG spectra of cats increased and the peak EEG frequency 
was found at about 13 Hz in the awake stage after administration 
of diazepam. Ishikawa et al. (31) reported that pentobarbital 
increased the power in the 8 to 16 Hz band in the cortical EEG 
spectra of rabbits. These results are similar to those in present 
study. Sterman and Kovalesky (32) reported that diazepam 
decreased the power in the 4 to 7 Hz band in the cortical EEG 
spectra of rhesus monkeys, and pentobarbital increased the power 
in the 16 to 24 Hz in the spectra. Conceivably, the drug effects 
on the EEG spectra may be different between rhesus monkeys and 
rabbits. 

Both morphine and chlorpromazine shifted the theta wave peak 
of hippocampus to lower frequencies; however, chlorpromazine 
heightened the peak and morphine did not. On the other hand, the 
theta wave peak of the hippocampus was shifted to higher 
frequencies during the REM sleep. Moreover, psychological stress 
increased the power of the theta wave of the hippocampus to 
higher frequencies (33). 

The frequency as well as the power of the theta wave peak may 
be related to the level of consciousness. Pentobarbital shifted 
the peaks of the delta and theta waves to about 4 Hz in the 
hippocampal spectra and produced a new high peak, and these 
spectra were not similar to that seen during the normal SWS 
state. Ishikawa et al. (31, 34) reported that chlorpromazine 
slightly decreased the total power of the hippocampal EEG 
spectra of rabbits, and pentobarbital increased the power in the 
o to 4 Hz band and decreased the power in the 4 to 16 Hz band in 
the spectra. However, they did not describe the alterations of 
the frequency and power of the theta wave peak, whose 
alterations cannot be shown by the alterations of the total 
power or the power in the 4 Hz band width. 

Only diazepam of the drugs tested decreased the peak powers 
of both delta and theta waves in the hippocampal spectra. 
Yamamoto et al. (30) reported that diazepam decreased the 
power in the 2 to 6 Hz band in the hippocampal EEG spectra of 
cats, and the peak EEG frequency in the cat was not as clear 
as in rabbits, as seen presently. 

Amitriptyline only increased the peak powers of delta waves 
in the cortical and hippocampal spectra. The spectra produced by 
amitriptyline were similar to those observed during the normal 
SWS state. Sakai and Matsui (35) reported that the cortical and 
hippocampal EEG spectra of rats at arousal and slow wave stages 
after administration of the antidepressants, mianserine or 
imipramine, were not different from that after treatment with 
vehicle. However, the increase in the peak power of the delta 
wave in the cortical spectra produced by amitriptyline tended to 
be more marked than that during the normal SWS state. 
Pentobarbital also produced a similar increase for a short time. 

The present findings suggest that cerebroactive drugs and 
psychotropic drugs produced characteristic and different EEG 
spectra. The spectra produced by cerebroactive drugs were 
similar to those during the wakefulness state, and the spectra 
produced by psychotropic drugs were different from those during 
the normal behavioral states. 
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SUMMARY 

1. EEG power spectra of cortex and hippocampus 

Each frequency of the EEG signals is controlled at a regular 
power level to constitute the spectra, and the cortical and 
hippocampal EEGs produce characteristic spectra, respectively. 
The cortical spectra have one peak of delta wave, while the 
hippocampal spectra have two peaks of delta and theta waves. 
The peak power and peak frequency increase or decrease 
depending on the level of consciousness; therefore, the power 
spectral analysis of EEG signals is a more powerful analysis 
than simple visual assessment. 

2. EEG power spectra and ACh, DA, NA, 5-HT and GABAergic 
systems 

The activating and blocking agents for each of these five 
brain neuronal systems produced characteristic spectra, 
consistent with the different roles these neuronal systems play 
in the regulation of the level of consciousness. ACh appears to 
be important for the regulation of the level of consciousness 
between wakefulness and SWS, since cholinergic agents produced 
marked changes in the peak powers. DA transmission seems to be 
important for the regulation of the REM sleep because 
dopaminergic agents produced changes of the theta wave peak 
frequency. 

3. Effects of cerebroactive and psychotropic drugs on the EEG 
spectra 

Cerebroactive drugs produced spectra similar to those 
observed during wakefulness, but the decrease of delta wave 
peak and increase of theta wave peak were quite marked. The 
various psychotropic drugs (e.g., antipsychotics, antianxiety, 
antidepressant, anesthetics, and narcotic analgesics) produced 
characteristic spectra that were different from those seen 
during normal behavioral states. The characteristic 
alterations caused by these drugs were: l)the production of a 
new peak; 2)the shift of the theta wave peak; and 3) the 
change in peak power. The effects of cerebroactive and 
psychotropic drugs on the EEG spectra were different. 

EEG power spectra were found to reflect accurately subtle 
changes in the CNS activity; e.g., regulation of the level of 
consciousness, effects of psychotropic drugs on previously 
reported psychotic and emotional ststes. The use of EEG power 
spectra analysis to assess the effects of normal aging and 
Alzheimer's disease on power spectra is clearly warranted. 
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Neurochemical analyses of postmortem human brain tissue is 
currently a challenging and expanding area of research. Many studies 
are utilizing the autopsied brain material to probe the molecular 
mechanism of neurological and psychiatric diseases that are uniquely 
human and for which adequate animal models have not been developed. 
Despite a logical misconception, the degeneration of some of the 
cellular structures, enzyme activities, and macromolecules occurs 
gradually in human brain. Since a number of enzymatic activities are 
preserved during a period up to 24 hours, there is sufficient time to 
carry out routine handling of autopsy material as well as specialized 
procedures. Preservation of specific structures and functions allows 
for direct examination of molecular changes that are characteristic of 
the normal human aging process and changes that are unique to 
pathological conditions such as Alzheimer's disease. 

Of particular interest is the preservation of nucleic acid within 
the cell, as was first demonstrated from this laboratory as early as 
1980 (1,2,3,4,5,6). A number of studies have suggested an alteration at 
the transcriptional and translational processes in the AD brain (6,7,8) 
suggesting that the direct analyses of these mechanisms may be 
informative. In addition to our earlier work on isolation of 
translationally active mRNA from both nondemented control and 
Alzheimer's disease cases (5,6,9), we have recently ( 10,11,12,13,14) 
investigated a possibility that the RNA synthesis may be preserved in 
postmortem human brain for a defined period following death. To our 
knowledge RNA synthesis in postmortem human brain has not been 
previously demonstrated. 

Cellular processes preserved in t.he postmortem human brain 

Results of studies of human a\ltopsy material indicate remarkable 
stability of a number of cellular functions in postmortem brain. Only 
small changes occur in lysosomes during the first hours after death 
(15). Synaptosomes survive for up to 24 hours (16,17). Dopamine. 
glutamate decarboxylase and choline acetyltransferase show a remarkable 
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stability (18,19). Many enzymes involved in energy (glucose) and 
neurotransmitter metabolism remain stable for up to 72 hours postmortem 
(20,21,22) and muscarinic receptor retains activity for up to 51 hours 
postmortem (23). Cerebral cortical proteins show quantitative but not 
qualitative changes (24) and brain specific proteins are relatively 
unaffected by postmortem autolysis during defined periods (19). 
Membrane glycoproteins remain stable for up to 24 hours (25). Membrane 
associated enzymes such as succinate dehydrogenase are preserved for up 
to 100 hours postmortem (26). Although detailed discussion of postmortem 
changes is beyond the scope of this paper, our review of pertinent 
literature indicates several general findings: 1) Enzymatic activities 
appear more stable than cellular structures. 2) Different enzyme systems 
appear to change at different rates. 3) Individual enzymes in a given 
enzymatic system show a unique stability. An interesting observation has 
been made regarding respiratory enzymes implying that the disappearance 
of enzyme activit yes is inversely related to their developmental expression 
(27).4)A specific enzyme activity may be different in different brain regions. 

Stability of RNA in postmortem human brain - changes observed in 
Alzheimer's disease 

Detailed discussion of studies involving RNA metabolism is presented 
below. One could speculate that general findings regarding preservation 
of cellular functions in postmortem brain may be relevant to survival of 
RNA: 1) Structures involved in the synthesis and metabolism of RNA such 
as nuclei or polysomes may be less stable than nRNA activity. 2) Different 
classes of RNA such as ribosomal and mRNA may exhibit different stabilities. 
3) Among mRNAs, individual species may show unique stability. 4) Individual 
mRNA species may show different stability in different brain regions. 
Postmortem changes must be viewed in the context of premortem and regional 
influences on RNA metabolism. Thus, complex issues must be addressed when 
designing experiments to examine possible changes in nucleic acid meta­
bolism in the diseased brain. 

Early investigations from this laboratory (3,4) demonstrated that 
polysomal mRNA could be extracted from postmortem brain tissue and 
translated in vitro. Subsequent direct extraction of postmortem human 
brain tissue with strong denaturing buffers by our group (5,6) resulted 
in increased yield and biological potency of RNA preparations from both 
control and Alzheimer brains. Total cellular RNA can be purified using 
oligo dT columns to obtain polyA containing mRNA (5). We routinely 
isolate mRNA from brain tissue up to 20 hours postmortem. In confirmation 
of our earlier studies, isolation of biologically active mRNA from human 
brain tissue with an 84 hour postmortem interval has been reported (28). 
Our studies have also been consistent with cytochemical analyses carried 
out by independent methods. Mann et aI, (26) reported no significant changes 
in ribosomal RNA content within 100 hours postmortem. Others (29) examined 
nucleic acid content of several human brain regions and detected no changes 
up to 24 hours postmortem. 

Using these procedures we have reported a decrease of 45% in total RNA 
and 64% in polyA containing mRNA in brain tissue from AD cases as compared 
to nondemented controls (30). A reduction in ribosomal RNA and polyA 
containing mRNA for preproenkephalin and preprosomatostatin in AD cases 
has been reported by Taylor et al., (31,32,33). A number of other labora­
tories have since reported a similar reduction in RNA in Alzheimer's 
disease (34,35,36,37,38,39). 

Postmortem protein synthesis 

Our laboratory has first demonstrated the ability of mRNA obtained 
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from postmortem human brain to synthesize proteins in vitro (3,5,6). In 
early studies the postmortem time ranged from 0.5-20 hours. As 
mentioned above, other laboratories have since successfully translated 
mRNA isolated from autopsied human brains with postmortem time up to 84 
hours (28). Several hundred individual proteins with moderately high 
molecular weights can be detected after in vitro protein synthesis in 
the rabbit reticulocyte system followed by polyacrylamide gel 
electrophoresis and autoradiography (3,4,5,6). Among the translation 
products one can identify major cytoskeletal proteins: tubulin, glial 
fibrillary acidic proteins (GFAP), and actin (3,4,5,6). In comparative 
studies the most striking difference between translation products of 
control and AD mRNA are quantitative rather than qualitative. There 
appears a general decrease in translational efficiency of mRNA isolated 
from AD brains. However, not all proteins are decreased; GFAP synthesis 
characteristically increases (9). A relative increase in glial specific 
mRNA has been observed by Oksova (40). There is wide variability in 
mRNA translational activity. This may partly reflect differences among 
brain regions and the extent of pathology with regard to both neuronal 
loss and astrocytosis. 

Postmortem RNA as a template in preparation of human libraries 

Based on the observations that mRNA prepared from both control and 
AD autopsied brains retains translational activity, initial trials were 
undertaken to prepare human brain libraries using the purified mRNA as a 
template for cDNA. In collaboration with S.B. Zain, W.-G. Chou and S. 
Salim, we reported the successful preparation of cDNA libraries for 
amyloid and glial fibrillary acidic proteins using AD mRNA as starting 
material (41,42). A segment of 1564 bases referred to as amy37 
representing nearly one-half of the precursor amyloid protein mRNA 
included a substantial portion of the coding and 3' noncoding sequences. 
Sequence analysis revealed that the structure of non-AD and AD amyloid 
cDNA are identical (41). This indicates that factors other than an AD­
specific amyloid structure must account for the overaccumulation of this 
protein in the AD brain. The complete structure of the precursor from 
AD mRNA is being completed; we have observed that even the amyloid 
variant containing the Kunitz type protease inhibitor is present in the 
AD brain, similar to non-AD sources (43). 

In vitro uridine incorporation by postmortem human brain tissue 

As an extension of our earlier studies, we have addressed the 
possibility that the postmortem tissue is capable of making the RNA. To 
date we have examined 29 cases with the age ranging from 56-91 years and 
the postmortem interval of 1.0 to 30 hours (manuscript submitted for 
publication). In order to quantitate RNA synthesis we measured the 
incorporation of radioactive uridine into an alkaline hydrolysed 
fraction of the homogenate that specifically reflects RNA. The cell 
homogenate was hydrolysed with alkali and the RNA was estimated by 
orcinol method; a portion of the digest was counted. The radioactivity 
was normalized to the amount of RNA in the sample and resulted in the 
specific activity value. Parallel aliquots of the homogenate were used 
for estimation of the DNA content. The amount of uridine incorporation 
could thus be normalized to DNA and expressed as synthetic capacity. 
When incubated under organotypic tissue culture conditions, autopsied 
tissue incorporated 3H uridine linearly for up to 90 min. The specific 
activity of RNA extracted with phenol from human samples ranged from 2.1 
to 8.8 x 105 dpm/mg RNA. By comparison the fresh mouse tissues had 
specific activity value of 17.9 x 105. 
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To further verify that the incorporation of uridine was into RNA, 
we tested for the sensitivity of the product to the RNase. Computer 
degradation was observed after enzymatic treatment. We have observed 
that the synthesis was sensitive to ActinomycinD; however, there was 
considerable variability in the degree of inhibition. Electrophoresis 
of the radiolabeled RNA on agarose gels under denaturing conditions 
showed a peak of radioactivity in the 18S-28S region. Sucrose density 
analysis indicated similar size. Although it appears that the 
synthesized product may reflect DNA dependent RNA synthesis, it is our 
impression that terminal addition of uridine may have contributed to the 
overall incorporation. Further experiments are being carried out to 
more clearly define the contributing factors. 
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Fig. 1. Synthetic capacity (dpm 3H uridine/mg DNAx10- 5 ) of 
different brain regions of postmortem human brain from control 
(82 yrs of age, 9 hrs) and AD (85 yrs of age, 23 hrs) cases. 

RNA synthesis and the degree of pathology 

In preliminary studies we have measured RNA synthesis in individual 
brain regions in slices that have been closely monitored for number of 
senile plaques. We observed some difference in the amount of 3H uridine 
incorporation between different regions of both control and AD brains 
(Fig. 1). Control hippocampus was a most active brain region in RNA 
synthesis and also most affected in AD. We observed decreased RNA 
synthesis in AD hippocampus that coincided with the maximum number of 
amyloid plaques present in the region (13). In these preliminary 
studies we observed an indication of inverse relationship between RNA 
synthesis and number of plaques present. 
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RNA synthesis in the postmortem CSF 

We have been interested in the relationship between CSF and brain 
tissue RNA metabolism and more specifically in the effect that the CSF 
cellular components may have on RNA synthesis in the brain tissue. CSF 
cells consist of three main types: 1) those of the lymphatic immune 
system, 2) the mononuclear phagocyte system, and 3) reticulohistocytic 
system (44). The functional expression of the cellular immune response 
in CSF remains little understood. In the preliminary studies we have 
examined 3H uridine incorporation into cellular components of 
postmortem CSF from several AD cases. CSF was diluted (1:20) and 
incubated at 37°C for 90 min with an admixture of uridine at 
concentration of 50 ~Ci/ml. CSF cells were collected by centrifugation 
and the homogenate analyzed for uridine incorgoration. The amount of 
uridine incorporation was as high as 8.04x10 dpm/mg RNA in some of the 
AD cases. These observations suggest that the RNA synthesis may be 
preserved in the other brain components in the postmortem stage. A 
defect in blood lymphocytes from AD cases to produce macrophage 
activating factor has been reported (45). Our preliminary observations 
suggest that postmortem CSF may prove useful in examining the immune 
competence of brain lymphocytes in AD. 

SUMMARY 

We focused on the capacity of human postmortem tissue to synthesize 
RNA because of the evidence suggesting impairment of the transcriptional 
process in the brains affected with Alzheimer's dementia (7,8). 
Evidence gained from biochemical studies using purified RNA is 
consistent with histochemical studies (46,47,48,49,50). The hypothesis 
of defect in AD brain at the transcriptional level is consistent with 
the relatively low level of protein synthesis in living patients with 
Alzheimer's disease (51). It can be hypothesized that reduced rates of 
transcription may contribute to the lower levels of cellular RNA and 
indirectly to a lower capacity to synthesize proteins. 

CONCLUSIONS 

Results derived from the studies discussed above suggest that 
future work on RNA metabolism in human postmortem brain and CSF are 
warranted and represent a suitable system for direct examination of 
cellular processes otherwise inaccessible to experimentation. At this 
point the variability observed in transcriptional and translational 
studies may make the system of limited usefulness for detailed 
comparisons between control and AD cases. However, using molecular 
biological approaches in postmortem brain tissue, one can address the 
questions regarding the regulation of RNA metabolism in human brain. 
More specifically, the effect of various hormonal and pharmacological 
substances on RNA synthesis can be explored. This research was 
supported by AHAF grant to EMSS and NIH grant AG02126 to CAM. 
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The model system, classical conditioning of the eyeblink response in rabbits and 
humans, has a number of advantages for research on the neurobiology of learning 
and memory in normal aging. This model system may also have application to the 
study of senile dementia of the Alzheimer's type (SDAT). Useful features of this 
model system for the study of learning and memory and its neurobiological substrates 
have been elaborated by Gormezano (1966) and Thompson et al. (1976). Woodruff­
Pak and Thompson (1985) have highlighted the potential of this model system for 
research on the neurobiology of learning, memory, and aging. Among the advantages 
of classical conditioning of the eyeblink response in rabbits and humans are that: 

1. Dramatic parallels in acquisition of this simple form of learning exist between 
humans and rabbits. 

2. The neural circuitry underlying classical conditioning of the eyeblink response 
has been almost completely identified. The essential site of the plasticity for 
learning resides in the ipsilateral cerebellum, and the hippocampus plays a 
modulatory role. 

3. Large age differences in the rate and level of acquisition exist in both 
humans and rabbits. 

THE BASIC PARADIGM 

The techniques involved in classical conditioning of the eyeblink response in 
rabbits and humans have been described extensively (e.g., Gormezano, 1966; 
Gormezano and Kehoe, 1975; Gormezano, Kehoe, and Marshall, 1983; Moore and 
Gormezano, 1977; Patterson and Romano, 1987). Until recently, a mechanical 
measure of blinking was used in both humans and rabbits. Infrared eyeblink 
detectors are commonly used in human classical conditioning research, at present 
(Solomon, Pomerleau, Bennett, James, and Morse, 1989; Woodruff-Pak and 
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Thompson, 1988b) and are being used increasingly with rabbits (Deyo, Straube, and 
Disterhoft, 1989). 

In the rabbit, the movement of the nictitating membrane (NM) or third eyelid is 
typically measured instead of the actual eyeblink. The NM and eyeblink response 
are highly correlated (r = .95; McCormick, Lavond, and Thompson, 1982). 
Consequently, because we are discussing research with humans and rabbits, we will 
use the term eyeblink as inclusive of studies in which the rabbit NM was measured. 

The standard format for the presentation of stimuli in eyeblink conditioning is 
called the delay paradigm. A neutral stimulus such as a tone or light is called the 
conditioned stimulus (CS). It is presented for a duration of around half a second. 
While it is still on, the unconditioned stimulus (US) is presented, and the CS and US 
coterminate 50 to 100 msec later. In humans, the US is a corneal airpuff, usually 
around 3 psi in intensity. In rabbits, the US which elicits an eyeblink unconditioned 
response (UR) is either a shock infraorbital region of the eye or a corneal airpuff. 
In our laboratory, we use an airpuff US for both rabbits and humans. The timing in 
the delay paradigm which we have used with both humans and rabbits involves a 500 
msec, 80 dB SPL tone CS followed 400 msec after its onset by a 100 msec, 3 psi 
corneal airpuff. In this stimulus configuration, the CS-US interval is 400 msec. 

The interval between CS and US onset plays a significant role in the rate of 
acquisition. CS-US intervals of less than 100 msec result in little or no conditioning, 
and CS-US intervals exceeding 500 msec make acquisition more difficult for rabbits. 
For humans, the CS-US interval must exceed 1 second before acquisition rate 
becomes significantly slower. Our unpublished observations al~mg with those of Paul 
Solomon and his associates indicate that the CS-US interval which is optimal for 
young adult subjects is shorter than the CS-US interval which is optimal for adults 
over the age of 50 years. 

A variation of the classical conditioning procedure is called the trace paradigm. 
The CS turns on and then is turned off, a blank period ensues, followed by the US. 
We typically use a 250 msec CS, a 500 msec blank interval, and a 100 msec US. This 
means than the CS-US interval is 750 msec. It takes rabbits about five times as long 
to attain a learning criterion of 8 conditioned responses (CRs) in 9 successive trials 
in these conditions (Woodruff-Pak, Lavond, & Thompson, 1985). 

EARLY RESEARCH INVOLVING THE HIPPOCAMPUS 

The hippocampus and septo-hippocampal (ACh) system proved to be much 
involved in basic associative learning of the sort represented by eyeblink conditioning 
in the rabbit (see Berger, Berry, and Thompson, 1986). This provides a point of 
contact with current interest in the possible role of the forebrain cholinergic system 
in human memory and in SDAT (Coyle, Price, and DeLong, 1983; Sitaram, 
Weingartner, and Gillin, 1978; Hyman, Van Hoesen, Damasio, and Barnes, 1984). In 
rabbit eyeblink conditioning, the involvement of the hippocampal system is profound 
but modulatory in nature. 

Neuronal unit activity in the hippocampus increases markedly within trials early 
in the classical conditioning process. Activity recorded in the CAl region of the 
hippocampus forms a predictive "model" of the amplitude-time course of the learned 
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behavioral response, but only under conditions where behavioral learning occurs 
(Berger, Alger, and Thompson, 1976; Berger and Thompson, 1978b; Thompson et aI., 
1980). This response is generated largely by pyramidal neurons (Berger and 
Thompson, 1978a; Berger, Rinaldi, Weisz, and Thompson, 1983). Figure 1 illustrates 
the "modeling" of CAl pyramidal cells after classical conditioning has occurred in a 
young rabbit. 
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Fig. 1. Above: Section of the dorsal hippocampus in a 3-month-old rabbit showing marking lesion in left 
CAL Bottom: Recording from electrode shown above during the overtraining session which 
occurred one day after the rabbit had attained a criterion of 8/9 conditioned responses (CRs) in 
the trace classical conditioning paradigm. The trial shown is number 8-2; the second trial of the 
eighth block which is trial 65 in that overtraining session. The hippocampal units recorded in left 
CAl model the nictitating membrane (NM) response which is labeled NM and shown above the 
CAl neuronal units. Vertical lines mark the onset of the tone conditioned stimulus (CS) and 
corneal airpuff unconditioned stimulus (US). The CS-US interval is 750 msec, and the entire 
tracing represents 1150 msec. (From Woodruff-Pak, Lavond, Logan, and Thompson, 1987). 
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In addition to neural "modeling't,correlates of conditioning, the ongoing, 
spontaneous activity in the rabbit hippocampus predicted rate of acquisition (Berry 
and Thompson, 1978). The degree to which the hippocampal EEG showed theta (8 
Hz waves) just prior to learning was highly predictive of how fast an animal would 
subsequently learn the conditioned eyeblink response. Furthermore, small lesions of 
the medial septum (the principle source of cholinergic projections to the 
hippocampus) made prior to training markedly impair acquisition of the conditioned 
eyeblink response (Berry and Thompson, 1979). This lesion destroys the septo­
hippocampal ACh system and also abolishes hippocampal theta. Another 
consequence of the medial septal lesion is a significant impairment of the learning­
induced increase in hippocampal unit activity. 

The role of the hippocampus in classical conditioning of the eyeblink response 
is called "modulatory" because manipulations of the hippocampus can impair or 
enhance the rate of acquisition. Berger (1984) enhanced acquisition by establishing 
long-term-potentiation (LTP) in the hippocampus before classically conditioning the 
rabbits. Moore, Goodell, and Solomon (1976) interfered with the septo-hippocampal 
cholinergic system by administering scopolamine, and acquisition in the delay 
paradigm was markedly impaired. However, if the hippocampus is removed prior to 
training, learning proceeds normally (Solomon and Moore, 1975). An abnormally 
functioning hippocampus impairs learning, but the absence of a hippocampus does 
not. The memory trace itself is not in the hippocampus, but the hippocampus can 
markedly influence the storage process. We feel that this modulatory role for the 
hippocampus is particularly significant in SDAT. 

A striking experiment which argues strongly for a modulatory role of the 
hippocampus in eyeblink classical conditioning was conducted by Solomon, Solomon, 
Vander Schaaf, and Perry (1983). Rabbits were given hippocampal ablations, 
ablations of the overlying cortex, or no lesions, and they were trained after 
administration of scopolamine or saline. Replicating previous research, hippocampal 
ablation had no effect on acquisition of the conditioned eyeblink response, but 
scopolamine severely retarded acquisition in the cortically lesioned and in the non­
lesioned control animals. Significantly, in animals with hippocampal ablations, 
scopolamine had no effect on conditioning. The scopolamine-treated, hippocampal 
ablation group conditioned at about the same rate (165.4 versus 182.4 trials to 
criterion, t(8) < 1; p> .05). These results suggest that altered neuronal activity in the 
hippocampus is more detrimental to conditioning than removing the structure. 

The Hippocampus and Classical Conditioning in Aging Rabbits 

Research in the laboratories of Donald Powell in South Carolina and Paul 
Solomon in Massachusetts demonstrated age differences in acquisition of the 
conditioned eyeblink response in the trace classical conditioning paradigm (Graves 
and Solomon, 1985; Powell, Buchanan, and Hernandez, 1981). Because the 
hippocampus is a structure clearly affected by the histopathology of aging, our initial 
hypothesis was that age differences in rate of acquisition of the conditioned eyeblink 
response involved changes in the hippocampus. 

In rabbits ranging in age from 3 to 50 months, we recorded hippocampal 
neuronal unit activity in the CAl region and hippocampal EEG. Rabbits were 
trained first in the trace classical conditioning paradigm and then in the delay 
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paradigm. Hippocampal neuronal activity modeling the eyeblink response took 
longer to develop in older animals, but once it developed, the "model" in the older 
hippocampus was indistinguishable from the "model" in the younger hippocampus. 
(Woodruff-Pak et aI., 1987). Figure 2 presents hippocampal modeling data for a 45-
month-old rabbit in the delay conditioning paradigm. As shown in Figure 3, 
hippocampal theta frequency was virtually identical for all age groups of rabbits 
(Woodruff-Pak and Logan, 1988). While much remains to be explored in 
hippocampal correlates of eyeblink conditioning in normal aging rabbits, we made 
the decision to examine other brain structures which might be associated with age 
differences in classical conditioning of the eyeblink response. A logical structure to 
explore was the cerebellum. 
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Fig. 2. Example of hippocampal neuronal unit activity modeling the conditioned eyeblink response 
(called NM for nictitating membrane response) in a 45-month-old rabbit. The average represents 9 
trials presented in the delay classical conditioning paradigm. The NM response shown in the top 
tracing is an average of 9 trials. The hippocampal unit response shown below is a summation of 
activity in those same 9 trials. The first vertical line is the onset of the tone conditioned stimulus (CS), 
while the second vertical line represents the onset of the corneal airpuff unconditioned 
stimulus (US). The CS-US interval is 250 msec, and the total time period represented by the 
average is 750 msec. (From Woodruff-Pak et aI., 1987) . 
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Fig. 3. Mean EEG frequency recorded in the left dorsal hippocampus during a 2-minute epoch before 
classical conditioning began in 3-, 30-, and 45-month-old rabbits. (From Woodruff-Pak and Logan, 
1988). 
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ESSENTIAL ROLE OF CEREBELLUM IN EYEBLINK CLASSICAL 
CONDITIONING 

There is mounting evidence that the neural circuitry involved in the essential 
plasticity for classical conditioning of the eyeblink response resides in the cerebellum 
(e.g., McCormick and Thompson, 1984a, 1984b; Thompson, 1986; Thompson, 
McCormick and Lavond, 1986; Woodruff-Pak et al., 1985). Data from stimulating, 
recording, and lesion studies suggest that the ipsilateral cerebellum is the site of the 
primary memory trace for the classically conditioned eyeblink response. To date, 
evidence is most consistent with storage of the memory traces in localized regions of 
cerebellar cortex and interpositus nucleus. 

A hypothetical scheme or model has been developed of the neuronal system that 
could serve as the essential memory trace circuit for discrete, adaptive, learned 
somatic motor responses (Thompson, 1986). This model is presented in Figure 4. 
The feature of the model which may be particularly significant for understanding how 
aging affects eyeblink conditioning involves Purkinje cells. The site of the memory 
trace in the model is assumed to be at the principal cells of the interpositus nucleus 
and perhaps also at Purkinje cells. Purkinje cells serve as a central, integrating cell, 
receiving mossy fiber CS input and climbing fiber US input. Damage to Purkinje 
cells could interrupt the integration of CS and US information. 

Woodruff-Pak and Sheffield (1987) examined Purkinje cells in sections of rabbit 
cerebellar cortical areas including left and right HVI and vermis. Comparisons of 
the total number of Purkinje cells counted for 12 rabbits ranging in age from 3 to 50 
months revealed a significant decline in Purkinje cell number in older rabbits. The 
correlation between age and number of Purkinke cells was -.77 (p < .005). Cell 
counts in the molecular layer of the same animals indicated no age differences. This 
result suggests that differential tissue shrinkage in young and old brains was not the 
cause of the age difference in Purkinje cell number. 

The correlation between trials to criterion and Purkinje cell number was -.79 
(p < .005). A partial correlation was computed removing the variance due to age, and 
the resulting relationship between Purkinje cell number and trials to criterion was 
r = -.61 (p < .025). Multiple regression analysis indicated that Purkinje cell number 
accounted for a significant amount of the variance in acquisition, and no significant 
variance was attributable to age. It was the number of Purkinje cells rather than age, 
per se, which accounted for the learning deficits. Thus, the differences in Purkinje 
cell numbers in younger and older rabbits may be related to age differences in rate 
of classical conditioning. 

There is evidence for Purkinje cell loss in many mammalian species, including 
humans. Hall, Miller, and Corsellis (1975) found a 25% reduction in the number of 
Purkinje cells over the human adult life span. Thus, Purkinje cell loss could be 
responsible for some of the age differences in eyeblink conditioning observed over 
the human life span. 

The ipsilateral cerebellum may be essential for eyeblink classical conditioning in 
humans as well as rabbits. Lye, Q'Boyle, Ramsden and Schady (1988) reported on 
classical conditioning of the eyeblink response in a patient with a right unilateral 
cerebellar lesion. They trained the patient repeatedly on the right and the left eye. 
In rabbits, cerebellar lesions affect conditioning in the eye ipsilateral to the lesion. 

360 



Parallel liber 

Climbing liber 

Mossy liber 

Cerebellum 

Bellavior UR. CR 

us 
(cornea) 

CS 
(tone) 

t:...:..-~ ___ -Purkini. cell 

In! 

Red N 

Pontine N 

10 (DAO) 

Midline 

Fig. 4. Simplified schematic of hypothetical memory trace circuit for discrete behavioral responses 
learned as adaptations to aversive events. The corneal airpuff US pathway seems to consist of 
somatosensory projections to the dorsal accessory portion of the inferior olive (DAO) and its 
climbing fiber projections to the cerebellum. The tone CS pathway seems to consist of auditory 
projections to pontine nuclei (Pontine N) and their mossy fiber projections to the cerebellum. The 
efferent (eyelid closure) CR pathway projects from the interpositus nucleus (Int) of the cerebellum 
to the red nucleus (Red N) and via the descending rubral pathway to act ultimately on motor 
neurons. The red nucleus may also exert inhibitory control over the transmission of somatic 
sensory information about the US to the inferior olive (10), so that when a CR occurs (eyelid 
closes), the red nucleus dampens US activation of climbing fibers. Evidence to date is most 
consistent with storage of the memory traces in the interpositus nucleus and possibly in localized 
regions of cerebellar cortex as well. Pluses indicate excitatory and minuses inhibitory synaptic 
action. Additional abbreviations: N V (sp), spinal fifth cranial nucleus; N VI sixth cranial nucleus; 
N VII, seventh cranial nucleus; V Coch N, ventral cochlear nucleus. (From Thompson, 1986). 
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This result occurred in the cerebellar patient as well. He demonstrated few CRs in 
the right eye and never attained learning criterion in 396 trials. However, he 
conditioned well in the left eye. This pattern of good left eye conditioning and no 
right eye conditioning was maintained throughout four sequential reversals of the 
side of training. Neurological, audiometric, and electrophysiological examinations of 
the subject tended to rule out primary sensory or motor deficits as the cause of the 
absence of conditioning in the right eye. 

Behavioral data demonstrate striking parallels between the effects of aging on 
human and rabbit eyeblink conditioning. The data on the cerebellar patient suggest 
that the underlying brain circuitry for eyelid conditioning as well as the behavior are 
similar in rabbits and humans. 

HUMAN EYELID CONDmONING AND NORMAL AGING 

The age differences in acquisition of the classically conditioned eyeblink response 
are large, and they first appear in the decade of the 40s (Woodruff-Pak and 
Thompson, 1988b). Early studies of eyeblink conditioning and aging compared the 
performance of young adults to adults over the age of 60 and found large age 
differences (Braun and Geiselhart, 1959; Gakkel and Zinina, reported in Jerome, 
1959; Kimble and Pennypacker, 1963; Solyom and Barik, 1965). In older adults, the 
process of conditioning was markedly prolonged. 

More recent studies of eyeblink conditioning in adulthood spanned the entire 
adult age range from the late teens to the mid-80s and found increasingly prolonged 
acquisition in each decade (Solomon et aI., 1989; Woodruff-Pak and Thompson, 
1988b). The robust nature of these age differences in human eyeblink conditioning is 
confirmed by the remarkable consistency of the data collected independently in 
Solomon's laboratory in Williamstown, Massachusetts and Woodruff-Pak's laboratory 
in Philadelphia, Pennsylvania. The correlation between age and the number of trials 
to learning criterion (8 CRs out of 9 consecutive trials) in the 60 subjects ranging in 
age from 18-85 in Williamstown was -.58 (p < .001), and in 44 subjects with normal 
UR amplitude ranging in age from 18-83 in Philadelphia was -.58 (p < .001). Controls 
for hearing acuity, eyeblink rate, level of alertness, and voluntary responding were 
carried out in these studies, and the results suggest that the age differences involved 
the associative learning capacities of the various cohorts rather than peripheral, non­
associative factors. We suspect that the age differences in associative learning 
capacities may be caused by age differences in the cerebellum. 

A number of changes occur in the aging cerebellum to decrease the efficiency of 
mossy fiber-granule cell-parallel fiber input to Purkinje cells and to impair or 
eliminate the Purkinje cells themselves. We have described these changes and 
discussed how such loss could impair eyeblink classical conditioning as conceptualized 
in the model presented in Figure 4 (Woodruff-Pak and Thompson, 1988a). We have 
also demonstrated in rabbits that mossy fiber stimulation as a CS results in an 
acquisition rate five times longer in older than in younger rabbits (Woodruff-Pak, 
Steinmetz, and Thompson, 1988). Our working hypothesis is that the documented 
decrease in the number of Purkinje cells in the human cerebellum along with 
changes affecting the mossy fiber-granule cell-parallel fiber input to Purkinje cells 
result in a slower rate of acquisition in normal aging humans. 
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HUMAN EYELID CONDITIONING AND SENILE DEMENTIA OF THE 
ALZHEIMER'S TYPE (SDAT) 

We have indicated previously in this chapter that the involvement of the 
hippocampus in classical conditioning of the eyeblink response is profound, but 
modulatory in nature. If the hippocampus is ablated, rabbits learn normally 
(Schmaltz and Theios, 1972; Solomon and Moore, 1975; Solomon et aI., 1983). 
However, if the septo-hippocampal cholinergic system is altered so that it functions 
abnormally, acquisition is seriously impaired. Alterations in hippocampal neuronal 
activity such as systemic scopolamine administration (Moore et aI., 1976), 
microinjections of scopolamine into the medial septum (Solomon and Gottfried, 
1981), and medial septal lesions (Berry and Thompson, 1979) all impair acquisition. 
Other manipulations producing altered hippocampal neuronal activity also retard 
acquisition. For example, producing hippocampal seizures with local penicillin 
injections to the hippocampus (Berger, Clark, and Thompson, 1980) impairs 
acquisition. Thus, an abnormally functioning hippocampus impairs acquisition while 
the removal of a hippocampus does not. 

SDAT appears to profoundly alter hippocampal neuronal function. A major 
disruption of the brain cholinergic system occurs, impairing cortical and hippocampal 
cholinergic neurons (Coyle et aI., 1983). Experimental procedures disrupting 
hippocampal cholinergic function such as microinjections of scopolamine to the 
medial septum (Solomon and Gottfried, 1981) and lesions of the medial septum 
(Berry and Thompson, 1979) prolong the rate of acquisition of the classically 
conditioned eyeblink response in rabbits. These data from the animal model would 
lead to the prediction that SDAT patients, having hippocampal dysfunction, should 
show poorer acquisition of the classically conditioned eyeblink response than normal 
adults. 

Hyman et aI. (1984) examined hippocampal tissue at autopsy in 5 patients 
confirmed as having SDAT and 5 normal old control patients. They observed a 
specific cellular pattern of pathology such that the affected cells were essentially the 
input and output of the hippocampus. These investigators argued that SDAT 
effectively isolates the hippocampus from the rest of the brain. They also observed 
significant loss of the CAl pyramidal cells in SDAT. In rabbits, these are the 
hippocampal cells which model the eyeblink response as shown in Figures 1 and 2 
(Berger and Thompson, 1978a; Berger et aI., 1983). If the abnormally functioning 
hippocampus was completely isolated from the rest of the brain in SDAT, it might be 
analogous to an ablated hippocampus in rabbits. Our prediction for classical 
conditioning in SDAT in the case of a totally isolated hippocampus would be 
acquisition similar to age-matched controls. 

We have focused on the hippocampus in SDAT because there is such widespread 
agreement that profound hippocampal impairment exists in this disease. For 
example, Bird et aI. (1989) reported that neurofibrillary tangles and senile plaques 
were common and most frequently seen in hippocampus and temporal cortex in 45 
autopsy reports on SDAT. Damage to the cerebellum in these patients was relatively 
rare. Although there are not many studies of the cerebellum in SDAT, it appears 
that the cerebellum of SDAT patients is roughly similar to the cerebellum of age­
matched controls. What distinguishes SDAT patients with regard to the two brain 
structures (cerebellum and hippocampus) most involved in the rabbit in classical 
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conditioning of the eyeblink response is the major damage to the hippocampus. It 
was our assumption that SDAT patients would have Purkinje cell loss that 
accompanies normal aging, and they would have abnormal hippocampal neuronal 
activity associated with cell loss and cholinergic neural dysfunction. We suspected 
that abnormalities in both of the brain structures invloved with eyeblink classical 
conditioning might dramatically impair acquisition of the conditioned eyeblink 
response. We predicted that the degree of classical conditioning in patients with 
probable SDAT would be minimal. 

Eyeblink Conditioning in Patients Diagnosed with SDAT 

The resources of the NIMH Clinical Research Center for the Study of the 
Psychopathology of the Elderly at the Philadelphia Geriatric Center (PGC) served to 
identify a group of patients from among the Center's 1100 residents who met 
NINCDS-ADRDA criteria for the diagnosis of probable Alzheimer's disease. The 
initial sample of 7 patients had a mean score of 15.2 on the Blessed Memory­
Information-Concentration test (range of 13 to 17) and a mean age of 82.6 years 
(range of 76 to 88). Though moderately impaired, these patients all were 
maintaining themselves in the Center's congregate housing facility, living either 
independently, or with companion care. Eight age-matched control subjects who 
were also residents of PGC were classically conditioned. The control subjects had a 
mean Blessed score of 2.6 (range of 0 to 6) and a mean age of 84.1 years (range of 
72 to 93). 

The classical conditioning laboratory was on the premises of PGC, so patients 
were classically conditioned in their own apartment building. The methods and 
equipment were identical to those used for normal aging adults and reported by 
Woodruff-Pak and Thompson (1988b). Briefly, the subject sat in a chair and wore an 
adjustable headgear. This headgear held an infrared photocell transducer which 
measured the eyeblink. Also attached to the headgear was a tube resting 1 cm from 
the subject's left cornea that delivered a 5-psi airpuff of medical grade oxygen as the 
US. Voltage changes from the photocell transducer were input to an Apple lIe 
computer that stored and analyzed the data. A speaker presented the CS which was 
a 1-KHz-tone CS of 80 dB SPL. All subjects stated that they could hear the tone 
very clearly. 

The timing and presentation of the stimuli was controlled by an Apple lIe 
computer. A CR was scored if the response was an eyeblink of .5 mm or larger and 
occurred in the period between 25-399 msec after the onset of the CS. The UR was 
scored as any response at 400-600 msec after CS onset (which was also after US 
onset). 

Mter adjusting the headgear, a video recorder placed in front of the subject was 
turned on and the subject was invited to watch a silent film (Charlie Chaplin in Gold 
Rush). When the subject was engaged in that activity, the computer-controlled 
sequence of tone-CS and airpuff-US was initiated. The CS-US interval was 400 
msec, and all parameters were identical to those used in the normal aging study 
(Woodruff-Pak and Thompson, 1988b). There were a total of 90 trials in the delay 
classical conditioning paradigm, with 80 trials being paired CS and US and 10 trials 
being tone-CS alone. The tone CS-alone trial occurred every 9th trial. The entire 
session lasted about 45 minutes. 
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Results indicated very striking differences between patients diagnosed with 
probable SDAT and normal age-matched controls. While age-matched normal 
control subjects produced a total of 45.2% CRs, probable SDAT patients produced 
only 16.7% CRs. This difference was statistically significant (t[13] = 3.19; p<.Ol). 

Normal Adults and Probable SOAT 

Percent Conditioned Responses 
100,-------------------------------------------. 
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80 72,3 
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18-39 40-49 55-69 72-93 (PGC) Probable SDAT 

Age Range in Years 

_ CRs for Paired CS+US 

Probable SDAT Age-range' 76-88 

Fig. 5. Total percentage of conditioned responses (CRs) for five groups of adults. Total percent CRs in 
paired trials in the delay classical conditioning paradigm for 88 men and women ranging in age 
from 18 to 93 years. The age range in the youngest group was 18-39 years (N = 40), and for the 
older groups was 40-49 (N=20), 55-69 (N=13), 72-93 (N=8), and probable SDAT (N=7). The 
first three groups were tested on a university campus, and the last two groups were tested at the 
Philadelphia Geriatric Center (PGC). In one day of training shown in these data, there were a 
total of 80 paired CS-US trials for those tested at PGC and 96 paired trials for those tested at the 
university. The delay classical conditioning paradigm was used with a CS-US interval of 400 msec. 

With normal aging there is a difference in the degree to which individuals 
classically condition. Subjects in the decade of the 50s and older condition more 
poorly than subjects in the 20s and 30s. In the 40s, age differences in amplitude of 
the conditioned response begin to be significantly lower than the CR amplitude of 
younger adults (Woodruff-Pak and Thompson, 1988). Nevertheless, all age groups of 
normal adults show clear evidence of associative learning. This is not the case in 
patients diagnosed with probable SDAT. Figure 5 presents a comparison of classical 
conditioning in normal adults in various age groups and patients with probable 
SDAT. 

365 



A one-way ANOVA revealed that the age differences in total percent CRs were 
statistically significant (F[4,83] = 9.97; p<.Ol). A Tukey-Kramer modification of the 
HSD test for unequal sample sizes indicated that probable SDAT patients 
conditioned significantly more poorly than normal subjects of all ages (q[5,83] = 6.15; 
p < .01). Differences in percent CRs between the 55-69 age group and the 72-93 age 
group were not statistically significant (q[5,83] = 0.61). 

Percent CRs: Normal and SDAT 
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Blocks of 8 Paired Tone & Airpuff Trials 
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Fig. 6. Acquisition over 10 conditioning blocks for patients diagnosed with probable SDAT and normal 
age-matched Philadelphia Geriatric Center residents. Each block represents eight paired trials of 
500 msec, 80 dB SPL, 1 Khz tone conditioned stimulus (CS) coterminating with a lOO-msec, 5-psi 
corneal airpuff unconditioned stimulus (US) presented 400 msec after the onset of the CS. 

While acquisition in normal age-matched control subjects shows a clear 
incremental function, acquisition is not evident in patients diagnosed with probable 
SDAT. A 2 by 10 repeated measures ANOVA comparing the performance of 
normal controls and probable SDAT patients on percent CRs revealed a statistically 
significant group effect (F = 10.2; P < .01). The other effects were not statistically 
significant (F[9, 117] = 1.59 and .995 for acquisition over blocks and the group times 
acquisition over blocks effects, respectively). 
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These results with human patients with a diagnosis of probable SDAT parallel 
the observation in rabbits that an abnormally functioning hippocampus impairs 
acquisition of the classically conditioned eye blink response. Control rabbits injected 
with scopolamine show less than 10% CRs for 400 learning trials and did not attain a 
learning criterion of 5 consecutive CRs until 532 trials (Solomon et aI., 1983). We 
ran patients diagnosed as probable SDAT for 90 trials, and they showed no signs of 
associative learning. 

Our data do not support the contention of Hyman et aI. (1984) that a 
consequence of SDAT is to isolate the hippocampus. To support that hypothesis, 
patients diagnosed with probable SDAT should have conditioned like normal, age­
matched control subjects. However, our patients with probable SDAT had moderate 
cognitive impairment and were still living in residential apartments (alone or with the 
assistance of caretakers). Perhaps by the time of death, the disease has progressed to 
effectively isolate the hippocampus from its input and output. Interestingly, if this 
isolation of the hippocampus were to occur at some point late in the progression of 
SDAT, we would predict that very late probable SDAT patients would be able to 
produce conditioned responses at a higher level than they would have at the early 
stages of the disease. 

The above discussion contrasting predictions from Hyman et aI.'s model of the 
isolated hippocampus in SDAT to Coyle et aI.'s model of general cholinergic 
neuronal dysfunction which would create an abnormal hippocampus requires some 
qualifications. We have found classical conditioning of the eyeblink response in 
rabbits and humans to have great potential for the study of the neurobiology of 
learning and memory in normal aging and SDAT (Thompson and Woodruff-Pak, 
1987; Woodruff-Pak, 1988; Woodruff-Pak and Thompson, 1985). However, there is 
no animal model which mimics all aspects of SDAT. There are so many brain 
structures and neurotransmitter systems adversely impacted in SDAT that classical 
conditioning could be abolished in patients diagnosed with probable SDAT for many 
different reasons. We have attempted to control for some of the peripheral 
phenomena which might account for the failure of SDAT patients to condition (e.g., 
hearing impairment, loss of eyeblink reflex, insensitive cornea). However, we will 
continue to test hypothesis about non-neural and non-hippocampal phenomena which 
might prevent patients with SDAT from producing conditioned responses. 

There are major difficulties involved in applying an animal model with controlled 
and experimentally altered brain function to aging humans with a progressive, 
degenerative disease. In that sense, it is remarkable that our predictions from the 
animal model were so clearly supported in the behavior of patients diagnosed with 
probable SDAT. Additional neurobiological and behavioral data in rabbits and 
humans diagnosed and confirmed as having SDAT are required to assess the 
usefulness of classical conditioning of the eyeblink response as a behavioral 
assessment of SDAT and as an index of the degree of underlying hippocampal 
dysfunction. 

SUMMARY AND CONCLUSIONS 

Classical conditioning of the eyeblink response in rabbits and humans is a useful 
model system for the study of the neurobiology of learning, memory, and aging which 
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has implications for research and assessment in SDAT. Parallels exist between 
rabbits and humans in the way they condition behaviorally and in the manner in 
which aging affects behavioral conditioning. The neural circuitry underlying this 
behavior is almost completely understood in rabbits, and there are indications that 
the circuitry is similar in humans. 

The brain structures involved in eyeblink classical conditioning are the 
hippocampus, which plays a modulatory role, and the cerebellum, which is essential 
for learning and retention. A consequence of normal aging is loss of Purkinje cells 
in cerebellar cortex. Purkinje cell loss may be at least partially responsible for 
poorer conditioning in older organisms. In rabbits, the correlation between Purkinje 
cell number and learning trials to criterion was -.79 which was highly significant. 

In addition to the Purkinje cell loss which accompanies normal aging, patients 
with probable SDAT have an abnormally functioning hippocampus, including 
dysfunction of the septo-hippocampal cholinergic system. In rabbits, impairment in 
the septo-hippocampal cholinergic system seriously impairs classical conditioning. 
Results with 7 patients diagnosed as probable SDAT indicated very low levels of 
classical conditioning (16.9% CRs) compared with normal, age-matched corntol 
subjects (48.4% CRs). 

Eyeblink classical conditioning may serve as a useful assessment technique in 
SDAT. With the close parallels between the animal model and human behavior, the 
model system has potential usefulness for testing pharmacological agents which may 
optimize learning and retention in animals, normal aging humans, and patients with 
SDAT. 
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COMPUTER-SIMULATED EVERYDAY MEMORY TESTING FOR CLINICAL 

TRIALS IN MEMORY DISORDERS OF AGING 

Glenn J. Larrabee and 
Thomas H. Crook III 
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Sarasota, FL and Bethesda, MD 

Clinical trials in Alzheimer's disease and Age­
Associated Memory Impairment (AAMI)' frequently employ 
memory tests as major dependent variables. Accurate 
assessment of memory is critical in selecting patients for 
geriatric drug trials and for measurement of drug response. 
In the past, memory tests have included visual reproduction 
of geometric designs, story recall and tests of word list 
learning which frequently bear little relationship to the 
memory demands of everyday life. Additionally, the 
majority of these traditional memory tests are available in 
only one or two alternate forms, presenting a serious 
limitation in clinical trials employing repeated 
measurements designs. 2 

Another important consideration in selecting dependent 
measures of memory function is the overall process of 
development of candidate treatments for memory disorders of 
aging. As highlighted in the current volume, this process 
typically begins with preclinical animal models, ultimately 
leading to clinical trials in humans. Hence, tests which 
incorporate research paradigms that are effective in 
measuring animal memory should have enhanced potential 
sensitivity in measuring pharmacologic effects on memory in 
human subj ects. 2,3 Spatial memory, obj ect location recall, 
and tasks requiring responding after varying periods of 
delay, in particular, delayed non-match to sample 
paradigms, are particularly sensitive to age related memory 
change in both animals and man. Consequently, memory tests 
employing these procedures allow~~valuation of comparable 
memory processes across species. L,.>,4 

In addition to issues of face validity, and similarity 
of memory paradigms across species, several other issues 
are related to selection of memory tests for clinical 
trials. These factors include the psychometric properties 
of particular tests (reliability, validity, and alternate 
form availability), and the relationship of test parameters 
to current theoretical approaches and experimental learning 
and memory paradigms. Larrabee and Crook2 discuss these 
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issues in greater detail. Leber5 had highlighted the need 
for multiple measures of legitimate symptoms and signs 
which are truly related to psychogeriatric conditions, in 
order to maximize the chance of detecting treatment effects 
when they are actually present. Clearly, measurement 
approaches which integrate face validity with experimental, 
theoretical, and psychometric constructs should have 
greater sensitivity in the detection of potential treatment 
response. The computer-simulated everyday memory battery 
described in the remainder of this chapter is an attempt at 
such an integration. 

A COMPUTERIZED EVERYDAY MEMORY BATTERY FOR CLINICAL TRIALS 

Over the past several years, Crook, Ferris, and 
colleagues have been investigating measurement of various 
everyday memory functions including memory for names, 
faces, grocer~ list items, object location, and telephone 
numbers. 6 ,7,8,9, Recently, a number of these earlier tasks 
have been refined further utilizing customized computer 
graphics and laser disk technology. 11,12 Al though the 
battery is computerized, research subjects do not encounter 
a keyboard, joystick, or other potentially unfamiliar 
manipulanda. Rather, persons respond either verbally, by 
pressing a video touchscreen, or by operating familiar 
objects such as a touchtone telephone. 

six of the tests in the computerized batterj are 
technologically advanced modificatio!ls of tasks developed 
previously and found in prior studies to be of particular 
utility in studies of aging and dementia. These include a 
verbal learning and memory task requiring grocery list 
learning,10 a facial recognition test employing a signal 
detection paradigm,8 a name-face learning and delayed 
recall task,9 a facial recognition test employing a delayed 
non-matching to sample paradigm,13 and a misplaced objects 
task requiring subjects to place computer-generated 
representations of common objects within the representation 
of a house and later, recall the locations chosen. 6 Three 
additional measures in the battery include a narrative 
recall test in which the subject is tested for recall of 
factual information after viewing an abbreviated television 
news broadcast, a measure of reaction time based on a 
simulated automobile driving task, and paired associate 
learning for first and I <!s"i:: names. 

The computerized ~ests are administered in a 
standardized manner in a controlled clinical setting. The 
subject is seated in front of a large color monitor and the 
other manipulanda required for testing while the tester, 
who is present throughout the session, operates the 
computerized equipment behind, and generally out of view 
of, the subject. Tests are administered with an AT&T 6300 
computer equipped with a 20 megabyte hard-disk drive and 
customized computer graphic hardware, a Pioneer LDV-6010 
laser-disk player, a Sony 19 inch PVM 1910 color monitor 
with a Personal Touch touchscreen, and various customized 
peripheral hardware and manipulanda. Subject responses are 
recorded and stored for later data analysis during the 
actual testing session. Responses involving a motor 
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component (e.g., touching the screen for object placement, 
dialing the telephone) are automatically scored and stored. 
Subject verbal responses (e.g., to verbal selective 
reminding) are entered by the tester. Description of the 
various tasks follows. Each is available in 5 alternate 
forms in English, French, German, Italian, Swedish, Danish, 
Finnish, and Dutch. Preliminary data suggest comparability 
of performance, in relation to age, gender, and education 
effects between the American, Italian, and Belgian (French) 
versions (M. Salama and G. zappala, personal communication, 
May, 1988). 

Name-Face Association - Immediate Recall 

In this test subjects are shown live color video 
recordings (stored on laser disk) of individuals (actors) 
intrOducing themselves by common first names. After a 
series of introductions, recall is assessed by showing the 
same individuals in a different order and asking the 
subject to provide the name of each person. To provide the 
subject with expressive, acoustical, and other cues 
available in daily life, individuals who appear on the 
screen during the recall phase of the test indicate the 
city where they reside with the statement "I'm from 

" Following this statement, subjects are 
asked to provide the individual's name. In Phase I of the 
test, subjects are shown three different series of 
introductions consisting of two, four, and six individuals 
and recall occurs following each series. In Phase 2, 
subjects are shown the same 14 individuals (in a different 
order) for 3 consecutive trials (to measure acquisition). 
Scoring is based on the total correct for each recall 
condition. 

Name-Face Association - Delayed Recall 

This phase of the test is administered approximately 
40 minutes after the third acquisition trial described 
above. For a fourth time subjects are shown the 14 
individuals introduced in the acquisition paradigm. No 
introductions are provided for the delayed recall trial; 
rather, the subject's task is to recall the individual's 
name when presented with the "I'm from " portion 
of the video. Scoring is for total names correctly 
recalled. 

Selective Reminding 

This test follows the st:andard selective reminding 
paradigm using common grocery list items as the stimuli to 
be recalled. On the first trial, subjects are shown a list 
of 15 items, appearing individually on the video screen. 
Following the recall attempt, the words which subjects have 
not recalled reappear on the screen, and subjects must then 
attempt to recall the entire list, having been selectively 
reminded of the words they omitted on the previous trial. 
scoring is for the following aspects of performance: total 
recall, summed across all five test trials; long-term 
storage or LTS (i.e., words that have been recalled at 
least once without reminding are assumed to remain in LTS 
on successive trials, even if the subject does not mention 
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them subsequently); consistent long-term retrieval or CLTR 
(consistent recall of a word in LTS, to the end of the test 
trials); and half-hour delayed free recall. Scores for LTS 
and CLTR are cumulative over the five continuous learning 
trials. The test is terminated prior to five trials if the 
subject recalls the entire list on two successive trials. 

First-Last Names 

This is a test of associative learning and memory of 
verbal stimuli. On each of five trials, subjects are 
presented with a series of six paired first and last names, 
followed by a presentation of the last names only. The 
subject's task is to recall the first name which was paired 
with each last name. As in Selective Reminding, the test 
does not extend to five trials if a subject correctly 
recalls the first names on two successive trials prior to 
the fifth trial. The score is the total of first names 
correctly identified for each trial. 

Narrative Recall 

This test follows the design of older narrative recall 
tests in which subjects are required to recall the content 
of a paragraph read to them by the tester. In this case, 
however, subjects watch a 6-minute television news 
broadcast. They are then given a series of 25 factual, 
multiple-choice questions on the touchscreen and asked to 
select the correct answer by touching a corresponding box 
on the screen. There are no time limits for response and 
the score is simply the number of correct responses. 

Misplaced Objects 

In this test, subjects are shown computer 
representations of 20 common objects that are frequently 
misplaced (for example, eyeglasses) and the detailed 
interior of a 12-room house. During the first phase of the 
test the house remains displayed on the screen and subjects 
are asked to place each object, one at a time, in a 
location where it can later be recalled. The only 
limitation is that no more than two objects can be placed 
in a single room. After all objects are placed, the 
subject goes on to other tests. Approximately 40 minutes 
later, recall is tested. In this phase, the rooms are 
again displayed and the subject's task is to recall the 
room in which each object was placed. They do so by 
touching the correct room and, if the response is correct, 
the object appears briefly in the room. Subjects are 
allowed two attempts to recall each object and the two 
attempts are scored separately. There are no time limits 
on either placement or recall of objects. 

Recognition of Faces - Signal Detection 

In this test, subjects are shown 156 actual facial 
photographs, each displayed on a touchscreen monitor for 
2.6 seconds. The task of subjects is to touch a "YES" or 
"NO" box displayed in color on the screen to indicate 
whether they have or have not seen the photograph earlier 
in the test session. Fifty of the faces are shown twice; 
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the remainder are shown only once. Of those shown twice, 
the interval between first and second presentation is 
varied systematically from 0 to 4 minutes. Signal 
detection methods are employed to control for differing 
response criteria among subjects and the statistic d' is 
calculated at each delay interval. 

Recognition of Faces - Signal Detection, Delayed 

This test is a delayed version of the test described 
above. Approximately 40 minutes after the initial 
recognition test, subjects are shown 20 photographs, 10 of 
which were shown (only once) in the earlier phase of the 
test and 10 of which are being shown for the first time. 
The subject's task is to identify those faces which are 
repeated by pressing the appropriate box ("YES" or "NO") on 
the touchscreen and, again, signal detection methods are 
used in scoring. 

Recognition of Faces - Delayed Nonmatching to Sample 

On the first trial of this test, subjects are shown a 
single facial photograph on the touchscreen monitor and 
asked to touch the face. On each of 24 subsequent trials a 
"new" face is added to the array, and the subject's task is 
to identify the new face added by touching it on the 
monitor. Each trial is separated from the preceding trial 
by an 8-second interval, during which the screen is black. 
Subjects receive feedback for their responses on each trial 
in the form of a red square that appears momentarily around 
the photograph if it is correctly identified. Two scores 
are computed. The first is the number correctly identified 
until subjects make their first error. The second is the 
total number correctly identified. 

Telephone Dialing (Without Interference) 

This task is a variation on the standard digit-recall 
test and is intended to provide greater ecologic validity. 
Subjects are shown a series of 7- or 10-digit numbers (as 
in local or long distance numbers) on the monitor screen 
and asked to read the series aloud. Immediately after the 
final digit is read and disappears from the screen, 
subjects are instructed to dial the total number on a 
touchtone phone interfaced with the computer. Numbers 
dialed by the subject are automatically displayed on the 
screen, but no other feedback is provided. Eight trials 
are conducted, four at each of the two series lengths. In 
scoring, credit is given for each digit dialed in the 
correct position regardless of errors made elsewhere in the 
sequence. 

Telephone Dialing (With Interference) 

This proceeds in the same manner as the previously 
described dialing task, with the exception that after 
subjects have completed dialing, they hear either a busy 
signal or a ring. If they hear a busy signal, "Please 
Redial" appears on the video screen, and they are then 
asked to redial. Scoring is the same as in telephone 
dialing without interference. 
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Reaction Time - Noninterference 

This is a variation on a standard information­
processing paradigm in which the task of driving a car and 
responding appropriately to changing traffic signals is 
simulated. On the screen, subjects are shown a 
representation of a traffic light and representations of 
brake and accelerator pedals. Subjects are instructed to 
change pedals appropriately and as quickly as possible when 
the light changes colors (using the dominant hand). The 
light changes colors at varying intervals of 3, 4, and 5 
seconds, and both lift and travel time are recorded in 
milliseconds at each of these intervals. 

Reaction Time - Divided Attention 

This follows the same format as the previously 
described task, with the exception that the simulated 
driving task is performed while subjects listen to 
simulated radio weather and traffic reports. Subjects are 
asked to recall as much information as possible from the 
weather and traffic reports in a free-recall format. The 
number of facts correctly recalled in each of the two 
reports is scored. 

TEST BATTERY CHARACTERISTICS 

Performance on the battery is significantly associated 
with age in normal subjects ages 18 to 88. 11 ,12 Normative 
data exceed 1000 normal subjects for each test. Additional 
data are available on over several hundred persons 
manifesting AAMI. 

Previous research on clinical memory tests and 
batteries has demonstrated performance dimensions of verbal 
and visual memory, and attention/concentration/psychomotor 
speed. 14,15,16,17,18 Consequently, the factor structure of the 
computerized everyday memory battery was investigated to 
determine if similar dimensions were represented. In the 
first study, four factors were elicited including general 
everyday memory (defined by Name-Face Association, 
Narrative Recall, Misplaced Objects-First Try, and both 
facial recognition tests), complex attention and vigilance 
(defined by Misplaced Objects-Second Try and Reaction Time 
- lift component), psychomotor speed (Reaction Time - lift 
and travel components), and simple attention (Name-Face 
Association, 6 Faces and Telephone Dialing, 3 Digits).11 
The factor structure was not affected by age, since the 
same basic results were obtained when raw scores were 
factored, and when scores which had been adjusted for age 
were factored. This indicates that while level of 
performance on the computerized everyday tests changes with 
age, the pattern of performance does not. Consequently, 
clinicians and researchers can be confident that they are 
measuring the same constructs or clusters of abilities 
regardless of the age of the adult subject. 

In the Crook and Larrabee study, 11 separate verbal and 
visual memory factors were not obtained; rather, a general 
(verbal and visual) factor was obtained. Others have 
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reported similar findings for standard memory tests. 18 

However, the set of computerized procedures analyzed by 
Crook and Larrabee did not contain sufficient purely verbal 
measures. A follow-up factor analysis was conducted, 
incorporating the Selective Reminding and First-Last Names 
everyday verbal memory procedures. with the inclusion of 
these measures, Larrabee and crook19 demonstrated a verbal 
everyday memory factor (defined by Name-Face Association, 
Incidental Memory, First-Last Names, and Selective 
Reminding), as well as a visual everyday memory factor 
(defined by both facial recognition memory procedures) . 
Additionally, Larrabee and Crook factored the set of 
computerized everyday memory tasks combined with WAIS 
Vocabulary, Wechsler Memory Scale Logical Memory (LM) and 
Paired Associate Learning (PAL), and the Benton Visual 
Retention Test (BVRT). 20 Concurrent validity was 
established, with WMS Hard Associates loading with the 
everyday verbal memory factor, WMS LM loading with both 
Incidental recall and WAIS Vocabulary, and BVRT loading 
with two factors: everyday visual memory and psychomotor 
speed and vigilance. 

In summary, these two factor analytic studies support 
the factorial and concurrent validity of the computerized 
everyday memory battery. The multidimensional structure, 
similar to that obtained in standard memory batteries, 
allows for assessment of differential treatment effects and 
differential patterns of impairment in terms of processing 
speed, vigilance, and verbal and visual memory functions. 
The stimulation of tasks of everyday memory suggests that 
generalization from test performance to performance in a 
natural setting would appear to be more accurate than may 
be the case with more traditional paper and pencil tests. 

Additional research on the validity of the computer­
simulated everyday memory battery has focused on the 
relationship of self-rated memory function21 .22 with 
performance on the battery, as well as on subtypes of 
memory performance patterns. Larrabee and colleagues,23 
investigated the relationship of memory self-report on the 
MAC-S, a memory self-rating questionnaire,21.22 to 
computerized test performance. These authors found a 
significant canonical correlation of .528 between objective 
performance factor scores and MAC-S self-rated everyday 
memory factor scores. 

Larrabee and Crook have reported data on subgroups of 
persons with different profiles of everyday strengths and 
weaknesses. 24 Subgroups were identified manifesting 
overall superior general performance, inferior general 
performance, superior everyday visual memory (with inferior 
everyday verbal-visual memory) and superior everyday 
verbal-visual memory (with inferior visual memory). 
Additional data were presented suggesting that AAMI is 
composed of at least two groups of sUbjects: Those with 
age-related performance decline relative to young adult 
controls and those with performance decline relative to 
their own age peers, suggestive of senescent forgetfulness. 

In the past 3 years, the computerized everyday memory 
battery has been employed as the major dependent variable 
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in numerous clinical trials in the united states and 
Europe. At present, the battery is being employed in more 
than a dozen clinical trials at over 30 sites in the united 
states and Europe for evaluation of the efficacy of a 
variety of candidate pharmacologic compounds for treatment 
of early stage Alzheimer-type Dementia, and AAMI. In these 
clinical trials, measurement follows a multicomponent 
model, including: objective performance on the 
computerized battery, objective performance on standard 
memory tests for definition of AAMI,1 patient self report 
of memory function,21.22 and affective status,2s family 
report of patient's memory function, and investigator 
ratings of memory function and global deterioration. 26 

CONCLUSION 

We have presented a computer-simulated everyday memory 
battery designed for measurement of treatment response in 
the investigation of candidate pharmacological treatments 
for age-related memory disorders. The suitability of the 
battery for this purpose is enhanced by a high degree of 
everyday face validity, five alternate forms for multiple 
trial testing, theoretical and paradigmatic links with 
human and animal research (in particular, delayed response 
and object location testing), and the presence of multiple 
dimensions of verbal, visual, and attentional factors of 
memory and memory-related skills. 
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