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Preface

Nowadays we are facing numerous environmental, technological, societal and eco-
nomic challenges, including climate change, limited energy resources, aging popula-
tions and economic restructuring. To address these challenges, it becomes of vital
importance to deploy information and communication technologies (ICT) through-
out our homes and cities for enabling real-time responses to these challenges, for
example, to reduce carbon emission, to improve resource utilization efficiency and to
promote active engagement of citizens. However, such an ambitious target will re-
quire sustained efforts from the Societies of Communications, Signal Processing and
Computing, etc., over the years to come.

This book aims to facilitate this sustained effort for introducing the latest ICT
enabling technologies and for promoting international collaborations across Societies
and sectors, and eventually demonstrating them to the general public. As such, this
book consists of three tightly coupled parts:

• Part I: From Machine-to-Machine Communications to Internet of Things. We
will introduce the evolvement of enabling technologies from basic machine-to-
machine communications to Internet of Things technologies;

• Part II: Data Era: Data Analytic and Security. We will focus on the state-of-
the-art data analytic and security techniques;

• Part III: Towards Smart World from Interfaces to Homes to Cities. We will
discuss the design of human-machine interface that facilitates the integration
of humans to smart homes and cities, either as decision–makers or as knowledge
feeders to networks.

DISCLAIMER

We sincerely thank all contributors, who are world-leading experts in their re-
search fields, for contributing chapters to this book. Due to the time limit, there
might be errors or typos in this book, but as editors we tried our best to correct
them. If you found any errors or typos, please feel free to contact one of our editors.

Editors:
Hongjian Sun, Email: hongjian.sun@durham.ac.uk;
Chao Wang, Email: chaowang@tongji.edu.cn;
Bashar Ahmad, Email: bia23@cam.ac.uk.
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1.1 INTRODUCTION

The term Internet of Things (IoT) was first coined by Kevin Ashton in the late
90s, but in reality, IoT goes back a lot further than that. At the beginning it was only
a vision but today with the development of communication technologies, and in par-
ticular wireless communications, it is becoming rapidly a reality in different domains
and sectors [1]. IoT and its enabling services are revolutionizing the way we live and
creating huge growth in our economy. According to IoT paradigm, everything and ev-
eryone can be part of the Internet. This vision redefines the way people interact with
each other and objects they are surrounded by. With the development of communi-
cation technologies, billions of IoT devices are currently connected and it is expected
there will be a few tens of billions connected devices within the next five years [2]. At
the core of IoT, machine-to-machine (M2M) communications or machine-type com-
munications (MTC) plays the fundamental role by providing connectivity between
devices and servers. In that regard, it is concluded that IoT is a broader term, which
contains devices, M2M communications, and data processing [3]. Thus, IoT vision
cannot be materialized without providing efficient M2M communications.

IoT is constantly evolving by envisioning new services and applications in various
domains. The envisioned services are associated with a diverse range of communi-
cation requirements. This fact has resulted in the emergence of different wireless
communication solutions; generally, each solution satisfies a set of requirements. Al-
though the plethora of communication solutions gives the opportunity to choose a
proper solution according to the target application, it hinders the wide and fast
deployment of the application. In order to overcome such limitations, extensive ef-
forts are being undertaken to enhance the current solutions for supporting a wider
range of applications. Meanwhile, the cellular standardization forums are also try-
ing to consider the IoT vision in the development of the next generation of cellular
systems.

The goal of this chapter is to make the readers familiar with the most important
connectivity solutions for enabling M2M communications and supporting IoT appli-
cations. The remainder of the chapter is organized as follows. Section 1.2 discusses
some of the IoT services and applications, along with their requirements. Section 1.3
describes some of the existing M2M connectivity technologies and their potentials for
supporting IoT applications. Section 1.4 presents the future directions that enable a
better support of M2M communications in the cellular systems. Finally, the chapter
is concluded in Section 1.5.

1.2 IoT APPLICATIONS AND THEIR REQUIREMENTS

IoT has a wide range of applications in various sectors and domains [4], [5].
The applications can improve the ways people live, provide better interactions with
the environment and facilitate the growth in the economy. Some of the viable IoT
applications can be categorized as follows.
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• Transportation: There are applications for transportation systems that help
in monitoring the traffic, improving the road safety, and facilitating the as-
sisted driving. Indeed, public safety is becoming an important concern for the
increasing number of vehicles on the roads.

• Monitoring: Monitoring applications provide the real-time environmental ob-
servations enabled by deployed sensors.

• Wearables: The wearable devices can be utilized in game and leisure indus-
tries, also for the purposes of fitness, wellness, and health monitoring, which
are increasingly emerging domains.

• Smart environment: The considered applications improve the efficiency of
the environmental utilization from different perspectives, such as energy, re-
sources, and carbon footprint. Some of the applications are applicable for smart
homes, building automation, and smart cities.

• Security: The security applications are applicable to private residential, com-
mercial, and public locations. They can offer remote surveillance, remote alarm,
personal tracking, and public infrastructure protection.

• Utilities: There are applications that enable remote monitoring and control-
ling of user consumptions, such as water, gas, and electricity utilities. Other
important applications are related to smart grids, which can efficiently balance
between the production and consumption of electricity in large systems.

• Industrial Internet: Connecting industrial plants to the Internet facilitates
the process management and improves the production. These can be achieved
by support of logistics, business analytics, predictive maintenance, and factory
automation.

The IoT applications, including those mentioned above, have different charac-
teristics. The application characteristics imply constraints on the devices and un-
derlying communications, and also determine how the data should be gathered and
processed [3], [6], [7]. Some concerns related to the end devices are power consump-
tion, computational abilities, size, and cost. The parameters that entail constraints on
the communications include: the minimum transmission rate, transmission reliabil-
ity, the maximum tolerable latency, security, mobility, and the number of supported
devices. With increasing the number of IoT devices, the procedures of data gathering
and processing are becoming more complex. Relevant concerns are related to the level
of data processing locally, message routing, and information extraction. The system
design for IoT applications requires the joint considerations of different elements, i.e.,
device, communication technology, and data processing. For instance, the low power
consumption for the end device cannot be achieved unless the device consumes very
low energy for sensing, processing, and transmitting data.
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The M2M communications, as the underlying infrastructure for IoT connectivity,
faces different data traffic types and deployment scenarios compared to other human-
centric communications. General applications that directly interact with human users
require transmitting high amounts of data only during the active periods. In addition,
a limited number of users are in active mode at a time. On the contrary, many IoT
applications are involved with short amounts of data, periodically generated by a
massive number of devices. Some other applications, such as mission-critical applica-
tions, require reliable data transmissions with very low-latency. Excessive coverage is
essential for those devices that are deployed in remote areas or in places with limited
accessibility.

The diverse range of application requirements has hindered the development of
a single solution for providing M2M communications. Thus, various wireless tech-
nologies have emerged, each one addressing a set of requirements, to support IoT
applications. The next section describes some of the existing connectivity solutions,
their features, and the supported applications.

1.3 IoT CONNECTIVITY LANDSCAPE

IoT systems are generally comprised of devices, or objects that need to exchange
data with each other, or with a central server. As shown in Figure 1.1, the intercon-
nection of the devices and the server can be provided by a local-based network or
a cloud-based network. In the local-based network, the server runs the applications
and interacts with the devices through the access points (APs). The server can pro-
vide Internet access for the devices in the network to make them remotely accessible.

Figure 1.1 Typical network topologies for IoT.

www.ebook3000.com

http://www.ebook3000.org


From Machine-to-Machine Communications to Internet of Things � 7

The advantage of this topology is the high level of reliability as the applications can
run even if the Internet access fails. In the cloud-based network, the devices and the
server perform data exchange through the Internet, entailing all data flow is directed
to the Internet. Hence, the stable Internet connection is essential for running the
applications. This topology facilitates the scalability of application deployment as
the devices can be deployed anywhere as long as they have the Internet access. In
addition, the application can be run in a cloud server which eliminates the need of a
dedicated server.

Wireless technologies are preferred to provide connectivity for IoT devices due to
the ease of deployment, elimination of wiring cost, and mobility support. Initially,
many manufacturers developed IoT applications using their own proprietary wireless
systems. This approach has brought different technical issues, such as complexity
of system design, and lack of compatibility. For instance, products from different
manufacturers could not be easily integrated in a system. Those limitations could not
be eliminated without employing standardized wireless technologies. In part, some
standardization forums put effort to modify the existing wireless systems to support
IoT applications. In addition, several wireless solutions have emerged, optimized for
IoT applications. The rest of this section describes some of these technologies.

1.3.1 IEEE 802.15.4

IEEE 802.15.4 defines the physical (PHY) layer and medium access control (MAC)
layer specifications for low-rate wireless personal area networks (LR-WPANs) [8]. It
is designed to provide local connectivity for devices with low power consumption and
over relatively short distances. The IEEE 802.15 working group released the first edi-
tion of the standard in 2003 and maintained it by providing additional amendments.
The standard is based on the open system interconnection (OSI) model, without
specifying the higher layers. The specifications of PHY and MAC layers enable inter-
operability between devices developed by different manufacturers. The upper layers
can be designed and optimized according to the specific application. Indeed, various
network protocols have been designed on top of IEEE 802.15.4 to support a wide
range of applications, such as IPv6 over low power wireless personal area networks
(6LoWPAN), ZigBee, WirelessHART, and ISA100.11a [9], [10], [11].

IEEE 802.15.4-2003 specifies the PHY layer over three different unlicensed indus-
trial, scientific, and medical (ISM) frequency bands. The offered data rates depend
on the operating frequency band, corresponding to 20 kbps in 868 MHz, 40 kbps in
915 MHz, and 250 kbps in 2.4 GHz. The higher data rates are offered in the later
revisions of the standard. In most of the countries, the 2.4 GHz radio is utilized dom-
inantly due to the higher data rate and the availability of the frequency band. In this
frequency band, the total of 16 channels is available for network operation, each with
2 MHz bandwidth. The IEEE 802.15.4 transmits data with low power, i.e., less than
1 dBm. The low transmission power limits the communication range, typically less
than 100 m, and also makes the data transmission susceptible to radio interference
from other competing technologies operating in this frequency band, such as WiFi
and Bluetooth [12].
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Figure 1.2 Network topologies in IEEE 802.15.4.

The MAC layer in IEEE 802.15.4 handles the access to the radio channel and
provides an interface between the service specific convergence sublayer (SSCS) and
PHY layer. It is also responsible for network synchronization, supporting device se-
curity, and providing a reliable link between two peer MAC entities. Two different
device types are defined for the IEEE 802.15.4 network: a full-function device (FFD)
that supports all network functionalities, and reduced function device (RFD) with
reduced network functionalities [8], [13]. The network can utilize star or peer-to-peer
topologies, as illustrated in Figure 1.2. In the star topology, devices can only exchange
information with a single central controller unit in the network, known as the personal
area network (PAN) coordinator. The PAN coordinator is responsible for managing
the entire network. In the peer-to-peer topology, FFD devices have additional ability
to communicate directly with each other.

The IEEE 802.15.4-2003 standard is complemented with amendments to further
enhance the performance and offer additional functionalities that are required for
some specific IoT applications. Some of these amendments are as follows.

• IEEE 802.15.4a: This amendment specifies two additional PHY layers, using
ultra-wide band (UWB) and chirp spread spectrum (CSS) [13]. The UWB PHY
enables precision ranging that can be utilized for positioning purpose. The CSS
PHY provides robust data transmission over a large distance for devices moving
at high speed, applicable for vehicular communications.

• IEEE 802.15.4b: This amendment offers the higher data rates, 200 kbps in
868 MHz and 500 kbps in 915 MHz bands.
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• IEEE 802.15.4e: This amendment features functional improvements for the
MAC layer to support industrial applications more efficiently [14]. It includes
three new MAC schemes: time slotted channel hopping (TSCH), deterministic
and synchronous multi-channel extension (DSME), and low latency determin-
istic network (LLDN). The new MAC options facilitate more reliable commu-
nications with low-latency.

• IEEE 802.15.4q: This amendment specifies two alternate PHY layers, based
on amplitude shift keying with ternary amplitude sequence spreading (TASK)
and rate switch-Gaussian frequency shift keying (RS-GFSK), to achieve ultra-
low power consumption.

• IEEE 802.15.4r: This amendment provides PHY and MAC extensions to
enable radio-based distance measurements.

• IEEE 802.15.4s: This amendment defines MAC functionalities that enable
spectrum resource management.

• IEEE 802.15.4t: This amendment provides a higher data rate of 2 Mbps in
2.4 GHz band.

IEEE 802.15.4 enables a flexible integration of network stacks and protocols for
supporting different applications. 6LoWPAN is a network protocol from the Internet
Engineering Task Force (IETF) 6LoWPAN Working Group, which provides an effi-
cient use of IPv6 over IEEE 802.15.4 networks [15]. The IP-based network not only
allows remote access to the devices, but also facilitates the interconnection between
different networks, required for building large-scale networks [10]. The normal IPv6
header is relatively large compared to the maximum IEEE 802.15.4 packet size. The
header compression and fragmentation are utilized to reduce the header size, resulting
in lower overhead for data transmissions, and consequently saving the energy. 6LoW-
PAN supports unicast, multicast, and broadcast messaging. Hence, the transmitter
can choose a specific device, or a group of devices, or all the devices in a network for
message delivery. All these features have made the 6LoWPAN popular for developing
IP-based networks; it has been implemented in other network stacks, such as ZigBee
and ISA100.11a.

ZigBee is a network protocol built on top of IEEE 802.15.4, aimed at providing
connectivity for control and monitoring applications. ZigBee alliance is an association
of companies working together to develop and maintain the ZigBee standards [16].
ZigBee defines the network, security, and application framework profile layers that
enable interoperability between products from different manufacturers. It supports
star, mesh, and cluster-tree topologies. Empowered by these network topologies, a
single network can cover a large area and accommodate over 65,000 devices [9]. The
data transmissions between devices are performed with low-latency without the need
for initial network synchronization. However, the reliable communication is not guar-
anteed as the network operates over a single channel, making the data transmis-
sions susceptible to interference. Hence, a careful channel selection is essential for
network planning [17], [18], [19]. The ZigBee alliance ensures the interoperability
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between devices by providing application profiles, defining message formats, and pro-
cessing actions. The running applications can interact with devices in the ZigBee
networks by the aid of application profiles. The specified application profiles cover
building automation, health care, home automation, input device, network devices,
remote control, retail services, smart energy, telecom services, and 3D sync. The
plethora of profiles have made the ZigBee standards accessible for a wide range of
applications.

WirelessHART and ISA100.11a are two major network standards for providing se-
cure, reliable, and low-latency communications using IEEE 802.15.4 [11]. The reliable
communications with low-latency is essential for the safe operation of mission-critical
applications, such as industrial automation applications. WirelessHART was initially
released in 2007 by HART Communication Foundation (HCF) as an extension to
the HART Communication protocol. It is a centralized network, in which the whole
network is managed by a single network manager. The interconnections of devices
and the network manager can be provided by a single AP, known as a gateway, or
multiple gateways in case of requiring extended coverage. WirelessHART supports
mesh topology, so all the devices can cooperate for delivering data by forwarding
packets to other devices in the network. This can reduce the transmission latency
and improve the reliability of communications. Data transmissions are performed
utilizing time slots, formed by combining time division multiple access (TDMA) with
channel hopping. The duration of time slots is fixed at 10 milliseconds (ms). Time
slots form a superframe that is repeated over time. The network manager allocates
time slots to the devices and gateways in the network according to their traffics.
In addition, the channel hopping technique is exploited that alleviates the effects of
interference from other networks by switching between channels. Furthermore, the
channel blacking technique can be applied. This is an optional feature in which the
network administrator can exclude some channels manually from the hopping se-
quence. WirelessHART ensures the interoperability of the standard with previous
and future releases of the HART protocol. So, the new devices can be added to the
existing networks without any issue.

ISA100.11a is another standard for industrial automation applications, initially
released in 2009 by the International Society of Automation (ISA). ISA100.11a is a
centralized network and supports star, star-mesh, and mesh topologies. The routing
capability is an optional feature for the devices in the network, enabling utiliza-
tion of RFD for the end devices. The network employs the combination of TDMA
and channel-hopping, with the configurable time slot duration. The channel blacking
technique can be performed adaptively, enabling each device to blacklist its desired
channels. The ISA100.11a provides a flexible network implementation by allowing to
optimize the stack parameters. This flexibility can result in achieving a better per-
formance compared to the WirelessHART. However, it causes interoperability issues
between devices from different manufacturers. In addition, the network design is more
complex and requires more configurations.
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1.3.2 WiFi

IEEE 802.11 standard, known as WiFi, was initially designed for wireless local
area networks (WLAN), aiming at providing high data transmission rates for a limited
number of connected devices, known as stations, over short distances. The standard
has undergone extensive modifications in order to boost the transmission rates. As
a result, several IEEE 802.11 amendments have emerged, exceeding the transmission
rates to more than 1 Gbps in the latest versions, e.g., 802.11ad and 802.11ac. The
amendments define PHY layers over various frequency bands, including 2.4 GHz, 5
GHz, and 60 GHz, with different bandwidths, ranging from 20 MHz to 160 MHz.
The high transmission rates have made the standard a prevailing indoor broadband
wireless technology in most the countries. The recent IEEE 802.11 amendments are
as follows.

• IEEE 802.11n: This amendment defines PHY layers operating in 2.4 and 5
GHz bands. The maximum transmission rate varies between 54 Mbps to 600
Mbps.

• IEEE 802.11s: This amendment supports mesh networking that can be uti-
lized for extending the network coverage with a limited number of APs [20].

• IEEE 802.11ac: This amendment utilizes wider channels in 5 GHz band,
which yields the transmission rate up to 1300 Mbps.

• IEEE 802.11ad: This amendment defines a new PHY layer in 60 GHz band,
which significantly increases the transmission rate up to 7 Gbps. However, the
coverage is limited as the frequency band has different propagation character-
istics compared to the 2.4 and 5 GHz bands.

• IEEE 802.11af: This amendment defines the PHY layer operating in the white
space spectrum in the frequency bands between 54 and 790 MHz. The propaga-
tion loss in this band is low which improves the communication range, reaching
up to 1 km. The maximum achievable data rate is 426 Mbps.

• IEEE 802.11ah: This amendment defines the PHY layer operating in the sub
1 GHz (S1G) band. The modifications for PHY and MAC layers address some
of the important IoT requirements.

IEEE 802.11 achieves high data rates by utilizing wide channels that are available
in high frequency bands, i.e., 2.4, 5, and 60 GHz. The wide-band operation results in
making the transceiver expensive and increasing the power consumption, while the
coverage is limited due to the high penetration loss. In order to make the standard
suitable for IoT applications, IEEE 802.11ah Task Group (TGah), also called low-
power WiFi, was formed in 2010. They provide a new amendment by considering the
IoT requirements, aiming at improving the transmission coverage, reducing the power
consumption, and supporting a large number of stations connected to an AP [21]. The
IEEE 802.11ah PHY layer is designed by down-clocking ten times the IEEE 802.11ac
PHY layer. In order to achieve an extended coverage range, the IEEE 802.11ah utilizes
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the S1G frequency band. This band has better penetration properties that increase
the coverage up to 1 km without boosting the transmission power. The PHY layer
supports different channel bandwidths: 1, 2, 4, 8, and 16 MHz, offering data rates
from 150 kbps up to 78 Mbps. This enables balancing the power consumption and
transmission rate according to the application demand. The MAC layer adopts vari-
ous enhancements, including: new compact frame formats, enhanced channel access,
improved power management mechanisms, and throughput enhancements. The com-
pact frame formats permit reducing the protocol overheads, consequently resulting
in a higher throughput. The traffic indications map (TIM) and page segmentation
(PS) are the channel access schemes, which reduce the time that stations need to
compete for accessing the channel. The employed hierarchical association identifier
(AID) supports up to 8191 stations connected to a single AP, much higher compared
to the legacy IEEE 802.11 standard. The new power management modes allow the
station to turn off the radio for a long period, while the AP buffers the downlink
(transmission from the AP to the device) packets until the station wakes up again.
This reduces the power consumption significantly in the station. By employing the
mentioned features, the IEEE 802.11ah has become a suitable technology for sup-
porting a wide range of IoT applications for monitoring, smart environment, and
industrial automation.

1.3.3 Bluetooth

Bluetooth is a low cost wireless technology for establishing personal area networks
(PANs) over short distances, typically less than 100 m. Since 1998, the Special Inter-
est Group (SIG) is responsible for developing and maintaining the Bluetooth open
standard. Bluetooth operates in 2.4 GHz, and employs frequency hopping spread
spectrum (FHSS) to alleviate the effects of interference. Upto now, five generations
of Bluetooth standard have been defined, with the following specifications.

• Bluetooth V1.0: The initial version that operates in basic rate (BR) mode
with data rate of 1 Mbps.

• Bluetooth V2.0: It introduces the enhanced data rate (EDR) mode that
provides data rate of 3 Mbps, in addition to support of BR mode.

• Bluetooth V3.0: It supports BR mode, with the optional support of EDR
mode and high speed (HS) mode that provides data rate of 24 Mbps.

• Bluetooth V4.0: It supports BR mode, with the optional support of EDR,
HS, and low energy (LE) modes.

• Bluetooth V5.0: SIG announced the Bluetooth 5 in June 2016. It will improve
significantly the coverage range, speed, and broadcast messaging capacity.

The Bluetooth low energy (BLE), also known as Bluetooth smart, was introduced
in 2010 and featured very low power consumption with enhanced transmission range,
compared to previous generations [22]. These features have made the BLE suitable for
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Figure 1.3 BLE communication topologies.

low-power control and monitoring applications. BLE defines 3 advertising channels
and 37 data channels, each channel with 2 MHz bandwidth. It employs Gaussian fre-
quency shift keying (GFSK) modulation with increased modulation index compared
to the classic Bluetooth, to achieve robust transmission with high coverage and low
power consumption [23]. The LE mode achieves data rate up to 1 Mbps. A BLE de-
vice can communicate with other devices in one of broadcast or connected modes, as
shown in Figure 1.3. The broadcast mode provides unidirectional data transmissions
from a broadcaster device to surrounding devices that listen to advertising channels.
The data transmissions in the broadcast mode are inherently unreliable due to the
lack of acknowledgment feedback. In addition, a limited amount of information can
be transferred in this mode. The standard advertising packet contains 31-byte pay-
load. In case the payload is not large enough to fit all the information, there is an
optional secondary advertising payload. A scanner device can request the second ad-
vertisement frame upon receiving the initial part. Hence, the maximum of 62 bytes
can be transferred. The connected mode provides bidirectional data transmissions
for a group of devices, forming a piconet. A piconet consists of a central device and
one or more peripheral devices. The central device is the master in the piconet and
can support multiple connections. The peripheral devices are considered as slaves
and are able to communicate only with the master device. In order to join the pi-
conet, a peripheral device broadcasts connectable advertisement messages over the
advertising channels. When the central device receives the advertisement message, it
can initiate a connection with the peripheral device by sending the connection re-
quest. Once the connection is established, the master device and the peripheral device
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can exchange data over the data channels. Within a piconet, peripheral devices can
only communicate with the central device, and not with each other. To reduce the
power consumption, the peripheral devices stay in sleep mode by default and wake
up periodically to listen for possible packet receptions from the central device. The
central device provides the common clock and hopping pattern for the peripheral
devices in the piconet. It also manages the medium access by using TDMA scheme
and determines the instances that each peripheral device needs to wake up.

BLE includes features that enable achieving very low power consumption, partic-
ularly in peripheral devices. This is an important feature for battery-powered devices,
such as sensors in health monitoring applications. Studies show that a peripheral de-
vice can operate for years while powered with a battery [23]. In addition, a peripheral
device can have reduced functionalities. This reduces the design complexity of hard-
ware, while a device can be integrated in a small system-on-chip (SOC). Currently,
BLE can be utilized in applications requiring a short-range communication due to
the support of single-hop topology. In 2015, Bluetooth SIG formed Bluetooth Smart
Mesh Working Group to provide mesh capability for BLE that extends the network
coverage [24]. The IoT vision is also considered in the development of Bluetooth
v5.0. It is expected that this new release will increase the communication range, the
speed of low energy connections, and the capacity of connectionless data broadcast.
Employing these features will make the Bluetooth technology applicable for a wider
range of applications.

1.3.4 RFID and Ambient Backscattering

Radio-frequency identification (RFID) technologies were initially designed to pro-
vide short-range connectivity for the purpose of identification, utilized in various do-
mains such as logistic, manufacturing, health care, security, and access control. Later,
a specialized subset of RFID, known as near field communication (NFC), was devel-
oped that facilitated the secure data exchange. NFC has been widely deployed in
smart mobile devices for performing contactless payment, ticketing, and device pair-
ing. Ambient backscattering is another form of technology that utilizes the ambient
radio waves for data transmissions [28]. It is considered as an appealing method of
communications for the future smart sensing systems.

RFID enables the unique identification of objects. The objects that are equipped
with small tags can communicate with an RFID reader. A reader transmits a query
signal to the tags and receives the reflected signals from them. The RFID tags are
categorized as passive, semi-passive, and active. The passive tag does not have a
source of energy and harvests the electromagnetic energy radiated from the reader
for sending response messages. Due to the limited energy, the reading range is short
and the tag can only perform very simple computation processes. The semi-passive
has a limited access to the power source, mainly for powering the chip while the reader
signal is absent. The chip might be connected to sensors for sensing the environment.
In this way, the tag can transmit identification information along with the data
collected from the sensors. The active tag has access to the source of energy, allowing
the support of peripheral sensors and data transmissions over longer distances [2].
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Three different frequency bands are allocated for the RFID systems, identified as
low frequency (LF), high frequency (HF), and ultra high frequency (UHF) bands.
The most common carriers used for LF are the 125 and 134.2 kHz. The LF operation
provides low data transmissions over very short range, typically from a couple of
centimeters to a couple of meters. The 13.56 MHz band is allocated for HF operation
worldwide. It offers higher transmission rates and ability to read several objects at
the same time. The UHF systems utilize frequency bands in the range of 300 MHz
and 3 GHz, while the 860–960 MHz band is predominantly used. The UHF operation
offers the higher data rates, extended range, and ability of reading a larger number of
tags simultaneously. The range is limited to several meters for the passive tags [26].

NFC is a bidirectional communication technology based on ISO/IEC 14443 and
ISO/IEC 18000-3 specifications [9], [27]. The former specification defines the smart
cards utilized for storing information, while the latter specification determines the
communication for NFC devices. The NFC devices are categorized as active and
passive. A passive device, e.g., an NFC tag, can only provide information for other
devices, without the ability to obtain information from others. An active device, can
read a passive device and alter the stored information if it is authorized. Addition-
ally, it can exchange data with other active devices. NFC operates in 13.56 MHz
band and provides transmission rates ranging from 106 to 424 kbps. The communi-
cation range is limited to a few centimeters in order to avoid eavesdropping the data
transmissions. An additional level of security is achievable by establishing a secure
channel for sending sensitive information. The technology development ensures the
interoperability among all NFC products, as well as with other wireless technologies.
Nowadays, NFC is embedded in many smart phones to facilitate data sharing and
performing payments.

Ambient backscattering takes advantage of existing RF signals, for instance from
TV, WiFi, and cellular systems, to harvest energy and perform the data transmis-
sions [25], [28]. It provides communication flexibility, as a device can communicate
with all other devices, not exclusively with the readers. The transmitter reuses the
ambient signals for conveying the information by changing its antenna between re-
flecting and non-reflecting states. The reflecting state provides an additional path for
the receiver. The receiver distinguishes the transmitter state by assessing the received
signals. As the transmitter does not need to have a dedicated source of energy, its
size can be reduced significantly. This technology is still in the early development
stage; however, it is foreseen that it can be utilized widely in future monitoring sys-
tems. For instance, a new type of sensors can be deployed in a home to monitor the
environment, while they obtain the energy from the WiFi APs.

1.3.5 Dedicated Short Range Communications

Dedicated short range communications (DSRC) was developed to provide two-
way communications, mainly for intelligent transportation systems (ITS) with a wide
breadth of applications based on vehicular communications. The envisioned appli-
cations have the potential to improve the road safety and utilization [29]. DSRC
can support various communication types for vehicular communications, including
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vehicle-to-vehicle (V2I) and vehicle-to-infrastructure (V2I) communications. DSRC
was designed considering the stringent requirements imposed by safety applications,
such as low-latency for communications, high reliability, and strict security.

DSRC benefits from other existing technologies [30]. The PHY and MAC layers
are based on IEEE 802.11p wireless access for vehicular environments (WAVE), pro-
viding data transmissions with a rate of 6–27 Mbps and and a single-hop range of
300–1000 m [31]. The middle layers employ a suite of standards defined by IEEE
1609 Working Group: IEEE 1609.4 for channel switching, IEEE 1609.3 for network
services, and IEEE 1609.2 for security services. DSRC supports Internet protocols
for the network and transport layers.

A dedicated frequency band in 5.9 GHz is allocated for DSRC operation. Channels
have 10 MHz bandwidth and are divided into control and service channels. The con-
trol channels are used for the broadcast transmissions and link establishment, while
the service channels are utilized for bidirectional communications. Message broad-
cast is a means for disseminating safety information, including cooperative awareness
message (CAM) and decentralized environmental notification message (DENM). The
broadcast message is sent without establishing a basic service set (BSS), which elim-
inates the link establishment latency. However, there are chances for transmission
collisions as the channel access is based on the carrier sense multiple access with
collision avoidance (CSMA/CA) mechanism.

DSRC still suffers from technical challenges to be widely implemented in ITS. One
issue is related to the performance of CSMA/CA in dense networks. The performance
of the data transmissions, in terms of reliability and latency, is degraded under high
traffic loads. Another concern is related to interoperability of devices. Although the
communication protocols are defined, it is not clear how the system can efficiently
operate with different applications and in challenging circumstances [31].

1.3.6 Low Power Wide Area Network

Low power wide area network (LPWAN) technologies were developed to provide
connectivity for IoT applications that require low-cost device, wide-area coverage,
low-power consumption, and exchanging small amounts of data. Such requirements
were not efficiently fulfilled with the legacy cellular systems, such as Long-Term Evo-
lution (LTE) Rel-8 and its predecessors. Hence, several preparatory technologies have
emerged for enabling LPWAN, including Amber Qireless, Coronis, Huawei's CIoT, In-
genu, LoRa, M2M Spectrum Networks, Nwave, Senaptic, Sigfox, and Weightless [24].

Most of the LPWAN technologies operate in unlicensed bands while utilizing
narrow bandwidths. The offered data rates vary across the technologies, ranging
from several bps to several hundred kbps. Their coverage ranges can be up to several
kilometers, which enable covering very large areas with a limited number of APs.
These solutions can achieve low-power consumption while keeping the hardware cost
low by featuring simplified functionalities. For instance, an end device may not require
performing link establishment and handover in a network. It can send data without
establishing a link. Data might be received by multiple APs and are delivered to the
cloud-based server. The server then filters the redundant received messages. Another
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example is the support of single-hop communication that is simple to be implemented,
without requiring precise synchronization. In some cases, the transmission latency in
download is relaxed, allowing a device to remain in the sleep mode most of the time.
The simplified functionalities enable a battery-powered device to operate for several
years.

Despite the general similarities in the LPWAN technologies, there are differences
in terms of network deployment, operational model, and device categories. The main
features for some of the well known LPWAN technologies are as follows.

• Ingenu: The On-Ramp Wireless has changed its name to Ingenu. It aims at
building a nationwide network. This can accelerate the application deployment
as the IoT devices can utilize the network with subscription fee. However, cur-
rently only a limited number of countries have the network coverage. The ag-
gregated traffic rates for an AP are limited to 624 kbps and 156 kbps in uplink
and downlink, respectively.

• LoRa and LoRaWAN: Lora Alliance comprises of different companies par-
ticipating in the development of LoRa and LoRaWAN. LoRa defines the PHY
layer while LoRaWAN specifies the communication protocol and system archi-
tecture. The data transmission rates vary according to the communication range
and the regional spectrum allocation, ranging from 0.3 kbps to 50 kbps. There
are three device classes: one that allows downlink transmissions only during a
window period after uplink data delivery; one that permits periodic downlink
transmissions; and one that allows downlink transmissions at any time.

• NWave: The NWave supports only the uplink data transmissions with the
maximum rate of 100 bps.

• Platanus: The protocol was designed to support ultra-dense device deploy-
ments over modest ranges. The transmission rate can be up to 500 kbps.

• Sigfox: This company also aims at deploying a managed worldwide network,
currently covering a limited number of countries. The transmission rate is lim-
ited to 1 kpbs, with the maximum message size of 12 bytes.

• Weightless: It is comprised of three protocols: Weightless-W that is a bidi-
rectional communication protocol operating over licensed TV spectrum; and
Weightless-N and Weightless-P, which are narrow-band protocols utilizing un-
licensed bands. The Weightless-N supports only uplink transmissions, while
Weightless-P provides bidirectional data transmissions. The transmission rates
are limited to 100 kbps.

Despite the appealing features of LPWAN technologies, they are faced with some
technical challenges, mainly raised from the use of unlicensed bands for long range
transmissions. Many countries enforce heavy regulations on utilizing the unlicensed
bands in terms of effective radiated power (ERP), duty cycle, and access mecha-
nism [1], [24]. These might limit the transmission rate, the message size, and the
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number of messages that can be sent over a period of time. Another challenge is re-
lated to the asymmetric link performance in uplink and downlink directions, imposed
by ERP limitation that is applied at the output of the antenna. The antenna gains for
the APs are significantly higher than for the devices, resulting in the better perfor-
mance in the uplink direction. Consequently, the network cannot effectively control
the devices as control information is delivered in the downlink with poor performance.
In order to overcome these barriers, some of these technologies, such as Sigfox and
Weigthless, are involved with standardization activities to obtain licensed spectrum
for the network implementations. The current solutions are able to offer inexpensive
connectivity for applications that tolerate the unreliable data transmissions with high
latency.

1.3.7 Cellular Systems

The traditional cellular systems, including LTE Rel-8 and its predecessors, were
mainly designed to serve human-to-human communications. However, their inherent
features, such as wide coverage, easy deployment, access to the dedicated spectrum,
and high security level, have attracted many IoT applications to exploit the cellular
systems for their connectivity. The fast growth of IoT applications has encouraged
the standardization forums to consider enhancements for the cellular systems in order
to support IoT applications more efficiently. Consequently, the new releases of LTE
encounter new features that facilitate the M2M communications.

The first release of LTE specifications, i.e., LTE Rel-8, was introduced in 2008.
The LTE network architecture is fully IP-based that enables accommodating a large
set of devices. As shown in Figure 1.4, IoT devices can be connected to the cellular
network directly or through gateways [32]. In the direct connection, a device directly
interacts with a serving base station, called eNodeB in LTE. This entails that the
device be compatible with the cellular air interface. In the indirect connection, a
device can benefit from other wired or wireless technologies to be connected to a
gateway that acts as a mediator between the cellular network and the device. The
indirect connection facilitates the migration of the existing IoT devices to the cellular
networks.

LTE Rel-8 defines different user equipment (UE) categories with various perfor-
mances and capabilities [33]. UE Cat-1 has the basic capabilities and provides data
rates up to 5 Mbps in uplink and 10 Mbps in downlink. The achieved transmission
rates in basic UE categories are satisfactory for many IoT applications. However,
there are several issues that prevent the wide usage of these UE categories for IoT
applications. For instance, the price of transceivers is not suitable for low-cost IoT ap-
plications. In addition, the transceivers consume a high amount of energy and cannot
operate for a long period of time when powered with batteries. Another challenge
is related to the network coverage. The transceivers may not operate in locations
with high penetration loss, e.g., in a meter closet in which smart meters are gener-
ally deployed. In order to eliminate such shortcomings for the wide deployment of
IoT applications, The Third Generation Partnership Project (3GPP) has introduced
new UE categories, optimized for M2M communications. The first IoT-specific UE
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Figure 1.4 M2M communications in a cellular network.

was introduced in LTE Rel-12, known as LTE Cat-0 or LTE-M. This category was
enhanced in Rel-13 and appeared as enhanced MTC (eMTC). LTE Rel-13 also intro-
duced another category with narrow-band operation that is called Narrow-band IoT
(NB-IoT). Some of the important features for these new categories are as follows.

• LTE Cat-0: This is a low-cost MTC UE that operates in 20 MHz bandwidth
with the maximum throughput of 1 Mbps in both uplink and downlink. Rel-12
has defined a set of reduced requirements in order to scale down the chip cost
and power consumption compared to the basic LTE Rel-8 category, i.e., Cat-1.
For instance, Cat-0 incorporates a single antenna, while previous UE categories
needed to have at least two receive antennas. This inevitably resulted in reduced
coverage and transmission rate due to the loss of receiver combining gain and
channel diversity. In addition, Cat-0 has an optional half-duplex operation in
frequency division duplex (FDD) mode. This brings further cost reduction by
removing the duplexer, as the UE needs to only transmit or receive at a time.
With the mentioned reduced capabilities, Cat-0 can achieve approximately 50%
cost saving over Cat-1 [34]. In order to reduce the energy consumption, Rel-12
added a power saving mode (PSM) feature to minimize the energy consumption.
An UE in PSM mode is basically registered in the network but cannot be
reached. It does not monitor the control channels for possible incoming data.
So, the data should be buffered in the network side until the UE becomes
available, for instance, when it wants to transmit something or when the PSM
timer expires. Therefore, data transmission in the downlink may face huge
delay, making the PSM mode more applicable for delay tolerant or opportunistic
systems, which are not sensitive to delays.
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• LTE eMTC: This category is based on the LTE Cat-0 featuring additional
reduced requirements and coverage enhancements. For instance, the RF band-
width is limited to 1.4 MHz for both uplink and downlink. The maximum of
1 Mbps data rate can be achieved in uplink and downlink. In addition, the
maximum transmit power is reduced to 20 dBm compared to 23 dBm in LTE
Cat-1, allowing in integrating the power amplifier (PA) and the radio transceiver
in a single chip. The employed features enable to achieve approximately 75%
cost saving over Cat-0, making the eMTC more cost-effective. For reducing
the power consumption, more advanced discontinues reception (DRX), called
enhanced DRX (eDRX), was introduced. A device in DRX mode can avoid
monitoring the incoming control information, allowing to save energy by en-
tering the idle mode. LTE Rel-13 specifies coverage enhancements to alleviate
the coverage loss due to the reduced capabilities. The enhanced coverage allows
to support devices located in places with high penetration loss. The coverage
enhancement corresponds to 15 dB improvement for the maximum coupling
loss (MCL) compared to the FDD MCL in Cat-0, i.e., 140.7 dB.

• LTE NB-IoT: This category was designed to enable: low-cost device, long
battery life, high coverage, and deployment of a large number of devices. It
inherits basic functionalities from the LTE, while it operates in a narrow band.
As shown in Figure 1.5, the NB-IoT has flexible network deployment options:
stand-alone, in-band, and guard-band modes. The stand-alone mode occupies a
single GSM channel, i.e., 200 kHz. The in-band mode operates over a wideband
LTE carrier, while guard-band mode operates out-band of the existing LTE
carrier. The occupied bandwidths in both in-band and guard-band modes are
equal to the bandwidth of a single LTE physical resource block (PRB), i.e., 180
kHz. The transmission rates are in the range of 100 - 200 kbps. The narrow-
band operation reduces the complexity of transceiver elements, such as analog-
to-digital (A/D) and digital-to-analog (A/D) conversion, buffering, and channel
estimation. NB-IoT has the reduced transmission power of 20 dBm. All these
features provide cost reduction for the radio chip.

Another important feature of NB-IoT is the coverage enhancement. The target
for MCS is 164 dB, which is almost 23 dB more than the MCL for FDD Cat-0.
This provides a good coverage, even for devices located in places with high pen-
etration loss. Additionally, NB-IoT benefits from eDRX for reducing the power
consumption, the battery for a device reporting short packets in long intervals
can last for up to ten years. It is apparent that NB-IoT covers the important
features of LPWAN technologies, while it provides a better performance with
access to dedicated radio spectrum.

The new LTE UE categories that are optimized for M2M communications can
provide connectivity for a wide range of IoT applications. The LTE Cat-0 and eMTC
are suitable for devices requiring high transmission rates, while the NB-IoT is efficient
for devices that require long time operation. However, the application deployments
depend on the support of new LTE releases by network operators.
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Figure 1.5 Deployment modes for NB-IoT.

1.4 CHALLENGES AND SOLUTIONS FOR CONNECTIVITY IN 5G ERA

Cellular systems are gaining more attention for accommodating IoT applications.
The enhancements in the new releases of LTE provide better support of M2M commu-
nications. However, these enhancement cannot satisfy all the identified requirements
for M2M communications, imposed by the envisioned IoT applications. Thus, further
advancements are essential for the future cellular systems, including the fifth genera-
tion (5G) of wireless systems, to support M2M communications more efficiently. The
rest of this section describes some of the existing challenges that should be addressed,
along with some solutions that have been proposed to overcome them.

1.4.1 Low-power Consumption

Power consumption is an important issue for devices that are powered with batter-
ies. In some applications, such as environmental monitoring, the devices are located
in areas with limited access. To accommodate such devices in the cellular networks,
the low-power consumption mode is essential, permitting a device operates for sev-
eral years without needing to change the batteries. Some enhancements have been
considered in LTE Rel-12 and Rel-13 to reduce the power consumption. Some of the
considered enhancements and other possible solutions are as follows.

• Narrow-band operation: The narrow-band operation reduces the power con-
sumption and complexity of radio transceiver. The transceiver needs to scan a
narrow spectrum, which directly results in lower power consumption.

• Power saving mode: This mode was initially introduced in LTE Rel-12 and
permits an UE device enters the dormant mode while it remains registered
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in the network. A device in PSM mode is not reachable immediately by the
network and downlink data should be buffered until the device exits this mode.
This is applicable for delay-tolerant applications as the delay in downlink data
transmissions can be very high.

• Discontinuous reception: This feature enables an UE device stays in the
sleep mode without requiring to decode incoming information form the cellular
network. LTE Rel-12 introduced eDRX by supporting longer periods that the
device can sleep, resulting in saving more energy [35].

• Supporting multi-hop and group-based communications: Multi-hop
communications can bring power saving for devices located far from the serv-
ing base station [36]. Group-based scheme takes the same approach by selecting
some of the devices as the gateways in the network. The selected devices col-
lect messages from other nearby devices, aggregate, and deliver them to the
network.

1.4.2 Enhanced Coverage

As mentioned earlier, some of the simplified functionalities that are defined for
LTE UE categories for reducing the chip cost result in lower signal energy at the
receiver. In addition, some IoT devices might be deployed in locations with high pen-
etration loss. In order to overcome these challenges, coverage enhancement techniques
can be applied. LTE Rel-12 and Rel-13 introduced some techniques to achieved this
goal. Some of employed enhancements in these releases and other possible enhance-
ments are as follows.

• Retransmission: Data retransmission, using automatic repeat request (ARQ)
or hybrid ARQ (HARQ), can be utilized to ensure the receiver can decode the
message correctly. In the ARQ scheme, the receiver tries to decode the message
by utilizing received information in the last transmission round, while in the
HARQ scheme, the receiver utilizes all the received information to retrieve the
message.

• Transmission time interval bundling: Transmission time interval (TTI)
is the time unit for scheduling uplink and downlink transmissions. In the TTI
bundling, several consecutive TTIs are combined to transmit data over a longer
period. Hence, data transmissions can be performed with a lower rate, improv-
ing the success rate of decoding data.

• Frequency hopping: Through the frequency hopping, data can be transmit-
ted over different frequency bands. This scheme alleviates the effects of fre-
quency fading and provides more robust data transmissions.

• Power boosting and power spectral density boosting: In the downlink,
the base station can increase the transmission power for devices with poor chan-
nel conditions. In the uplink, a device can employ power spectral density (PSD)
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boosting by concentrating the transmission power on a decreased bandwidth,
which results in higher power density over the bandwidth.

• Relaxed requirements: Some control channel performance requirements can
be relaxed for IoT devices, such as the minimum probability of decoding the
random access response.

• Increasing reference signal density: The number of resources allocated for
reference signal (RS) can be increased to provide better channel estimations.

1.4.3 Ultra-reliable Low-latency Communications

Ultra-reliable low-latency communications (URLLC) refers to provision of a cer-
tain level of communication service almost all the time. It is essential for supporting
time-critical applications, including: industrial automation, autonomous driving, ve-
hicular safety, and tactile Internet [37], [38]. URLLC implies requirements on the
availability, reliability, and latency, according to the applications. For instance, some
factory automation use cases need communications with end-to-end latency less than
1 ms with reliability of 1− 10−9 [39]. The current wireless solutions, including cellu-
lar and non-cellular technologies, cannot meet such stringent requirements. However,
cellular systems have a better chance to support URLLC, due to the access to dedi-
cated spectrum. In order to realize URLLC in the future cellular systems, extensive
enhancements are required in different parts of the networks, such as device, radio
access network (RAN), and core network (CN). The enhancements target at reducing
the transmission latency, improving the link reliability, and enhancing the resource
utilization. Some of the possible enhancements are as follows.

• Employing shorter TTI: LTE defines a frame structure with 10 ms duration.
Each frame consist of 10 subframes, which results in having TTI of 1 ms. It is
required to employ shorter TTI in order to meet 1 ms end-to-end latency. It is
agreed that in 5G, an integer division of 1 ms, e.g., 0.25 or 0.125 ms, would be
considered as TTI, at least for delay-sensitive communications.

• Employing more mode changes in time-division multiplexing: LTE
have two operational mode: time-division multiplexing (TDD) and FDD. In
the former mode, downlink and uplink transmissions are occurred in the same
frequency band while they are separated in time domain. In the latter mode,
uplink and downlink transmissions are occurred over different frequency bands.
For TDD mode, different configurations are defined for uplink and downlink
subframe allocations. For better support of URLLC, new configurations can
be defined to reduce the time gap between uplink and downlink transmissions,
e.g., changing the uplink and downlink directions every subframe.

• Flexible frame structure: In LTE system, the physical downlink control
channel (PDCCH) is located at the beginning of each downlink subframe and
it carries control information, including scheduling assignments in downlink and
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uplink. PDCCH can be spanned over up to three orthogonal frequency-division
multiplexing (OFDM) symbols. This design enables the base stations to deliver
control information to a limited number of users through each subframe. On flip
side, it causes excessive delay under high demand for the data transmissions.
To address this problem, the enhanced PDCCH (ePDCCH) was introduced
in LTE Rel-11 to increase the signaling capacity by utilizing physical downlink
shared channel (PDSCH) resources. For more dynamic resource allocation, some
schemes based on the flexible frame structure have been proposed [40]. In this
way, the amount of the allocated radio resources to PDCCH can be adaptively
changed according to service requirements and the number of users.

• Network slicing: The available resources, in the RAN and CN, can be sliced
in order to efficiently support different services [41]. This approach gives the
opportunity to optimize each slice according to the dedicated service.

• Device-to-device communications: The initial design of the LTE system
entails directing all data traffic from the UE devices to the cellular network.
For the communication between two UE devices, the base station receives a
message from the transmitter and then forwards it to the receiver. The delay
in this scenario can be reduced by supporting device-to-device (D2D) commu-
nications for devices located in a close vicinity. In D2D mode, two devices can
communicate directly without needing to transmit data to the cellular net-
work. This feature is already defined in LTE Release 12, called as proximity
services(ProSe), specified for public safety services. D2D is considered as a
promising solution for reducing the communication delay, as well as improving
the spectral efficiency.

• Mobile edge computing: In the scenario that a device interacts with a server
located in a different place, data are passed through the CN and possibly other
networks, all causing delays for exchanging information. The edge computing
aims at eliminating these network delays, by running the application on a server
close to the device. For instance, the server can be run in the serving base
station. The scalable solution can be provided by operators allowing running
the applications in the base stations.

• Small cells: Deploying small cells, including microcell, femtocell, and picocell,
is an effective solution to improve the link quality and reduce the signal outage
probability. Indeed, the outage probability, i.e., the probability that the received
signal energy is less than a threshold, is an important concern as the data
transmissions cannot be performed in the outage state [42]. In addition, small
cells can benefit from distribute antenna systems that offer more spatial gain.
The deployment of small cells and distributed antenna systems is expected to
be facilitated in 5G with exploiting millimeter wave spectrum. This is due to
the fact that the antenna size and cost are reduced in high frequencies.
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• Massive multiple-input and multiple-output antenna systems: The link
quality can be improved by employing massive multiple-input and multiple-
output (MIMO) antenna systems, providing a large number of antennas at the
base stations. Massive MIMO provides a high degree of freedom which elimi-
nates the channel frequency dependency. This results in obtaining quite stable
link quality. In addition, the resource allocation and per-coding procedures are
simplified, which can further reduce the processing latency [43].

• Multi-connectivity: The reliability of communications can be increased by
employing multi-connectivity. For instance, a device can be connected to several
base stations or operates in multiple modes, e.g., cellular and D2D modes, at
a time [44]. In this way, the handover disruption is also eliminated. The multi-
connectivity can be also realized by using different communication technologies,
e.g., connecting to the cellular and WiFi networks. In this case, the device can
send the data through both networks, or switch to the backup network when
the primary network fails.

• Applying robust data transmissions: In LTE system, data transmissions
are performed using a combination of modulation and coding schemes (MCSs)
that are selected from the predefined MCS set. Generally, an MCS with the
lower rate has a better performance in terms of block error rate (BLER). Ac-
cording to the link quality, an MCS is selected that offers the highest rate while
ensuring a BLER not exceeding 10%. In case of failure in decoding the block cor-
rectly, the retransmissions is performed with the same or different MCS. Data
retransmission continues until the receiver can decode the block correctly or the
maximum number of retransmission rounds is reached. Although the data re-
transmission improves the reliability and efficiency of transmission, it introduces
additional delay. For URLLC, it is proposed to limit the data retransmission to
only one round. This limitation would affect the overall transmission reliability.
To compensate this effect, a tighter BLER target, e.g., 1%, can be utilized to
choose a more robust MCS for data transmission. Another solution is using the
adaptive retransmission. In this method, the initial transmission is performed
with high rate, while retransmission is performed with lower rate [45].

• Semi-persistent scheduling: In LTE, a device sends a scheduling request
(SR) message when it intends to transmit data in uplink. The base station
replies with the scheduling grant (SG), indicating the allocated radio resources
for the transmissions. The device can send SR at specific subframes. This pro-
cess causes additional delay before the device can perform uplink transmission.
This delay can be eliminated by employing semi-persistent scheduling (SPS).
The base station reserves some uplink radio resources for the uplink transmis-
sions. The device can start transmitting data without sending the SR. However,
this scheme results in low resource utilization when the device has no uplink
traffic.
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• Resource pooling: This scheme also eliminates the latency for sending SR
prior to uplink data transmissions. Each device is allocated with the dedicated
resources periodically for uplink transmissions. In case a device needs additional
radio resources, it informs the base station and will be assigned from the shared
pool of resources [46].

• Adaptive transmission and resource allocations: Conventionally, the de-
lay budget is equally divided between uplink and downlink when two devices
communicate through the cellular network. For instance, if 1 ms is considered
for the end-to-end latency, the time budget for passing the message in each
link, i.e., uplink and downlink, is set to 0.5 ms. However, it is more efficient to
divide the time budget adaptively, for instance according to the link qualities.
In this way, a link with a better quality is given less time compared to the other
link with poor quality [47].

• Enhanced control channels: Control channels carry important information,
such as channel side information (CSI), RG, ACK/NACK, that is essential for
establishing a reliable link for data transmissions. The accuracy and reliability
of control information is more important for URLLC. Various enhancements are
considered for control channels to improve their performances. For instance, a
device reports the estimated channel quality in downlink by the means of chan-
nel quality indicator (CQI), which triggers the employed modulation and coding
schemes for data transmissions. In the fading channels, there is an impairment
between the reported channel quality and the actual one that results in trans-
mission disruption. To alleviate this problem, a back off value can be utilized, to
achieve a robust link adaptation [48]. Another example is related to the process
of data retransmission in case of failure in decoding the data. It is observed
that the accuracy of NACK signal is more important than the accuracy of the
ACK signal [45]. So, some techniques, such as asymmetric signal detection, can
be employed to protect the NACK signal.

1.4.4 Massive Number of Devices

It is expected that the number of IoT devices utilizing cellular systems become
in order of magnitude more than the mobile devices. Surge of a massive number of
devices in the cellular networks can cause different issues, mainly related to random
access (RA) procedure. In addition, it is essential that the existence of IoT devices
does not sacrifice the performance of the normal mobile users.

LTE defines two operation modes for devices: idle and connected. In the idle
mode, a device is not connected to any base station and not granted radio resources
for data transmissions. The device consumes very low energy as the radio transceiver
is mostly off. The device needs to transit to the connected mode before it can com-
municate with the base station. This transition is initiated by performing the RA
procedure, sending a randomly selected preamble over the shared physical random
access channel (PRACH). The performance of PRACH is degraded significantly when
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a massive number of devices perform the RA procedure simultaneously. This would
result in undesirable delays and waste of radio resources, in addition to increasing
the power consumption in the devices [49], [50]. Some solutions that can improve the
performance of RA procedure are as follows [5].

• Dynamic PRACH resource allocation: The performance of PRACH de-
pends on the amount of allocated resources and the number of devices that
try to perform RA procedures. The dynamic resource allocation changes the
amount of resources allocated for PRACH according to the traffic load. This
approach can marginally improve the performance of PRACH under very high
demand for link establishment, as there is a limit on the amount of resources
that can be allocated.

• Separation of PRACH resources: The allocated resources for PRACH can
be separated for different services. This approach guarantees that the high de-
mand for link establishment from a service would not degrade the performance
of other services. For instance, mobile users or URLLC service can have dedi-
cated radio resources for performing RA procedures.

• Backoff scheme: In case a device performs the RA procedure and fails to
establish a link, it should wait before it can perform RA again. The backoff
indicator determines how long the device should wait. Services can be assigned
with different backoff indicator values in order to control their priorities in
accessing the PRACH. This scheme is effective under a moderate traffic load
and cannot solve the congestion problem under heavy overload situations.

• Access class barring scheme: This scheme enables the base station to con-
trol the access of the devices to the PRACH, while supporting different service
classes. The base station broadcasts an access probability and access class bar-
ring (ACB) time. When a device intends to perform the link establishment, it
picks up a random value and compares it with the access probability. If the
value is less than the access probability, it performs the RA procedure; other-
wise it waits for the AC barring duration. The base station can assign a small
value for the access probability under excessive PRACH overload.

• Pull-based scheme: In this scheme, the base station indicates which devices
can perform the RA procedure at a time. In this way, the base station can
control the number of devices performing the RA procedure considering the
traffic load and resource availability. The drawback is that additional radio
resources are required for paging the devices.

1.4.5 Handling Small Bursts of Data

There are IoT applications that mainly need to exchange very short amounts
of data. The current design of cellular systems, entailing establishing a link before
performing data transmissions, is not efficient for such traffic type. For instance,
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in LTE for transmitting 100 bytes in the uplink, approximately 59 and 139 bytes
of signaling are transmitted in the uplink and downlink, respectively [32]. In this
case, the amount of signaling information exceeds the message size, reducing the
transmission efficiency. Some solutions for handling the small bursts of data are as
follows.

• Data aggregation: A device can aggregate messages and send all together [51].
This approach improves the efficiency of data transmissions and reduces the
demand for link establishment [52]. However, it cannot be utilized for delay-
sensitive applications as the data aggregation introduces the delay. Data ag-
gregation is also applicable for gateways that connect external networks to the
cellular networks. The gateway aggregates messages from several devices and
sends all together [53].

• Contention-based scheme: Some part of radio resources can be assigned for
devices needed to transmit small bursts of data in a contention-based man-
ner. These devices can send their data without performing the link establish-
ment [54]. This scheme is promising for a massive number of devices with spo-
radic traffic types.

• Connection-less communication: In this approach, a device attaches the
message to the PRACH preamble, trying to deliver the message without estab-
lishing a link. This scheme can be utilized for transmitting very short amounts
of data, as preambles can carry very short amounts of information [55].

1.5 CONCLUSIONS

This chapter summarized the main wireless technologies that enable the realiza-
tion of IoT applications. As presented in Table 1.1, the connectivity solutions are
currently fragmented with multiple competing standards and proprietary technolo-
gies. Four different connectivity strategies can be identified: short-range radio access
to local server, short-range radio access to the Internet, low power wide area access
over a license-free band, and direct cellular access, e.g., NB-IOT.

Short-range solutions can be seen as complementary technologies that provide
Internet connectivity through gateways connected to cellular or fixed networks. These
technologies can achieve low cost and low power consumption connectivity, having
different performances in terms of communication range, the number of supported
nodes, and the communication protocol. In addition, many deployed IoT applications
utilize these technologies for their connectivity and are expected to operate for many
years. Thus, most of these technologies will be utilized for IoT applications. It is
noteworthy that interoperability is a prevalent challenge for these systems; even if two
devices utilize the same radio technology, they still could use different protocol stacks
that are not compatible with each other. This problem can be solved by employing
gateways or protocol conversions.
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Meanwhile, there is a serious competition between the cellular access and LPWAN
solutions. NB-IoT has the advantage over the LPWAN because it is a global standard,
likely to be deployed ubiquitously by the operators. The LPWAN market is more
fragmented by different proprietary technologies, typically utilizes unlicensed bands
and can be deployed independently by application developers. However, providing city
or nationwide coverage can be expensive, exposed by site rental costs. In addition,
the unlicensed spectrum regulations entail constraints on the duty cycle, channel
access, and ERP. Hence, LPWAN technologies are limited with the transmission
rate, maximum message size, and link performance. In these regards, the NB-IoT
might eliminate LPWAN technologies when it becomes available widely.

The enhancements in the new releases of LTE have addressed some of the IoT
requirements, including low-cost device, low-power consumption, and extended cover-
age. However, there are still some challenges which should be considered in the future
cellular systems. These challenges are related to enabling URLLC, supporting massive
number of devices, and handling small bursts of data. Considering these challenges,
the future cellular systems can accommodate a wider range of IoT applications.
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F
rom industrial automation to connected and automated vehicles, machine to
machine (M2M) applications pose stringent requirements for reliability and time-

liness in wireless communication. For example, networked control systems for in-
dustrial automation are required to guarantee control information delivery before a
preset deadline. Active vehicle-safety standards suggest message exchange intervals
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of 100 ms or less. Wireless communication, however, is subject to complex cyber-
physical dynamics and uncertainties due to harsh environments and /or mobility.
Among all wireless techniques, including MIMO, MAC scheduling, routing, conges-
tion control, etc., which can be jointly designed to support reliability and low latency,
power control is one of the most direct ways of responding to channel dynamics and
guaranteeing link reliability. In this chapter, we examine M2M channel characteristics
and power control approaches, with a focus on fundamental principles and represen-
tative methods. We aim to investigate the possibility of power control in applications
of M2M communication systems. We also summarize the literature to illustrate re-
search trends and challenges in the area of power control. Throughout this chapter, we
emphasize channel dynamics and narrow down our discussion on enabling reliability
in M2M communication systems.

2.1 INTRODUCTION

Power control has been widely used in cellular networks ranging from GSM to
LTE. By adjusting the transmission power of individual links in an independent or
cooperative manner, power control can be used to improve system throughput and
reliability. M2M communication systems are emerging concepts and usually refer to
a broad range of application systems that depend on machine to machine commu-
nication. They differ from cellular systems in terms of the network architecture and
application requirements, but they have a lot in common, for instance, in channel
characteristics and the co-channel interference model. As in cellular networks, power
control will play an important role in M2M communication systems. Thus, we first
explore the history of power control in cellular networks.

2.1.1 History of Power Control in Cellular Networks

Power control has been playing important roles in cellular networks, ranging
from the 2G GSM or CDMA systems, to the 3G networks based on WCDMA or
CDMA2000, and to the 4G networks based on LTE or LTE-Advanced. The cellular
systems have experienced great changes ranging from user requirements to techniques.
Despite those changes, power control has remained a critical mechanism for cellular
networks, and power control is a technique that cannot be ignored.

The research on power control in cellular networks dates back to the 1990s
when GSM systems started to be commercially developed. In order to maintain
fixed voice data rate, power control was introduced in GSM systems to compen-
sate channel changes and support overall acceptable voice quality. Around that time,
power control was drawing broad attention in the research community. Of all algo-
rithms, Foschini–Miljanic distributed power control [12] (usually denoted as DPC)
is taken as a canonical power control algorithm. This work first proposed a simple
and autonomous method to track average channel variation and regulate interference
among users in different cells to meet certain required signal-to-interference-plus-
noise-ratios (SINRs). With interference regulated, channel reuse is maximized. Many
extensions [30] [23] [19] have discussed this algorithm’s characteristics and generalized
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it to a class of algorithms. There are also many variants with special requirements in
performance or settings such as base station assignment [6]. The GSM standard [31]
implemented a discrete version of DPC, where each user’s transmission power is al-
tered by a fixed step-size update of 2 dB or 5 dB in extreme situations. The update
frequency of transmission power is once every 480 ms, which corresponds to one up-
date every 104 frames. Compared to cellular systems to be discussed shortly, this
update rate is very low.

Power control is a mandatory component in CDMA systems. We can even say that
without power control there would not have been the success of CDMA systems. In
the early IS-95 system (correspondingly 2G CDMA), the received signals of all links
must be equal in order to decode successfully since they are not perfectly orthogonal.
Power control was introduced in all IS-95 systems to solve the well-known near-
far problem and ensure insignificant intra-cell interference. The actual power control
scheme in IS-95 systems has an open-loop and closed-loop component. The open-loop
power control scheme (OLPC) [28] estimated the uplink power required by measuring
downlink channel strength via a pilot signal. The OLPC scheme was augmented by
the closed-loop power control (CLPC) scheme [13] by adding a 1-bit or 2-bits feedback
considering that the uplink and downlink channel typically differ in carrier frequency
and are not identical. The update rate of power control in IS-95 systems is set as
800 Hz, and the step-size is 1 dB.

In addition to voice, 3G and 4G systems support data of varying rates and aim to
extend system capacity. Rather than enabling power control to support fixed SINR,
power control and rate control are jointly designed to maximize system capacity. In
CDMA2000 systems, on the downlink, the transmit power is fixed and the uplink,
however, is not scheduled and relies on power control to achieve a required rate.
As described in [3], two independent control mechanisms together determine the
power control scheme of CDMA2000 systems. The first component is the basic power
control scheme like CLPC, whose update rate is 600 Hz with step-size 1 dB. The
second control mechanism determines the data rate of transmission. All base stations
measure the interference level and set a control bit referred to as “Reverse Activity
Bit.” Each user adjusts their transmission rate by these control bits. The RAB-bits are
fed back at the rate of 37.5 Hz. Similarly, LTE systems adjust coding and modulation
schemes with the channel strength. In the meantime, fractional power control [20] is
adopted in the 4G LTE system to increase the overall system throughput. It has been
proved in [20] when each link only compensates a part of channel attenuation, the
overall system throughput can be maximized.

From GSM to LTE, the philosophy of all power control schemes is similar to the
classical DPC scheme. They try to compensate channel attenuation and mitigate co-
channel interference. However, their objectives are a bit different. 3G and 4G systems
aim to improve system capacity and support QoS while GSM and IS-95 would like to
maintain fixed SINR. Moreover, they differ in both update rates and step-sizes. These
differences not only depend on specific system architectures but also consider the
overall system requirements with a tradeoff between Doppler tolerance, robustness,
and spectral efficiency.



38 � From Internet of Things to Smart Cities: Enabling Technologies

2.1.2 Objectives

Although we can borrow ideas and experiences in cellular networks to design
M2M communication systems, M2M communication systems are different from cel-
lular networks in a few respects. Firstly, most M2M communication systems are
ad hoc networks. Without the support of central controllers, distributed protocol
design is challenging. Secondly, M2M communication systems such as wireless sens-
ing and control networks and vehicular networks may face much harsher network
and environmental uncertainties as compared with traditional cellular networks. In
supporting safety-critical, real-time applications, in the meantime, they have more
stringent requirements for communication reliability and timeliness. Thirdly, different
from wireless cellular networks, where system throughput is the main performance
metric, packet delivery reliability in M2M networks tends to be critical. For exam-
ple, industrial wireless networks [39] need to support mission-critical tasks such as
industrial process control, and packet delivery is required to be reliable. At the early
development stage of wireless ad hoc networks, reliable packet delivery may be able
to be guaranteed due to the fact that the traffic load is low and co-channel inter-
ference can be controlled by limiting concurrent users. As wireless ad hoc networks
develop with dense users, however, the co-channel interference will dominantly affect
the packet delivery reliability. The emergence of vehicular networks makes the issue
even more urgent [12]. The main application of vehicular networks is to support ve-
hicle active safety. The reliable delivery of warning information between vehicles is
crucial. Moreover, the broadcast of safety messages makes the traffic load high. For
most wireless networks, there is a tradeoff between reliability, delay, and throughput.
Reliability guarantee of high-load traffic is challenging, especially when the channel
is dynamic.

For wireless communication systems, one basic task of the link layer is to ad-
dress channel variation or channel fading [32]. In addition, an efficient media access
control mechanism is required to support as many concurrent links as possible since
high system capacity is always desirable and will finally affect the timeliness and
decide if the system can work well in a dense network. Rate control, scheduling, and
power control are all link-layer mechanisms. Rate control is finally reflected in coding
and modulation schemes. Scheduling controls all links’ media access so as to control
co-channel interference. Power control is implemented to respond to channel varia-
tions by directly adjusting transmission power. However, the optimum transmission
power is not simply proportional to individual link’s channel attenuation due to co-
channel interference. When all links adjust transmission power by their own channel
attenuation, they cannot necessarily transmit successfully. The optimum transmis-
sion power is a basis of all power control related topics. Feasibility is another issue.
That is, there may not be a transmission power assignment for ensuring the suc-
cess of the transmissions along all the links. In M2M communication systems, power
control schemes tend to be implemented in a distributed way. Thus the timescale of
channel variations becomes a critical factor in power control design. Theoretically,
distributed power control should converge much faster than the speed of channel
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variations. Otherwise, failure in tracking instantaneous channel change would result
in channel outage [15].

In this chapter, we will focus on power control theory as well as representa-
tive methods. We will analyze the basic mathematical theory behind power control
schemes to investigate how power control can affect and support M2M communica-
tion systems. We will also briefly discuss rate control and scheduling, but, due to
the limitation of space, we will not dive into specific algorithms. In this chapter, we
assume TDMA-based scheduling and constant transmission rates unless mentioned
otherwise.

2.1.3 Organization

The remaining parts of the chapter will be presented as follows. First, we will
describe the system architecture and channel characteristics of M2M communication
systems. Then, we will examine the theoretical fundamentals of power control in terms
of optimal power control and infeasibility of power control. Next, we will introduce
typical power control approaches for constant and fading channels, followed by the
discussion on adaptive power control approach for prospective applications in M2M
communication systems. We review literature and summarize research topics and
challenges in the area of power control. Finally, we will conclude this chapter with
open challenges and emerging trends.

2.2 M2M COMMUNICATION SYSTEMS

Machine to machine (M2M) communication distinguishes itself from human-
oriented communication, and, unlike traditional cellular networks with specific net-
work architectures, it represents a wide range of networks. In this section, we intro-
duce the co-channel interference model and discuss the general network architecture.
We assume the ad hoc network architecture for all M2M communication system un-
less mentioned otherwise. Following this, we discuss the SINR model and the metrics
of channel reliability. Then we analyze the origin of channel dynamics and present
the statistical models. Lastly, we discuss the timescale of channel variation and the
instantaneous characteristics since these metrics are so important for power control
design and implementation. This section aims to demonstrate the relationships among
channel dynamics, network reliability, and timeliness requirements.

2.2.1 Co-channel Interference and Network Architecture

There is no unified network architecture for M2M communication systems. Differ-
ent M2M application systems may have different network architectures. For example,
wireless sensor networks’ architecture tends to be hierarchical, where the whole net-
work is divided into multiple levels and all nodes in lower levels converge to higher
levels and ultimately to a sink. Vehicular networks are currently designed as vehicle-
to-vehicle communication networks and there are no central control nodes. But it is
very likely in the future that vehicular networks will evolve into a mixed and more
complicated network architecture with vehicle-to-vehicle and vehicle-to-infrastructure
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(or vehicle-to-cell) networks coexisting. The vehicle-to-infrastructure networks are
more like cluster-based networks just as cellular networks while vehicle-to-vehicle
networks are real ad hoc networks. Whatever network architecture, however, we can
model the whole network or a part of the whole network as an ad hoc network if we
only consider co-channel interference. Indeed, power control is originally used to man-
age co-channel interference. It is quite reasonable to model all M2M communication
systems as ad hoc networks as far as power control is concerned.

Co-channel interference refers to interference from links operating at the same
frequency. Due to the scarcity of wireless spectrum, it is impossible that all links
transmit at orthogonal frequency bands. Since power control started from cellular
networks and there are extensive studies in cellular networks, let’s take cellular net-
works as an example. In cellular networks, all transmitters in a cell may be designed to
ensure orthogonal transmissions. That is, there is no intra-cell interference. However,
channel frequency is reused among all cells and the neighboring cells are assigned
the same frequency resources. This is indeed the case for CDMA and LTE networks,
where any desired downlink signal in a cell receives interference from other base sta-
tions and any desired uplink signal receives interference from other cell phones in the
neighboring cells. If we only consider download links or upload links, all links can form
an ad hoc network. Different from the general ad hoc network, the network nodes and
links of this ad hoc network will change over time due to the burst of users entering
or leaving. Compared to cellular networks, most M2M communication systems have
more limited frequency resources and all links interfere with each other. Therefore,
similar to cellular networks we can model all M2M communication systems as ad hoc
networks.

In Figure 2.1, we show co-channel interference among links and the ad hoc net-
work architecture. For simplicity, we only show partial interfering links in Figure
2.1. For example, link i will receive interference from all links, but we only show the
interference from the nearby links such as link 3, 5, and 7. The co-channel inter-
ference is the main limiting factor in general wireless systems. Commonly, we call
cellular networks as interference-limited systems. That is because modern cellular
networks’ performance, especially capacity, is limited by co-channel interference. The
co-channel interference in the M2M communication system may be more severe than
cellular networks since few M2M communication systems have powerful base stations
like cellular networks to assign all frequency resources and temporal resources or-
thogonally. We investigate the possibility of power control in M2M communication
systems for managing interference. We expect that power control can bring a bunch
of benefits in terms of link reliability, energy consumption, system throughput, and
end-to-end delay.

2.2.2 SINR Model and Link Reliability

Despite decades of research on interference-oriented channel access control, most
existing literature are either based on the physical interference model or the protocol
interference model [37]. In the protocol model, a transmission from a node S to its

www.ebook3000.com

http://www.ebook3000.org


Power Control for Reliable M2M Communication � 41

Figure 2.1 Co-channel fading model and ad hoc network architecture.

receiver R is regarded as not being interfered by a concurrent transmitter C if

D(C, R) ≥ K ×D(S, R) (2.1)

where D(C, R) is the geographic distance between C and R, D(S, R) is the geographic
distance between S and R, and K is a constant number. In the physical model,
a transmitter can send a packet successfully if and only if its receiver’s signal-to-
interference-plus-noise rate (SINR) is over a certain threshold. The SINR can be
written as

SINR =
S

I + N
(2.2)

where S is received signal, I is the interference, and N is thermal noise.
According to the SINR model, a set of concurrent transmissions is regarded as not

interfering with one another if the SINR requirements hold for all links. The physical
model is commonly known as the SINR model. The SINR model is a high-fidelity
interference model in general, but interference relations defined by the physical model
are non-local and combinatorial; that is because as we can see from (2.3), whether
one transmission interferes with another explicitly depends on all other transmissions
in the network. For the consideration of reliability, a SINR physical model is a pre-
ferred model. Throughout the whole chapter, we use the SINR model as a reliability
reference model unless mentioned otherwise.
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Due to the broadcast nature of the electromagnetic wave, a transmission signal
decays over distance and the received signal is related to transmission power and
channel attenuation. Thus we write the SINR model as

PiGii∑
j 6=i PjGij + ni

≥ βi (2.3)

where Pi is the transmission power of link i; βi is link i’ required SINR threshold;
ni is the noise received by link i. Gii is the path gain between link i’s sender and
receiver; Gij is the path gain between link i’s receiver and link j’s sender.

In (2.3), the SINR threshold depends on the modulation scheme, bit error rate
(BER) requirement, and packet size. Generally, the SINR threshold increases when
any one of the transmission rate, BER requirement, and packet size goes up. The
channel gain changes over time in a real system, but we can assume it as a constant or
a random variable, which depends on network environment and node mobility. From
(2.3), we see once the channel gains change, the SINR requirements are possibly no
longer satisfied and packet loss can happen. So we introduce power control to respond
to channel variation and guarantee channel reliability.

2.2.3 Channel Dynamics and Statistical Models

From the last part, we have known that channel gain variation is directly related
to packet delivery reliability. In this part, we discuss in detail the origin of channel
dynamics and obtain a deep understanding of channel dynamics.

A radio link in a network may suffer from signal reflection, diffraction, and scat-
tering from surrounding objects when the signal propagates from the transmitter to
its receiver. The multipath propagation and aggregation of the original wave is the
main factor that results in instantaneous channel variation, usually called multipath
fading [32]. Mutipath fading is generally called fading for short. When signal propa-
gates along multiple paths, the differences in delays among different paths will cause
distortion of the original sinusoidal signal in terms of amplitude and phase, and most
importantly, any tiny change in these path delays can result in significant channel
variation. This is why we mention fast channel variation when we mention fading.
But whether the fading is fast or not depends on actual node mobility; that is, fast
fading is only a relative concept compared with the system requirements.

Let us explain multipath fading with the well-known example where a receiver is
moving. If the receiver moves with velocity v, there may exist two waves along two
different directions, one with a frequency of f(1 − v/c) and experiencing a Doppler
shift Dmin := −fv/c, and the other with a frequency of f(1 + v/c) and experiencing
a Doppler shift Dmax := +fv/c. The frequency shift

fm = fv/c (2.4)

is called the Doppler shift. Here, f is the carrier frequency, and c = 3 x 108 m/s is the
speed of light. Doppler spread is the biggest difference between the Doppler shifts.
We can write

Ds = Dmax −Dmin (2.5)
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where Dmax is the maximum Doppler shift, and Dmin is the minimum Doppler shift.
The frequency of channel variation depends on Doppler spread. The coherence time
Tc of a wireless channel is defined as the interval over which the magnitude of signal
changes significantly. In [32], Tc = 1

4Ds
. This relation is imprecise and many people

instead replace the factor of 4 by 1. Whatever, the important thing is to realize that
the coherence time depends on Doppler spread and the larger the Doppler spread, the
smaller the time coherence. Assume Tc = 1

4Ds
; if a mobile is moving at 60 km/h and

the carrier frequency f = 1800 MHz, the Doppler shift is 100 Hz, and the coherence
time is 1.25 ms.

Most of the time, we may mistakenly think that multipath fading results from
transmitter or receiver’s mobility. Actually, the movement of surrounding objects
or other changes in propagation path can also result in fading if the propagation
path delay or propagation path itself is experiencing time-varying change. That is, a
stationary network can have multipath fading. The truth is just because the example
of receiver mobility is easier for us to explain and to analyze multipath fading, and
they also represent the characteristics of multipath fading.

Shadowing is slowly varying fading. The randomness of scatters in the environ-
ment makes channel change slowly. This is called shadowing because it is similar to
the effect of clouds partly blocking sunlight [32]. The duration of shadowing lasts
for multiple seconds or minutes and occurs at a much slower timescale compared to
multipath fading. For convenience, we usually refer to multipath fading as fading
and shadow fading as shadowing. Whether fading or shadowing, the spatial change
of scatters or transmitters finally manifests itself as time diversity, and this is why a
wireless channel changes over time.

Path loss is due to natural radio energy attenuation. In free space, the path loss
is inversely proportional to power 2 of link length. We call the number 2 as path loss
index. The path loss index depends on the environments. In the urban or suburban
areas, path loss indexes are different. Generally, the path index of wireless networks
ranges from 2.5 to 6. For analysis and by experimental results, cellular networks
usually use 3.5 as the path loss index. Some experimental results can be found in [22].

There are statistical models to represent shadowing and fading. Although statis-
tical models cannot accurately represent actual systems, thanks to these models we
have the opportunities to obtain a clearer perspective and understanding of wireless
communication systems. In the channel statistical models, we take each link’s fading
at any time t as an independent and identically distributed (i. i. d.) random variable.
Shadowing is usually modeled as a random variable with log-normal distribution.
Typical fading distributions are Rician fading, Rayleigh fading, and Nakagami fad-
ing [29]. When there is a line-of-sight path between transmitter and receiver, or there
is a specular path between transmitter and receiver, the channel is represented by
a Rician fading model. When there is not a main path component, we can think
of the channel consisting of many small paths. Rayleigh fading model is the most
widely used model. The Nakagami model is known to provide a closer match to some
measurement data than either Rayleigh or Rician distributions [4]. The Nakagami
model can be used to model the channel which is more or less severe than Rayleigh
fading. The Nakagami model defines a Nakagami shape factor m. When m = 1, the
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Nakagami distribution becomes the Rayleigh distribution, and when m→∞ the dis-
tribution approaches an impulse (no fading). The Nakagami model has been recently
used in vehicular networks.

The magnitude of the received complex envelop with a Rayleigh distribution can
be written as

pα(x) =
x

b0
exp{− x2

2b0
} (2.6)

where b0 is variation value. The corresponding squared envelope α2 is

pα2(x) =
1

Ωp
exp{− x

Ωp
} (2.7)

where Ωp = 2b0. We can see that pα2(x) is an exponential distribution. This distri-
bution is very important. We will discuss it later.

Nakagami fading describes the magnitude of the received complex envelope as

pα(x) = 2(
m

Ωp
)m x2m−1

Γ(m)
exp{−mx2

Ωp
}, m ≥ 1/2. (2.8)

where Γ(m) is Gamma distribution. With Nakagami fading, the squared envelope
has the Gamma distribution

pα2(x) = (
m

Ωp
)m xm−1

Γ(m)
exp{−mx

Ωp
} (2.9)

We plot the Nakagami pdf for comparison and analysis as in [29]. From Figure
2.2, we see that the Rayleigh distribution (i.e., when m = 1) covers a wide range of
values while the value of Nakagami distribution is mostly around the mean value. The
physical meaning here is Rayleigh channels generally have more frequent fluctuation
with larger variation compared to Nakagami fading.

It is easy to confuse the envelope distribution and squared envelope distribution.
The squared envelope is more important for the performance analysis of M2M com-
munication systems because it is proportional to the received signal power and, hence,
the received signal-to-interference-plus-noise ratio.

In a M2M communication system with fading, fading changes much faster than
shadowing and path loss. Thus we assume that shadowing and path loss represent
large-scale path gain Gii and can be denoted with a constant, and hii is an i. i. d.
random variable. Compared to (2.3), we add random variable h for fading. The SINR
model in fading can be rewritten as

PihiiGii∑
j 6=i PjhijGij + ni

≥ βi (2.10)

Without fading, we may be able to find a transmission power for each link to
satisfy the SINR requirements and guarantee 100% reliability. In the case of fading,
it is impossible to guarantee 100% reliability since h is a random variable and can
be of a very large value. Thus reliability in this case refers to outage probability or
package delivery rate.
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Figure 2.2 The Nakagami pdf with Ωp = 1.

2.2.4 Multiscale and Instantaneous Characteristics

Many concerns on instantaneous or short-term reliability and delay have risen in
M2M communication systems. While channel variations result in the requirements
for power control, the timescale of channel variations determines or limits the design
and implementation of power control. In this part, we discuss the timescale and
instantaneous characteristics of channel dynamics.

The SINR model demonstrates that communication reliability depends on
whether wireless channels are constant or dynamic. In real-world networks, however,
there are no completely constant channels. Lin et al. in [24] did extensive empiri-
cal studies to confirm that the quality of radio communication for low power sensor
devices in static wireless sensor networks varies significantly over time and environ-
ment. The relative timescales of channel variation and application delay requirement
determine the final channel model and power control design. Thus, we discuss the
multiscale and instantaneous characteristics of wireless channels in M2M communi-
cations systems.

Two-level timescale exists in many wireless channels. The short timescale is related
to fading, and the longer timescale comes from shadowing or path loss change. The
multipath fading results in fast channel variation at shorter timescales while shad-
owing or path loss brings average channel change at longer timescales. The timescale
of channel variation from shadowing or path loss is generally in the order of seconds
or minutes, which is much longer than the timescale of fast variation from fading.
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Figure 2.3 Instantaneous channel characteristics with fading.

Figure 2.3 shows instantaneous channel variation and demonstrates the difference
between fading with different Doppler shift. From the figure, we can see that the
received power with 100 Hz Doppler shift has much faster channel change than that
with 10 Hz Doppler shift. These Doppler shifts correspond to velocities of about 60
km/h (40 mph) and 6 km/h (4 mph), respectively, at 1800 MHz, one of the operating
frequencies for GSM mobile phones [36]. This is the classic shape of Rayleigh fading.

How do these signal variations affect the design of protocols and power control? As
it is well known, modern wireless communication systems are discrete systems. Let’s
first transform the continuous system into discrete format. We use the block fading
model to represent the continuous fading channel. As shown in Figure 2.4, we assume
that the channel gain during the coherence time is constant and any two channel gains
are independent although the actual channel gain h(t) is correlated and changes over
time. Based on the inherent multiscale channel characteristics, modern communi-
cation systems adopt multiple-level timescale design. The multiple-level timescales
include symbol time, time slot duration, and frame length. The symbol time is deter-
mined by the carrier bandwidth; the selection of time slot duration and frame length
depends on channel variation and system delay requirements. Take LTE system as
an example. The symbol time of the LTE system is 0.0667 ms with the sub-carrier
bandwidth 15 kHz; the time slot is 1 ms and the frame length is 10 ms [10]. These
parameters are appropriate to meet current LTE requirements. Considering the more
stringent delay requirement, however, a scheme on shorter time slot duration has been
proposed in future 5G cellular systems. For vehicular networks, the shorter time slot
is also required since the coherence time can be in the order of 5 ms in the case of
high vehicle velocity.

In general, if the wireless channels change over a frame (or a few time slots), it is
reasonable or feasible to obtain a desirable transmission power; otherwise, it may be
difficult to track channel change and guarantee packet delivery rate. We will explain
this in the next section by introducing power control theory. In this situation, we can
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Figure 2.4 Block fading model.

only draw support from other techniques such as interleaved coding or transmission
repetition to guarantee reliability. This is the limitation of power control and this
fact also tells us the philosophy of wireless communication system design that only
when all techniques work together can we obtain a desirable system.

2.3 POWER CONTROL THEORY

The application requirements of cellular networks drive the development of power
control approaches. There exist extensive work about power control in the research
community and industrial community. Power control is essentially an optimization
issue. A minor change in objectives or constraints can generate different problems.
However, all power control topics cannot leave the basic SINR model we mentioned
in the previous section. Based on the SINR model, power control approaches are not
confined in a specific type of network. In fact, many literature don’t specify the net-
work type in their power control schemes. Therefore, throughout the whole chapter,
we will not specify the network type of given power control methods, and we assume
that all power control approaches discussed in this chapter can be used in both cellu-
lar networks and M2M communication systems unless mentioned otherwise. In this
section, we mainly discuss the feasible and optimal power control and the infeasibility
of power control, combining with the mathematical models Linear Programming [8]
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and Mixed Integer Programming [2]. But one thing should be kept in mind: base sta-
tions in cellular networks can centrally do channel measurement and control. Thus
power control in M2M communication systems with the ad hoc network architecture
tends to be more challenging.

2.3.1 Feasible and optimal power control

Given a set of transmitter-receiver pairs, we would like to find a transmission
power for each link to satisfy their SINR requirements. In the SINR requirement
model (2.3), each link’s transmission power depends on all other links’ transmission
power. To obtain a transmission power for each link, we can transform the SINR
model in (2.3) into a matrix form and we have the transformed form

P ≥ FP + η (2.11)

and

Fij =

{
βiGij/Gii, if i 6= j

0, if i = j
(2.12)

and
ηi = βini/Gii (2.13)

where P is a vector of each link’s transmission power. Each entry of F represents the
normalized interference multiplied by the SINR target. The normalized interference
is obtained by dividing each link’s interference by its channel gain. The inequality
(2.11) meets the form of Linear Programming. Therefore, we can utilize the theory
of Linear Programming to get the solution of all transmission powers. According to
Linear Programing, if there exist solutions for the inequality (2.11), all solutions form
a cone and the vertex of the cone is the point that lets the equation condition hold.
All those solutions are called feasible solutions and the vertex of the cone is usually
called fixed point [8] by optimization convention. By solving the linear equation, we
have the fixed point

P ∗ = (I − F )−1η (2.14)

P ∗ is the minimum one among all solutions, so it is the optimal solution in the
perspective of power consumption. This characteristic is usually utilized to calculate
the minimum power consumption in a given network.

It is theoretically easy to obtain the feasible and optimal transmission power for
all links. However, it is challenging to obtain the fixed point in a distributed way.
Foschini and Miljanic [12] first proposed the simple and autonomous algorithm to
obtain the fixed point. The algorithm is as (2.15)

P i
t+1 = βiP

i
t /ri

t (2.15)

where P i
t+1 is the transmission power of link i at time t + 1; P i

t is the transmission
power of link i at time t; βi is the SINR threshold of link i; ri

t is the actual received
SINR at time t for link i. Because each link updates its current transmission power
only by its previous SINR, this method is easy to implement. Foschini and Miljanic
in [12] proved this algorithm can synchronously converge to the fixed point. Most of
the following distributed power control are based on this algorithm.
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2.3.2 Infeasibility of power control

In contrast, the Linear Programming constraint in (2.11) may have no solutions.
That is, we cannot find a transmission power for each link to make sure they can
transmit concurrently. We can introduce the Perron–Frobenius Theory [26] to explain
the feasibility of the Linear Programming problems.

Theorem 2.1 [26] if A is a square non-negative matrix, there exists an eigenvalue
λ such that

• λ is real and non-negative;

• λ is larger or equal to any eigenvalue of A;

• there exists an eigenvector x > 0 such that Ax = λx

Here, λ is the largest eigenvalue of A. We take it as the spectral radius of A and
we also call it the Perron root of A. Applying the Perron–Frobenius theory with the
SINR model, we can find if λ(F ) < 1 when η 6= 0 or λ(F ) ≤ 1 when η = 0, there
exists feasible power assignments. The proof can be found in [26].

Once a set of links are infeasible, we need to introduce scheduling to remove a
subset of links to ensure remaining links are feasible. Joint scheduling and power
control is an important topic in wireless systems since a real system almost needs
scheduling to remove strong interference. The objective of joint scheduling and power
control is to find the active links and their feasible transmission power. We can
introduce an indicator variable Xi to represent scheduling, with Xi = 1 meaning
active and Xi = 0 meaning inactive. The mathematical form of joint scheduling and
power control can be

Maximize
N∑

i=1

Xi (2.16)

Subject to
PiGiiXi∑

j 6=i PjGijXj + ni
≥ βiXi (2.17)

This problem is a mixed integer linear programming (MILP) problem, which is known
to be NP-hard. Any NP-hard problems cannot find the solution in a reasonable com-
putation time. Thus most real-world joint scheduling and power control algorithms
are approximation methods. One type of heuristic method uses the approaches of
adding links one by one and testing its feasibility. These heuristic methods may be
helpful for a centralized system, but it is difficult to implement them in a distributed
way.
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2.4 POWER CONTROL APPROACHES FOR CONSTANT

AND FADING CHANNELS

Power control schemes depend on channel variations of wireless networks. In short,
power control schemes are totally different in the case of fading or not. Although it is
impossible in real-world wireless systems to have constant channels, static networks
are usually modeled as constant channels for the purpose of analysis and it is also
reasonable since the coherence time is relatively large compared to the communication
time. Assuming static networks have constant channel and mobile networks such as
vehicular networks have fading channels, we discuss power control approaches for
constant channels and fading channels. These two approaches are applicable to static
and mobile M2M communication systems, respectively.

2.4.1 Conflict Graph-based Power Control for Constant Channels

In a static network, we assume wireless channels don’t change over the commu-
nication time. Given a large network with fixed channel gain, power control mainly
cares about finding the maximum feasible set and their corresponding optimal trans-
mission power. Just as we discussed in the previous section, such an issue is modeled
as joint scheduling and power control, and it is theoretically NP-hard. Therefore, all
power control approaches in constant channels are approximate methods. Most ap-
proximate algorithms utilize the fact that the total interference from links beyond a
certain distance can be upper bounded [16]. Once the interference is upper bounded,
the SINR can be guaranteed and all packets can be delivered successfully.

Given a set of links, if we use a simple path loss model, we can calculate the
accumulated interference as [16]

I =
∑

dij>ρ

c/dα
ij (2.18)

where c is a constant related to path loss and transmission power. Assuming all
nodes are uniformly distributed in a given area, we can obtain an upper bound of
the accumulated interference from nodes within distance ρ away. Furthermore, we
can calculate exact ρ by ensuring any specific SINR requirement in (2.3). Given a
link, the value of ρ means all links within the distance ρ interfere with the given
link. Therefore, each link has a corresponding distance beyond which other links
can transmit simultaneously, and all links within which should be disabled as conflict
links. We can build a conflict graph to represent the conflict relationship between any
two links and then utilize this conflict graph to obtain a maximum independent set.

In a conflict graph, a circle represents a link, and all links are vertices of the
graph. If two links can transmit at the same time, they are not connected in the
conflict graph; otherwise, they are connected. In Figure 2.5, link 5 is in conflict with
the link 1, 2, 6, and 7. When Link 5 is transmitting a packet, Link 1, 2, 6, and 7
cannot transmit at the same time with link 5.

There is a disadvantage for the conflict graph-based approach. When we build the
conflict graph, we mean that a link is conflicting with all links within the distance ρ.
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Figure 2.5 Link conflict graph [25].

This implicitly indicates that the conflict links cannot transmit concurrently beca-
sue all links beyond the distance ρ are interfering. But the fact is that there is very
small probability that all those links have traffic requirements at the same time in a
real-world system and thus the accumulated interference is far less than the upper
bounded interference. In this case, two conflict links may be allowed to transmit con-
currently. The direct result is big sacrifice in concurrency. Zhang et al. [37] proposed
the Physical-Ratio-K (PRK) interference model, which is similar to graph theory but
defines a ratio value K to more accurately build the conflict relationship between any
two links.

For static networks with constant channels, scheduling and power control is used
as a means to guarantee reliability. The performance of conflict graph-based ap-
proaches depends on the accuracy of conflict links. A large guard area can bring
significant degradation in concurrency while a small guard area may be unable to
guarantee reliability. Whatever, all existing algorithms are time consuming. There
are few applications of these algorithms in real M2M communication systems.

2.4.2 Geometric Programming-based Power Control for Fading Channels

For a real-world system, we cannot ignore fading, especially when the system is
mobile. Fading is the most important factor that affects the instantaneous packet
delivery rate (PDR). If fading is considered, the SINR model will be a bit different.
Due to the fact that shadowing changes slowly, most mathematical models don’t
consider shadowing. The SINR requirement is as (2.10).

For the random channel, it is impossible to guarantee 100% packet delivery. We
use packet delivery rate or outage rate to measure link reliability. For Rayleigh fading,
the distribution is an exponential function as we discussed in the previous section
and is easy to analyze. Most analytical models assume that channel fading follows
the Rayleigh fading model. We can obtain a closed form of outage probability [21]

Oi = 1−
∏

j 6=i

1

1 + βiGijPj

GiiPi

(2.19)

where Oi is the outage probability. We can use some mathematical methods such
as Laplace Transform to obtain the results, but Kandukuri and Boyd first gave the
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conclusion in [21]. We note that the term βiGij/Gii is exactly the entry of channel
gain matrix F. This indicates that the outage probability must be related to static or
average channel characteristics. Byod et al. in [1] has proved the relationship between
Oi and channel gain matrix F . Here, we define

O∗ = min
P

max
i

Oi, Pi > 0. (2.20)

We can obtain that
λ

1 + λ
≤ O∗ ≤ 1− exp−λ (2.21)

where λ is the Perron root of F , and F is the same as defined in 2.3. There is a
very interesting quantitative result here. If SINR is fixed and λ(F ) approaches 1, the
maximum outage probability can be larger than 50% if we assume Gii is constant.
The physical meaning is that if we don’t respond to fading and use fixed transmission
power during the process of fading, in the worst case, some feasible links can obtain
at most 50% package delivery rate. Obviously, this result is unacceptable. This is
the disadvantage of power control with fixed transmission power in a fading network.
Therefore, this model is usually combined with rate control. Only by adjusting trans-
mission rate, that is, SINR threshold, can the packet delivery rate be guaranteed.
The mathematical model can be

Maximize Ri (2.22)

Subject to

Oi ≥ Oi,min (2.23)

Ri ≥ Ri,min (2.24)

where Oi,min is the minimum outage requirement and Ri,min is the minimum trans-
mission rate requirement. We have Ri = log(1 + βi) by the well-known Shannon
theory [27]. This issue is difficult to solve due to the nonlinear relationship between
SINR threshold and transmission rate. If βi is much larger than 1, however, we can
get Ri = logβi. We can use geometric programming to solve it. Due to the limitation
of space, we will not introduce geometric programming. But we would like to mention
that almost all joint power control and rate control issues are based on this geomet-
ric programming model. This model is complex, and it is non-convex especially in
the low SINR region. Therefore current effort is focusing on efficiently converting a
non-convex issue into a convex issue.

2.5 DISCUSSION ON ADAPTIVE POWER CONTROL FOR M2M

COMMUNICATION SYSTEMS

In general, the conflict graph-based power control approaches and geometric
programming-based power control approach are designed for two different systems.
The conflict graph-based power control approach is for static networks with con-
stant channels, and the geometric programming-based power control approach is for
mobile networks with fading channels. These two approaches assume that the large-
scale channel gain is constant over a long time. There are obvious drawbacks for
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the above two approaches: time consuming and low concurrency. Thus we suggest
adaptive power control in M2M communication systems. Especially in a real-world
system, the large-scale channel gain changes over time, and we have to adjust to this
change even though it may be small. In this section, we will discuss the possibility of
adaptive power control and its limitation in M2M communication systems.

Zhang et al. [37] proposed the PRK interference model and the corresponding
adaptive scheduling algorithms [38]. The PRK model leverages some inherent char-
acteristics of wireless networks like bounded interference and removes some unrea-
sonable assumptions such as constant channel over time. Although power control has
not been completely implemented in the PRK model, Zhang et al.’s method presents
the potential application of power control in a real M2M communication system.
The PRK model defined a loose conflict graph. Different from conflict graph in static
networks, where conflict graph is based on a simple path loss model and is related to
the transmitter-receiver pair’s position, this graph does not assume the simple path
loss model and the PRK model defined the conflict graph based on the ratio K of
the link’ instantaneous received signal to the instantaneous interference signal.

In the PRK model, a node C ′ is regarded as not interfering and thus can transmit
concurrently with the transmission from another node S to its receiver R if and only
if the following holds

P (C ′, R) <
P (S, R)

KS,R,T s,R
(2.25)

where P (C ′, R) and P (S, R) is the average strength of signals reaching R from C ′

and S, respectively, and K is the minimum real number chosen such that, in the
presence of cumulative interference from all concurrent transmitters, the probability
for R to successfully receive packets is satisfied. Therefore, K defined the conflict
graph between any links. However, PRK-based scheduling can achieve only average
or long-term packet delivery rate.

We may be able to consider other potential power control methods. Non-
cooperative power control is another type of power control. For these power control
schemes, each link’s transmission power depends on their own channel gain. These
algorithms have proved that they can obtain an increase in throughput for a random
network. It is a potential direction for power control to use simple transmission power
that is related to channel gain or received SINR to obtain an increase in throughput
and reliability. Here we would like to introduce a few adaptive power control schemes
including channel inversion [35], fractional power control [20], and step-by-step power
control. [18].

Channel inversion sets transmission power inversely proportional to channel gain.
If the channel of link i can be represented by hiGii, transmission power by channel
inversion is

Pi =
1

hiGii
(2.26)

Therefore, the received power equals to 1 for all links. The main purpose of this
approach is to completely compensate the channel attenuation. On the other hand,
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the transmission power by fraction power control is

Pi =
1

(hiGii)α
(2.27)

where α is the fractional number between 0 and 1. Jindal et al. in [20] proved that if
h meets Rayleigh fading distribution and the network can be modeled as a Poisson
network, any link can obtain the maximum package delivery rate when α = 0.5.
Fractional power control has been adopted in LTE to improve system capacity. These
approaches are common in quickly responding to channel variations. They may be
able to obtain long-term packet delivery rate. But obviously there is not any proof
that they can guarantee short-time or instantaneous packet delivery rate since most
of them only care about their own channel variation.

Another adaptive power control is to use the canonical distributed power control,
which is itself an iterative power control method. Tim Holliday et al. [18] have directly
applied DPC into fading networks. Applied in a fading channel rather than a constant
channel, the algorithm will not converge any more. The authors also consider adjust-
ing transmission power by a fixed step size or adaptive step size and have obtained
some experimental results. Those experimental results showed that the DPC algo-
rithm can bring great SINR variation and average SINR overshot. The fixed step-size
algorithm can perform better. But the issue is how to select the appropriate step
size. Moreover, no theoretical analyses have demonstrated the instantaneous SINR
characteristics.

So far no power control has achieved short-term reliability in a dynamic system.
One main reason is the convergence rate of power control algorithms. To achieve short-
term reliability, the convergence rate of power control should be much faster than the
channel variation rate. It is challenging in a dynamic system. The scheme which
combines fractional power control or its variants with PRK model is under study.
We believe these adaptive power control algorithms will build a basis for reliability
guarantee and timeless requirement in dynamical M2M communication systems.

2.6 EXTENSIVE STUDIES ON POWER CONTROL

There is extensive research on power control. They mostly focus on performance
metrics other than reliability. In this section, we give a summary of studies on power
control. We expect to convey a high level idea about the research topics and challenges
in the area of power control.

All power control related research started from Foschini and Miljanic’s work in
[12]. The simple, autonomous, and distributed power control first demonstrated how
power control can work to satisfy SINR requirements. Foschini and Miljanic proved
that their proposed algorithm can converge to the fixed point. Huang et al. [19]
proposed the discrete version where each link updates their transmission by a fixed
step and discussed its application in admission control. The convergence property of
distributed power control is very important. Thus Leung et al. [23] proposed a general
class of power control algorithms and proposed the conditions of convergence. They
claimed that any functions that satisfy these conditions can converge. Compared with
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the convergence property, it is equally important that a power control algorithm can
converge quickly to a fixed point or quickly detect the case of infeasibility. Huang
and Yates [19] showed that Foschini–Miljanic’s algorithm converges to a unique fixed
point at a geometric rate. Other than power control alone, there are lots of variants
regarding to combine Beamforming and BS assignment. The interested readers can
see more algorithms in [6].

The study of power control in wireless ad hoc networks started in the early 2000s.
Gupta et al. [14] discussed the system capacity limitation due to co-channel interfer-
ence and proved that when identical randomly located nodes, each capable of trans-
mitting at bits per second, form a wireless network, the throughput for each node
can approach 0. This work told us that it is crucial to mitigate co-channel interfer-
ence by optimally utilizing power control and scheduling. Ebatt and Ephremides [11]
in 2004 introduced power control as a solution to the multiple access problem in
contention-based wireless adhoc networks. The authors showed that the classical
Foschini–Miljanic algorithm [12] in cellular networks is directly applicable to wire-
less ad hoc networks. Other than this, the general framework of joint scheduling and
power control was first proposed. Wan et al. [33] further mathematically formulated
the scheduling issue as selecting a maximum set of independent links given a set of
links. The authors proved that the cumulative interference beyond a certain distance
can be upper bounded. That is, we can guarantee link reliability by removing all links
within a distance from the receiver. Leveraging this finding, heuristic methods are
mostly used in finding the maximum independent set. These algorithms go through
links in a certain order, and all the links are added to form an independent set as
in [5] and [33].

Graph theory is used for solving scheduling and power control. Leveraging the
finding that the cumulative interference can be bounded, a conflict graph is built to
obtain the maximum independent set and any independent set. In the conflict graph,
all links are the vertices of the graph. A link can connect to another link if they are far
away or satisfy a certain relationship. Magnús M. Halldórsson focuses on the research
of joint scheduling and power control, especially their asymptotical properties. In [16],
Magnús M. Halldórsson divided all links into subsets with equal link length. Each
subset is then scheduled separately through graph coloring. Halldorsson and Tonoyan
[17] presented the first-approximation algorithm, which is claimed as the best among
oblivious power schemes. Although all these approximation algorithms have an good
asymptotical bound, their practical concurrency is very low.

In mobile networks, fading is an inevitable characteristic. Once fading is consid-
ered, the theoretical basis of power control is different, and studies on power control
extend to joint power control and rate control. Kandukuri and Boyd [21] proposed
optimal power control in interference-limited fading wireless channels with outage-
probability specifications, where power control is updated in the timescale of shad-
owing rather than by fading. Chiang et al. [7] extended Kandukuri and Boyd’s work
and applied the method into joint power control and rate control in random wire-
less networks. Of all applications, one is to maximize the overall system throughput
while meeting each user’s minimum transmission rate constraint and outage prob-
ability constraint. The authors concluded that at the high SINR regimes the issue
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can be solved by geometric programming (GP) [1] and efficiently solvable for global
optimality. The variants of the problem, e.g. a total power consumption constraint
or objective function, can be also solved by GP. In the median or low SINR area, the
issue is intractable since the Shannon equation cannot be approximated as a linear
function between transmission power and transmission rate. However, the successive
convex approximation method, which converges to a point satisfying the Kaurush–
Kuhn–Tucker (KKT) conditions, can be a good approach as in [7]. Cruz and San-
thanam [9] studied joint power control, rate control, and scheduling to minimize total
average transmission power with the minimum average data rate constraints per link
in a long term. Cruz and Santhanam formulated the issue as a duality problem via
the Langrage Multiplier method and decomposed the whole issue into a single-slot
optimization issue. Cruz and Santhanam concluded that for the optimal policy each
node is either not transmitting at all or transmitting at the maximum possible peak
power. As for scheduling, the authors recommended a pseudo-random number gen-
erator to select which link is activated. The author also mentioned hierarchical link
scheduling and power control, where all links are partitioned into clusters. Links in
one cluster are scheduled somewhat independently of links in other clusters. Each
cluster is constrained to accommodate a limited number of links. The inter-cluster
interference is modeled as static ambient noise. If the desired data rates on links are
sufficiently low, the optimal policy activates a large number of clusters. All analyses
and conclusions are based on the assumption that the achieved data rate is a linear
function of SIR. In fact, this assumption hints that the SIR is high; otherwise, it is
unreasonable.

Recent studies mainly care about QoS requirements, especially delay. The system
is also toward M2M communication with the coexistence between cellular networks
and wireless ad hoc networks. However, when these studies attempt to obtain opti-
mum system design including scheduling, power control, and rate control, they face
the curse of dimensionality. So current work mainly focus on turning intractable is-
sues into tractable ones. The computation complexity and the ease of implementation
are not the point. Wang et al. [34] considered dynamic power control in Device-to-
Device Communications with delay constrained. The D2D networks are similar to
wireless ad hoc networks, but the cellular networks can assist D2D networks to make
centralized resource allocation. The delay is measured by the ratio of queue length
to packet arrival rate. The paper simplified the scheduling process. The scheduling is
controlled by a CSMA-like policy, where any two links’ distance must be larger than
a constant. The objective of the paper was to minimize the weighted average delay
and average power consumption in the long term. The authors formulated the issue
as a Markov Decision Process (MDP). In the formulation, the admitted links, the
instantaneous channel gain, and the queue’s size a ternary state. The action is the
transmission power of each link. The transmission probability depends on each link’s
queue size, traffic arrival rate, and channel gain. The problem is an infinite horizon
average cost MDP, which is known as a very difficult problem. The authors gave a
sufficient condition for optimality by solving the equivalent Bellman equation. The
authors explained that at each stage (time slot), the optimal power has to strike a
balance between the current costs and the future cost because the action taken will
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affect the future evolution of queue size. Similarly, the authors used an approxima-
tion method and decomposed the issue into a per-stage (one time slot) power control
problem. The per-stage issue is similar to the weighted sum-rate optimization subject
to the power constraint. From the design, we see that the calculation of the transmit
power is very complex.

2.7 OPEN CHALLENGES AND EMERGING TRENDS

There are different perspectives for Internet of Things and M2M communications.
It is difficult to reach consensus on the system model and network architecture of
M2M communication systems. But based on the co-channel interference model, all
M2M communication systems (including cellular networks) can be modeled in ways
similar to ad hoc networks. In this sense, we can potentially extend power control
schemes from a cellular system to a M2M communication system. But there is a
very important difference: base stations in cellular networks can centrally do channel
measurement and control. Thus power control in M2M communication systems in
the ad hoc network architecture tends to be more challenging.

There are extensive studies on power control in the research community. For
static M2M communication systems, the joint scheduling and power control can be
used to guarantee reliability. However, most scheduling-related issues are NP-hard,
and there are still many open problems. For instance, how to enable distributed
scheduling, power control, and rate control in the presence of non-local co-channel
interference remains a major challenge. Recent work on high-fidelity and local inter-
ference models such as the PRK interference model and related scheduling methods
may be leveraged in developing field-deployable solutions. For mobile M2M commu-
nication systems, although geometric programming is theoretically feasible, we can
see the big degradation in concurrency and its inability in ensuring short-timescale
reliability. Adaptive power control is seen as a prospective scheme for future M2M
communication systems.

Although there are extensive studies in research community, few power control
algorithms have been tested or used in the real-world M2M communication systems.
There are reasons from technical aspects and application requirements. For most
static wireless sensor networks, the network density is low and the traffic has not
reached the system capacity. Without power control, the system can function well.
The benefits of power control in energy efficiency and concurrency may be not enough
to outweigh the communication overhead power control introduces. Technically, dis-
tributed implementation of power control is still challenging. For vehicular networks,
we have seen the scenario where a large number of vehicles gather together due to
traffic congestion such that they pose stringent requirements on communication reli-
ability. Unfortunately, due to inherent challenges of reliability and channel dynamics,
power control schemes for vehicular networks are still open challenges.

Power control is an important tool for optimizing network performance. However,
the adoption of power control faces the tradeoff between optimization performance
and overhead. Moreover, power control alone cannot guarantee communication reli-
ability. Other mechanisms such as packet retransmission and interleaving-coding can
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be used to further improve the reliability and predictability of wireless communica-
tion.
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O
PPORTUNISTIC NETWORKS (ONs) have been attracting a great interest
from the research community. The nature of ONs that data communication nat-

urally does not require contemporaneous end-to-end connectivity has been enabling a
range of applications in Smart Cities. Although suffering from a large variation of net-
work topology due to nodal mobility, numerous previous routing protocols proposed
in ONs still make an effort on qualifying delivery potential via network topology in-
formation only. Geographic routing is an alternative, conceptually, by relying on the
geographic information instead of topological information. However, this approach
has not been adequately investigated in ONs. In this chapter, the research motiva-
tion and challenges for bringing geographic routing protocols in ONs are introduced.
An up-to-date review on well known geographic routing protocols in ONs is provided.
Finally, potential future directions leading ongoing research in this explicit topic are
given.

3.1 INTRODUCTION

Internet of Things (IoT) has been receiving attention increasingly to make Smart
Cities greener, safer and more efficient [44]. By connecting a large number of entities
such as mobile devices, vehicles and infrastructure everywhere in Smart Cities, gov-
ernments and their partners can reduce energy and water consumption, keep people
moving efficiently and improve economy, safety and quality of human life.

Mobility in Smart Cities represents a fascinating complex system that involves
social relationship, daily constraints and random explorations. Collection and analysis
of data that capture human mobility not only help to understand their underlying
patterns but also to design intelligent systems to facilitate their convenience. Such an
effort would facilitate Smart Cities to reduce traffic and to develop other applications
to provide human convenience. Some recent studies demonstrated that the majority
of human travels occur between a limited number of places, with less frequent trips
to new places outside an individual radius.

The continuously increasing number of mobile entities, e.g., mobile phones, vehi-
cles, Unmanned Aerial Vehicles (UAVs) in Smart Cities, not only for personal com-
munication purposes but also as a distributed network of sensors, inevitably gener-
ates massive data that challenges the traditional wireless communication infrastruc-
ture. The opportunistic communication paradigm is deemed as a suitable solution,
by exploiting resources that are temporarily available when two mobile entities are
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encountered, thereby providing cheaper and more energy efficient alternatives using
the cellular network communication and actively contributing to its offloading.

3.2 BACKGROUND

3.2.1 Opportunistic Networks (ONs)

In Opportunistic Networks (ONs) [32], there is no contemporaneous end-to-end
path towards destination most of the time, due to the large variation of network
topology and sparse network density. Mobile nodes are capable of communicating
with each other even if the contemporaneous end-to-end connectivity is unavailable.
Here, the connectivity is maintained when pairwise nodes come into the transmission
ranges of each other. Each node receives a message among its current neighbors, stores
this message and waits for the future encounter opportunities with other nodes to
relay the message, which is known as the Store-Carry-Forward (SCF) mechanism.

Apart from ONs, there are also a few terms to characterize such types of networks,
e.g., Intermittently Connected Networks (ICNs) [20] and Delay/Disruption Tolerant
Networks (DTNs) [4]. In [32], the authors provide the concept of Opportunistic Net-
works (ONs) and interpret it is as a more flexible environment than Delay/Disruption
Tolerant Networks (ONs). Thanks to the most recent tutorial [20], providing a rig-
orous definition of the difference between Delay/Disruption Networking (DTN) and
ICNs. Indeed, these three terms are interchangeable, while ONs are considered closer
to mobility driven applications in Smart Cities.

Given the examples illustrated in Figure 3.1(a) and Figure 3.1(b) where message
M is relayed from node A to node C via node B, the difference between routing
in Mobile Ad Hoc NETworks (MANETs) and ONs is that the former relies more
on symmetric relaying of the message with a multi-hop routing behavior, thanks
to the contemporaneous end-to-end connectivity (high network density and large
nodal communication range), whereas the latter relies more on the mobility of mo-
bile nodes to bring an encounter opportunity for an asymmetric routing behavior,
under the assumption of intermittent connectivity (sparse network density and short
communication range).

3.2.2 Applications of ONs in Smart Cities

In ONs, the communication between mobile nodes brings potential capacity to
exchange data messages, and have been envisioned for a range of applications in
Smart Cities, e.g., Mobile Social Networks (MSNs) [41], UnderWater Sensor Networks
(UWSNs) [19], Vehicular Ad hoc NETworks (VANETs) [33] and Airborne Networks
(ANs) [14].

3.2.2.1 Vehicular Ad Hoc NETworks (VANETs)

Connected and autonomous vehicles have been identified as enabling technologies
for the next generation of driving. Such technologies propose the use of a great deal
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(a) Routing in MANETs

(b) Routing in ONs

Figure 3.1 Illustration of routing in MANETs and ONs
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of information from vehicular sensors. A notable advantage of this approach is that it
allows vehicles to effectively sense their local environment and global position, thus
obtaining the information of roads and obstacles and the position of surrounding
vehicles, in order to achieve safer and more efficient driving. In addition, those on-
board sensors provide the connectivity over mobile networks, which are capable of
keeping vehicle occupants connected to the Internet.

3.2.2.2 Airborne Networks (ANs)

In recent years, automotive sectors, e.g., Unmanned Aerial Vehicles (UAVs), have
seen unprecedented growth. Unlike the previous major applications in military work,
UAVs now attract numerous interest from the civil sectors, e.g., agriculture, geology,
meteorology, etc. Due to the fact that UAV can achieve image acquisition with high
imaging resolution, they are gradually replacing traditional satellite sensing systems
that can be significantly affected by harsh environments. This technology enables
city management and monitoring in the development of Smart Cities, in an effective
and cost-efficient way. UAVs normally communicate with each other cooperatively
and meet the tasks, also with the assistance of other physical infrastructures for data
delivery towards destination.

3.2.2.3 Mobile Social Networks (MSNs)

With continued and dramatically increased interests in the civil applications
alongside collaboration with adjacent sectors, MSNs have been extensively studied
and identified among promising wireless mobile ad hoc networking architectures for
the next generation of wireless communications. MSNs make use of both human
mobility and its connectivity to relay the message between mobile users’ devices.
However, the applications of MSNs in the Smart Cities is still an open issue and
a timely research topic. For example, considering the services from MSNs based on
the GPS-enabled mobile devices, users can get access to the location information of
themselves in both virtual and physical ways, which enables users to discover the lo-
cal environment, nearby recommendations, and even locate their friends or families,
although the users can be unaware of potential hazards in their surroundings. This
leads to security and privacy problems for the MSNs’ users and providers.

3.2.2.4 UnderWater Sensor Networks (UWSNs)

UnderWater Acoustic (UWA) communication systems differ from terrestrial
telemetry due to differences in system geometry and environmental conditions.
With the autonomous underwater vehicles delivering data to sink node, UWSNs
are envisioned for oceanographic applications such as pollution monitoring, offshore
exploration, disaster prevention, assisted navigation and tactical surveillance appli-
cations.
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3.3 MOTIVATION AND CHALLENGES FOR GEOGRAPHIC

ROUTING IN ONS

3.3.1 Geo-centric Technologies in Smart Cities

Cities have long made use of Geographic Information Systems (GIS) for inter-
nal purposes. As citizens start to use mobile phones to access city information, GIS
has become central to delivering accurate and relevant data to citizens on the move.
Likewise, Location Based Services (LBS) would be extremely beneficial and appropri-
ate in handling the current state of economic development, urbanization, population
growth, level of infrastructure and rising expectations of the people.

Recent years have witnessed the wide proliferation of geo-information applica-
tions. Urban computing is a process of acquisition, integration and analysis of big
GPS data generated by a diversity of sources in urban spaces [39, 46]. To tackle the
major issues that cities face, e.g. increased energy consumption and traffic conges-
tion, Taxi GPS trajectory data [30] are employed to help us efficiently serve real-time
requests sent by taxi users and generate ridesharing schedules that reduce the to-
tal travel distance significantly. Numerous studies [31, 43] mine the time-dependent
and practically quickest driving route for end users using GPS-equipped taxicabs
traveling in a city. Xu et al. [42] proposes a Taxi-hunting Recommendation System
(Taxi-RS) processing the large-scale taxi trajectory data in order to provide pas-
sengers with a waiting time to get a taxi ride in a particular location. In addition,
geographic information can be applied in localization of sensor applications in Smart
Cities [36]. How to exchange and deliver such geographic information is an important
issue, particularly given the opportunistic communication nature.

3.3.2 Introduction on Geographic Routing

Geographic routing, also called position based routing, requires that each node
can determine its own location and that the source is aware of the location of the
destination. Different from topological routing concerning the network topology, ge-
ographic routing exploits the geographic information instead of topological connec-
tivity information for message relay, to gradually approach and eventually reach the
intended destination. According to Cao and Sun [4], it can be observed that previous
routing protocols in ONs, mainly, have adopted historically topological information1

to predict the future encounter opportunity. In contrast, the focus of this chapter is
to highlight the research vision and potential for applying geographic routing in ONs.

3.3.3 Motivation for Geographic Routing in ONs

Under the mobile scenario, the variation of network topology arising from nodal
mobility is mainly the challenge for routing in ONs. However, it is difficult to ob-
tain the most recent network topological information given such conditions. Up to
now, numerous previous works in the literature have mainly adopted the historical

1General knowledge such as how frequent and how long a pair of nodes will meet is utilized.
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Figure 3.2 Proportion of topological and geographic routing protocols reviewed in [4]

network topology information, to predict how possible that pairwise nodes would be
encountered in the the future.

In terms of research opportunities and based on data in Figure 3.2 obtained
from [4], there have been 7 up-to-date geographic routing protocols reviewed com-
pared to other numerous topological protocols in [4]. Following the guidance from
previous surveys [20,45], the reason for this lack of attention is that researchers only
paid attention to the limitations of traditional topological routing protocols such as
Dynamic Source Routing (DSR) [13] when it was utilized in ONs.

In terms of research feasibility [2], geographic routing inherently is without the
requirement of contemporaneous end-to-end connectivity. This is because only the
one-hop geographic information (e.g., distance and direction towards destination) is
exploited. Therefore, geographic routing can adapt to topological variation by its
geometric relaying behavior, which is more reliable for message delivery especially
for the VANETs scenario. As already shown in Figure 3.3(a), it is observed that
traditional geographic routing protocol, e.g., Greedy Perimeter Stateless Routing
(GPSR) [18], outperforms topological protocol DSR, in terms of message delivery
ratio in MANETs.

3.3.4 Challenges for Geographic Routing in ONs

Conventional geographic routing protocols designed for MANETs assume that the
location of destination is always available for all nodes in networks, such that they
would make individual routing decisions for message delivery towards destination.
However, applying geographic routing in ONs further brings the following challenges
as shown in Figure 3.4.
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(a) Message delivery ratio in MANETs (1 node/9000 m2 for dense
networks)

(b) Message delivery ratio in ONs (1 node/35912 m2 for sparse net-
works)

Figure 3.3 Comparison results between DSR and GPSR, in [17]

• Reliability for Message Relaying: In MANETs, the message is greedily re-
layed towards destination via the continuously connected path within a short
time. However in ONs, the network node which is currently closer to the desti-
nation may not be so in the future. This is so that it may not encounter others
within a short time, particularly concerning the high mobility in a sparse net-
work. It is worthy noting that in ONs (refer to Figure 3.3(b)), GPSR begins to
perform worse than DSR in sparse networks.
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Figure 3.4 Challenges for geographic routing in ONs

• Locating Mobile Destination: Concerning the mobility of destination, this
challenge limits the feasibility of applying a centralized location server to track
the real-time location of a mobile destination in sparse networks. This happens
due to the fact that there is a long delay to request/reply the information from
the location server in the ONs, while the obtained location information may be
outdated and inaccurate for making a routing decision.

• Difficulty for Handling the Local Maximum Problem:2 Conventional ge-
ographic routing protocols in MANETs rely on the high network density, which
is infeasible in ONs because there are insufficient numbers of encountered nodes
for handling this problem. Particularly, Figure 3.3(b) also shows its importance
in sparse networks, where GPSR (without addressing this problem) suffers more
from a performance degradation, as compared to the original GPSR.

The mobility prediction has been covered in literature, whereas the second and third
challenges have not been adequately addressed. In addition to the above challenges

2This problem implies that if a better relay node is unavailable, the message carrier will keep on
carrying its message. In light of this, the message delivery is delayed or even degraded if a better
relay node is never met. Using distance metric as an example, any node closer to destination is
generally qualified with a better delivery potential. However, a message cannot be relayed if any
encountered node which is farther away from destination.
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identified for geographic routing in ONs, other factors (e.g., limited buffer space,
bandwidth and energy) also play important roles in general routing performance in
ONs. Different from the work [4] that is a review for general routing protocols in ONs
addressing “Unicasting,” “Multicasting” and “Anycasting” issues,3 this chapter fo-
cuses on exploiting geographic routing in ONs, with identified motivation, challenges,
state of the art based on an original taxonomy and further potential directions.

3.4 TAXONOMY AND REVIEW OF GEOGRAPHIC ROUTING IN ONS

Existing geographic routing protocols in ONs are classified into three classes,
depending on the awareness of destination. Following the taxonomy in Figure 3.5,
the details of each class are discussed in this section.

Figure 3.5 Taxonomy of Geographic Routing Protocols in ONs

3The term “Unicasting” describes communication where the information is sent from one sender
to one receiver, both with unique addresses. “Multicasting” is the term used to describe commu-
nication where the information is sent to a group of receivers with unique addresses. Given “Any-
casting,” information is routed to a single member of a group of potential receivers, but are all
identified by the same destination address.
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Figure 3.6 Drawback of vector routing

3.4.1 Destination Unawareness Class

Protocols in this branch aim to achieve efficient message replication4 using geo-
metric utility, without the requirement to track where the destination is.

[Vector Routing]

The key insight of Vector Routing [15] is to replicate the message according to an
encounter angle ω ∈ [0, π] between pairwise encountered nodes. This protocol intends
to replicate a smaller number of messages given a small value of ω, because pairwise
encountered nodes moving with a similar direction would result in redundant repli-
cation. Even though these two nodes move with quite different direction, it is also
redundant to replicate a large number of messages given that ω = π, because the
encountered node is currently moving with a previous trajectory of message carrier.
Results show the low routing overhead of Vector Routing compared to blind flooding
protocol [38].

However, Vector Routing is inefficient given the case shown in Figure 3.6. At the
T1 time slot, the message in node A is replicated to B according to the policy of
Vector Routing, as their encounter angle is π

2 . Even if the moving directions of nodes
A and C are consistent, node B still replicates the message received from node A
to C at the T2 time slot. This procedure brings replication redundancy, as message
copies are carried by both nodes A and C with the same moving direction. Since
Vector Routing only handles each message identically, a huge overhead will occur if
there are a large number of messages for replication.

[RoRo-LT]

In RoRo-LT [37], the LT stands for Location at corresponding Time slot, such that
a long term observation (for several weeks) from such spatiotemporal history can pre-
dict future locations. Basically, the self-periodicity measures how similar that current
routine of a node is, compared to its historical habit. If a high similarity is matched,

4The term “replication” means a copy of a message is generated through routing procedure.



72 � From Internet of Things to Smart Cities: Enabling Technologies

Figure 3.7 Illustration of geometric utilities for MOVE [24] and AeroRP [34]

the current routine is used to predict its mobility. With the estimated future trajecto-
ries of pairwise encountered nodes, the message carried by node A would be replicated
to an encountered node B, only if they are predicted to be distant from each other
in a near future. This is different from Vector Routing which determines how many
messages are replicated depending on the mobility of pairwise encountered nodes.

However, results show that RoRo-LT does not perform well, although using the
knowledge from a certain increased depth (or referred to number of weeks). This
certainly indicates the limitation of routing protocols in “Destination Unawareness”
Class. Driven by this limitation, the following protocols discuss the importance of
tracking the message destination on the routing performance.

3.4.2 Destination Awareness Class

3.4.2.1 Stationary Destination

By knowing the location of stationary destination in advance, protocols under
this branch focus more on exploring various geometric metrics to select relay.

[MOVE]

MOtion VEctor (MOVE) [24] forwards5 the message towards its destination,
mainly based on the nodal moving direction. Furthermore, based on the consistent
moving direction between pairwise encountered nodes, the distance is adopted to
identify the node which does not extensively contribute to message delivery (further
away from the destination). As an example shown in Figure 3.7 where node A is the

5The term “forward” refers to the policy that a copy of a message will not be generated through
a routing process.
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message carrier, the condition (DistA,D > DistB,D) makes message forwarding deci-
sion to node B, if both nodes A and B are moving away from D. In contrast, the con-
dition (Distp

A,D > Distp
B,D) is applied, if both nodes A and B are moving towards D.

One disadvantage of MOVE is that it does not consider the factor of nodal moving
speed, since the node with a faster proximity to destination is able to reduce delivery
delay. In addition, MOVE does not address the local maximum problem, where the
relay node with a closer distance to the destination may not be always available.
Therefore, additional delay or unsuccessful message delivery would occur, if greedily
waiting for an appropriate relay node.

[GeOpps]

Assisted by the navigation system to calculate a suggested route towards the
destination, the core of GeOpps [25] is to select the Nearest Point (NP) along the
suggested route where the NP is the nearest point to destination. With message
forwarding policy, the metric Minimum Estimated Time of Delivery (METD) as
calculated in Equation (3.1) is used to qualify the relay node:

METD = ETA +
DistNP,D

Average Moving Speed
(3.1)

Here, the ETA is the estimated time traveling from the location of current node
to the NP, while DistNP,D is denoted as the distance from the NP to destination.
By considering the nodal moving speed, GeOpps achieves a lower delivery latency
compared with MOVE. This protocol is further extended as GeoSpray [35], by limiting
the number of copies that a message is controlled for replication. Besides, GeoSpray
further tackles the limited network resources including bandwidth and buffer space,
by prioritizing messages for transmission and storage.

It is observed that the selection of NP is an important factor for GeOpps, where
running a weighted shortest path algorithm to find NP is complication, time-wise,
by considering the actual road topology. This brings scalability concerns in a large
scale road system, as it would need a longer time to find the NP, thus increasing the
computational complexity. Besides, the local maximum problem that the node with
a lower value of METD may be currently unavailable is not addressed in GeOpps.
Particularly, due to nodal mobility, missing a communication opportunity brings
additional calculation of the NP for the next encounter.

[MPAD]

Mobility Prediction based Adaptive Data gathering (MPAD) [47] is designed for
mobile sensor networks. Under such a scenario, the message gathering is a major
challenge, because traditional protocols mainly rely on a large number of densely
deployed sensor nodes to construct a contemporaneous end-to-end path towards sink
nodes. Considering mobility prediction, MPAD adopts a metric as an intersection
between the moving path of a corresponding node and the transmission range of
a sink node, as the moving direction of node A shown in Figrue 3.8. If the above
condition is not met, the communication angle calculated by the two tangents between
node A and sink node is adopted as a back-up metric. Here, a closer distance to the
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Figure 3.8 Illustration of geometric utility in MPAD

sink node indicates a larger communication angle, thus increasing the potential for
message delivery.

MPAD does not consider the factor of message lifetime for making a routing
decision, because it is important for message gathering before expiration especially
in a sensor network. The message that is close to expiration deadline should be
greedily replicated, regardless of the relay node selection policy. In other words, the
message with a short lifetime is still suggested for replication, although its carrier is
further away from a sink node.

[AeroRP]

Envisioning for ANs, AeroRP [34] selects the relay node to forward the message,
by jointly considering distance and moving direction as well as speed. As the example
shown in Figure 3.7, the metric Time-To-Intersect (TTI) for node A to approach D
is calculated as TTIA,D = DistA,D

SpeedA×cos φA,D
, where SpeedA is the current moving speed

of node A.
Since AeroRP only considers the case that pairwise encountered nodes are moving

towards the destination, its routing policy is limited in case the message carrier is
moving away from the destination even if its encountered node is moving towards the
destination. Here, according to its routing policy, the message will not be forwarded.
This is because the negative value of TTI is invalid for making a routing decision.
Due to the very sparse network density and high speed in ANs, failing to relay a
message due to such a limitation degrades routing performance.

[DGR]

Delegation Geographic Routing (DGR) [6] overcomes the limitation of the routing
decision in AeroRP [34], by comparing the TTI of a historically encountered node with
that of a currently encountered node, instead of comparing that between the current
encountered node and message carrier. Therefore, any failure of routing decisions
due to the inconsistent moving directions between pairwise encountered nodes is
overcome. Such an operation is implemented via the Delegation Forwarding (DF)
[11] optimization policy, by always recording the TTI of a selected relay node after
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successful message transmission. Thus, with the update of its level, the number of
copies duplicated for a message is expected to be decreased.

DGR also addresses the local maximum problem, where the heuristic approach is
presented as:

T ela
M + T T T I

M > T ini
M (3.2)

Here, T ela
M and T ini

M are the elapsed time since message generation and the initial
message lifetime, respectively, while T T T I

M is the recorded TTI in a message. This
inequality implies that the message will expire, if the remaining message lifetime
T ini

M −T ela
M is shorter than T T T I

M . In this context, rather than just keeping the message
that is close to expiration, a message copy is replicated to increase the possibility to
encounter other relay nodes.

[TBHGR]

The-Best-Heterogeneity-based-Geographic-Relay (TBHGR) [9] geographically re-
lays L message copies to the destination, located in the area around which other nodes
are heterogeneous. The heterogeneity refers to the behavior that mobile nodes in the
same group would have a common preference, to move within a certain area consisting
of some popular places, whereas this behavior is differentiated among those in diverse
groups. In TBHGR, the heterogeneity (in terms of visiting preference) is concerned
with moving direction and nodal temporarily stop status. The routing decision in
TBHGR is decoupled into two phases, illustrated via an example in Figure 3.9. The
first phase aims to replicate message copies to a relay node which has potential to
move towards the area where the destination is located (e.g., the routing procedure
from source to N2, and that from N1 to N3). The second phase further forwards
message copies to a relay node (e.g., N4 or N5) within this area, and contributes to
delivery towards destination.

Figure 3.9 Message delivery in TBHGR
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As TBHGR assumes the location of destination is fixed, it does not face the
difficulty of tracking where the destination (concerning its mobility) is whereas it
indeed provides a guidance to efficiently deliver a message among areas where nodal
mobility is heterogeneous.

3.4.2.2 Considering Mobile Destination via Real-time Geographic Information

Protocols under this branch consider the mobility of destination. However, they
ignore the feasibility to track mobile destination in sparse networks. Here, a central-
ized location server is still assumed to support real-time location request/reply.

[DAER]

Distance Aware Epidemic Routing (DAER) [12] assumes the real-time location
of mobile destination can be collected from a centralized location service system,
regardless of the delay to exchange such information in sparse networks. Any en-
countered node with a closer distance to destination than the message carrier itself is
replicated with a message copy. Upon a successful message transmission, the original
message carrier moving away from destination would discard its message in a local
buffer. This operation aims to prevent additional message replication redundancy
away from destination, which reduces the routing overhead.

The major concern is how to obtain the real-time location of destination given
the identified challenges in section II. Along with that, DAER does not predict the
nodal mobility, due to only relying on a distance metric. As such, a high speed
may contribute to faster proximity to destination and vice versa. Considering the
encountered node with a closer distance to destination may not be always available,
such a local maximum problem needs to be addressed.

[POR]

As an extension based on DAER [12], the routing decision in Packet Oriented
Routing (POR) [27] takes the balance between the distance and messages replicated
along this distance into account. The idea behind this is to select a longer distance
for replicating less messages, so as to enhance the transmission reliability. Results
show the advantage of POR over DAER, particularly given limited transmission
bandwidth.

However, POR still faces the limitation of design assumption in DAER, in terms
of relying on the centralized location server and mobility prediction as well as local
maximum problem handling.

3.4.2.3 Considering Mobile Destination via Historical Geographic Information

Protocols under this branch tackle the limitation in the former branch. Instead
of assuming the real-time location of mobile destination can be always tracked, the
historical geographic information is applied under this branch to estimate where the
destination would be.
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[LAROD-LoDiS]

The main contribution of Location Aware ROuting for Delay tolerant networks
(LAROD)-Location Dissemination Service (LoDiS) [22] is the design of a location ser-
vice system in sparse networks, by maintaining a local database of nodal locations.
Such information is updated using broadcast gossip together with routing overhear-
ing. Depending on an estimated replication area to limit routing redundancy, the
message is replicated towards the location of destination using the distance metric.

One concern for LAROD-LoDiS is that the current location of destination may
differ from the recorded information, which influences the reliability of routing de-
cision. If using an obsolete location information, the routing decision making would
be inaccurate and even degrade routing performance. Besides, the local maximum
problem in terms of distance factor and the mobility prediction concerning direction
and speed are not addressed.

[geoDTN]

As designed for MSN’s scenario, geoDTN [29] records the historical nodal move-
ment information and calculates an intersection area that any two nodes encountered
in the past, as a metric to score the encounter possibility. This is common in reality
that two people may move within a same area because of their social habits. In detail,
the distance model of geoDTN adopts the minimum distance to the destination if the
scores of pairwise nodes are below a predefined threshold value. Considering the local
maximum problem that the node with a closer distance to destination is unavailable,
geoDTN randomly forwards the message based on a predefined probability in the res-
cue model. If both pairwise nodes have higher scores than the predefined threshold
value, the node with a higher score is selected as relay.

However, there are several predefined parameters defined in geoDTN, which affect
the scalability. In particular, the predefined probability value in the rescue model for
handling the local maximum problem should adapt to the network condition. It is
important that this probability should become larger when the message is close to
expiration, while an infrequent nodal encounter also enlarges such a value.

[AaR]

Referring to Location Aided Routing (LAR) [21], Approach and Roam (AaR) [5]
adopts the historical geographic information of destination to estimate its movement
range, via its moving speed and location recorded in the past. The key insight is
to make faster message replication towards this estimated movement range via the
Approach phase, and to guarantee message replication within this range for a longer
duration via the Roam phase.

Since AaR consists of two routing phases, the local maximum problem in the
Approach phase implies that the relay node which approaches the movement range
of destination faster than the current message carrier is unavailable. Meanwhile, the
unavailability of relay node which roams in this range with a longer time is considered
as the local maximum problem in the Roam phase. These two problems are both
handled based on the similar idea proposed in DGR [6], by considering the message
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lifetime and nodal mobility. Further effort is also paid in Converge-and-Diverge (CaD)
[8], which reduces routing overhead via DF optimization policy [11].

3.4.3 Hybrid Class

Protocols under this branch combine the advantage of those in the “Destination
Unawareness” class when the location of destination is unavailable in initial stage,
and those with the historical geographic information in the “Destination Awareness”
class when an approximate location of destination is found.

[HVR]

History based Vector Routing (HVR) [16] enables each mobile node to record
the historical geographic information including location and moving speed of other
encountered nodes. This information is used for relay node selection, by calculating
the overlapped area between the circle estimated for destination and the transmission
range of node. An example is shown in Figure 3.10, where tcur is the current time
and W is the estimation time window. Assuming a constant speed of node D is
SpeedD, the radius R′

D for node D estimated at the (tcur +W ) time slot is calculated
as SpeedD ∗ (tcur + W − tA,D); here tA,D is the historical encounter time for node
D recorded by node A. In light of this, the one with a larger overlapped area with
destination is selected as the relay node. In addition, HVR adopts Vector Routing
[15] for message replication if the historical geographic information of destination is
unavailable.

Although HVR is more reliable than other approaches considering the mobile
destination, one concern is that there may not be an overlapped area for calculation,

 RD
 R'D

tcur tcur+W

D (Destination) D (Destination)

A

Transmission

Range

Transmission

Range

Moving

Direction

A

Figure 3.10 Illustration of geometric estimation in HVR.
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because of a quite long distance between the corresponding node and destination.
Therefore, the routing decision has limitations when both pairwise encountered nodes
do not have the overlapping with the movement range estimated for destination, even
if they have the knowledge about destination. In addition to this, HVR does not
discuss the local maximum problem that the relay node with a larger overlapped
area may be unavailable.

[GSaR]

Geographic-based Spray-and-Relay (GSaR) [7] delivers messages given a limited
number of L replications, where the initial value of L is predefined based on scenario
and distributed to the selected relay node. This protocol assumes that when network
nodes are sufficiently mobile, only generating a small number of message copies is
able to achieve successful delivery. Given the historical location, moving speed, as
well as encounter time recorded in the past, the movement range of destination is
estimated by referring to [5]. Here, with L copies allowed for each message, GSaR
decouples routing decisions threeways; 1) to expedite message copies being replicated
towards this range in order to reduce delivery delay; 2) to prevent message copies
being replicated away from this range in order to reduce routing overhead; 3) to
postpone message copies being replicated out of this range in order to increase delivery
probability. As a back-up scheme, if the above historical geographic information of
destination is unavailable, messages are replicated considering the relative moving
direction between pairwise nodes as well as their moving speeds.

3.5 COMPARISON AND ANALYSIS

Table 3.1 illustrates the reviewed geographic routing protocols in ONs, where
their years of publication and the application scenarios are highlighted. In addition,
the concerns regarding limited bandwidth, buffer space and energy are discussed,
because ONs are generally assumed with limited network resources. Details regarding
how these factors affect routing performance have already been introduced in [4].

The term “Not Discussed” for the bandwidth concern is further defined, if a
reviewed protocol either does not define the message priority for transmission, or
the performance evaluation addresses the varied traffic load. A similar judgment is
applied for the concern on buffer space and energy as well. Here, providing a quantified
comparison among reviewed protocols is not feasible, since they are designed for
different application scenarios. Also, the algorithm complexity is out of discussion
due to subjectivity.

Apart from the knowledge required for making routing decisions, in which policy
messages are relayed is discussed, given that reviewed protocols are either forwarding
based via a single message copy or replication based via multiple message copies. Here,
using forwarding policy is more efficient because there are no more additional message
copies existing in the network. Even with more redundancy, using replication policy
is more reliable in sparse networks. This is because generating additional message
copies increases the possibility that at least any one of them could be delivered.
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Table 3.1 Comparison Among Geographic Routing Protocols in ONs
Name of
Protocol

Application
Scenario

Year Knowledge
for Routing
Decision

Relay
Policy

Bandwidth Buffer
Space

Energy Local
Maximum
Problem

⋆Destination Unawareness Class⋆
Vector
Rout-
ing [15]

VANETs 2008 Encounter
Angle, Moving
Speed

Replication Yes Not Dis-
cussed

Not Dis-
cussed

Not Appli-
cable

RoRo-
LT [37]

MSNs 2013 Distance Replication Not Dis-
cussed

Not Dis-
cussed

Not Dis-
cussed

Not Appli-
cable

⋆Destination Awareness Class⋆
——Stationary Destination——

MOVE [24] VANETs 2005 Distance, Mov-
ing Direction

Forwarding Not Dis-
cussed

Yes Not Dis-
cussed

Not Dis-
cussed

GeOpps
[25]

VANETs 2007 Selection of the
NP, Moving
Speed, Distance

Forwarding Not Dis-
cussed

Not Dis-
cussed

Not Dis-
cussed

Not Dis-
cussed

GeoSpray
[35]

VANETs 2014 Selection of the
NP, Moving
Speed, Distance

Replication Yes Yes Not Dis-
cussed

Not Dis-
cussed

MPAD [47] UWSNs 2008 Moving Di-
rection, Com-
munication
Angle

Replication Yes Yes Not Dis-
cussed

Not Dis-
cussed

AeroRP
[34]

ANs 2011 Moving Direc-
tion, Distance,
Moving Speed

Forwarding Not Dis-
cussed

Yes Not Dis-
cussed

Not Dis-
cussed

DGR [6] VANETs 2013 Moving Direc-
tion, Distance,
Moving Speed

Replication Not Dis-
cussed

Not Dis-
cussed

Not Dis-
cussed

Yes

TBHGR [9] VANETs 2016 Moving Direc-
tion, Distance,
Moving Speed,
Visiting Prefer-
ence

Replication Yes Yes Not Dis-
cussed

Yes

——Mobile Destination via Realtime Geographic Information——

DAER [12] VANETs 2007 Distance Replication Yes Yes Not Dis-
cussed

Not Dis-
cussed

POR [27] VANETs 2008 Distance, Mes-
sage Size

Replication Yes Not Dis-
cussed

Not Dis-
cussed

Not Dis-
cussed

——Mobile Destination via Historical Geographic Information——

LAROD-
LoDiS [22]

ANs 2011 Distance, Repli-
cation Area

Replication Yes Not Dis-
cussed

Not Dis-
cussed

Not Dis-
cussed

geoDTN
[29]

MSNs 2011 Distance, Move-
ment Area

Forwarding Not Dis-
cussed

Not Dis-
cussed

Yes Yes

AaR [5] VANETs 2014 Moving Speed,
Moving Direc-
tion, Movement
Area

Replication Yes Yes Not Dis-
cussed

Yes

CaD [8] VANETs 2013 Moving Speed,
Moving Direc-
tion, Movement
Area

Replication Yes Not Dis-
cussed

Not Dis-
cussed

Yes

⋆Hybrid Class⋆
HVR [16] VANETs 2009 Movement

Area, Moving
Speed,
Encounter
Angle

Replication Not Dis-
cussed

Not Dis-
cussed

Not Dis-
cussed

Not Dis-
cussed

GeoSaR [7] VANETs 2015 Moving Speed,
Moving Direc-
tion, Movement
Area, En-
counter Angle

Replication Yes Yes Yes Yes
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Consequently, there is a tradeoff between achieving the highest delivery ratio and the
least redundancy.

The motivation of “Destination Unawareness” based protocols is to geometrically
replicate messages, in case the destination cannot be tracked. In this branch, handling
the “Local Maximum Problem” is “Not Applicable,” as the qualification of relay node
is unrelated to message destination. Here, the routing decision should focus more
on estimating the delivery potential [37] for each message, rather than addressing
the number of messages [15]. For example, messages may have different sizes where
the one with a smaller size requires a shorter time for transmission and vice versa.
Depending on this condition, a different moving direction or larger distance variation
between pairwise encountered nodes enables a better chance for message replication.

In spite of this, tracking where the destination is (or approximately would be)
plays a crucial role in driving high delivery ratio, as addressed in the “Destina-
tion Awareness” branch. Regarding those considering stationary destination and mo-
bile destination via real-time geographic information, even if the destination can be
tracked to guide routing decision, it is still essential to explore the mobility (e.g.
jointly considering distance, moving direction and speed) of nodes and predict a fu-
ture encounter opportunity. Relatively, those protocols applying historical geographic
information tackle a practical concern, by taking the freshness of the location of desti-
nation into account. For example, relaying the message towards an obsolete location
where mobile destination was located would degrade routing performance. There-
fore, identifying the dynamic changed status of mobile destination should be further
investigated.

In addition to the above two branches, integrating the efforts in the “Destination
Unawareness” branch as a backup and in the “Destination Awareness” branch as the
core intelligence can substantially enhance the reliability of the routing decision as
investigated in the “Hybrid” class.

3.6 FUTURE DIRECTIONS

Thanks to the success of the Global Positioning System (GPS) technique, en-
abling geo-centric techniques for communication in ONs has a greater potential than
those topological protocols [3], particularly for VANETs, UWSNs and ANs scenarios
because of their highly dynamic characteristics. In this section, we detail a list of
future directions that are worthwhile to study:

Handling the Local Maximum Problem: Although identified and initially
tackled in literature, the local maximum problem is still an important issue for fur-
ther investigation. In [34], a heuristic approach concerning the nodal mobility and
message lifetime is proposed and has been proven through analysis and simulation.
However, such an approach is locally estimated at each node, without an overview of
other copies of a certain message in networks. On the one hand, the local maximum
problem should be handled more greedily, if all message copies are close to an expira-
tion deadline. On the other hand, more attention should be paid to nodal encounter
prediction, if the message can still exist in a network for certain time. Therefore,
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apart from the knowledge of the message carrier itself, it is also essential to obtain
an accurate (ideally) or approximate (practically) knowledge about how many copies
of a message have been replicated. In order to further optimally handle the local
maximum problem, an intelligent approach should be to jointly consider the number
of copies of a message, its lifetime, as well as individual nodal mobility.

Concerning QoS Awareness: Since it is difficult to provide an end-to-end QoS
support in ONs, appropriate message scheduling for transmission and buffer man-
agement is crucial given the limited bandwidth and buffer space. These two factors
determine the number of messages that can be successfully transferred and received
by relay nodes. Besides, since the nodes running out of energy cannot involve com-
munication anymore, necessary energy saving approaches have been proposed, via
an intelligent beacon control for nodal discovery [1]. Specifically, a frequent beacon
broadcasting to discover neighbor nodes is energy costly, while that with infrequent
broadcasting, however, may miss the communication opportunities with neighbor
nodes. Note that the beacon control also has influence on the information updating
(directly related to making routing decisions) that happens between pairwise nodes.

Combining with Coding Technique: As reviewed in [4], network coding [28]
and erasure coding [40] techniques have been applied for routing protocols in ONs. In
particular, the network coding enables efficient bandwidth usage, by encoding mes-
sages into a chunk block for transmission, while erasure coding compensates for the
communication failure, by encoding the original message into a certain number of
smaller size blocks for transmission. Since none of them has been explicitly applied
for geographic routing protocols in ONs, these two well known coding techniques
should be further investigated. Here, the nature of GeoSpray [35] could provide an
initial guide on how to geometrically transmit those coded blocks using the erasure
coding technique.

Assistance of Additional Infrastructure: Considering that the nodal mobility
may be limited within certain areas, the assistance from an additional infrastructure,
e.g. Message Ferry (MF)/gateway mentioned in [4], is able to help relay the mes-
sage. Here, MF is a mobile entity that moves with a dedicated route, whereas the
gateway is a deployed stationary entity. Both of them are able to bridge the commu-
nication among disconnected network islands, via trajectory controlling and location
deployment. In this context, integrating them for a specific scenario is worthwhile to
investigate.

Concerning Application Scenario: Combining routing protocols reviewed in
this article with those conventionally designed for MANETs can adapt to the vari-
ation of network density. Initial observation in [10, 23] shows that it is intelligent to
switch from MANETs to ONs based communication modes when networks become
sparse. Although only the topological based routing protocol has been discussed in
that work, the observation is also applicable to the geographic routing protocol. Such
intelligence has been addressed by [10, 26] which combine the geographic routing in-
telligences in MANETs and ONs. Besides, given the application scenario highlighted
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in Table 3.1, the protocol design for MSNs is still inadequately investigated compared
to others. Even if there has been an effort in linking geographic distance with users
for fixed online social networks, the issue for mobile networks is still a challenge.
Besides, the influence of heterogeneous mobility [9] should be addressed.

Concerning Security&Privacy: The information exchange for updating the
historical geographic information requires security and privacy consideration. One
major concern is the spoofing attack because the malicious node is able to create
routing loops, generating false error information after information updates. Besides,
overhearing the message passing through neighboring nodes might emulate selective
forwarding by jamming the relayed message. Additionally it is also a privacy concern
to release nodal geographic information to any encountered node. In particular, the
location information should be released among friends who have common daily habits
in MSNs.

3.7 CONCLUSION

Enabling geo-centric technologies is important for communication in ONs in line
with dedicated use cases in Smart Cities. Different from MANETs, the sparse network
density is the main challenge for communication in ONs. Motivated by the lack of
attention to investigating geographic routing protocols in ONs, its challenges together
with further reviews of the state of the art are presented in this chapter. Following
the comparison and discussion of the literature with the, future directions are given,
aimed at engaging continuing research interest in this field.
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W
ith a growing need to better understand our environments, the Internet of
Things (IoT) is gaining importance among information and communication

technologies. IoT will enable billions of intelligent devices and networks, such as
wireless sensor networks (WSNs), to be connected and integrated with computer
networks. In order to support large-scale networks, IETF has defined the Routing
Protocol for Low Power and Lossy Networks (RPL) to facilitate the multi-hop con-
nectivity. In this chapter, we provide an overview of the working principle and latest
research activities in developing effective RPL, which can serve as a reference for
effective routing solutions in IoT use scenarios.

4.1 INTRODUCTION

The Internet of Things (IoT) has become a new focus for both industry and
academia involving information and communication technologies (ICTs), and it is
predicted that there will be almost 50 billion devices connected with each other
through IoT by 2020 [13]. The concept of IoT that is initially linked to the new idea
of using radio frequency identification in supply chains is now well known as a new
ICT where the Internet is connected to the physical world via ubiquitous wireless
sensor networks (WSNs) [3].

With the development of WSN technologies, a wide range of intelligent and tiny
wireless sensing devices will be deployed in a variety of application environments.
Generally, these sensing devices are constrained by limited energy resources (battery
power), processing and storage capability, radio communication range and reliability,
etc., and yet their deployment must cover a wide range of areas. In order to cope
with those challenges, a number of breakthrough solutions have been developed,
for example, efficient channel hopping in IEEE 802.15.4e TSCH [40], the emerging
IPv6 protocol stack for connected devices [37] and improved bandwidth of mobile
transmission.

Routing is always challenging for resource constrained sensor devices, especially
in large scale networks. The IETF Routing Over Low-power and Lossy networks
(ROLL) working group has been focusing on routing protocol design and is committed
to standardize the IPv6 routing protocol for Low-power and Lossy Networks (LLN).
RFC6550 [55], first proposed by ROLL group of IETF in the form of a draft to define
Routing Protocol over Low Power and Lossy Networks (RPL), serves as a milestone in
solving routing problems in LLNs. With an explosion of network scale and application
deployments, RPL is designated to provide a viable solution to maintain connectivity
and efficiency in a cost effective way.

In this chapter, we are focusing on the analysis of RPL performance in large scale
networks; particularly, we would like to answer the following questions:

• What are the objective functions and metrics defined in RPL and how do they
perform?

This work was supported in part by the National Science and Technology Major Project under
Grant 2015ZX03003012-005 and the NSFC under Grant 61271257.
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• How does RPL perform in a large scale network with multiple hops?

• Are there security issues that should be considered regarding RPL?

• What is the future prospect and potential of RPL?

We make a deep analysis of objective functions and metrics in RPL under varied
scenarios, with references to the latest literature and studies, which can fundamentally
contribute to the understanding of RPL performance and provide inspiration to raise
more viable methods to further improve the network performance. Moreover, we also
give an overview of current application deployments with RPL and the security issues
it faces.

4.2 RPL: AN OVERVIEW AND ITS KEY MECHANISMS

IETF ROLL Working Group mainly focuses on the routing in LLNs and has
proposed RPL in RFC6550 [55]. RFC6550 was first released in March 2012 and then
a number of supplementary and supportive RFCs and Internet drafts progressed. For
instance, RFC6997 [17] is aimed at clarifying the specified route discovery mechanism,
while RFC7416 [50] is about the purpose of strengthening the security issues in RPL.

With the development of IoT, RPL is given new opportunities for the develop-
ment of wireless sensor networks. It is able to meet the specific routing requirements
of application areas including urban networks (RFC 5548) [11], building automation
(RFC 5867) [36], industrial automation (RFC 5673) [41] and home automation (RFC
5826) [7]. Among those mechanisms standardized in RPL, routing and message con-
trol are two important mechanisms in establishing and maintaining an effective and
reliable network, which will be highlighted in detail as follows.

4.2.1 Routing Mechanism of RPL

RPL is a distance vector routing protocol. It does not have predefined topol-
ogy but will be generated through the construction of Destination-Oriented Directed
Acyclic Graphs (DODAGs). Directed Acyclic Graphs (DAGs) describe tree shaped
structures. However, a DAG is not a traditional tree structure in which one node is
allowed to have multiple parent nodes. The DODAG, with sink node or the node pro-
viding default routing to the Internet as the root node, is a direction-oriented graph.

The construction of network topology is controlled by three types of control
messages—DODAG Information Object (DIO), Destination Advertisement Object
(DAO) and DODAG Information Solicitation (DIS) messages. DIO message is used
for upward routing construction, which is essential for establishing communication
from non-sink nodes (or multiple points) to the sink node (one point). Such a
Multipoint-to-point (MP2P) mode is dominating the RPL applications. The con-
struction of the upward route of RPL is realized by DIOs. The sink node will first
broadcast DIOs, and the nodes receiving the DIO directly from the sink node be-
come its neighbours. By setting the sink node as their parent nodes, those neighbour
nodes will re-broadcast DIOs to further nodes. A similar step will repeat in such a
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way that the DODAG topology is constructed through handling DIOs and building
parent sets.

DAO message is used for downward routing construction (Point-to-Point and
Point-to-multipoint). There are two modes of downward routing—storing and non-
storing modes—which indicate that the routing table information is stored in interme-
diate nodes (non-root and non-leaf nodes) and root node, respectively. DIS message
is used for soliciting the sending of DIO in order to make immediate response to
network inconsistency.

Objective Function (OF) defines the rule of selecting neighbours and parent
nodes by rank computation. Routing metrics related to link or node characteris-
tics (RFC6551 [47]) can be used by OF to make routing determination. One of the
widely used OF0 is defined in RFC6552 with hop count as the routing metrics. OF
determines Neighbour Set, Parent Set and Preferred Parents according to specified
routing metrics and constraints. The node set selection is involved in the route dis-
covery process and indicates the best path computation. The rank of a node must be
larger than that of its parent node, in order to avoid routing loops.

It is worth noting that in order to construct a valid RPL routing, firstly, candidate
neighbour node set must be the subset of nodes that can be reached through link
local multicast. Secondly, parent set is the subset of candidate neighbour set which
satisfies specific limitation conditions. Thirdly, preferred parents are those with op-
timal path characteristics. If there exist a group of nodes with equivalent rank and
preferred extent regarding the metrics calculation, there can be more than one pre-
ferred parent node. Figure 4.1 illustrates logical relationships of candidate neighbour
node set parent node set, and preferred parent node of the node.

4.2.2 Message Control Mechanism of RPL

It is obvious that any routing mechanism involves significant control overhead in a
large-scale network. Particularly in a multi-hop network, an effective message control

Figure 4.1 An example of DODAG and node set relationships.
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Figure 4.2 Trickle timer process.

mechanism is significantly important in reducing network overhead and balancing
limited network resources.

Trickle timer mechanism [31], which is mainly used by DIO, has been emphasized
as an important part of message control mechanism. A trickle timer is implemented
based on a trickle algorithm and is able to detect and respond to network inconsis-
tency and instability. Particularly, the inconsistency of RPL occurs in the following
circumstances: detection of routing loops, first time joining a DODAG and rank
change of a node. The fundamental mechanism of trickle time is shown in Figure 1.2.
It is worth noting that the frequency of sending messages which is decided by the
trickle timer can be dynamically adjusted to stabilize the network and govern the
network status as well as improve the energy efficiency.

In the trickle timer process, t denotes the time for sending message, and C the
counter indicates whether the network is consistent or not; predefined parameters
include redundancy constant k, minimum time unit Imin and maximum time unit
Imax. I∗

max denotes the maximum time period specified by the time units. Time
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consumption to transmit k packets is represented by tK . Typically, we have

I∗
max = Imin · 2Imax (4.1)

Imin = (2 ∼ 3) · tK (4.2)

Configuring the trickle timer with appropriate parameters is vital since it will
influence the network reliability and stability [53], especially in large-scale networks.
The redundancy constant k for each node should be carefully chosen in order to avoid
mismatching values among all nodes in the network or being infinity which can lead
to uneven load of traffic flow, depletion of energy or congestion in dense networks [31].
Imin also needs to be set accordingly to avoid congestion and high packet loss. In our
study, we found out that the appropriate value of Imin falls into a fixed time period,
which may be different in other settings. Particularly, with an inappropriate value of
Imin, the packet delivery rate will be decreased.

4.2.3 RPL and Its Counterparts

The development of wireless sensor networks has contributed to proposals of a
variety of routing protocols. LLNs have their specific requirements on routing. The
commonly known routing protocols, such as Open Shortest Path First (OSPF) and
Intermediate System to Intermediate System (IS-IS), are not suitable for the LLNs
because they will lead to excessive control traffic in a constrained environment. More-
over, the large volume of routing traffic can also pose a threat to lossy links and
rapid-in-change networks.

The comparison between RPL, LOAD and Geographical routing [24], in the case
of advanced metering infrastructure (AMI), shows that LOAD fails to satisfy the
requirements of LLNs regarding control overload, end-to-end delay and reliability.
The next generation alternative, LOAD-ng [10], which is also raised by the IETF
working group, is the representative of reactive routing while RPL is active routing.
Under two cases of MP2P and P2MP traffic flows, in which the downward routing
considers both storing and non-storing modes, both of the protocols perform closely
in link quality and delay. RPL also suffers from instability in control overload, which
is similar for LOAD-ng in the multicast situation. However, the reactive routing
requires a larger cache. A brief comparison between RPL and LOAD-ng is shown in
Table 4.1.

Table 4.1 Comparison between RPL and LOAD-NG
RPL LOAD-ng

Routing Mode Active Reactive

Delay Shorter Longer

Storage Requirement Less More

Complexity More Less

Control Overhead More Less
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Compared with LOAD-ng and other routings in IoT, RPL is much more complex.
The complicated types and options in control messages not only increase complexity
in practice, but also elevate the hardware requirements in storage when it comes to
the practical deployment.

4.3 RPL TOPOLOGY GENERATION METHODS

4.3.1 Objective Functions and Metrics

The topology of RPL is constructed according to specific OFs, which are con-
figured according to metrics and constraints. OFs are responsible for constructing
routing and providing optimal routing choice by determining DODAG topology and
rank of each node. In the following, we summarize several typical OFs used in RPL.

1. Hop Count: It is one of the two well defined Objective Functions and also used
as a routing metric [47]. Hop count is the most commonly used routing metric
and it is deployed in the network routing calculation with the Hop Count OF.

2. ETX: Expected Transmission Count defined in RFC6551 [47] can also be used
as a routing metric for OF in LLNs. The ETX metric is the number of trans-
missions a node is expected to a destination in order to successfully deliver a
packet. With a higher value of ETX, the link quality may be worse. It is an
addictive metric since it will add the ETX of each link along the path to the
destination.

3. Per-Hop ETX: The combination and optimization of classic metrics can also
bring better performance. Xiao et al. in [56] integrated the two traditional
metrics—hop count and ETX into per-hop ETX. The new proposed metric is
based on the addictive nature of ETX. It is demonstrated that calculating link
metrics by dividing the aggregated ETX through the path using hop counts
can improve packet delivery rate, delay and energy cost.

4. Stability Based OF: Iova et al. [21] offered an overview and outlook against
RPL from aspects of reliability, end-to-end packet delivery rate, end-to-end de-
lay and energy cost. Through comparisons and observations of OFs with metrics
including hop count, ETX and link quality index (LQI), it reveals the tradeoff
between network stability, which is mainly reflected by switching frequency of
parent nodes, and the routing reliability. A deeper understanding of the issue
regarding stability can be found in [57]. By taking numbers and frequency of
control messages into consideration, the authors proposed a solution that com-
bines DIO, DAO and DIS with given relative weights into one measurement for
a specific node. Through this method, the packet delivery rate can be signifi-
cantly improved, the control plane overload is largely deducted and the network
stability is enhanced with reduced parent nodes switching times.

5. Energy Based OF: It is also interesting to consider energy based OF given
that energy efficiency is highly required in large-scale sensor networks. Actu-
ally, the power supply of nodes is quite complex; therefore, in the structure
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Table 4.2 Objective functions comparison
Routing Met-
rics Used

Observation Parame-
ters

Key Features

Hop count [47] Hop count between two
nodes

Small end-to-end delay in
sacrificing packet delivery
rate

ETX [47] Expected transmission
count of data packet be-
tween two nodes

Packet Delivery Rate (PDR)
is higher, increased delay

LQI [21] Link quality data from
the wireless chip after
receiving data packets

End-to-end delay increases
with an increase of PDR

Per-Hop ETX [56] Expected transmission
count of data packet per
hop between two nodes

Delay and PDR are improved
to some extent, the energy
requirement is less in large-
scale networks

Stability
Index [57]

Numbers of DIO, DIS
and DAO in the network

PDR is improved a lot while
the number of control mes-
sages is largely reduced

Path loss metrics
[26]

Remaining energy of
nodes

Increased network longevity
and evenly distributed energy
consumption

ETX and energy
composite metrics
[8]

Energy parameter of
nodes and ETX

Increased network longevity,
given the same overall degree
of network reliability

Expected
Longevity [22]

Energy of nodes and
ETX, forwarding
according to specific
probability

Increased network longevity

of routing metrics, there is a field indicating the power-supply type [47]. The
power-supply sources include powered, battery and scavenger. Regarding differ-
ent power-supply means, how to accommodate with various energy characters
is a thought-provoking issue. Patrick et al. brought minimum path loss [26]
into the definition of metrics, which is defined as the minimum node energy
level that captures the energy-based path weight. It keeps the principle that
parent nodes with maximum remaining energy are preferable and demonstrates
satisfactory performance in network longevity and overload balance compared
with ETX metrics. Existing literature also proposed to integrate node energy
with other metrics. Capone et al. [8] combined node energy with ETX. By re-
ferring to the exponent of a ratio of transmission power and remaining energy
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and incorporating it with ETX, the method can gain improvement in network
longevity and node energy.

Other solutions such as in RFC6551 [47], a series of metrics and constraints related
to node and link attributes in RPL, are proposed. Table 4.1 summarizes classic and
recently proposed OFs of RPL with metrics used, key observation parameters and
performance of the metrics.

4.3.2 Multi-parents Consideration

One unique feature of the tree-based topology in RPL is that a node can possibly
have multiple parent nodes. As described in RFC6550 [55], each node only chooses
one preferred parent node to forward data packets to sink node, even though the
node may store multiple parent nodes information in the parent set. RPL does not
implement the parent switching mechanism; thus a node with a large number of
child nodes will run out of energy easily. To increase the stability of a network and
make full use of the candidate parent nodes to better balance the network overload,
multi-parents selection is considered by some existing works.

The non-uniform flow distribution is likely to deplete some extensively selected
nodes, which will be the bottlenecks and have significant impact on the longevity of
the whole network. Additionally, nodes close to the sink or with lower rank tend to be
more congested and with high energy cost. Capone et al. [8] proposed the expected
longevity based metrics that considers both energy and ETX. The essence of the
idea is that the network flow should be balanced when data packets are forwarded
to different parent nodes according to a certain probability, which will help improve
the network longevity.

ROLL group proposed an alternative approach by dividing RPL into clusters [48]
within which nodes form to determine their parent nodes and construct the sub-
topology. The RPL-based clustering scheme takes into account the remaining energy
of cluster head based on the hierarchy of RPL topology as a sub-optimal parent for
cluster member nodes. Therefore, the multi-parents issue can be transformed into
a clusters problem in RPL [59]. The proposed solution with opportunistic packet
forwarding and priority mechanism has been shown to obtain reduced delay and
retransmission times compared with traditional RPL.

As shown in Figure 4.3, the data are obtained from the OMNeT++ simulation
platform with basic settings in Section 4.3. We run the simulation with a duration
of 100s during which the topology construction and packet forwarding have been
finished and assume that nodes with zero energy will quit the topology immediately.
According to the average energy consumption of 100 nodes using the two methods,
the opportunistic forwarding method has a lower standard deviation (12.235) than
the one-preferred-parent method (13.485) while the total consumption of both are
closed, which indicates that more balanced energy consumption can be achieved in
the opportunistic method.



98 � From Internet of Things to Smart Cities: Enabling Technologies

Figure 4.3 Energy consumption of 100 nodes with one-preferred-parent method and
opportunistic method [59].

4.4 RPL APPLICATIONS

4.4.1 RPL Application Overview

RPL provides routing solutions for a wide scope of application areas including
urban networks, building automation, industrial automation and home automation.
In different use cases, adaptation of RPL needs to be considered to ensure optimized
network performance.

Application-specific routing requirements vary according to the characteristics of
different application use cases. We will take an overview here about the diversified
use cases.

An urban low-power and lossy network will measure a wide gamut of physical
data, including but not limited to: consumption data of water and gas, meteorologi-
cal data such as temperature and pressure and pollution data such as sulfur dioxide.
A prominent example is a “smart grid” application that consists of a citywide net-
work of smart meters and distribution monitoring sensors. Besides advanced sensing
functionalities such as measuring and automating, these meters may be capable of
advanced interactive functionalities, which may invoke an actuator component, such
as remote service disconnect or remote demand reset.

A building automation system is a hierarchical system of sensors, actuators, con-
trollers and user interface devices that interoperate to provide a safe and comfortable
environment while constraining energy costs. It is divided functionally across different
but interrelated building subsystems such as heating, ventilation and air conditioning
(HVAC); security; lighting; and elevator/lift control systems. The controllers are the
most special part for the building management system. They are fed by sensor inputs
to monitor the conditions within the building.
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Historically, home automation used wired networks or power-line communication
(PLC). Currently, the rapid development of wireless solutions enables homes to be
more easily upgraded. The use cases of home automation include but are not limited
to a “One event, Multiple actuators” case such as a “leaving home” key that will
trigger all lights in the home to be turned off, remote control of home automation
network, remote video surveillance and health-care devices for patients and elderly.

As for the industrial automation, it is not expected that wireless solutions will
replace wired solutions in the foreseeable future, but it is believed that wireless cases
will tremendously benefit its augmentation. The easy installation and maintenance is
a significant consideration in this use case. Industrial automation can be divided into
two categories—“process” and “discrete manufacturing.” The product is typically a
fluid (oil, gas, chemicals, etc.) in process control while the latter is an individual
element (cars, dolls).

4.4.2 Application Scenarios

1. Smart Grid (SG): It has attracted much attention in both academia and in-
dustry. By monitoring energy usage and feedback responses automatically, SG
is able to balance the energy distribution based on the power necessity. Coun-
tries including China, Japan, South Korea and Australia have invested exten-
sive funding in the next-generation grid technology. The European Union set
a target to deploy smart meters for more than 80% of customers by 2020. For
Africa/Latin America, countries are directly investing in smart grid or indi-
rectly utilizing renewable energy, which will ultimately require more advanced
SG techonology [6].

There is no denying that RPL plays a prominent role in smart grid deployment
and is expected to be the standard routing protocol in AMI applications. The
methods of rank computation as well as failures handling have been considered
in AMI [1]. Ancillotti et al. [4] made a comprehensive elaboration and evaluation
of RPL in AMI. They investigated the packet loss distribution of nodes in
the network and pointed out that the scale of network and density of flows
have significant impact on the network performance under AMI infrastructure
applications. Ancillotti et al. in [5] made another research on RPL in AMI and
proposed optimal methods for protocol deployment considering the presence of
duty cycling with different RPL prototypes based on the Contiki simulation
platform.

SG is composed of a power system and smart grid communication network
(SGCN). The latter can be partitioned into home area network, industrial area
network and neighbour area network. Regarding smart grid under neighbour
area network that involves devices at premises and utility monitors, Ho et al.
[20] added positive parents switching functions in the RPL design which requires

AMI (Advanced Metering Infrastructure) is an important part of smart grid. AMI can be
considered as an advanced version of Automated Meter Reading (AMR), which is capable of setting
up two way communications with meter devices.
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nodes to change their parent nodes proactively when packets are not received
until a certain number of trials. The packets will be disposed if the switching
times equal the number of candidate parent nodes. The proposed solution would
definitely result in topology changes by providing dynamic updates.

2. Machine-to-Machine (M2M): It is able to realize autonomous communication
and require no outer assistance to closed systems in a variety of fields. Aijaz et
al. [2] summarized routing protocols design for M2M and proposed to modify
RPL to adapt to cognitive radio. They also acknowledged the role of RPL as a
standard routing protocol in future M2M development.

3. Agriculture Greenhouse: Quynh et al. [42] proposed a multi-path RPL protocol
for the greenhouse environment monitoring system. According to the real-life
greenhouse deployment and scale of the network, the proposed method can
improve RPL with better energy balance and faster local repair, compared
with the traditional hop count based RPL. The authors verified that RPL
satisfies the requirements in greenhouse circumstances and can achieve better
performance in packet delivery rate, time delay and packet error at the base
station with multi-path improvements. The greenhouse scenarios provide decent
results of RPL performance with consideration of hop count and residual energy.

4. Medical Applications: Gara et al. [15] considered such a use case with dynamic
and hybrid topology and implemented a modified RPL in which the mobile
nodes are implemented as leaf nodes and only send DIS to request parent with-
out broadcasting DIO. The modified RPL shows better performance compared
with native RPL in supporting low mobility nodes, which is indispensable in
health care and medical applications.

In essence, the deployment of RPL should be adapted to real application scenar-
ios, and further investigations of the diversified RPL deployments, especially those
related with smart devices, are necessary in promoting the future development and
applications of RPL. Table 4.3 summarizes the major RPL applications with topology
features and metrics characteristics.

4.5 SECURITY ISSUES IN RPL

Security poses a serious challenge to RPL implementation. There are issues related
to energy and link quality specified by LLNs [42]. LLNs require stable links main-
tenance and lower energy consumption beyond the common network circumstances
and their limitation tends to have high impact on the effective design of security
solutions. Especially in large-scale networks, security should be well considered in
order to avoid large-scale contamination or information leakage.

Threats and attacks over RPL can lead to failures in authentication, maintenance
of routing information and attacks on integrity or availability of the network oper-
ations [50]. Once an attacker captures a node, it is able to obtain the encrypted
information and inject evil code to disturb the routing, which is quite difficult to be
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Table 4.3 RPL applications and metrics
Application
Scenarios

Topology Features Metric/Objective Func-
tion Characteristics

Smart Grid [5, 20] Large-scale and dense
distribution • Parents switching au-

tonomously

• Appropriate duty cy-
cling

M2M (General
Scope) [2]

Heterogeneous sensor
system and involves a
large number of devices

• Multiple next hops

• Best forward selection

Agriculture
Greenhouse [42]

Heterogeneous informa-
tion system • Multi-path

• Hop count and residual
Energy

Medical Applica-
tions [15]

Mobile nodes; Dynamic
and hybrid topology • Mobile nodes work as

leaf node without broad-
casting DIO

detected particularly when innocent nodes fail to know the attacks. Table 4.4 depicts
the attack types in RPL.

As depicted in Figure 4.4, the attacks can lead to a non-optimal routing or even
result in a worse situation such as routing loops or unreachable neighbours. For
example, when node 3 chooses node 6 as its preferred parent, which has a larger
rank, a rank attack happens with a formed loop of 3-6-5. Routing choice attack
happens when node 7 detaches node 5 and chooses node 2 as its parent node. As for
neighbour attack, node 4 can replicate messages from node 2 and deceives node 8 to
choose node 2 as its parent, which is totally out of range for node 8.

To solve the above issues, an Intrusion Detection System (IDS) that is capable
of analysing activities or processes in a network or in a node is proposed. The IDS
normally deploys monitor nodes in finite state machine mode; every node in a net-
work should be monitored under at least one of them. Such a method works well
to efficiently detect rank attacks and local attacks [29]. Other IDS based methods,
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Figure 4.4 An illustration of attacks in RPL.

such as the one mainly focusing on the inner intrusion [58], can successfully solve
routing choice attack by avoiding the optimal routing path failure caused by tam-
pering options of DIOs. Le et al. [30] made a comprehensive analysis of rank attack,
local repair stack, neighbour attack and DIS attack, and suggested that the handling
models of the attacks can be developed through training of data.

Besides the intrusion detection based methods, the encryption of information in
RPL is another option. Clark et al. [49] proposed a node-to-node encrypted authen-
tication method by exchanging an encryption key. Seeber et al. [44] deployed a Trust
Platform Model (TPM), which is able to provide cryptographic operations and node

Table 4.4 Category of attacks in RPL
Attack Type Feature Impact

Rank Attack [29,
30]

Choose non-preferred parent
as parent node

Destroy routing or format
loops

Local Repair
Attack [29, 30]

Send local repair information
untimely

Destroy routing, waste routing
resources

Neighbour Attack
[30]

Manipulate control informa-
tion to deceive neighbour
nodes

Forge and destroy routing,
waste network resources

Routing Choice
Attack [58]

Choose non-optimal routing
path

Destroy routing, waste routing
resources

Sinkhole
Attack [49]

Route traffic to the node pre-
tending to be a valid sink

Destroy routing and topology

Distance Spoofing
Attack [49]

Route traffic to a node near
the sink

Destroy routing and waste
computation resources
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authentication, to avoid evil routing information through related trust construction
and key exchange mechanism.

As shown above, anti-attacks can be a challenging task for LLNs. ROLL WG
analysed the security threats and attacks including authentication, access control,
confidentiality, integrity and availability in [50]. Considering the different categories
of threats and attacks, possible solutions have been offered, which mainly focus on
establishing session keys, encapsulation during encryption and access control. It also
points out that the sensor network limitations including energy, physical locations,
directional traffic, etc., combined with use case requirements including urban net-
works [11], building automation [36], industrial automation [41] and home automa-
tion [7], can be the new motivation to design more effective RPL in real scenarios.

4.6 RPL PERFORMANCE EVALUATION IN LARGE-SCALE NETWORKS

4.6.1 Simulation Platforms

So far there are a number of software tools [28, 39, 46] that can be used for eval-
uating RPL performance. However, this is not always the case for a large-scale sim-
ulation. Table 4.5 summarises the key features and large-scale simulation capacity
among major simulation platforms.

In our study, we consider to use OMNeT++, which is an event triggered, time
discrete open source network simulator and based on module construction and re-
alization. It is capable of implementing RPL simulation at a larger scale as well as
with advantages in other aspects, such as easy access of OMNeT++ frameworks for
different network scenarios and functional output API to obtain a series of targeted
data.

4.6.2 Framework Integration for OMNeT++

The RPL simulation is developed based on the integration of INET 2.2.0 with
MiXiM 2.3. The latest version INET 2.3 has already incorporated several functions
from MiXiM. Both of them are the most prevalent frameworks in OMNeT++.

INET is a simulation framework with comparatively mature network layer realiza-
tion. Its IPv6 network layer has been realized with diversified sub-modules, taking into
account neighbour discovery functions and its message mechanism, including Neigh-
bor Advertisement (NA), Neighbor Solicitation (NS), Router Advertisement (RA)
and Router Solicitation (RS) handlings. Here we incorporate the IPv6 mechanism to
construct RPL related functions. The routing table can store parents information,
which is necessary in RPL DODAG construction.

https://omnetpp.org
https://inet.omnetpp.org
http://mixim.sourceforge.net

https://omnetpp.org
https://inet.omnetpp.org
http://mixim.sourceforge.net
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Table 4.5 Simulator comparisons for supporting RPL
Simulator Support for RPL Support for Large-scale

Simulations

Supported Platforms

and Programming Lan-

guages
JSim [51]

• Supports multiple protocols
while the only MAC protocol
that can be used is IEEE
802.11, which is a limitation in
supporting RPL in JSim

• Inactive since 2006

• Able to support sim-
ulation scale around
500 nodes while the
execution takes a
longer time

• Complicated to use
and less efficient

• Linux, Mac, and
Windows

• Java and tcl script
language

Cooja [54]

• Fully supportive of RPL

• Part of contiki OS

• No specific energy consumption
model

• Relatively low effi-
ciency

• Limited simulation
scale with 200-500
nodes

• Long processing time

• Linux, Mac, and
Windows

• Standard C

TOSSIM [32, 33]

• TinyRPL supports MP2P, P2P,
P2MP traffic in RPL

• However, TinyRPL is not sup-
ported on the TOSSIM simu-
lator which requires a micaz
binary. Therefore, it does not
fully support RPL simulation

• Able to support thou-
sands of nodes

• TOSSIM is de-
signed specifically
for TinyOS appli-
cations to be run
on MICA Motes

• C++ and python

Ns-2 [23]

• Object-oriented design which
allows for straightforward cre-
ation and use of new protocols

• Extensible for general WSN
simulation

• Fail to simulate problems of the
bandwidth, power consumption
or energy saving in WSN

• Only support less than
100 nodes

• Rather complex and
time-consuming

• Only slightly main-
tained now

• General simulator
and compatible
with Linux, Mac,
and Windows

• C++ and OTcl

Ns-3 [9]

• Not backward compatible with
Ns-2

• Modelling of Internet protocols
and networks work

• Weak in MAC and PHY layer
development support

• Support of large scale
but more nodes be-
yond 400+ may lead to
unrealistic results

• General simulator
and compatible
with Linux, Mac,
and Windows

• C++ and python
scripts

OMNeT++ [52]

• Offers various frameworks to
deploy the network with RPL
while the integration of avail-
able modules may introduce
compatible problems

• Extensible for general WSN
simulation

• Support energy consumption
and mobility models

• Scale-free simulator • General simulator
and compatible
with Linux, Mac,
and Windows

• C++ and NED
language
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MiXiM framework is well known for its realization of MAC and physical layers,
especially IEEE 802.15.4. In our study, the CC2420 radio model is used for IEEE
802.15.4 MAC and PHY. Moreover, its battery module has been developed with
a linear model which is more reliable in battery consumption observation. Here we
deploy SimpleBattery module in MiXiM to model the energy consumption of networks
and will mainly focus on the realistic results of Tx power consumption [18].

Moreover, INET framework provides several mobility models that can be easily
utilized in the simulations, such as the mobility model in which the node randomness
is controlled by the linear model, the Gauss–Markov model, etc. We only consider
the stationary scenarios; therefore the StationaryMobility model is used as shown in
Table 4.6.

With the integration of the above frameworks, we are able to run experiments
with flexible parameters to observe the performance of large-scale RPL under various
circumstances. Specifically, the integration offers an experimental basis to construct
networks with specified functions, such as implementing new OFs, Metrics, Con-
straints, etc.

4.6.3 Configuration Details

We build our network layer based on IPv6 module in INET, the IEEE 802.15.4
MAC and PHY layer in MiXiM through 6LoWPAN adaptation. The upward routing
has been realised with DIO and DIS messages mechanism. The DIO messages are
implemented with a trickle timer. The parent and routing selections are decided by
an extra class corresponding to the OFs we defined. The basic parameters of layers
are defined in a .ini configuration file and the topology can also be preconfigured,
which can be either randomly set or according to certain patterns. The source code
is made available for further reference. With the node structure implemented above,
the RPL mechanism can be implemented in the following three aspects.

1. The RPL message mechanism is defined and achieved in the IPv6Neighbor
Discovery module. It replaces the default RA and RS message functions. The
module is deployed with DIO and DIS messages handling and responsible for
undertaking the update of preferred parents and path selection.

2. RoutingTable module plays a valid role of recording related routing informa-
tion and making routing choice when forwarding packets. It mainly serves as
a storing module that records the routing information and completes parent
node selection.

3. The DODAG construction and rank computation obeys a certain Objective
Function, which exists as an independent class completely performing the min-

https://github.com/qqbzg/rpl omnet

https://github.com/qqbzg/rpl_omnet
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Figure 4.5 Simulation construction structure.

imum cost routing path selection. This paper mainly focuses on metrics analysis;
therefore, multiple OFs with different metrics need to be deployed separately.
We deploy OF as a single class file in the simulation, such that hard codes can
be avoided and it is easy to be replaced and updated accordingly, which pro-
vides enough flexibility and extensibility. Figure 4.5 summarizes the simulation
architecture that combines the frameworks, node structure and fundamental
mechanisms.

We consider the messages that have been defined in RFCs—DIO and DIS for
upward routing, which are the triggers for DODAG. The essential key options for
routing selection are contained in messages. For example, Figure 4.6 shows the han-
dling procedures across layers when a message uses received signal strength index
(RSSI) as the key option. The RSSI information needs to be transmitted across lay-
ers and finally be utilized for path selection in the IPv6NeighborDiscovey module.
It is worth noting that Figure 4.6 deploys RSSI based handling. Other key options
may only involve the top two layers if there is nothing to do with the PHY or MAC
layers.

Table 4.6 shows the parameter configuration in our simulation. The parameters
in PHY and MAC are set according to the CC2420 datasheet. The trickle timer
parameters have been explained in Section 4.2. Figure 4.7 depicts an example of
random topology generated by OMNeT++ with 100 and 500 nodes, respectively.
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Figure 4.6 Message handling procedure cross layers for RSSI based handling.

4.6.4 Simulation of Cross-layer RPL Routing

RPL is compatible with a variety of MAC and physical protocols, especially IEEE
802.15.4. Since MAC and physical layer parameters have direct impacts on the link
reliability as well as energy consumption, taking a cross-layer approach to incorporate
low layer elements into metrics design may offer extra benefits for routing.

Sheng et al. in [45] proposed a novel method combining multi-path topology with
duty cycle ratio in the MAC layer. It proves the sustainable network performance
with the dynamic duty cycling adjustment. Di Marco et al. [34] proposed a reliability
metric based on the Markov analysis model [35] and designed an algorithm with
backwards and retransmission times of forward flow in IEEE 802.15.4. The forward
flow contains flow generated by the node itself and relayed flow from child nodes.
Compared with ETX, it takes the packet loss into account. Besides, in order to
better balance the flow in the whole network, an optimized metric is also proposed to
integrate itself flow and relayed flow with sending and receiving power, respectively.
Sajan et al. [43] proposed a cognitive radio network (CRN) based RPL protocol by
utilizing six frequency channels between nodes to represent the channel availability
obtained through the efficient spectrum sensing algorithm. The main contribution
lies in the routing repair functions regarding different channels with trickle timer of
RPL.

To illustrate the cross-layer impact on the network performance, we develop a
simulation experiment using OMNeT++. Particularly, under the same simulation
settings, the OFs are compared among hop count, ETX and a tailored ETX with
a correction factor-RSSI (RSSI-ETX), which is incorporated into the classic ETX
to further rectify the deviation of link quality. RSSI is calculated as the maximum
received signal strength in a time period from its last packet reception to the current
reception. It will be logarithmically recorded and then combined with ETX. The role
it plays is as a deviation controller to the ETX.
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Table 4.6 Parameters of RPL simulation in OMNeT++

MiXiM

MAC Layer

macTransPower 1 mW

macMinBE 1

macMaxBE 6

macMaxCSMABackoffs 20

rxSetupTime 0.1 s

macAckWaitDuration 0.000864 s

PHY Layer

phySensitivity -100 dBm

phyMaxTXPower 1.1 mW

AnalogueModel LogNormalShadowing

Connection Manager

carrierFrequency 2.4e9 Hz

pMax 60 mW

AttenuationThres -84 dBm

INET

Trickle Timer

DIOIntMin (Imin) 0.75 s

DIORedun (tK ) 10

DIOInetDoubl (Imax) 8

Topology Formation

Start Time 0 s

Simulation End Time 300 s

UDPApp (Packet Generation)

Size of Packet Payload 60∼1000 Bytes

StartTime (from) 60 s

EndTime (stop at) 60.19 s

Interval 0.02 s

Destination Node Id 0

Source Node Id All nodes except 0

Mobility

Mobility Type StationaryMobility

Playground Size 480 m×480 m
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(a) 100 nodes (b) 500 nodes

Figure 4.7 A random topology with 100 and 500 nodes developed by OMNeT++.

Figure 4.8 Packet delivery rate versus network scale under different Objective Func-
tions.

We consider the simulation with the network size from 200 nodes to 600 nodes
connected by a log-normal shadowing channel for a period of 300 s with a fixed
UDPApp payload size of 60 bytes. The time schedule of data packet transmitting is
shown in UDPApp parameters in Table 4.6. The data packets’ generation is initiated
from 60 s when a comparatively stable topology can be formed from the beginning of
the simulation (0 s). The simulation result is averaged over 5 dependent trials with
different random seeds. As depicted in Figures 4.8 and 4.9, packet delivery rate and

Random seeds are generated with a Mersenne Twister as a random sequence. The random seed
can be set differently for each module. For example, the random seed will determine the random
time unit generated in the trickle timer at the network layer.
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Figure 4.9 Mean end-to-end delay versus network scale under different Objective Func-
tions.

mean end-to-end delay are shown, respectively. The maximum number of hops in the
simulation is 12. It is worth noting that the general packet delivery rate in Figure 4.8
is lower compared with the simulation results in [12] because of the high packet loss in
multi-hop networks and burst transmissions simultaneously in the same time frame,
which causes significant congestion and interference. In Figure 4.9, we only consider
the time delay of successful packet delivery. The retransmission and buffering have
not been taken into account in our study. The increase of network size will lead to
more hops when a node undertakes the parent selection process and therefore causes
a longer delay. However, for the hop-based approach, the increasing density of nodes
can lead to a better selection of a path with minimum hops; hence its mean end-to-end
delay presents a decreasing trend. When an RSSI element is considered, the rectified
OF performs better in a comprehensive view in packet delivery rate and mean end-
to-end delay. Figure 4.10 shows the percentage of nodes with parent change which
reflects the extent of dynamic adjustment in the network during the simulation. A
higher change rate indicates a more dynamic network topology and prompt response
to link quality. However, we should admit that the overhead imposed by dynamic
change will be a bottleneck for large-scale deployment. In essence, the benefits by
reflecting physical communication channels and signal behaviours on upper layers
do play a vital role in routing communications; however, the performance trade-
off between packet delivery rate, delay and maintenance overhead should be well
considered in large-scale network design.
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Figure 4.10 Percentage of nodes with parent change under different Objective Func-
tions.

4.7 CHALLENGES AND PROSPECT

Although RPL is emerging as a comprehensive routing solution to general wireless
sensor networks, there are still challenges as follows.

1. Transmission Mode

Currently, the prominent transmission traffic type in RPL is MP2P, that is, the
upward routing implemented by DIO, which is well defined in the standard.
However, for the downward routing, the P2P and P2MP traffic modes that
are mainly implemented by DAO are not precisely defined in literature. A
complementary IETF standard protocol [17] has been proposed to solve the
congestion and latency issues exposed by P2P traffic mode while the multicast
protocol [27] has been taken into account for the MP2P mode. More efforts need
to be done in DAO scheduling to relieve the congestion and buffer requirements.

Furthermore, storage limitation is still a big challenge for large-scale routing.
Considering the non-storing and storing modes in downward routing, with the
network size increases, storing mode will lead to large memory consumption
while the non-storing mode will introduce large communication overhead [14].
The challenge is to find a balanced solution by effectively integrating both
models to reduce the memory overhead risk and improve the utilization of
node capacity.

2. Diversification of OFs

Existing literature investigated diversified influential elements in routing con-
struction, including the control overhead, link quality, remaining energy, etc.

Due to the nature of WSN and IoT applications, the network performance is
not only limited to the packet delivery and time delay, but also energy ef-
ficiency and long term stability required by LLN. It has been verified that
the combination of the influential elements can result in trade-off in routing
performance. For example, a node’s remaining energy and link quality can be
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considered jointly to create an optimal metrics in delivering long lifetime and
reliable WSN. Kamgueu et al. [25] put forward a new perspective regarding the
OF design, which introduced the fuzzy inference system (FIS) that is mainly
defined for an uncertain system. The FIS is able to merge several metrics into
one in a reasonable way. The qualitative approach is promising for RPL OF
design. Additionally, the possibility of multi-parents in high dense networks
can be further explored. Balancing the traffic load with multicast traffic or in-
troducing parent switching in traffic routing can relieve the network load and
prolong the network longevity.

In an emerging new IoT application domain, mobile nodes are allowed to con-
nect to the static routing topology and thus the routing protocol to cope with
node mobility is extremely challenging. Mobile RPL tends to lead to dynamic
changes of topology and link failures. The technical question is how to react to
a rapid change of preferred parent which has a significant impact on the reliabil-
ity and stability of the network. The mobility influence should be considered in
the OF for mobile based routing protocols. Hayes et al. [19] proposed a solution
for mobile wireless sensor networks taking into account multiple paths’ utilisa-
tion and blind forwarding technique, which is evaluated to be highly adaptable
and robust. Mechanisms in the proposed routing protocol can be brought in by
RPL and better support of mobile RPL.

In essence, an effective routing protocol design should consider the application
environment. Thus, OFs need to be adjusted specifically to satisfy the charac-
teristics of application scenarios.

3. Energy Issue

The energy consumption is always a concern in LLNs. Because of the differences
of relative distances from the current node to the sink node in the network,
energy consumption among nodes may be distinct and can lead to scenarios
with emerging bottlenecks, which will affect the network reliability. Current
studies make an effort to take nodes’ energy depletion rate into the metrics and
make predictions about the path that will consume energy at the lowest rate.
An alternative method is to introduce backup nodes to take the place of the
dead nodes with minimum network cost. However, the bottleneck nodes can be
unavoidable to some extent; thus the critical question on how to balance the
energy of nodes effectively is what needs to be looked into in the future.

In LLNs, especially in a large scale, equalizing the energy consumption is much
more important than saving the energy in the network. Nurmio et al. [38]
considered the energy of all parent nodes along the path towards the sink node,
which resulted in an equalized energy consumption rate among nodes in the
network.

Besides the scalability, the diversity of networks and distinction among nodes
also have impacts on the energy consumption. Thus different Quality of Services
requirements and power-supply types of nodes should also be considered in
future work.
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4. Cross-layer Issue

The cross-layer issue existing here is mainly related to the discrepancy between
the payload in network layer and MAC layer. MTU of IPv6 network is 1280
bytes while that of IEEE 802.15.4 MAC is 127 bytes, thus an adaptive layer—
6LoWPAN is indispensable to handle fragmentation and reassembly of data
packets as well as head compression. Gardasevic et al. [16] has proved that
with the increase of UDP payload, the routing performance including delay
and PDR will be worse in both unicast and multicast scenarios.

The increasing size of the packet payload will impact the routing performance
on consuming much more energy, decreasing packets’ delivery and increasing
network latency. The challenge of how the strategy of routing should be adjusted
according to the packet payload needs to be further explored.

4.8 CONCLUSION

RPL has the potential to provide a viable solution for routing in IoT. We have
discussed RPL in multiple aspects, including its principal mechanisms, key features,
application scenarios and security issues. Moreover, a practical large-scale simulation
investigation has been conducted. In essence, routing implementation needs to keep
pace with the rapid development of IoT and we believe RPL will play an important
role in IoT development.
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5.1 INTRODUCTION

The successful development of wireless communication networks and technologies
has triggered an exponential growth in the number of wireless communication de-
vices worldwide. In the near future, devices embedded with multifunctional sensors
and communication chip sets will be able to collect and exchange information via
the Internet. Specifically, these smart devices will be connected to computationally
powerful central computing systems to provide intelligent services for the daily life
such as environmental monitoring, e-health, automated control, energy management,
logistics, and safety management. This new concept of interconnecting a massive
number of communication and sensing devices is known as the Internet of Things
(IoT) [1].

It is predicted that in 2020, the number of devices interconnected via the Internet
on the planet may reach up to 50 billion. Besides, the density of such networks will be
around 1 million devices per km2. Therefore, the wireless communication infrastruc-
ture is a key enabler of IoT. In fact, IoT requires energy-efficient and cost-effective
wireless communications. Similar to conventional communication networks, the life-
time of IoT networks depends on the available energy at the transceivers. However,
smart devices in IoT networks are ubiquitous with various levels of mobility. In other
words, connecting these devices to fixed power grids to replenish their energy may
not be a viable option. Therefore, most of the transceivers in IoT networks will be
powered by batteries with limited energy storage which will reduce the lifetime of the
networks significantly. Although the energy shortage can be alleviated by temporary
battery replacements, such an intermediate solution may require frequent replace-
ment of batteries which can be costly, time consuming, and cause interruption of
service. This creates a serious performance bottleneck for providing stable commu-
nication, especially for delay sensitive services. On the other hand, a viable solution
to extend the lifetime of wireless communication networks is to integrate wireless
communication devices with energy harvesting (EH) technology to scavenge energy
from the environment. In practice, wind, solar, and geothermal are the major renew-
able energy sources for generating electricity [2–4], thereby reducing substantially the
reliance on the energy supply from the power grid. Yet, these conventional natural
energy sources are usually climate and location dependent which restricts the mobil-
ity of smart devices. Besides, most of these energy sources are not available in indoor
environments. More importantly, the uncontrollable and intermittent nature of these
natural energy sources makes their use in IoT communication networks challenging.

Recently, wireless energy transfer (WET) has emerged as one of the technologies
driving IoT networks and has attracted much attention from both academia and in-
dustry [5–27]. The existing WET technologies can be categorized into three classes: in-
ductive coupling, magnetic resonant coupling, and radio frequency (RF)-based WET.
The first two technologies rely on near-field electromagnetic (EM) waves. In partic-
ular, these two technologies can provide wireless charging over short distances only
due to the required alignment of the magnetic field with the EH circuit. Therefore, in
general, near-field techniques do not support the mobility of EH devices. In contrast,
RF-based WET [5–24] exploits the far-field properties of EM waves facilitating long
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distance wireless charging. More importantly, EM waves not only serve as a vehicle
for carrying energy, but also for carrying information which enables the possibility of
simultaneous wireless information and power transfer (SWIPT) and wireless powered
communication (WPC). Specifically, in SWIPT networks, a transmitter broadcasts
both information and energy signals to provide information and energy delivery ser-
vice simultaneously. In wireless powered communication networks (WPCNs), wireless
communication devices first harvest energy, either from a dedicated power station or
from ambient RF signals, and then use the harvested energy to transmit informa-
tion signals. Compared to conventional EH, RF-based EH technology provides an
on-demand energy replenishment which is suitable for smart wireless communica-
tion devices having strict quality of service (QoS) and energy requirements. On the
other hand, various “last meter” wireless communication systems, such as Wi-Fi and
small cell systems, can be potentially exploited for energy replenishment of battery
constrained wireless devices. Nowadays, simple EH circuits are able to harvest mi-
crowatts to milliwatts of power over the range of several meters for a transmit power
of 1 Watt and a carrier frequency of less than 1 GHz [28]. Although the development
of WET technology is still in its infancy, there are already some preliminary practical
applications of WET such as passive radio-frequency identification (RFID) systems.
It is expected that the introduction of RF-based EH to smart communication devices
will revolutionize the system architecture and resource allocation algorithm design.

Conventional wireless communication systems are required to provide different
types of QoS requirements such as throughput, reliability, energy efficiency, fairness,
and timeliness [29–32]. On top of this, efficient WET is expected to play an impor-
tant role as an emerging QoS requirement for RF-based wireless EH communication
networks. In practice, for a carrier frequency of 915 MHz, the signal attenuation is 50
dB for every 10-meter of free space propagation. Hence, the efficiency of WET will be
unsatisfactory for long distance transmission unless advanced resource allocation and
antenna technology are combined. As a result, various resource allocation algorithms
exploiting multiple-antenna technology have been proposed [17–24]. Specifically, by
utilizing the extra degrees of freedom offered by multiple transmit antennas, a nar-
row signal beam can be created and can be more accurately steered towards the
desired receivers to improve the efficiency of WET. In this chapter, we study the
resource allocation algorithm design for two specific RF-based multiple antenna EH
communication networks.

The remainder of this chapter is organized as follows. In Section 5.2, we introduce
various types of receiver structures for RF-based EH wireless communications. Sec-
tions 5.3 and 5.4 study the resource allocation algorithm design for SWIPT systems
and WPCNs, respectively. In Section 5.5, we conclude with a brief summary of this
chapter.

Notation

In this chapter, we adopt the following notations. AH , Tr(A), and Rank(A) rep-
resent the Hermitian transpose, trace, and rank of matrix A; A � 0 indicates that
A is a positive semidefinite matrix; matrix IN denotes an N × N identity matrix.
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vec(A) denotes the vectorization of matrix A. A⊗B denotes the Kronecker product
of matrices A and B. [B]a:b,c:d returns a submatrix of B including the a-th to the b-th
rows and the c-th to the d-th columns of B. [q]m:n returns a vector with the m-th to
the n-th elements of vector q. A complex Gaussian random vector with mean vector
µ and covariance matrix Σ is denoted by CN (µ, Σ), and ∼ means “distributed as”.
CN×M denotes the space of all N ×M matrices with complex entries. HN represents
the set of all N -by-N complex Hermitian matrices. E{·} denotes statistical expecta-
tion. |·|, ‖·‖, and ‖·‖F denote the absolute value of a complex scalar, the Euclidean
norm, and the Frobenius norm of a vector/matrix, respectively; Re{·} denotes the
real part of an input complex number.

5.2 RECEIVER STRUCTURE

Wireless communications via propagating EM waves in RF enables the possibility
of SWIPT and WPC which is foreseen to be a key technology for facilitating the de-
velopment of IoT communication networks with energy-limited wireless transceivers.
Yet, the utilization of EM waves as a carrier for SWIPT and WPC poses many new
research challenges for receiver design. Early studies on SWIPT and WPCNs were
based on a pure information theoretical approach [5,33]. In particular, it was assumed
in these works that information decoding and EH can be performed based on the same
received signal and an ideal receiver. However, this is not possible in practice, yet.
Specifically, existing EH circuits extract the energy of the received signal in the RF
domain. The EH process destroys the information content embedded in the signal.
Besides, conventional information decoding is performed in the digital baseband and
frequency down converted signals cannot be used for EH. As a result, various types
of practical EH receivers have been proposed to enable SWIPT. In particular, for
SWIPT, the information decoding process and EH process have to be separated. A
viable solution is to split the received RF power into two distinct parts, one for EH
and one for information decoding. In the following, we discuss two commonly adopted
techniques to achieve this signal splitting.

Time Switching (TS) Receiver:
With TS receivers, each transmission block is divided into two orthogonal time

slots, one for transferring wireless power and the other one for transmitting infor-
mation, cf. Figure 5.1(a). The co-located energy harvester and information receiver
switch between harvesting energy and decoding in two time slots [17]. In practice,
by taking into account the channel statistics and QoSs for power transfer, the time
durations for wireless information transfer and energy transfer can be optimized to
achieve different system design objectives. Although the TS receiver structure allows
for a simple hardware implementation, it requires accurate time synchronization and
information/energy scheduling, especially in multi-user systems.

Power Splitting (PS) Receiver:
A power splitting (PS) receiver splits the signal received at the antenna into two

streams at different power levels using a PS unit, cf. Figure 5.1(b). In particular, one
stream is sent to the RF energy harvester for EH, and the other one is converted to
baseband for information decoding [17, 19]. The PS process incurs a higher receiver
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Figure 5.1 Simple receiver structures for wireless information and power transfer; (a)
Time switching receiver; (b) Power splitting receiver.

complexity compared to the TS process. Besides, optimization of the ratio of the two
power streams is needed in order to achieve a balance between the performances of
information decoding and EH. Furthermore, additional noise may be introduced due
to the adopted PS process [14]. Nevertheless, this receiver structure achieves SWIPT,
as the signal received in one time slot is exploited for both information decoding and
power transfer. Therefore, it is more suitable than the TS receiver for applications
with critical information/energy or delay constraints [6].

In the sequel, we study the resource allocation algorithm design for two practical
wireless information and power transfer networks based on the TS receiver structure,
due to its simpler hardware implementation. Since the unit of “Joule-per-second” is
used for energy consumption in this chapter, the terms “power” and “energy” are
interchangeable.

5.3 SWIPT COMMUNICATION NETWORKS

In this section, we outline the adopted system model for the considered SWIPT
systems.

5.3.1 Channel Model

A frequency flat fading communication channel is considered. The SWIPT system
comprises a transmitter, an information receiver (IR), and J EH receivers (ER), cf.
Figure 5.2. The transmitter is equipped with NT ≥ 1 antennas and serves both the
IR and the ERs simultaneously in the same frequency band. We assume that the IR
is a single-antenna device for assuring low hardware complexity. Each ER is equipped
with NR ≥ 1 receive antennas to facilitate wireless EH. The received signals at the

The considered system can be treated as having J + 1 TS receivers where one of the receivers
is in the IR mode and the remaining J receivers are in the ER mode.
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Figure 5.2 A simple SWIPT system model with one information receiver and J = 2
EH receivers (ERs), e.g., wireless sensors. The ERs harvest energy from the received
RF signals to extend their lifetimes.

IR and ER j ∈ {1, . . . , J} are given by

y = hHws + wE + n, and (5.1)

yERj
= GH

j ws + wE + nERj
, ∀j ∈ {1, . . . , J}, (5.2)

respectively, where s ∈ C and w ∈ CNT×1 are the data symbol and the informa-
tion beamforming vector, respectively. Without loss of generality, we assume that
E{|s|2} = 1. The channel vector between the transmitter and the IR is denoted by
h ∈ CNT×1 and the channel matrix between the transmitter and ER j is denoted
by Gj ∈ CNT×NR . n ∼ CN (0, σ2

s ) and nERj
∼ CN (0, σ2

s INR
) are the additive white

Gaussian noises (AWGN) at the IR and ER j, respectively, where σ2
s denotes the

noise power at the receiver. wE ∈ CNT×1 is a Gaussian pseudo-random sequence gen-
erated by the transmitter to facilitate efficient wireless power transfer. In particular,
wE is modelled as a complex Gaussian random vector with

wE ∼ CN (0, WE), (5.3)

where WE ∈ HNT , WE � 0, denotes the covariance matrix of the pseudo-random
energy signal.

5.3.2 Non-linear Energy Harvesting Model

In this section, we discuss two mathematical models used in the literature to
capture the characteristic of practical RF EH circuits. To this end, we first study
a basic approach for extracting electrical energy from the received RF signals. In
practice, after the transmitted RF signal is received at the antenna(s) of an ER, a
passive bandpass filter is employed before the received RF signal is passed on to a
rectifying circuit, cf. Figure 5.1. In fact, the rectifying circuit is the core element of
RF EH circuits. In particular, it is a passive electronic circuit comprising diodes,
resistors, and capacitors that converts the incoming RF power to direct current (DC)
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power. Then, the converted power can be stored in the energy storage unit of the
receiver.

The RF-to-DC energy conversion efficiency depends greatly on the characteris-
tics of the rectifying circuit. In general, rectifiers can be implemented using different
non-linear circuits, starting from the simplest half-wave rectifiers, cf. Figure 5.3, to
complicated circuits that offer N -fold increase of the circuit output power so as to
improve the efficiency of the circuit, cf. Figure 5.4. A half-wave rectifier, as depicted
in Figure 5.3, passes either the positive or negative half of the alternating current
(AC) wave, while the other half is blocked [34]. Although half-wave rectifiers result
in a lower output voltage compared to other types of rectifiers, a half-wave rectifier
requires only a single diode and is a very simple design. Thus, half-wave rectifiers are
suitable for cheap and small mobile devices such as wireless sensors for IoT appli-
cations. On the other hand, Figure 5.4 depicts an array of voltage doubler circuits,
where each part of the circuit consists of two diodes and other corresponding ele-
ments. Depending on the number of stages required for a particular rectifier, the
circuit parts can be repeated until the N -th element is reached. This configuration
offers an increase of the conversion efficiency of the circuit.

In general, one can derive mathematical equations to describe the input-output
characteristic of an EH circuit based on its schematic, e.g., Figures 5.3 and 5.4. How-
ever, they usually lead to complicated expressions which are intractable for resource
allocation algorithm design. More importantly, such an approach relies on specific
implementation details of EH circuits and the corresponding mathematical expres-
sions may differ significantly across different types of EH circuits. In the following,
we discuss two general tractable models proposed in the literature for characterizing
the aforementioned RF EH process. Mathematically, the total received RF power at
ER j is given by

PERj
= Tr

(
(wwH + WE)GjG

H
j

)
. (5.4)

Figure 5.3 A schematic of a half-wave rectifier [35] where Cload, Rload, D1, and Vout

denote a load capacitance, load resistance, diode, and the output voltage, respectively.
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Figure 5.4 A schematic of a Dickson charge pump [35] with N stages, where Di, and
Ci, i ∈ {1, . . . , N}, denote the diode and the capacitor in the i-th stage.

In the SWIPT literature [36–44], the total harvested power at ER j, ΦLinear
ERj

, is typi-
cally modelled by the following linear equation:

ΦLinear
ERj

= ηjPERj
, (5.5)

where 0 ≤ ηj ≤ 1 is the constant power conversion efficiency of ER j. In other
words, the total harvested power at the ER is linearly and directly proportional to
the received RF power. Besides, the total harvested power increases with the amount
of received power without bound.

Yet, practical RF-based EH circuits introduce non-linearities into the end-to-end
WET and the conventional linear model fails to capture this important characteristic,
as shown by experimental results [35, 45, 46]. Recently, a parametric non-linear EH
model was proposed in [24,47] to facilitate the design of resource allocation algorithms
for practical SWIPT systems. Here, the total harvested power at ER j, ΦERj

, is
modelled as:

ΦERj
=

[ΨERj
−MjΩj ]

1− Ωj
, Ωj =

1
1 + exp(ajbj)

, (5.6)

where ΨERj
=

Mj

1 + exp
(
− aj(PERj

− bj)
) (5.7)

is a logistic function which has the received RF power, PERj
, as the input. In particu-

lar, three parameters, i.e., Mj , aj , and bj , are introduced to describe the shape of the
logistic function which depends on various physical properties of the RF EH circuit.
Specifically, Mj is a positive constant denoting the maximum harvestable power at
ER j, when the EH circuit is saturated due to an exceedingly large input power.
Parameters aj and bj are constants which capture the joint effects of resistance, ca-
pacitance, and circuit sensitivity. Specifically, aj denotes the non-linear charging rate
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Figure 5.5 A comparison between experimental data from [45], the harvested power
for the non-linear model in (5.6), and the linear EH model with ηj = 0.8 in (5.5).

with respect to the input power and bj is related to the minimum turn-on voltage of
the EH circuit.

In practice, for a given EH hardware circuit, the values of parameters aj , bj , and
Mj of the proposed model in (5.6) can be estimated by using a standard curve fitting
algorithm. In Figure 5.5, we show an example for the curve fitting for the non-linear
EH model in (5.6) with parameters M = 0.024, b = 0.014, and a = 150. As can be
observed, the parametric non-linear model matches the experimental result provided
in [45] closely for the RF power harvested by a practical EH circuit. For comparison,
Figure 5.5 also illustrates the total harvested power predicted by the linear model in
(5.5). It can be seen that the conventional linear RF energy harvesting model fails to
capture the non-linear characteristics of practical EH circuits, especially in high and
low received RF power regimes.

5.3.3 Channel State Information

We assume that only imperfect channel state information (CSI) is available at
the transmitter for resource allocation due to the slow time varying nature of the
communication channels. To capture the impact of the CSI imperfection on resource
allocation design, we adopt a commonly used deterministic model [19,20]. In partic-
ular, the CSI of the links between the transmitter and the information receiver as
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well as EH receiver j can be modelled as:

h = ĥ + ∆h, (5.8)

Υ ,
{

∆h ∈ C
NT×1 : ‖∆h‖2

2 ≤ ρ2
}

, (5.9)

Gj = Ĝj + ∆Gj , ∀j ∈ {1, . . . , J}, and (5.10)

Ξj ,
{

∆Gj ∈ C
NT×NR : ‖∆Gj‖2

F ≤ υ2
j

}
,∀j, (5.11)

respectively, where ĥ and Ĝj are the estimates of channel vector h and channel matrix
Gj , respectively. ∆h and ∆Gj represent the channel uncertainty due to channel
estimation errors. In (5.9) and (5.11), sets Υ and Ξj define the continuous spaces
spanned by all possible channel uncertainties, respectively. Constants ρ and υj denote
the maximum value of the norm of the CSI estimation error vector ∆h and the CSI
estimation error matrix ∆Gj, respectively.

Remark 1 In practical systems, the values of ρ2 and υ2
j depend not only on the

adopted channel estimation method, but also on the packet duration and the coherence
time of the associated communication channel.

5.3.4 Achievable System Data Rate

The energy signal wE is a Gaussian pseudo-random sequence which is known to
all the transceivers. Hence, interference cancellation can be performed at the IR to
facilitate information decoding. As a result, given perfect CSI at the receiver for co-
herent information decoding, the achievable rate (bit/s/Hz) between the transmitter
and the IR is given by

R = log2

(
1 +
|hHw|2

σ2
s

)
, (5.12)

where the interference caused by the energy signal, i.e., Tr(hHWEh), has been re-
moved.

5.3.5 Problem Formulation and Solution

In the considered SWIPT system, we aim to maximize the total achievable data
rate of the system while guaranteeing a minimum total harvested power at multiple
ERs. The resource allocation algorithm design is formulated as the following opti-
mization problem:

Problem 1 Robust Resource Allocation for SWIPT:

maximize
w,WE∈H

NT

min
∆h∈Υ

log2

(
1 +
|hHw|2

σ2
s

)
(5.13)

subject to C1 : ‖w‖2
2 + Tr(WE) ≤ Pmax,

C2 : min
∆Gj∈Ξj

ΦERj
≥ Preqj

,∀j ∈ {1, . . . , J}.
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The objective function in (5.13) takes into account the CSI uncertainty set Υ to pro-
vide robustness against CSI imperfection. Constants Pmax and Preqj

in constraints C1
and C2 are the maximum transmit power from the power station and the required
minimum harvested power at ER j, respectively. It can be observed that there are
infinitely many possibilities in both the objective function and constraint C2, due to
the CSI uncertainties. In order to design a computationally efficient resource alloca-
tion algorithm, we first define W = wwH and transform the considered problem into
the following equivalent rank-constrained semi-definite program (SDP):

Problem 2 Rank-constrained Robust Resource Allocation for SWIPT:

maximize
W,WE∈H

NT , τ, β
τ (5.14)

subject to C1 : Tr(W + WE) ≤ Pmax,

C2 : Mj ≥ Θj

(
1 + exp

(
− aj(βj − bj)

))
,∀j ∈ {1, . . . , J},

C3 : min
∆h∈Υ

Tr(WH) ≥ τ,

C4 : min
∆Gj∈Ξj

Tr((W + WE)GjG
H
j ) ≥ βj ,∀j ∈ {1, . . . , J},

C5 : Rank(W) ≤ 1,

C6 : W � 0,

C7 : WE � 0,

where

Θj = Preqj
(1− Ωj) + MjΩj and (5.15)

H = hhH . (5.16)

β = {β1, . . . , βj , . . . , βJ} and τ are auxiliary optimization variables. We note that
W � 0, W ∈ HNT , and Rank(W) = 1 in (5.14) are imposed to guarantee that
W = wwH after optimization. Now, the transformed problem in (5.14) involves
infinitely many constraints only in C3 and C4. Besides, the rank constraint in C5 is
non-convex. To further facilitate the solution, we first transform constraints C3 and
C4 into linear matrix inequalities (LMIs) using the following lemma:

Lemma 1 (S-Procedure [48]) Let a function fm(x), m ∈ {1, 2}, x ∈ CN×1, be
defined as

fm(x) = xHAmx + 2Re{bH
mx}+ cm, (5.17)

where Am ∈ HN , bm ∈ CN×1, and cm ∈ R. Then, the implication f1(x) ≤ 0 ⇒
f2(x) ≤ 0 holds if and only if there exists a δ ≥ 0 such that

δ

[
A1 b1

bH
1 c1

]
−
[
A2 b2

bH
2 c2

]
� 0, (5.18)

provided that there exists a point x̂ such that fm(x̂) < 0.
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Exploiting Lemma 1, the original constraint C3 holds if and only if there exists a
δ ≥ 0, such that the following LMI constraint holds:

C3: SC3

(
W, δ, τ

)
=

[
δINT

0
0 −δρ2 − τ

]
+UH

ĥ
WU

ĥ
� 0, (5.19)

where U
ĥ

=
[
INT

ĥ
]
. Similarly, constraint C4 can be equivalently written as

C4: SC4j

(
W, WE, ν, β

)
(5.20)

=

[
νjINTNR

0
0 −βj − νjυ

2
j

]
+ UH

g̃j
(W + WE)Ug̃j

� 0,∀j,

for ν = {ν1, . . . , νj , . . . , νJ}, νj ≥ 0, W = INR
⊗W, WE = INR

⊗WE, Ug̃j
=

[INTNR
g̃j ], and g̃j = vec(Ĝj) . Then, the considered optimization problem can be

rewritten as

Problem 3 Rank-constrained SDP for SWIPT:
maximize

W,WE∈H
NT , τ, ν, δ, β

τ (5.21)

subject to C1 : Tr(W + WE) ≤ Pmax,

C2 : Mj ≥ Θj

(
1 + exp

(
− aj(βj − bj)

))
,∀j ∈ {1, . . . , J},

C3 : SC3

(
W, δ, τ

)
� 0,

C4 : SC4j

(
W, WE, ν, β

)
� 0, ,∀j ∈ {1, . . . , J},

C5 : Rank(W) ≤ 1,

C6 : W � 0,

C7 : WE � 0,

where δ and ν are the non-negative auxiliary optimization variables introduced in
Lemma 1 for handling constraints C3 and C4, respectively. We note that constraints
C3 and C4 involve only a finite number of LMI constraints which facilitates the
resource allocation algorithm design. However, the rank constraint in C5 is still an
obstacle in solving the considered optimization problem due to its combinatorial
nature. As a result, we adopt SDP relaxation by removing constraint C5 from the
problem formulation which yields:
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Problem 4 SDP relaxation of (5.21)
maximize

W,WE∈H
NT , τ, ν, δ, β

τ (5.22)

subject to C1 : Tr(W + WE) ≤ Pmax,

C2 : Mj ≥ Θj

(
1 + exp

(
− aj(βj − bj)

))
,∀j ∈ {1, . . . , J},

C3 : SC3

(
W, δ, τ

)
� 0,

C4 : SC4j

(
W, WE, ν, β

)
� 0, ,∀j ∈ {1, . . . , J},

C5 :
✭
✭
✭
✭

✭
✭
✭

Rank(W) ≤ 1 .

C6 : W � 0,

C7 : WE � 0 .

The rank relaxed problem is a convex optimization problem and can be solved
efficiently by standard numerical solvers such as CVX [49]. Yet, the constraint relax-
ation may not be tight when Rank(W) > 1 and in that case the result of the relaxed
problem serves as a performance upper bound for the original problem. Therefore,
we study the tightness of the adopted SDP relaxation in the following theorem.

Theorem 1 Assuming the considered problem is feasible for Pmax > 0, a rank-
one solution of (5.22) can always be constructed.

Proof: Please refer to Appendix 5.6.1.
In other words, (5.21) can be solved optimally. In particular, information beam-

forming is optimal for the maximization of achievable rate, despite the imperfection
of the CSI and non-linearity of the RF EH circuits.
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Table 5.1 Simulation parameters

Carrier center frequency 915 MHz
Bandwidth 200 kHz
Transceiver antenna gain 10 dBi
Number of receive antennas NR 2
Noise power σ2 −95 dBm
Maximum transmit power Pmax 36 dBm
Transmitter-to-ER fading distribution Rician with Rician factor 3 dB
Transmitter-to-IR fading distribution Rayleigh

5.3.6 Numerical Example

In this section, we evaluate the IoT system performance of the proposed optimal
resource allocation algorithm via simulations. We summarize the important simula-
tion parameters in Table 5.1. We assume that the IR and the J ERs are located at
100 meters and 5 meters from the transmitter, respectively. In particular, the IR is an
IoT device connecting to the transmitter for information transfer while the J ERs are
idle IoT receivers requesting wireless energy to extend their lifetimes. Unless further
specified, we adopt the normalized maximum channel estimation errors of ER j and

the IR as σ2
estG

= 1% ≥ υ2
j

‖Gj‖2
F

,∀j, and σ2
esth

= 1% ≥ ρ2

‖h‖2
2
. For the non-linear EH

circuits, we set Mj = 24 mW which corresponds to the maximum harvested power
per wireless powered device. Besides, we adopt aj = 150 and bj = 0.014. We solve
the optimization problem in (5.22) and obtain the average system performance by
averaging over different channel realizations.

In Figure 5.6, we show the average achievable rate of the system versus the average
total harvested energy in a downlink system for the optimal beamforming scheme.
In particular, a transmitter equipped with NT antennas serves a single-antenna IR
and J = 1 ER. As can be observed, there is a non-trivial trade-off between the
achievable system data rate and the total harvested energy. In other words, system
data rate maximization and total harvested energy maximization are two conflicting
system design objectives. Besides, for the optimal resource allocation, the trade-off
region of the system achievable rate and the harvested energy is enlarged significantly
with NT and NR. This is due to the fact that the extra degrees of freedom offered by
multiple transmit antennas help the transmitter to focus the energy of the information
signal and thus improve the beamforming efficiency. On the other hand, increasing the
number of receive antennas NR can significantly improve the total harvested energy at
the ER. In fact, the extra receiver antennas act as additional energy collectors which
enables a more efficient energy transfer. Furthermore, it is verified by simulation that
Rank(W) = 1 can be obtained/construsted for all the considered channel realizations
which confirms the correctness of Theorem 1.

In Figure 5.7, we study the average achievable data rate versus the number of ERs
for different maximum normalized channel estimation error variances. The maximum
transmit power is Pmax = 36 dBm and NR = 2. Besides, the maximum normalized
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Figure 5.6 Average achievable data rate (bit/s/Hz) versus the average harvested power
(dBm) for different numbers of antennas.

channel estimation error variance of the transmitter-to-IR link and the transmitter-
to-ERs links are set to be identical, i.e., σ2

estG
= σ2

esth
= σ2

est. As can be observed, the
average achievable data rate decreases with an increasing number of ERs. In fact,
constraints C4 become more stringent when there are more ERs in the system which
reduces the flexibility of the transmitter in resource allocation. In particular, for a
large number of ERs in the system, the transmitter is forced to steer the transmit
direction towards the ERs to improve the efficiency of wireless power transfer which
reduces the received signal strength at the IR. On the other hand, the achievable data
rate decreases with increasing σ2

est, since the CSI quality degrades with increasing σ2
est.

In particular, for a larger value of σ2
est, it becomes more difficult for the transmitter

to focus the transmitter energy for improving the efficiency of SWIPT.

5.4 WIRELESS POWERED COMMUNICATION NETWORKS

In the last section, we studied the robust resource allocation algorithm design for
systems where a transmitter provides information and wireless energy simultaneously
to IR and ERs, respectively. In this section, we focus on a second line of research
in WET: WPCN, where the wireless communication devices are first powered by
WET and then use the harvested energy to transmit data. For instance, dedicated
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Figure 5.7 Average achievable data rate (bit/s/Hz) versus the number of ERs for NT =
8.

power beacons or power stations can be deployed in the system for WET. Compared
to conventional base stations, power stations/beacons do not require data backhaul
connections and can be installed in an ad hoc or on-demand manner. This kind of
system setup has various IoT applications for energy-limited wireless communication
sensors which need to first harvest enough energy from the environment before send-
ing information to an information receiver. In the following, we discuss a resource
allocation design to improve the system performance of such a WPCN.

5.4.1 Channel Model

A simple WPCN is considered in this section. We assume that there is a power sta-
tion transferring wireless energy to J wireless powered mobile users in the downlink to
facilitate their information transfer in the uplink, cf. Figure 5.8. We assume that both
the power station and each of the wireless powered mobile users are equipped with
NT > 1 and NR > 1 antennas, respectively, to facilitate efficient energy and infor-
mation transfer. On the other hand, there is a single-antenna IR receiving the uplink
information from the J wireless powered mobile users. In the considered network,
we adopt the “harvest-then-transmit” protocol [12, 50, 51] for WET and information
transmission. Specifically, the transmission is divided into two orthogonal time pe-
riods, namely the WET period and wireless information transfer (WIT) period, cf.
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Figure 5.8 A WPCN with J = 2 multiple-antenna wireless powered users harvesting
energy from a dedicated power base station. The harvested energy will be exploited
for future information transmission.

Figure 5.9. In the WET period, the power station sends an energy signal to the
J wireless powered users for EH. The instantaneous received signal at mobile user
j ∈ {1, . . . , J} is given by

yEHj
= GH

j v + nEHj
, (5.23)

where v ∈ CNT×1 is the beamforming vector in the downlink for WET. The channel
matrix between the power station and mobile user j is denoted by Gj ∈ C

NT×NR .
Vector nEHj

∼ CN (0, σ2
sj

INR
) is the AWGN at mobile user j. Then, in the WIT

period, the J wireless powered mobile users exploit the energy harvested in the RF
to transmit independent information signals in the uplink to the information receiver
in a time division manner. In particular, mobile user J is allocated τj amount of time
for uplink transmission. The instantaneous received signal at the information receiver
from mobile user j is given by

yIR
j = hH

j wjsj + n, ∀j ∈ {1, . . . , J}, (5.24)

where hj ∈ C
NR×1 is the channel vector between wireless powered user j and the infor-

mation receiver. Scalar sj ∈ C is the information signal of mobile user j, wj ∈ CNR×1

τ τ τ
τ

Figure 5.9 Wireless energy and information transfer protocol.
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is the precoding vector adopted by user j intended for WIT, and n ∼ CN (0, σ2
n) is

the AWGN at the information receiver. Without loss of generality, we assume that
E{|sj |2} = 1,∀j ∈ {1, . . . , J}.

Channel State Information

In practice, a power station is expected to be a simple device with limited signal
processing capability. As a result, the estimates of the CSI of the communication links
between the power station and the J wireless powered users may not be perfect. To
capture the imperfectness of the CSI for resource allocation, we adopt equations (5.10)
and (5.11). In contrast, a sophisticated information receiver can be implemented in
WPCNs for signal processing. Therefore, we assume that the CSI of the communi-
cation links between the J wireless powered users and the information receiver is
perfectly known for resource allocation design.

5.4.2 Problem Formulation and Solution

The resource allocation policy, {τ , V, wj}, for maximizing the total system
throughput can be obtained by solving the following problem:

Problem 5 Robust Resource Allocation for WPCN:

maximize
V∈H

NT ,wj ,τj

J∑

j=1

τj log2

(
1 +
|hH

j wj |2
σ2

s

)
(5.25)

subject to C1 : Tr(V) ≤ Pmax,

C2 : τ0 +
J∑

j=1

τj ≤ Tmax,

C3 : τj‖wj‖2 ≤ min
∆Gj∈Ξj

τ0

Mj

1+exp

(
−aj(Tr(VGjGH

j
)−bj)

) −MjΩj

1− Ωj
, ∀j,

C4 : τr ≥ 0,∀r ∈ {0, 1, . . . , J},
C5 : V � 0 .

Constants Pmax and Tmax in constraints C1 and C2 are the maximum transmit power
for the power station and the maximum duration of a time slot, respectively. Con-
straint C3 is imposed such that for a given CSI uncertainty set Ξj , the maximum
energy available for information transmission at wireless powered user j is limited
by the total harvested RF energy during the wireless EH period τj . In particular,
the right-hand side of constraint C3 denotes the total harvested power at ER j if a
practical non-linear RF EH circuit is assumed. C4 is the non-negativity constraint

Here, we assume that the circuit power consumption of each wireless powered user is negligibly
small compared to the transmit power consumption and thus is not taken into account.
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for information scheduling variable τj . Constraint C5 and V ∈ HNT constrain matrix
V to be a positive semi-definite Hermitian matrix.

The optimization problem in (5.25) is a non-convex optimization problem which
involves infinitely many constraints in C3. Besides, inequality constraint C3 involves
the coupling of optimization variables τj and wj . Furthermore, the right-hand side of
constraint C3 is a quasi-concave function. In general, there is no systematic approach
for solving non-convex optimization problems. In order to obtain a computationally
efficient resource allocation algorithm design, we introduce several transformations
of the optimization problem. First, to handle the quasi-concavity of constraint C3,
we solve the optimization problem for a fixed constant τ0 and obtain an optimal
solution for one instance of the optimization problem. Then, we repeat the procedure
for all possible values of τ0 and record the corresponding achieved system objective
values. At the end, we select that τ0 as the optimal time allocation for WET from
all the trials which provides the maximum system objective value. Therefore, in the
sequel, we assume that τ0 is given by its optimal value for the design of the resource
allocation algorithm.

Next, we introduce a change of variable to decouple the optimization variables in
constraint C3. Specifically, we define a new optimization variable w̃j =

√
τ jwj and

rewrite the optimization problem as

Problem 6 Transformed Problem for WPCN:

maximize
V∈H

NT ,w̃j∈H
NU ,τj ,βj

J∑

j=1

τj log2

(
1 +
|hH

j w̃j |2
τjσ2

s

)
(5.26)

subject to C1 : Tr(V) ≤ Pmax,

C2 : τ0 +
J∑

j=1

τj ≤ Tmax,

C3 : ‖w̃j‖2 ≤ τ0

Mj

1+exp

(
−aj(βj−bj)

) −MjΩj

1− Ωj
, ∀j,

C4 : τr ≥ 0,∀r ∈ {0, 1, . . . , J},
C5 : V � 0,

C6 : min
∆Gj∈Ξj

Tr(VGjG
H
j ) ≥ βj ,∀j ∈ {1, . . . , J}.

To handle the infinitely many constraints in C6, we can apply Lemma 1 for (5.26).
In particular, constraint C6 can be equivalently written as

C6: SC6j

(
V, µ, β

)
(5.27)

=

[
νjINTNR

0
0 −βj − νjυ

2
j

]
+ UH

g̃j
VUg̃j

� 0,∀j,
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Table 5.2 Simulation parameters
Carrier center frequency 915 MHz
Bandwidth 200 kHz
Transceiver antenna gain 10 dBi
Noise power (including quantization noise) σ2 −47 dBm
Power station-to-wireless powered user distance 5 meters
Power station-to-wireless powered user fading
distribution

Rician with Rician factor 3
dB

Wireless powered user-to-IR fading distribution Rayleigh
Maximum duration of a communication slot,
Tmax

1 unit

for ν = {ν1, . . . , νj , . . . , νJ}, νj ≥ 0, V = INR
⊗ V, Ug̃j

= [INTNR
g̃j ], and g̃j =

vec(Ĝj).

Problem 7 Transformed Problem for WPCN:

maximize
V∈H

NT ,w̃j∈H
NU ,τj ,βj ,µj

J∑

j=1

τj log2

(
1 +
|hH

j w̃j |2
τjσ2

s

)
(5.28)

subject to C1− C5,

C6: SC6j

(
V, µ, β

)
� 0,∀j ∈ {1, . . . , J}.

The above transformed problem is jointly concave with respect to the optimiza-
tion variables and can be solved efficiently via standard numerical solvers for convex
programs.

5.4.3 Numerical Example

In this section, we evaluate the IoT system performance of the proposed resource
allocation algorithm via simulations. We summarize the relevant simulation parame-
ters in Table 5.2. We assume that a dedicated power station is deployed for wireless
charging of IoT devices. There are J = 4 ERs in the IoT network requiring energy for
WIT. For the non-linear EH circuits, we set Mj = 24 mW which corresponds to the
maximum harvested power per ER. Besides, we adopt aj = 150 and bj = 0.014. To
obtain the average system performance, we solve the optimization problem in (5.28)
for each channel realization and average the result over different channel realizations.

In Figure 5.10, we study the average total system throughput versus the maxi-
mum transmit power from the power station, Pmax, for different numbers of antennas
equipped at the power station, NT, and at the wireless powered users, NR. We set
the normalized maximum channel estimation errors of wireless powered user j as

σ2
estG

= 1% ≥ υ2
j

‖Gj‖2
F

,∀j. As can be observed, the average total system throughput
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Figure 5.10 Average system throughput (bit/s/Hz) versus the maximum transmit
power at the power base station (dBm).

increases with increasing Pmax. Indeed, with a higher value of Pmax, the wireless pow-
ered users are able to harvest more energy for information transmission. However,
there is a diminishing return in performance as Pmax increases in the high transmit
power regime. This is due to the fact that the high transmit power from the power
station causes saturation in practical non-linear EH circuits which limits the available
harvested power for WIT. On the other hand, when the number of antennas equipped
at the power base station increases, a higher system throughput can be achieved by
the proposed optimal scheme. In fact, the extra antennas provide extra spatial de-
grees of freedom which facilitates a more flexible resource allocation, since the power
station can steer the energy signal towards the wireless powered users more accurately
to improve the efficiency of WET. Besides, the system throughput increases rapidly
with the number of antennas equipped at the wireless powered users. In fact, the
extra antennas equipped at the wireless powered users act as additional wireless en-
ergy collectors which increase the amount of total harvested energy. Furthermore, the
extra antennas at the wireless powered users would also provide extra spatial degrees
of freedom which improves the transmit beamforming gain in the WIT phase.

Figure 5.11 shows the time allocation ratio for the proposed algorithm with re-
spect to the WET and WIT periods for the case of NT = 6 and NR = 5 in Figure
5.10. As can be observed, the WET period for the proposed scheme becomes shorter
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Figure 5.11 Time allocation ratio for WET and WIT versus the maximum transmit
power at the power base station (dBm).

as the value of Pmax increases. In fact, for a higher maximum transmit power from
the power station, the wireless powered users can harvest the amount of energy re-
quired for information transmission in a shorter period of time. In contrast, the WIT
period becomes longer for an increasing value of Pmax. This is due to the fact that
the achievable throughput of each wireless powered user is an increasing function
with respect to the time allocation for information transmission, i.e., τj , for a fixed
amount of total transmit energy. In the extreme case, for a sufficiently large Pmax,
one can expect that τ0 → 0 since an infinitesimal amount of time is enough to provide
sufficient energy to fully charge the wireless powered users.

5.5 CONCLUSION

In this chapter, we studied resource allocation algorithms for two RF-based EH
wireless communication network architectures, which are of interest for IoT appli-
cations. We first discussed a parametric non-linear EH model which facilitates the
resource allocation algorithm design to enable efficient wireless powered IoT commu-
nication networks. The algorithm designs were formulated as two non-convex opti-
mization problems for maximizing the sum-throughput in SWIPT and WPCN sys-
tems, respectively. The problem formulations took into account the imperfectness of

www.ebook3000.com

http://www.ebook3000.org


Resource Allocation for WC Networks with RF Energy Harvesting � 141

the CSI and the non-linearity of the EH circuits in order to ensure robust resource
allocation. The proposed resource allocation design optimization problems were op-
timally solved by advanced signal processing techniques. Numerical results showed
the potential gains in harvested power enabled by the proposed optimization and the
benefits in adopting multiple-antenna technology for IoT communication networks.
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5.6 APPENDIX

5.6.1 Proof of Theorem 1

We provide a method for constructing an optimal rank-one solution for (5.22)
when Rank(W) > 1 is obtained from (5.22). For a given optimal τ∗ from the solution
of (5.22), we solve the following auxiliary convex optimization problem [52, 53]:

Auxiliary Convex Optimization Problem

minimize
W,WE∈H

NT , ν, δ, β
Tr(W) (5.29)

subject to C1, C2, C4, C6, C7,

C3 : SC3

(
W, δ, τ ∗

)
� 0 .

We note that the optimal resource allocation policy obtained from the above
auxiliary convex optimization problem is also an optimal resource allocation policy
for (5.22), since both problems have the same feasible solution set and τ ∗ is fixed for
(5.29).

Now, we aim to show that (5.29) admits a rank-one beamforming matrix. In this
context, we first need the Lagrangian of problem (5.29):

L = Tr(W) + λ(Tr(W + WE)− Pmax)− Tr(WY)

−
J∑

j=1

Tr(SC4j

(
W, WE, ν, β

)
DC4j

)

− Tr(SC3

(
W, δ, τ

)
DC3)− Tr(WEZ) + ∆, (5.30)

where λ ≥ 0, DC3 � 0, DC4j
� 0,∀j ∈ {1, . . . , J}, Y � 0, and Z � 0 are the dual

variables for constraints C1, C3, C4, C6, and C7, respectively. ∆ is a collection of
primal and dual variables and constants that are not relevant to the proof.

Now, we focus on those Karush–Kuhn–Tucker (KKT) conditions which are needed
for the proof.
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KKT conditions:

Y∗, Z∗, D∗
C3

, D∗
C4j
� 0, λ∗ ≥ 0, (5.31a)

Y∗W∗ = 0, Q∗V∗ = 0, (5.31b)

Y∗ = (1 + λ∗)INT
−U

ĥ
DC2UH

ĥ
−Ξ, (5.31c)

Z∗ = λ∗INT
−Ξ, (5.31d)

SC3

(
W, δ, τ

)
DC3 = 0, (5.31e)

where Ξ =
∑J

j=1

∑NR

l=1

[
Ug̃j

DC4j
UH

g̃j

]

a:b,c:d
, a = (l − 1)NT + 1, b = lNT, c = (l −

1)NT + 1, and d = lNT. The optimal primal and dual variables of the SDP relaxed
version are denoted by the corresponding variables with an asterisk superscript.

Subtracting (5.31d) from (5.31c) yields:

Y∗ + U
ĥ
DC3UH

ĥ
= Z∗ + INT

. (5.32)

Next, we multiply both sides of (5.31c) by W∗ leading to

W∗U
ĥ
DC3UH

ĥ
= W∗(Z∗ + INT

). (5.33)

From (5.33), we can deduce that

Rank(W∗) = Rank(W∗U
ĥ
DC3UH

ĥ
) (5.34)

≤ min{Rank(W∗), Rank(U
ĥ
DC3UH

ĥ
)}.

Therefore, if Rank(U
ĥ
DC3UH

ĥ
) ≤ 1, then Rank(W∗) ≤ 1. To show

Rank(U
ĥ
DC3UH

ĥ
) ≤ 1, we pre-multiply and post-multiply (5.31e) by [INT

0] and
UH

ĥ
, respectively. After some mathematical manipulations, we have the following

equality:

(δINT
+ W∗)U

ĥ
DC3UH

ĥ
= δ[0 ĥ]DC3UH

ĥ
. (5.35)

Besides, it can be shown that δINT
+W∗ ≻ 0 and δ > 0 hold for the optimal solution

such that the dual optimal solution is bounded from above. Therefore, we have

Rank(U
ĥ
DC3UH

ĥ
) = Rank(δ[0 ĥ]DC3U

H
ĥ

) ≤ Rank([0 ĥ]) ≤ 1. (5.36)

By combining (5.34) and (5.36), we can conclude that Rank(W∗) ≤ 1. On the other
hand, W∗ 6= 0 is not optimal for Pmax > 0 and thus Rank(W∗) = 1. �
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B
ig data and Internet of Things are playing indispensable roles in human’s
daily life. In the era of information, all things are linked and enhanced by the

Internet, from original virtual data to daily essentials, known as Internet of Things,
from national strategy to urban development, known as smart city. Abundant digital
sources bred by a variety of applications are not only a feature but also a challenge
of big data analysis. This chapter focuses on large-scale data processing methods
suitable for big data analysis scenarios in smart city, mainly the large-scale machine
learning. The chapter presents six prevalent directions for classification distributed
optimization evolving from standalone mode working to cluster mode. The classical
classification algorithms are intrinsically sequential violating the parallel framework;
therefore, several types of parallelization approaches are proposed to adapt stale
mechanisms to advanced distributed fashions. These approaches include a variety
of improvements facing distinct issues. In addition, this chapter discusses the basic
statistical learning problems, in which classification conforms to a generic paradigm,
and details theoretical analysis for each method. Additionally, a brief case study is
given to gain deep insight of practical applications.

6.1 INTRODUCTION

As a part of digital revolution, the Internet has been promoting information sci-
ence and technology over the last decades, eventually being considered as the symbol
of the information revolution. A universal view was that although the information
technology (IT) reinforced human interaction and communication, there was still a
lack of connection between the digital and the physical world. Recently, however,
Internet of Things (IoTs), commonly equipped with sensors, embedded systems and
wireless access, arose to link objects, machines and even human bodies [1] [2] [3].
Since the IoT, associated with ubiquitous networks, enhances the interaction with
the surrounding environment, it provides new and cost-efficient services for smart
city [4], where numerous frameworks or architectures have been proposed [5] [6].

On these frameworks, numerous techniques can be adopted to accomplish a se-
quence of tasks. Among them, classification is one of the pervasive tools in a majority
of applications. Take “traffic” as an example; it is necessary for drivers to acquire the
road condition in a particular road segment, especially in rush hour to avoid traf-
fic congestion. Collecting data from sensors placed along the roadside to detect the
vehicle flows and data from sensors in vehicles recording running status, intelligent
systems can calculate and predict the traffic condition to generate a driving recom-
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mendation ranking. The condition can be simply depicted as “good” and “bad” corre-
sponding to “recommended” and “not recommended,” respectively. Such a paradigm
is generally called binary-classification or classification problem [7], which is a signif-
icant branch of machine learning (ML). At the end of this chapter, there will be a
brief case study to demonstrate the idea.

Ubiquitous wireless sensors, smart items and smooth access, in one way, enrich
the data sources enhancing critical and insightful understanding of actions in smart
city, while, in other ways, substantially raise the volume of raw data. In the era of
big data, the underlying trend is rooted in the five Vs (Volume, Velocity, Variety,
Veracity, Value) and this vision is provided by the IoT and smart city [2] [4] using
high performance computing (HPC), especially Cloud computing. In this sense, Cloud
computing is widely thought to be a highly potential approach to overcome the large-
scale data size issues [8]. In HPC, although techniques are distinct from each other [9],
they inherently share some attributes where Parallelism is one of them.

With the incremental requirement of large-scale processing, a considerable amount
of methods including machine learning algorithms need to be modified or even re-
designed to fit in a parallel mode, because many of them are inherently sequential
methods. This chapter will focus on parallelization of several main-stream optimiza-
tion algorithms applied in binary classification as well as other machine learning
theories, for instance, stochastic gradient descent (SGD) and Newton methods.

As for parallel computing, there is a common belief that a complicated problem
can be divided into small segments which will be executed simultaneously by multiple
workers commonly in a distributed environment (including multiple machines and
multiple processors/cores). The basic tutorial and concepts can be found in [10] [11].
One may confuse the concept of “parallel” and “distributed” systems, though there
exist some differences [12], e.g., “parallel” emphasizes the concurrent processing, while
“distributed” refers to separate computing nodes with either synchronous patterns
or asynchronous patterns. To avoid the confusion, in this chapter, the distributed
system is regarded as a platform to implement parallel algorithms.

At present, there exist some distributed systems (e.g., Hadoop, Spark and Storm)
for big data processing, which are prevalent under some circumstances. These dis-
tributed systems are rooted in the very idea that a small, middle or large cluster
can only be deployed by off-the-shelf x86 hardware, instead of ad-hoc costly servers
or workstations. As open source communities grow, the above popular systems are
basically developed in an open source manner. Inspired by Google’s MapReduce
paradigm [13], Hadoop implements its own mechanism with the Hadoop distributed
file system [14]. The very name of MapReduce suggests that it consists of two phases:
Mapping, which performs splitting and sorting, and Reducing, which performs aggre-
gation. Although MapReduce provides a host of merits when coping with large scale
datasets, the mechanism is not as suitable as Spark in terms of machine learning [15].
With its special data structure, namely resilient distributed dataset (RDD), Spark
is developed for data stream and machine learning. There also exists a well-behaved
machine learning library called MLlib (Machine Learning Library). This chapter will
involve some distributed-like systems; as such, the above description may provide an
overview of the present big data processing fashion.
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As for the general machine learning, it derived from a sub-sphere of artificial in-
telligence in the 1960s, but evolved into a pivotal toolset for the modern information
technology. From Deep Blue of IBM in 1997 beating the world chess champion to Al-
phaGo of Google recently beating Lee Sedol, machine learning has implied a promising
dawn of artificial intelligence to convey insight of every aspect on this planet. High
performance computers equipped with distributed machine learning and ubiquitous
sensors will boost Big Data and IoT applications in smart cities.

According to IBM Research THINKLab, which is an advanced institution tar-
geted at technologies in business challenges, it is expected that active sensors for
city management and daily life assistance will reach more than 50 billion. Abundant
sensors will produce TB magnitude structured and unstructured data every day in
the world, which triggers an urgent need for information retrieval. Effective methods
such as classification, clustering and regression in machine learning are introduced to
facilitate smart city. For instance, moving trace data of human, traffic monitoring and
air delivers vital messages for assembling crowds, traffic congestion, air quality and
other crucial issues associated with citizens’ life quality. In section 6.7, an application
for traffic monitoring is given to build a model for navigation service, which classifies
traffic conditions with data patterns collected by sensors. Another example could be
urban infrastructure maintenance.

In New York City, the infrastructure of a power grid over 100 years old is consider-
ably outdated, which has become the largest challenge to grid reliability. To gradually
replace and maintain new smart grid components, researchers access historical data
from failure records, repairing records and other grid source records incorporating
supervised machine learning algorithms for ranking potential objects, failure proac-
tive action and decision, and utility plan decision [16]. It optimistically illustrates
that intelligent management in smart grid through knowledge discovery and machine
learning analysing historical data can enhance its resilience, decision making and
effectiveness. Readers who have interests in machine learning can acquire further
information in [17].

In this chapter, the concern is about a part of basic theories. As we mainly consider
that the root of a set of machine learning algorithms lies in the study of statistical
learning theory adopted by, for instance, pattern recognition, regression estimation
and density estimation [18], one of the principal problems is the optimization of
learning algorithms. In [18], it illustrates an explicit explanation from theoretical
derivation to pragmatic implementation.

The first assumption is that in a supervised scenario, there is an unknown sample
vector with distribution P (x), associated with label y, paired (xi, yi). The target is to
train a model (in practice, training is to acquire the optimal parameter vector ω) to
predict the label of future input points, and the operation of training is to measure
the discrepancy between the real response yi and the learning result yl, denoted as
L(yl, (xi, yi)). We then have a risk function

R =
∫

L(yl, (xi, yi))dP (x) (6.1)

www.ebook3000.com

http://www.ebook3000.org


Distributed Machine Learning in Big Data Era for Smart City � 155

Here, the pair (xi, yi) can be depicted as a function f(ω) using the model ω. The
problem is to obtain an optimal f(ω) from a function set to minimize the risk function.
However, there is no prior experience in the unknown distribution. Therefore, the
problem will be transferred into minimizing an empirical risk function

Rempr =
1
l

∑
L(yl, (xi, yi)) (6.2)

where l represents the number of samples x. Obviously, the form of loss functions is
case dependent; more details can be found in [18].

The subsequent part of the chapter intends to elucidate several prevalent op-
timization methods reducing a concrete risk function. The rest of the chapter is
organised as follows. In Section 6.2 and Section 6.3, two prevalent convex optimiza-
tion methods and their parallelization are introduced, namely, the SGD and the
Newton method. Section 6.4 presents the Petuum system, a specific parallel comput-
ing platform for machine learning. In Section 6.5, an architecture for decomposing
optimization processing is introduced. Section 6.6 summarises two other parallel im-
provements. In Section 6.7, we conduct a brief case study for an application in the
smart city by using basic classification. Finally, Section 6.8 concludes this chapter.

6.2 THE STOCHASTIC GRADIENT DESCENT (SGD) IN PARALLELIZATION

Owing to the basic statistical learning scenario, the follow-up problem is narrowed
down to picking out an optimal solution fopt in a set of functions, which is also
known as optimization (training model). A general learning algorithm named SGD
is proven to be an efficient tool for a large training dataset based on a series of
recent contributions [19] [20] [21] [22] [23] [24], which also introduce several advanced
parallelization implementations.

Figure 6.1 demonstrates the gradient of sinc function with a 2-D contour. Sinc
function is given in a 3-D graph. Generally, gradient implies the greatest increasing
direction of the function, which is represented by blue arrows in (b). The length of
an arrow denotes its magnitude and the colors of vertical lines are associated to the
location in the function in (a). The gradient descent was first introduced in [25].
Simply put, minimizing the empirical risk function is achieving the optimal value
of ω. One way to do this is to iteratively update ω along with the direction of the
function descent with the entire set of training data and an initialization. As such,
the descent direction is opposed to the gradient of loss function. At the time for the
next iteration, we have

ωt+1 = ωt − α
∑

▽L(yl, (xi, yi)) (6.3)

where α means the manual descent step. In the present work, generally, ▽ represents
the gradient of a function. Furthermore, if substituting the above step for the Hessian
matrix (the matrix of the second-order partial derivative of a function) of the loss
function, the gradient descent is turned to be the 2nd order gradient descent. It is
easy to see that the gradient descent is intrinsically a batch method and has to buffer
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Figure 6.1 Gradient of sinc function. The gradient usually indicates the direction of
function increasing.

the whole data. In the meantime, the volume of data is seeing a sharp increase at an
unprecedented rate, which triggers serious large-scale assignments problems.

To overcome this problem, SGD randomly draws one single point for each itera-
tion. It can be denoted as follows

ωt+1 = ωt − η▽L(yt, (xt, yt)) (6.4)

where, at time t, it only uses one sample with the step size η. Note that SGD is
inherently sequential and can be easily employed in a fast online fashion. Some rec-
ommendations and attributes are provided in [19]. Admittedly, SGD fits in the large-
scale environment. Nevertheless, the latest high-performance computing structures
are composed of multi-nodes or multi-processors, making it difficult to be compatible
with the pure sequential approaches. Consequently, researchers recently have paid
more attention to the parallelized paradigm. In what follows, some recent endeavours
are outlined.

In practice, the gradient descent is frequently employed in convex optimization,
which prevails in classification and regression problems. An essential difference be-
tween classification and regression is the object type, discrete value for classification
and continuous value for regression. In smart city, classification promotes prediction
and recognition for behaviours, activities and status, such as transportation condition,
crowding and security, based on data collected from weather, entry-exit inspection,
the stock market, etc. On the other hand, urban administrators take advantage of
regression to estimate the incoming economy trend, the future population, electricity
consumption rate, etc. In the case of crowding and human flow, security departments
are highly prone to concern about accidents, terrorism and criminal, which will usu-
ally be discerned by the gathering and movement of crowds. Handling urban sensor
data, an administration can track the status of crowds in real-time to discover some
hidden anomaly symptoms and predict an emergency, allowing the local police force
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in advance to reduce losses and even prevent: chaos by evacuating people ahead of
time.

6.2.1 Parallelized SGD Based on MapReduce

In [20], it sticks to the classic SGD methods because of its consistent convergence
and easy implementation. There are two major branches in the state of the art of
parallel architectures in high-performance computing in light of recent work, parallel
computing in a multi-core system and distributed computing in a multi-machine
platform. As it should be clarified, here we concentrate on the tasks being completed
in a distributed scenario. The multi-core structure in the optimization of existing
binary-classification problems, also known as the two-classification problem, will be
discussed in subsequent statements. As mentioned before, due to several merits, the
SGD method is continuously broadly regarded as one of the most effective and efficient
methods of numerical optimization in large-scale machine learning domain [26].

According to [20], the proposed algorithm is devised to fit in a MapReduce scheme,
which has relatively higher latency of data access and lower interaction between ma-
chines than multi-core platforms. Apparently, it seems to be a natural process that
each local machine trains part of data of the entire collection of samples. Nevertheless,
this working mode leads to a heavy communication pressure as well as low parameter
convergence. Alleviating communication overhead is one of the most pertinent issues
in the sense of simultaneous processing. Since each iteration of MapReduce needs
access data in the local disk, the training procedure brings about a waste of com-
putation. Therefore, the authors adopt sub-problems segregation and local solution
aggregation [27] to dramatically reduce communication cost while they replace the
inner loop with a parallel-SGD step. In addition, another contribution is integrating
an asymptotic convergence property of online learning into their parallel-SGD algo-
rithm. This property ensures all local parameter vectors will end up with the same
limit value with a fixed learning rate η.

The main discussion is a limit at general convex cost function with regularization
following minimization of real risk function.

(CostFunctionwithL2Regularization)f(x, y, ω, b) =
1
2
‖ω‖2 + L(x, y, ω, b) (6.5)

where b and ω are the bias and the parameter, respectively, and 1
2 ‖ω‖

2 is the L2

regularization. It is noteworthy that in this paper, rigorous mathematical proofs have
been presented to guarantee contractive mapping through distribution algorithms
and low errors in the sense of a stationary point, based on general statistical learning
theories and functional analysis. Detailed analysis can be found in its appendix.

6.2.2 Online SGD in Round-robin

The online SGD version is also a hot spot in the high-performance computing
sphere. Parallel computing can be represented as a low processor-level or thread-
level paradigm, for instance, multi-core CPU, GPU and multi-processors system with
shared memory, opposed to a distributed model, such as MapReduce or Spark. Aside
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from the existing ideas, online learning is another way to tackle general large-scale
and dataflow problems, which characterises samples input as streams.

This contribution [28] helps online learning to develop a parallel property along
with its advantages in convergence and flexibility in spite of being intrinsically con-
secutive. Apparently, according to [28], traditional online measurements encounter
some bottlenecks and low efficiency problems based on some high speed applications
and large amounts of data cube in effect. The authors claim there exist a few factors,
low efficient usage of multi-core processors, incompatible speed between CPUs and
peripherals, namely memory access, disk storage and network, which are unable to
fit in pervasive cloud architectures. Admittedly, they propose two delayed update al-
gorithms targeted at the shared memory multi-core structure and ordinary machine
clusters, but it is uncertain that the method is suitable for distributed models.

The two algorithms share one property of delay updates. The first one, called
asynchronous optimization, makes each core calculate gradients independently using
a shared parameter variable; the second one, called pipelined optimization, makes
a family of linear functions be calculated independently on different cores. During
the whole procedure, each core updates parameters based on its own timeline, which
could generate the delay up to τ = n − 1 (suppose the parameter ω ∈ Rn if the
multi-core is formed in a round-robin fashion. From the pseudo-code, the update
step would be 1) δ

t−τ and 2) δ√
t−τ

(τ is a constant specified by heuristics). Based on
the two delay coefficients, the subsequent theoretical analysis presents corresponding
regret bounds. More details can be found in the version [29]. Additionally, three other
bounds are inferred under assumptions, namely linearity of functions and Lipschitz
continuity of gradients, because the impact of the correlation between adjacent points
in a data stream is not negligible.

To face sequential challenges, this literature provides theoretical proofs with eval-
uation results, which indicate that slight delayed updates affect the convergence little
but accelerate the computation significantly.

6.2.3 HOGWILD! for “Lock-free”

In terms of the basic inner loop of SGD, the synchronization step, also called
locking, is of necessity for robustness and convergence, which in turn heavily affects
its parallelized formalization. Thereupon, Niu et al. [21] proposed an approach with-
out locking to parallelizing the SGD, called “HOGWILD!”, due to an ill-behaved
MapReduce-like pattern for large-scale and web-scale data sets.

In this work, HOGWILD! introduces a concept of sparsity and keeps its target at
three sparse separable cost examples: Sparse SVM based on bi-classification, Matrix
Completion based on collaborative filtering, and Graph Cuts. It is assumed that the
fractional functions would only act over a small part of data because the data volume
is huge. From the perspective of sparsity, it guarantees the linear convergence with a 1

k

rate for a constant step and the corresponding robustness. In a nutshell, HOGWILD!
makes it available that processors can arbitrarily access and revise decision variables
stored in a shared memory regardless of writing conflicts amongst them. Evidently,
the risks because of overwriting are negligible. Specifically, an additional operation
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is seen as atomic as a single element step while numerous elements usually occupy
synchronization running. To update the decision, at the outset, HOGWILD! randomly
pick samples in the sets. Then, it follows the general formalization while with one
normal basis in the vector space.

xν ← xν − ηbT
ν Ge(x) (6.6)

where η is the constant or variable step, bν denotes one basis, ν ranges from 1 to n and
also ν ∈ e, and Ge is the sub-gradient of the corresponding risk functions multiplied
by the size of datasets |E| (here, e ∈ E). It is evident that some risk functions are
zeros with the corresponding samples outside the subset e.

As a consequence, each processor utilizes the above formula randomly and iter-
atively computes the parameter vector. Theoretically, the authors derive some con-
ditions and present adequate proofs to ensure its convergence, even nearly within
the same steps as the sequential one. In their experiments, compared with an online
method [28] [29] and Vowpal Wabbit [30], HOGWILD! achieves better speedup and
converges nearly linearly.

6.2.4 AsySVRG for asynchronous SGD Variant

In contrast to the gradient descent dealing with batch loads, the SGD resembles a
stream process updating parameters once per sample until the empirical risk function
decreases to a sufficiently small value. Abundant literature indicate that SGD fits in
high-speed large-scale computing.

In [22], it proposes an asynchronous parallel SGD approach coupled with the
parallelization of the stochastic variance reduced gradient (SVRG) [31], named
AsySVRG. Although recent computer clusters have gained popularity in high-
performance computing, each single machine incorporates a multi-core system to
handle sub-problems. Also, a single node is facing a data flood trend. Admittedly,
increasing physical workstations can alleviate the pressure, however costly. On the
contrary, increasing cores for parallel threads in one machine is likely to be a plausible
way.

The proposed algorithm firstly allocates a shared memory storing the parameter
ω (only one thread can access it at a time) and inconsistent reading ω (reading is
free while updating is restricted). Then, the step below is taken in parallel.

νm = ▽f(uk)− ▽f(u0) + ▽f(u0) (6.7)

um+1 = um − ηνm (6.8)

where u0 = ωt, um = ωt+m, k is the updating number of νm and m is the updating
number of ω. More details can be found in [31]. After the parallel phrase, there are two
options, replacing the current solution in memory with the latest result or averaging
the result within the loop. This depends on the subtraction τ , from k −m < τ .

Convergence upon two conditions is analysed, which presents the linearity. The
experiments evidently show AsySVRG outperforms the previous Hogwild! paradigm
in terms of runtime and speedup.
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6.2.5 ASGD with Single-sided Communication

Inspired by [20], ASGD (Asynchronous Parallel Stochastic Gradient Descent) [23]
is proposed by two researchers still attempting to further improve synchronization
efficiency, also called “locking” in article [21], induced during the parallelization pro-
cedure. As it asserts, since parallel machine learning is becoming increasingly signifi-
cant, many practitioners endeavour to tailor traditional machine learning algorithms
into the MapReduce framework. Obviously, among them, the SGD is a desirable one.
It is also widely accepted that MapReduce yields high interaction overhead between
nodes. As such, differing from previous work, the authors target replacing the ordi-
nary communication mode by an asynchronous single-sided scheme so as to achieve
the “lock-free” goal.

The authors notice that the general communication of two-sided protocols is the
main reason that expensive links happen. Therefore, the proposal of Asynchronous
Parallel Stochastic Gradient Descent (ASGD) is raised, which first adopts the mini-
Batch update approach [32], and then enables the asynchronous single-sided strategy
[33]. To be more specific, after taking the same initialization and parameter set-ups
as article [20], this method treats the online gradient descent update step as their
key leverage point. There exists an external update term ∆(ω)

∆′(ωt+1) = ωt −
1
2

(ωt + ωt′) + ∆(ωt+1) (6.9)

where ωt denotes a parameter vector at iteration t. Additionally, in order to overcome
the drawback of data races mentioned in article [21], the ASGD introduces a decision
function to distinguish “bad” or “good” state parameters. According to its practice
results, the effect of data races is negligible.

Unfortunately, as claimed, ASGD just integrates existing algorithms and will
degrade to parallel if the communication interval is infinite. However, it still provides
fast convergence and is more scalable than previous works.

6.3 THE NEWTON METHOD IN PARALLELIZATION

In real-world, there are substantial situations where we cannot solve a problem
ending up with an exact formulization, which is an analytical solution. A majority
of cases are prone to acquiring an approximately numerical solution. The Newton
method, also called the Newton–Raphson method, is a commonly used technique to
efficiently find an approximate solution to a real-valued function in light of numerical
analysis. A brief introduction of the Newton method will be demonstrated as follows:

For the sake of convenience, we consider one single variable in functions, which
are assumed second-order differentiable. A basic and simple idea for approximation
is a linear function. From the perspective of Taylor’s expansion about the point x0,

f(x) = f(x0) + f ′(x0)(x− x0) + O(f ′′)(1storderTaylorpolynomial) (6.10)

Omitting the remainder term O(f ′′), we have

f(x) ≈ f(x0) + f ′(x0)(x− x0) (6.11)

www.ebook3000.com

http://www.ebook3000.org


Distributed Machine Learning in Big Data Era for Smart City � 161

Let f(x) = 0, then

x = x0 −
f(x0)
f ′(x0)

(6.12)

Substituting this result into the objective function f(x), it would check if it is suf-
ficiently close to 0. If not, we simply iteratively continue this updating process to
obtain

xn+1 = xn −
f(xn)
f ′(xn)

(6.13)

until the value of f(xn+1) is almost 0. Numerically, there is still a tiny residual while
it can be negligible under the accuracy requirement.

The Newton method can be also interpreted in a geometrical sense. Turning back
to the aforementioned formula f(x) ≈ f(x0) + f ′(x0)(x− x0), then

f(xn+1) ≈ f(xn) + f ′(xn)(x− xn) (6.14)

It can be regarded as a tangent line of the curve f(x) at the point (xn, f(xn)), and the
root or approximation of it, xn+1, is the x-intersect of the tangent line. Now, as xn+1 is
the next initial of the true root, the same step is repeated for the next approximation
xn+2. This is an intriguing procedure because each result will asymptotically be close
to the true solution at the rate of quadratic convergence. As such, the Newton method
prevails in the sphere of convex optimization.

As we can see from above, classification largely narrows down to convex optimiza-
tion, which can be accelerated by the Newton method. The typical machine learning
algorithm plays a crucial part in smart city infrastructure applications. Urbanization,
tremendous lifestyle changing and rapid work pace heavily rely on sustainable urban
infrastructures, including hospital, police, electricity and sanitization, which urban
service providers have been requesting for many years. Abundant data from energy
efficiency, serviceability and functionality have attracted increasing attention, where
clustering is adopted to merge similar fields to identify invisible troubles and classi-
fication is applied to guide utility planning and malfunction diagnosis. Furthermore,
society and public security issues have been raised to an unprecedented high level
owing to global terrorism and regional instability. Based on public data collected
from social media, blog posts or video comments, global security departments are
expecting a reliable classification method to assist in locating potential dangers.

The Newton method is a very effective and efficient tool with quadratic conver-
gence, although it may consume considerable resources and may not have convergence
guarantee. It heavily relies on the initial point. If the initial guess is close enough to
the optimum, it may perform ideally, otherwise slowly, even divergently. The basic
theory and details can be found in [34].

Recently, the parallelization of the Newton method attracted researchers’ atten-
tion due to data acquisition in big data. Lin and his team make great contributions
to it [35] [36] [37] [38]. Their work is presented below.
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6.3.1 A truncated Newton Method: The Trust Region Newton Method (TRON)

In either logistic regression (LR) or support vector machines (SVM), the convex
optimization always attracts the most attention. At the outset of the chapter, we
have introduced that, technically, one of the overriding issues of machine learning is
optimization. Take typical statistical learning for example. The primitive purpose is
to minimize the “real expected risk,” Er(f), while the truly concerned and obtained
term is the function f∗ which finally makes the value of the risk smallest.

In the article [35], Lin et al. modified the bound-constrained conditions to un-
constrained occasions based on their previous work in truncated Newton approaches.
The Trust Region Newton Method (TRON) is also aiming at the huge volume dataset
with thousands of, even millions of, dimensions, namely features. Because the LR and
SVM problem are alike, the proposed TRON algorithm is suitable to both with L-1
or L-2 regularization. In a nutshell, a basic assumption is that the objective function
is convex. The optimal solution will be searched along the Newton direction and the
parameter will be updated until it reaches stopping condition.

d = − ▽f

▽2f
(NewtonDirection), ωt+1 = ωt + d(Update) (6.15)

where ▽2f is the Hessian matrix if it contains multi-variables and ▽f is the gradi-
ent. TRON intends to consider two concerns: 1) how to determine the appropriate
direction and guarantee the convergence quality; 2) owing to the high dimensional-
ity, the Hessian matrix is so large that storing it and calculating its inverse become
nearly infeasible. In general, to tackle issue 1), it defines a variable region to bound
the updating length. Within it, the calculated direction shall be trusted and be ap-
plied to the parameter, otherwise the parameter remains. Meanwhile, the region itself
would be updated based on an approximation ratio between practical reduction and
expected reduction. To address 2), it makes an assumption that the Hessian matrix
is sparse while the product of the Hessian and data vector is denser and smaller.
Therefore, the inverse is avoided.

Specifically, let qrs be the quadratic Taylor’s expansion,

qrs = ▽fd +
1
2
▽2fd2, (6.16)

ratio =
f(ω + d)− f(ω)

qrs
. (6.17)

The region is denoted by δtrust, which is also updated at the end of each iteration.
From now on, the problem is transferred to minimize qrs, subject to ‖d‖ ≤ ∆trust. At
the following stage, it is to solve qrs by the conjugate gradient method. Moreover, as
for the product,

▽2fd = d + CXT (D(Xd)) (6.18)

where C is a constant matrix, D denotes a diagonal matrix and X represents the
data matrix. To update the ω and δtrust is to check whether the actual reduction
ratio is large enough.
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Last but not least, with six test-sets containing distinctive numbers of features,
TRON presents well-behaved performance and a high convergence rate. Based on the
algorithm, their future work focuses on distributed improvement while still maintain-
ing high quality.

6.3.2 The Distributed TRON Based on Spark and MPI

As one of the most fashionable platforms for Cloud computing and big data ana-
lytics, Spark has attracted much interest from fellow researchers. Since MapReduce
is broadly viewed as being slow with iterative computation, Spark is quite preva-
lent among researchers. The aforementioned TRON inspires them to come up with
a distributed implementation using Spark. It is well-interpreted because the basic
idea still adheres to the universal master-slave mode and only maps matrix-vector
multiplication into slave nodes.

Technically, the research [36] follows the main scenario of the TRON while the
heavy computation occurs in the approximation stage of minimizing the Taylor’s
expansion. Taking the product (6.18) out as an exclusive step, the data matrix is
split into parts. Therefore, it becomes a component-wise operation.

f =
1
2

ωT ω + C
∑

fk → ▽f = ω + C
∑

▽fk → ▽2fd = d + C
∑

▽2fkd (6.19)

From the above theory, it is evident that the computation takes place locally if the
divided data are stored in slave nodes; then the algorithm aggregates the intermediate
results into the master node. Undoubtedly, two phrases are introduced in this article:
1) Partitioning data, aggregating intermediate and updating the parameter vectors;
2) Shipping the current parameter vectors and updating step vectors to slave nodes.

The authors also dissect the implementation details to figure out to what extent
they would affect the ultimate convergence and speedup. The details include the
loop structure in the program languages, the data encapsulation, the mapping and
reducing style and the temporal variables. In the end, experimental results show the
distributed TRON is of fault-tolerance.

6.3.3 General Distributed Implementation of TRON

A successor study of the distributed Newton method [37]. Differing from the
employment of the TRON in Spark, the authors intend to adjust it to a universal
parallel framework without loss of generality. They adhere to the parallelization of
matrix-vector multiplication to handle the challenges of parameter communication
cost. Meanwhile, to facilitate the computation speed, the separation format of training
data has been mainly discussed.

As can be seen, the matrix-vector product indeed decreases the delivery pressure
between each iteration, while in this article, the separation format of samples also ex-
erts a significant influence on the computing phrase if the dimensionality outnumbers
the magnitude of data. To simplify the idea, the update step is denoted as

▽f(ω) = ω + C(Y X)T (δ(Y Xω)−1 − E) (6.20)
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where E denotes all the elements of the matrix are 1. For instance, it is similar to the
ordinary operation, while feature-wise, each node will contain a part of the divided
parameter vector and the whole set of label matrix Y . The formalization is as follows

Xω =
∑

Xjωj (6.21)

where ωj represents the sub-vector of ω. The evaluation manifests the instance-wise
split and feature-wise split are suitable for the two conditions, magnitude of data be-
ing larger and smaller than dimensionality, respectively. Also, compared to a decom-
position framework, ADMM, and a machine learning project, Vowpal Wabbit [30], the
distributed TRON illustrates that its iteration maintains the same efficiency ignoring
the cluster scale and it achieves comparable, even faster and scalable, performance.

6.3.4 Matrix-vector Product Improvement for Inner Mechanism

Further performance improvement in the built-in matrix-vector product mech-
anism with respect to the previous Newton method is studied in the paper. Ob-
viously, in [38], the authors assume that the Newton method performs well while
the bottleneck is the sparse matrix-vector multiplication. They primarily consider a
multi-processor environment. First, a matrix split type [39] is adopted for products’
uncorrelation. Second, several ways are conducted to parallelize the matrix-vector
multiplication, including OpenMP, MKL and an effective format, called Recursive
Sparse Blocks (RSB) [40] [41], which is employed for multi-core thread parallel sparse
matrix-vector multiply (SpMV). The outcome demonstrates the implementation of
OpenMP outperforms other recent methods over the parallel Newton method.

6.4 THE PETUUM FRAMEWORK

It is natural to think that distributed machine learning plainly inclines people
towards optimization of a variety of methods in a sense of isolation. In other words,
one may purely emphasise its superiority upon some particular occasions or in a
restricted field instead of a universal area. It turns out that almost each branch of
machine learning tends to evolve gradually to parallelization along with its prelimi-
nary solvable direction. Indeed, the above practice is effective and makes significant
breakthroughs, while little work has been done devising an ad hoc mechanism for
general machine learning algorithms. Although the common big data platforms have
their own ML extension libraries, for instance, Mahout [42], MLlib [43], Vowpal Wab-
bit [30], and GraphLab [44], the drawbacks still occur inevitably [45]. The problem
discovered in [45] is the migration of classic algorithms from a single computer to a
cluster or cloud environment. To put it simply, these systems may fail to offer proper
built-in blocks or take advantage of flexible iterations.

Xing et al. [45] attempted to acquire in-depth insight into the fine-grained op-
erations to extract several intrinsic properties of the ML methods without loss of
generality. They believe that the two keys underlying the collection of ML are data
and model, which inspire data-parallel and model-parallel approaches, repsectively.
Consequently, three crucial and fundamental shared-properties are extracted: 1) error
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tolerance, 2) dynamic structural dependency and 3) non-uniform convergence, which
are supposed to be treated equally, carefully and efficiently. Petuum, proposed in
this work, sets its goal as a general-purpose platform to systematically address par-
allelism challenges with the observed inner properties. As can be seen, it still adopts
the centralized formation.

Alongside the three properties, three corresponding system objectives are in-
troduced: 1) converging parameters simultaneously at low communication cost, 2)
scheduling the parameters’ updating policy considering their dependencies and 3)
prioritizing communication for non-convergent parameter components. From a per-
spective of statistical learning theory, Petuum first views the ML algorithms as a
process of iterative-convergence. Given D is the dataset and δ is the updating func-
tion, M represents the model with a particular stopping condition

M t = F (M t−1, ∆(M t−1, D)) (6.22)

where t denotes the order of iteration and F aggregates all intermediate values.
Then, the data-parallel and model-parallel mechanisms dissect the following stages,
respectively.

In data-parallelism, the training set D is separated and stored in the individual
nodes. Thereby, let the function δ be applicable to a subset of D,

M t = F (M t−1,
∑

∆(M t−1, D)) (6.23)

At this phrase, the master worker will aggregate the temporal partial variables taking
on the additive operation. This data separated scenario is rooted in the feasibility of
the additive operation over independent and identical distributed (IID) data.

In mode-parallelism, the mode S is the one partitioned,

M t = F (M t−1, [∆(M t−1, M t−1St−1
p )]p), (6.24)

where p is the pth node in the system and S denotes a scheduling function which
determines the updating components of the parameter vector in local workers. That is
to say, with a well-designed scheduling function, the whole elements in the parameter
are free to be updated individually over the same IID dataset. Significantly, the key
foundation of this scenario is the independency or ill-correlation of the elements [46].

Based on the above principles, Petuum is ultimately designed with three princi-
pal modules: scheduler, workers and parameter server. As stated, the scheduler takes
responsibility for choosing specified elements to update upon the customized stan-
dards. The workers execute the regular computational tasks simultaneously ignorant
of data existence format, for example, the file system HDFS or Yarn. The third one,
a parameter server, makes it convenient to access the shared vector; in the meantime,
it restricts the consumption of network resources.

It is noteworthy that Petuum is an open source library including a bunch of preva-
lent ML algorithms despite not mentioning in detail. Additionally, Petuum success-
fully exploits three intrinsic properties to speed up ML algorithms and the rigorous
theoretical analysis can be found in [45].
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On top of the state-of-the-art distributed ML frameworks, it is inevitable in com-
munication that the parameters will be shared, transmitted or asynchronously over-
written. Based on the learning theory, the core of optimization is to adjust the pa-
rameter vector iteratively to a stable and convergent value. Empirical experiments
show numerical models are massively matrix-parameterized. Thereby the communi-
cation pressure arises. Taking a platform example of Petuum, one of its main mod-
ules is the parameter server (PS). Based on the public server, partial components
are modified during one iteration, then aggregated. A Sufficient Factor Broadcast-
ing (SFB) structure is proposed in [47], aiming at reducing the communication cost
of matrix-parameterized models to solve SGD and stochastic dual coordinate ascent
(SDCA) [48] [49]. Typically, the models can be abstracted as follows

min
A

L(Ax) + R(A) (6.25)

where A is the parameter matrix, L denotes a set of loss functions and R represents
the regularization function.

The SFB takes a basic idea from non-negative matrix factorization (NMF), which
factorizes a tense large matrix into two sparse and low rank non-negative matrices.
Simply put, the model consists of three primary phrases: 1) decomposing the raw
matrix; 2) shipping the core “Sufficient Factors” to workers; and 3) reconstructing
with two factors. During the whole runtime, the full matrix will never be shipped.
Since the factorized low-rank matrices are much smaller, the cost will be reduced
drastically. It is worth mentioning that to avoid full broadcasting, the authors in-
troduced the Halton sequence [50] idea of having a subset of machines connected.
Messages can only be sent within a particular circle. Evidently in experiments, the
convergence quality is slightly worse than the full matrix scheme in the runtime, while
it asymptotically converges to the optimum. Details and the potential extension can
be found in [47].

Specified devised distributed machine learning overcomes a series of common
shortcomings existing in general-purpose distributed architectures. A wise idea would
be making two types of processing frames connect seamlessly to construct a Big Data
analysis flow. The future countless sensors will inevitably be embedded in a variety of
smart devices for numerous types of purposes, producing excessively high volume un-
structured data with tedious noise, which has to be taken seriously ahead of relation
and dependence analysis. Those general-purpose systems are extremely suitable for
data cleaning, batch relational transformation, bulk outputs, precise index and storing
for data warehouses, whereas not for distributed machine learning platforms. Seam-
less merging guarantees data integrity and ordering for machine learning iterative
and consistent access, which underpins the outcomes for end system administrators
and also consolidates the core role of machine learning.

6.5 THE CONVEX OPTIMIZATION DECOMPOSITION METHOD

For general distributed implementation, the synchronous SGD or the distributed
Newton method is an effective measure to cope with noticeable challenges. However,
there is a different point of view. The ADMM [51] recently has been introduced to
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build a general framework for distributed learning [52]. Essentially, it is a way to
decompose a complex convex problem into plenty of solvable sub-problems, blending
merits of dual decomposition and augmented Lagrangian methods. For better under-
standing the ADMM, we start from primal decomposition and dual decomposition.

Based on a simple idea, once there is a large project, there is a hierarchical form
from higher to lower and division of labour for divided tasks. For convenience and
efficiency sake, directly divided tasks make the responsibility clear. In large-scale
computing, once there is a large problem, splitting it into mutually independent
pieces appears to be plausible and rational. For the primal problems, assume that
the primal convex unconstrained function could be depicted as:

min f(x1, x2...xn, y1, y2...ym) = min fx(x1, x2...xn) + min fy(y1, y2...ym) (6.26)

Here, one may have the formula summed by two totally decoupled sub-functions with
mutually independent n inputs x and m inputs y, or with several fixed variables.
Particular techniques can be taken to solve the subsequent minimization issues with
respect to separation. This is called primal decomposition.

Unfortunately, in reality, there are less idealistic occasions than having problems
without constraints. Now, consider the following primal problem:

min
x

f(x, y) = min(fx(x) + fy(y)) (6.27)

Subjecttogi(x, y) ≤ Gi, hj(x, y) = Hj (6.28)

where gi(x) and hj(x), respectively, represent inequality and equality constraints, Gi

and Hj are the corresponding constants and x and y refer to the previous parameter
vectors. A feasible way is to adopt Lagrangian multipliers.

First, for equality constraints, it will be written as y1 = y2. By introducing the
Lagrangian multiplier τ , the Lagrangian can be expressed as

L(x, y, τ) = f1(x, y1) + f2(x, y2) + τ(y1 − y2) (6.29)

L(x, y, τ) = (f1(x, y1) + τy1) + (f2(x, y2)− τy2) (6.30)

Thereupon, the dual function is

F (τ) = F1(τ) + F2(τ) (6.31)

F1(τ) = inf(f1(x, y1) + τy1), F2(τ) = inf(f2(x, y2)− τy2) (6.32)

which is illustrated as separable, followed by its Lagrangian dual formalization.
Second, for the inequality, suppose it could be expressed as

g1(x) + g2(y) ≤ G (6.33)

The Lagrangian would be

L(x, y, λ) = (g1(x) + λx) + (g2(t)− λy) (6.34)
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Therefore, it looks similar to the equality condition solving in parallel. The two
conditions refer to the dual composition. Note that, in effect, the primal function is
continuous but not necessarily strictly differential, in which the sub-gradient notation
can be helpful. One can find more details and rigorous mathematical explanations
in [51] [52] [53].

As for ADMM, it can be considered as two-step evolution, augmented Lagrangian
and the method of multipliers, and alternating direction. In augmented Lagrangian,
there is a penalty term,

Laug = L(x, y, λ) + (
ρ

2
) ‖h(x, y)‖2

2 (6.35)

where ρ is called the penalty parameter. Meanwhile, the update policy yields

x, y← arg min Laug(x, y, λk) (6.36)

λk+1 ← λk + ρh(x, y) (6.37)

which is viewed as the method of multipliers.
The only difference between the ADMM and the augmented one is that the equal-

ity constraint can be decoupled with respect to the variables. To be precise,

min f1(x) + f2(y) (6.38)

s.t.h1(x) + h2(y) = 0 (6.39)

LADMM = L(x, y, λ) + (
ρ

2
) ‖h1(x) + h2y‖2

2 (6.40)

where h(·) and L(·) represent the equality and the loss function, respectively.
Now that the decoupled step is presented, the upcoming iterations are

xk+1 ← arg min LADMM(x, yk, λk) (6.41)

yk+1 ← arg min LADMM(y, xk, λk) (6.42)

λk+1 ← λk + ρ(h1(xk+1) + h2(yk+1)) (6.43)

by which it alternates the direction of variables x, y during optimization. This be-
comes the basic idea that ADMM has the dual problem solved in parallel. The liter-
ature [52] details the inner theory and analyses its properties.

6.5.1 An Implementation Example of ADMM

Since the ADMM method provides an efficient framework to decompose the dual
problem, research over ADMM has gained popularity in recent years. It is natural
that several existing algorithms are embedded in the sub-problems under distinct cir-
cumstances and assumption-oriented various applications. This paper [1] is a typical
exemplification of the ADMM structure. It proposed to use a dual coordinate de-
scent method and the aforementioned TRON to tackle disk loading and dense matrix
challenges in dual and primal model, respectively.

ω = arg min
ω

C
∑

max(1− f(ω), 0)2 + prox(ω) (6.44)
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where C is a constant and prox(·) is the proximal operator [1]. Solving the above
sub-problem achieves linear runtime and spatial complexity, and the data need to be
loaded only once.

In the dual coordinate descent method, the authors describe the normal sub-
problem in a quadratic form, in which the optimization is achieved by updating one
variable at a time. In a nutshell, the basic idea is to minimize the objective function
over one element each iteration in the parameter vector ω, while others remain the
same value as the last iteration. In light of the ADMM super-linear convergence, the
framework might process it slowly. Nevertheless, the empirical work shows ω con-
verges within only tens of iterations. Also, some contemporary solvers are compared
to infer its competitive performance.

6.5.2 Other Work Relevant to Decomposition

As we have claimed in the previous part, due to the advent of huge volume data
sets, these data sets can no longer be handled effectively and efficiently by typical
global methods. Decentralised and decomposed methods have to be employed in the-
oretical analysis, one of which could be characterized as primal problems and dual
problems decomposition [53]. This work [55] adopted general dual decomposition
framework to formulate its own specific sphere in the aforementioned communica-
tion and network: distributed model predictive control (DMPC) [56], network utility
maximization (NUM) [57] and direct current optimal power flow for a power system
(DC-OPF) [58].

It focuses on minimization of a separable convex problem with numerous linear
constraints. As usual, a general primal decomposition representation is transferred
into a dual composition formulation via the method of Lagrange multipliers.

Suppose that x represents input samples x ∈ Rn, i ∈ N with n dimensions,

(Primal)P ∗ = min
x∈Rn

f(x) = min
x∈Rn,fi∈F

∑
fi(x)⇒

(Dual)D∗ = max
νi,ωi∈R,di∈D

di(νi, ωi) = max
x∈Rn

L(x, ν, ω)
(6.45)

where fi(x), di(νi, ωi) and L(x, ν, ω) are the original function, dual function and loss
function, respectively, and νi, ωi are the parameters. The primal problem is subjected
to linear constraints,

Ax = b, Ex ≤ e, A ∈ R
m×n, b ∈ R

m, E ∈ R
l×n, e ∈ R

l (6.46)

Naturally, without obtaining the exact optimal solution to a primal problem,
the authors instead construct an approximation so as to implement a dual gradient
method in an entirely distributed sense.

d(ν, ω) = min
x∈Rn

f(x) + ν(Ax + Ex)− (νb + ωe) (6.47)

In terms of convergence, contrary to previous work containing only local linearity
under the condition of a local error bound, they eventually show that the induced
sub-optimality globally and linearly converges using a global error bound property.
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The dual gradient (DG) algorithm, which approximates x = arg maxx∈Rn L(x, ν, ω)
and updates the parameter projection of λ = λ∗(ν, ω) with weighted step size, is im-
plemented, and sufficient theoretical analysis and mathematical proofs are provided.
Their previous work results are presented in [59]. Also, some particular network ap-
plications in practice and some basic theories can be found in [60].

It is notable that the above decomposition process must be under two assump-
tions, which are strong convexity and Lipschitz-continuity of the gradient of the pri-
mal objective function, respectively. In subsequent research [61], the authors assert
that the assumption of a bounded Hessian matrix of the primal objective function
also implies an analogous conclusion. Additionally, they evaluated the proposed fully
distributed DG algorithm to indicate that it outperforms the previous centralised
dual gradient (CG) algorithm.

6.6 SOME OTHER RESEARCH RELEVANT TO DISTRIBUTED

APPLICATION

This section introduces two aspects of parallel computing. The first aspect is to
evaluate the basic performance of a couple of existing algorithms in logistic regression.
The second one is to parallelize the conjugate gradient optimization.

6.6.1 Evaluation of Parallel Logistic Regression

In [62], several popular and well-performed approaches which aim to overcome the
large-scale data shortcoming are discussed and evaluated so as to provide insight and
guidelines to accelerate parallel system design. As stated explicitly, the work narrows
down its concerns to the LR model.

As is known to all, the LR model prevails in binary because of its ease in imple-
mentation and understanding. Admittedly, the LR algorithm is very successful in the
traditional linear classification way while its ill-performance in clusters, which con-
tains tens of (moderate), hundreds of or thousands of (large) computing nodes, has
attracted great attention. The work [62] not only attempts to implement Sub-Linear
Logisitc Regression (SLLR) based on Hadoop and Spark, respectively, but also com-
pares 6 standalone or distributed frameworks for LR using 4 sparse datasets, among
which one cannot even fit in a single memory. These methods are as follows: Mahout
based on Hadoop [63], LIBLINEAR standalone [64], Sub-Linear Logistic Regression
(SLLR) [65], Parallel Sublinear Algorithms on Hadoop, Parallel Sublinear algorithms
on Spark and Parallel Gradient Descent in Spark.

After a series of tests, their recommendations are made in accordance with four
aspects: precision, runtime, cluster size and fault tolerance. Although LIBLINEAR
accomplishes the best results, it requires the entire dataset to be loaded into the
memory. Since the parallel SLLR obtains comparable performance with LIBLINEAR,
upon which paradigm it is based, Hadoop or Spark depends on how much resource
the system has.
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6.6.2 Conjugate Gradient Optimization

As stated in numerous publications, the statistical learning framework is regarded
as a mainstay in many ML branches. In general, to minimize a collection of risk
functions, it is usually involved in a convex optimization assumption. In [68], the
LR classification topic is their objective problem, as it is stated that LR is more
favourably extendable to multi-class classifiers. It intends to propose a novel algorithm
based on the non-linear conjugate gradient (CG) method, which is a commonly used
method in optimization domain. It is also a very intriguing result according to their
performance being 200 times faster than the iterative reweighted least squares (IRLS)
method with either CG [66] or Cholesky decomposition [67]. The work [68] focuses
on computational cost. It is obvious that the Newton–Raphson method is suited for
quick convergence with respect to appropriate initialization. However, operations, for
instance, the inverse of matrix, relevant to Hessian matrix consume large amount of
memory resources. To tackle this challenge, the authors directly apply a non-linear
conjugate gradient instead of buffering the Hessian matrix.

ω(n + 1) = ω(n) + α(n)d(n) (6.48)

Here, ω is the normal weight vector, α(n) denotes the step size in the nth iteration and
d(n) represents the nth direction vector. In addition, the updated step size optimized
by Newton methods in the one-dimension condition will utilize the following updated
formula to improve the iteration procedure.

α(n + 1) = α(n)− ▽

h
(6.49)

where ▽ is the gradient of α, and h denotes the second order derivative. It is con-
vinced that the non-linear CG algorithm avoids computing the Hessian matrix and its
inverse. In the meantime, the initial value of ω is determined by employing multiple
regression analysis (MRA) to achieve faster convergence, whose results are illustrated
in the experiment part. However, only experimental evaluation instead of a rigorous
mathematic proof is presented in terms of the step size updated procedure. This
might be provided in future work.

6.7 A CASE STUDY

This section provides an overview of a traffic management solution based on
classification in smart city. The statements below are merely depicted as a concise
case study for readers who are interested in implementations.

Suppose we would like to supervise the traffic bursts on a particular road to predict
the road condition and push recommendations to drivers in the next few minutes. Let
us assume that we only need the duration of a green light at the first cross, x1, and
the current traffic flow, x2, based on an isolated road segment. The ith sample vector
would be xi = (xi

1, xi
2). Meanwhile, we have some labels y = (y1, y2...yn), “smooth”

for 1 and “congested” for −1, corresponding to the samples. The tuple could be
denoted as ((xi

1, xi
2), yi). In this case, we concentrate on linear binary classification.
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Therefore, we would have to set up a “model” (function, f(x) = ωxT = ω0 + ω1x1 +
ω2x2) as the bound of two classes, where the parameter ω = (ω0, ω1, ω2) and the first
element of x is 1 for the constant. Now, the following risk function or cost function
using LR would be

R(f(x), y) = log(1 + e−ωxT y) (6.50)

At this point, the object is transformed to minimize the risk function which is convex
under such circumstance. To gain the optimal solution of R(f(x), y), the previous
presented optimization algorithms could be used. As a matter of fact, the volume of
data and the size of the sample vector are large and beyond the normal processing
capability. Thus, distributed improvements based on large-scale data are required to
address this problem.

6.8 CONCLUSIONS

This chapter has presented an overview of several advanced studies for paralleliza-
tion of current optimization methods, e.g., SGD, the Newton method and ADMM
parallel framework. In addition, it has demonstrated a machine-learning-specific plat-
form for parallelism, named Petuum. The chapter has provided a profile of how to
adapt the effective sequential single mode methods to distributed applications. Our
aim is to give a better understanding of classical ML algorithm parallelism to boost
the very promising growth in this area.
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O
ver the last few years the great advance in technology, the need for greener and
more sustainable power sources and energy laws promoted by the governments

allowed the Smart Grid trend to become a reality. Due the heterogeneous nature of
the new electrical grids that integrate very diverse power sources, such as renewable
energies, and due to the large amount of sensors and actuators that enable advanced
functionalities of the Smart Grid, there is a need for a highly flexible, scalable
and easy-to-manage Internet-like network. Moreover, new services are offered
to users, which are exposed to new vulnerabilities and threats, requiring novel
security and high-availability mechanisms to guarantee the best quality of service.

At the same time, new networking and computing concepts such as Service
Composition and Software-Defined Networks/Anything (SDN/SDx) have
arisen as powerful tools and methodologies for managing the future networks’ archi-
tectures that propose modularity, adaptability and centralized management
of the communication system. The characteristics provided by these approaches
match perfectly with the requirements stated by the Smart Grid and more concretely
against cybersecurity. In the case of the Smart Grid and more concretely in the
electricity distribution network, a huge amount of data collected is processed con-
tinuously. Nowadays it is treated usually by dedicated and highly expensive devices.
Relying on the expertise and experience of the partners of the FINESCE project,
we advocate for a Software Defined Utility (SDU) concept for managing the
Smart Grid and its security, where many of the functions that those dedicated de-
vices perform will rely on programmable commodity hardware, low-cost sensors and
high-speed and reliable IP-based communications underneath.
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7.1 INTRODUCTION TO CYBERSECURITY

As networks become an integral part of corporations and everyone’s lies, advanced
network security technologies are being developed to protect data and preserve pri-
vacy. Network security testing is necessary to identify and report vulnerabilities, and
also to assure enterprise security requirements. Security analysis is necessary to rec-
ognize malicious data, unauthorized traffic, detected vulnerabilities, intrusion data
patterns and also to extract conclusions from the information gathered in security
tests. Then, where is the problem? There is no open-source standard for security
testing, there is no integral framework that follows an open-source methodology for
security testing (information gathered after a security test includes large data sets),
there is not an exact and objective pattern of behavior among network devices or,
furthermore, among data networks and, finally, there are too many potential vulner-
abilities.

The security of communication and data networks was not considered a priority a
few years ago, perhaps because nobody was able to predict such an impressive growth
of the use of data networks and their significant importance worldwide. The design of
protocols, devices and networks was more focused on their operational function rather
than providing systems that fulfilled security requirements. However, this trend has
radically changed now. Nowadays this is a very prolific line of research with much
effort dedicated to security.

Security is a feature of any system that indicates whether it is free from danger,
harm or risk. Unfortunately, total security is a utopia, so there is always the likelihood
of threats or dangers and new vulnerabilities that arise every day.

7.1.1 Key Security Aspects for Any System

When the security of a system has to be designed, it is important to take into
account that the level of security provided can be defined with and depends on the
strength of the following factors:

• Security

• Functionality

• Usability

In any implementation of security controls, these three factors have to be con-
sidered carefully, researched for the balanced trade-off for all stakeholders. The final
balance will depend on the corporation’s needs and it is important to not forget that
simply focusing on any one individual factor will severely impair the others [8] (Figure
7.1).

To define the level of security in a system, first it is needed to understand what
we are protecting. The main asset of any organization is Information. Information
Security [17] refers to all measures that seek to protect the information against any
irregularities while it may be stored both in a computer or any other medium. Thus, it
is imperative that the system through information travels and where is stored, counts
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Figure 7.1 Functionality-Security-Usability trade-off

on with a set of policies, rules, standards, methods and protocols used to protect
system infrastructure and all information contained or managed by it. Information
must be protected from possible destruction, modification, disclosure or misuse. Not
only should pay attention to intentional attacks, but also to possible software or
hardware failures that threaten security.

As shown in Figure 7.2, Information Security is based on the following fundamen-
tal principles [17]:

• Confidentiality (C). It ensures that the information is accessed only by au-
thorized users or processes.

• Integrity (I). It seeks to ensure that data remain unchanged by processes or
unauthorized users.

• Availability (A). It is the feature of finding information available at the time
required by users or processes.

In an organization it is vitally important to establish standards, policies and
security protocols aimed at the preservation of each of these principles, commonly
known as the CIA triad.

Figure 7.2 CIA triad
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Security must be achieved through a continuous process; it must be conceived
from the start of each project and not after consolidation, taking into account the
potential risks, the probability of occurrence and the impact they may have. Any
vulnerability in a system can affect the three main aspects, CIA. Then, you can
make wise decisions based on knowledge obtained.

7.1.2 Network Vulnerability Assessment

Data networks are used not only to communicate devices but also to transport
sensitive information, critical business applications and even to store mission-critical
data. The increasing dependence on networks and the heterogeneous amount of de-
vices interconnected in Smart Grids’ systems leads to more security risks and hence
more potential vulnerabilities that could be deliberately exploited.

A vulnerability is a condition of a missing or ineffectively administered safeguard
or control that allows a threat to occur with a greater impact or frequency (or both) [7]
and which could be exploited directly by an attacker or indirectly through automated
attacks [71]. Vulnerability assessment must be an important part of a security audit
to identify and quantify vulnerabilities in a system (a computer, a communications
infrastructure or a whole data network).

A security audit is a systematic, measurable technical assessment of how the
organization’s security policy is employed at a specific site and provides a measurable
way to examine how secure a site really is. Information is gathered through personal
interviews, vulnerability scans, examination of operating system settings and network
baselines. Usually, a security audit follows a three-phase methodology [7]:

• Phase one—Planning. Defines the scope of the effort, the network architec-
ture, and the existing security solutions.

• Phase two—Testing tools and activities/tests. Verifies system security
settings and identifies system vulnerabilities, in order to view the system from
two separate perspectives, that of the external attacker and that of a malicious
insider.

• Phase three—Reporting. Defines a structured analysis of the collected data
and a reporting approach.

7.1.2.1 Security Vulnerabilities

Security vulnerabilities have become a main concern as they are constantly discov-
ered and exploited in computer systems and network devices. Several tools or services
exist to analyze them from the point of view of vulnerability definition, modeling and
characterization. SANS defines @RISK, the Consensus Security Vulnerability Alert,
which reports the new security vulnerabilities discovered during the past week and the
actions that other organizations are doing to protect themselves. Also, NVD provides

The SANS Institute. http://www.sans.org
National Vulnerability Database (NVD). http://nvd.nist.org

http://www.sans.org
http://nvd.nist.org
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a security vulnerability database that integrates publicly available U.S. Government
vulnerability resources and is synchronized with the CVE vulnerability list. CVE list
does not give a measurement that reflects the criticism of vulnerabilities. There exists
a public initiative for scoring and quantifying the impact of software vulnerabilities.
This score is called the Common Vulnerability Scoring System (CVSS). It represents
the actual risk a given vulnerability possesses, helping analysts prioritize remediation
efforts [26]. Others like OVAL and VulnXML by OWASP promote open and publicly
available security content defining languages for representing system configuration
information and transferring results.

7.1.2.2 Security Policies and Standards

Every device connected to a network is exposed to many different threats. While
information system and network security professionals struggle to move forward with
constantly evolving threats, hackers use technology that conventional security tools
and services cannot cope with. Nevertheless, it is important to consider not only
deliberated actions but also unintentional human activities, problems with systems or
external problems that could derive in negative results like the exposure, modification
or even the deletion of information or also the disruption of services.

There exists a serious problem of lack of knowledge about the solutions to establish
in order to improve security in a corporation. This fact leads to an insufficient security
level in many corporate networks. Cybersecurity standards are generally applicable
to all corporations regardless of their size or the industry and sector in which they
operate. The most relevant security standards of any cybersecurity strategy are the
following [27, 36, 37]:

• PAS 555. It is a Publicly Available Specification that supplies a holistic frame-
work for effective governance and management of cybersecurity risk. It not only
considers the technical aspects, but also the related physical, cultural and be-
havioural measures of an organisation’s approach to addressing cyber threats
for businesses of all sizes.

• ISO/IEC 27000:2016—Information security management systems—
Overview and vocabulary. This standard provides an overview of Infor-
mation Security Management Systems (ISMS) and terms and definitions com-
monly used in the ISMS family of standards available as part of the ISO/IEC
27000 series. It is applicable to all types and sizes of organizations (e.g., com-
mercial enterprises, government agencies, not-for-profit organizations).

• ISO/IEC 27001:2013—Information security management systems –
Requirements. This standard provides requirements for establishing, imple-
menting, maintaining and continually improving an ISMS. It can help busi-
nesses of all sizes in any sector keep information assets secure. It is the only
generally recognized certification standard for information and cybersecurity.

Common Vulnerabilities and Exposures (CVE). http://www.cve.mitre.org
Open Vulnerability and Assessment Language (OVAL). http://oval.mitre.org
OWASP Project. http://www.owasp.org
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• ISO/IEC 27002:2013—Code of practice for information security con-
trols. This standard is designed for use as a reference when selecting controls
while implementing an ISMS based on ISO/IEC 27001. However, it can be
used for guidance when looking for information on commonly accepted infor-
mation security controls. It can also be used as a control source when developing
industry or organization-specific information security management guidelines.
Although strongly associated with ISO/IEC 27001, it can be used indepen-
dently.

• ISO/IEC 27005:2011—Information security risk management. This
standard provides guidelines to businesses of all types and sizes which intend
to manage risks that could compromise the organization’s information security.
It supports the general concepts specified in ISO/IEC 27001 and is designed
to help implement information security based on a risk management approach.
Knowledge of the concepts, models, processes and terminologies described in
ISO/IEC 27001 and ISO/IEC 27002 is important for a complete understanding
of ISO/IEC 27005:2011.

• ISO 15408—Evaluation criteria for IT security. The main goal of this
standard is to provide evaluation criteria for IT security in order to compare
different models. Functional and assurance requirements can be evaluated when
applying this standard.

• Cloud Controls Matrix (CCM). It was developed by the Cloud Security Al-
liance (CSA) in order to offer organisations a set of guidelines that would enable
them to maximize the security of their information taking advantage of Cloud
technologies and without relying solely on the Cloud provider’s assurances.

Other interesting ISO standards are ISO/IEC 22301:2012, ISO/IEC 27003:2010,
ISO/IEC 27004:2009, ISO/IEC 27006:2015, ISO/IEC TR 27008:2011, ISO/IEC
27031:2011, ISO/IEC 27032:2012, ISO/IEC 27033, ISO/IEC 27035:2011, ISO/IEC
27036, ISO/IEC 27037:2012 and ISO/IEC 28000 series. Others, like NERC (North
American Electric Reliability Corporation) and NIST (National Institute of Stan-
dards and Technology), have defined cybersecurity standards. NERC has created
many standards, CIP-002-3 through CIP-009-3 (CIP=Critical Infrastructure Protec-
tion), to secure bulk electric systems which provide network security administration
while still supporting best-practice industry processes. NIST has defined the Special
Publications (SP) 800 series to publish computer/cyber/information security guide-
lines, recommendations and reference materials and SP 1800 series to address cyber-
security challenges in the public and private sectors, practical, user-friendly guides to
facilitate adoption of standards-based approaches to cybersecurity. Furthermore, ISA
(International Society of Automation) created the ISA99 committee which develops
the ISA/IEC 62443 series of standards (technical reports, and related information
that define procedures for implementing electronically secure Industrial Automation

Cloud Security Alliance (CSA). https://cloudsecurityalliance.org

https://cloudsecurityalliance.org
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and Control Systems (IACS)). Finally, it is interesting to mention IASME (Infor-
mation Assurance for Small and Medium Enterprises), a UK-based standard for in-
formation assurance at small-to-medium enterprises (SMEs). It provides criteria and
certification for SMEs cybersecurity readiness enabling them to achieve an accred-
itation similar to ISO 27001 but with reduced complexity, cost and administrative
overhead.

7.1.2.3 Security Methodologies and Procedures

Different methodologies for security management and system development have
arisen since the growth of networks to support typical and new domains of application.
These methodologies are mainly focused on design, implementation and monitoring
aspects. Complex systems and networks need adequate methods to formalize and
validate their management and development. The main security methodologies are
the following:

• OCTAVE (Operationally Critical Threats, Assets and Vulnerability Evalua-
tion). It is an open risk-based strategic assessment and planning technique for
security [9].

• MEHARI (Méthode Harmonisée d’Analyse des Risques). It is a method for
risk analysis and risk management developed by CLUSIF (Club de la Sécurité
des Systèmes d’Information Francais). It summarizes MARION and MELISA
methods.

• O-ISM3 (Open-Information Security Management Maturity Model). It is an
information security management method for ISMS created by The Open
Group.

• EBIOS (Expression des Besoins et Identification des Objectifs de Sécurité).
It is used to assess and treat risks relating to information systems security. It
has been designed by DCSSI (Central Information Systems Security Division -
Direction Centrale de la Sécurité des Systèmes d’information), department of
the French government.

• OSSTMM (Open Source Security Testing Methodology Manual). It is an open
source methodology proposed by ISECOM [55]. It is a peer-reviewed method-
ology for performing security tests and metrics. This is the first open source
methodology in this environment.

The Open Group global consortium. http://www.opengroup.org
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7.1.2.4 Security Assessments

Constantly evolving threats force security professionals to do permanent and ex-
haustive controls to protect networks and detect weaknesses.

A correct design of a security system needs the understanding of the threats
and attacks and how these may manifest themselves in audit data [3]. Consequently,
testing is a basic tool to assure that enterprise security requirements are met. The
security level can be also evaluated by analysing test results and discovering how
attackers can penetrate into systems and networks [16, 71].

Security assessments pursue three main goals. The first goal is to discover design
and implementation flaws, as well as to identify the operations that may violate
the security policies implemented in an organization. Secondly, it has to ensure that
security policy reflects accurately the organization’s needs. Finally, it has to evaluate
the consistency between the system’s documentation and how they are implemented.
In fact, a complete test should include the system, communication, physical, personal,
operational and also the administrative security [71].

Different security assessments can be performed. The difference between these
security assessments is focused on the goal to analyze, cost and time spent in order to
obtain results (see Figure 7.3, [55]). The most common security tests are the following:
Vulnerability Scanning, Security Scanning, Penetration Testing [22], Risk Assessment,
Security Audit, Ethical Hacking, Posture Assessment or Security Testing [71].

7.1.2.5 Network Security Testing Tools

Different vulnerability assessment tools [72] exist in the market. Some of them are
free scanners, like Nessus, OpenVAS, Microsoft Baseline Security Analyzer (MBSA),
Qualys FreeScan and Secunia PSI. Other commercial tools are GFI LANguard,
Retina, Rapid7 Nexpose, Core Impact, QualysGuard, Nipper and SAINT. The latest
version of Nessus is closed source, but it is still free without the latest plugins and for

Figure 7.3 Types of system and network security assessments as based on time and
cost
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home users. The most popular and free web vulnerability scanners are Nikto, Grab-
ber, Vega, Wapiti and ZAP whereas WebInspect, AppScan, Sentinel and N-Stealth
are commercial web vulnerability scanners [54]. Not only is cost an important matter
in commercial solutions, but also proprietary methodologies that hide the internal
testing process and vulnerability assessment.

The first goal of a network vulnerability assessment is to test everything possi-
ble [7]. Different improvement proposals to achieve this objective have been found
[30, 42, 46, 52, 63, 74]. Most of these systems only take into account servers or com-
puter systems and they do not consider other network devices like firewalls or routers.
Furthermore wireless networks need special tests as their properties differ from wired
networks. Protecting a network is about more than just securing servers and computer
systems. The network should be also protected against attacks that target firewalls
and routers. Routers provide services that are essential to the correct operation of
the networks. Compromise of a router can lead to various security problems on the
network served by that router, or even other networks which that router communi-
cates with. An auditing procedure for a network secured with a firewall is needed. For
example, by using Nessus and Nmap tools it is possible to audit manually a firewall.

Moreover, the increasing dependency of wireless networks has opened organiza-
tions up to new security threats. Wireless LANs (WLANs) present unique security
challenges because they are vulnerable to specialized and particular attacks. Some
attacks may exploit technology weaknesses, whereas others may be focused on con-
figuration weaknesses. Compromising only one node or introducing a malicious node
may affect the viability of the entire network [16]. Currently, there exist wireless
vulnerability scanners, like Aircrack, Kismet, NetStumbler or InSSIDer [72].

7.1.2.6 Summary

• Information is one of the main assets of any organization. The Information Sys-
tem that manages all organization’s data, about processes and clients, between
devices for daily operations, or whatever, has to ensure a minimal level of se-
curity. This goal must be accomplished by taking into account the following
principles: Confidentiality and Integrity of data and Availability of services.

• Many security standards exist to validate the security of an Information Secu-
rity Management System (ISMS). Nevertheless, there is not a mandatory rule
or process to implement a security system. The most relevant standards which
guide an organization’s security design are ISO/IEC 27000 series, specifically
ISO/IEC 27000:1 and ISO/IEC 27000:2.

• Many testing tools exist to validate the security design of the organization’s
ISMS. It is important to select those that appropriately test the characteristics
of the system and clearly define if it is compliant with the security policy
defined.

• The significant need of security systems that integrate malware and vulnera-
bility detection in large-scale operational communication networks has become
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paramount in current-day society. The automation of the processes related to a
security assessment following a well-known and established open-source method-
ology for security testing may be a good challenge to perform more efficient
security analysis.

• As new vulnerabilities and shortcomings need to be solved, control mechanisms
are required to detect existing vulnerabilities periodically, in order to be able to
handle them and apply the corrective measures.

7.2 AUTOMATED SECURITY ASSESSMENT

The need for vulnerability assessment is not just to confirm the security of a
network and its devices; it also stems from the concern that a network might not be
adequately protected from the exponential number of threats.

The design of a security monitoring surveillance system needs the understanding
of how threats and attacks can be performed against systems and how these threats
may manifest themselves in audit data [3]. Moreover, a network security analysis
must coordinate different sources of information to support effective security models
[16]. These sources of information should be distributed through all the networks in
order to monitor and manage the maximum number of communications. A correct
protection of a network needs to perform periodically security tests so as to control
devices and services, and also identify possible vulnerabilities. Testing should be
recurring throughout the year and security experts should not rely on just one testing
firm. In this sense, network security experts should rely on solutions that provide
thorough, flexible, quantifiable, repeatable and consistent network security tests.

Although there exists information about testing networks and about vulnerability
or penetration testing, there is no standard that regularizes the involved procedures.
The success of a test comes when having a solid methodical plan. Thus a plan that
details exactly what, when and how to do is necessary in any vulnerability test. Time
and budget constraints can have a negative influence on the depth and extent of a
security assessment. The more time and resources needed to plan, learn about the
testing tools, install them, configure them with the right parameters, wait for the
results, process multiple results files from the different sources, identify the mean-
ingful data and obtain valuable security conclusions, the less profitable that security
assessment becomes. Security experts should focus their efforts on the critical issues,
being constantly in touch with new threats and exposures, and they should not spend
the most part of their resources on routine and mechanical tasks. This is why the
automation of these tasks becomes an advantage to alleviate daily work and, conse-
quently, enrich security assessment results, due to the fact that less time, resources,
budget and specific knowledge about every single tool will be needed.

7.2.1 Global Architecture of an Automated Security Assessment

An automated security assessment must be based on a framework which provides a
platform that improves the processes related to security assessments. It can be defined
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as a vulnerability detection system with a distributed architecture, useful to simplify
security test executions using methodologies like OSSTMM. This solution can reduce
the time and resources spent during a manual security test. The automation will
minimize the amount of time spent to perform a methodological security test and,
simultaneously, it will provide the same amount of active risk prevention in real-
time that a manual test would provide. Thus it is needed to automate not only the
execution of the different security tools but also the subsequent data processing and
storage.

Several issues need to be addressed when designing a new security assessment
system that intends to accomplish the different requirements of security experts.
This system must be modular, scalable, adaptable to different networks, manageable,
compliant with some security methodology and, obviously, secure. The requirements
that determine the design goals of this automated system are defined in [11] as part
of the Consensus Model.

An automated proposal for a vulnerability assessment must be as modular as
possible in order to incorporate new technologies, tools and updates whenever they
come out. The requirement of modularity can lead to design the automated system as
a system composed of eight different modules [12–15]. These modules can be classified
in two main groups: an administrative group that includes the Management, Database
and Analysis modules and, on the other hand, an operational group that comprises
the Internet, Intranet, DeMilitarized Zone (DMZ) and Wireless modules, which are
the probes or sensors that perform the vulnerability assessments. The administrative
group can be centralized in the same device or can be distributed and they will
be the control modules used by security auditors. The operational group will be
used depending on the network technology used to test and on the scope of the
vulnerability assessment. It can be seen that only seven modules have been already
mentioned. The last module is the Base System. In fact, it is not a separated module
as it provides a common and customized platform for the rest of the modules.

Figure 7.4 shows the global architecture of the automated system proposal, the
relationship between its modules and the architecture of the different modules. In [11]
is presented a complete description of each module.

7.2.1.1 Base System Module

It will provide a secure framework for the whole system, not only supplying a
secure physical access but also a secure remote access when collecting data regarding
security aspects of a network, so a maximum level of security is needed to assure
confidentiality, integrity and authenticity. Every single action is controlled by this
module.

7.2.1.2 Management Module

This module is the core acting as an orchestrator for handling the whole system.
Its design, the defined communications protocol and its graphical interface allows the
interaction between this module and the different testing probes. It also allows the
global administration performed by the security expert. The purpose of the Man-
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Figure 7.4 Global architecture of the automated system

agement Module is to ensure standardized updates and configuration changes from
a single platform. It is centrally aware of all subsystems and tests as they occur to
provide a real-time overview, regardless the location of the different testing probes
or sensors. The module includes a small local database which contains information
related to the granted users that can access to the system, the configured sensors
to be activated when testing and the different programmed tests and their logs are
stored in this database.

7.2.1.3 Analysis Module

The main goal of the Analysis Module is to show the security test results that the
different testing probes have collected. It has to correlate all the data from all the
sensors and provide reports for the security analysts. This module is directly related
to the last phase of any security audit, which defines a structured analysis of the
collected data and a reporting approach [7].
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Figure 7.5 Message exchange

7.2.1.4 Testing Modules

The testing modules can be the following ones [12, 14, 15]: (1) Internet Testing
Module will provide a thorough security test of all Internet-visible systems, (2) DMZ
Testing Module is more focused on the security of the perimetral network, (3) Intranet
Testing Module provides tests to verify internal network security, information leaks
and network stability and (4) Wireless Testing Module is to provide automatic tests
to verify wireless network security. All of them are slaves and act in accordance with
the Management Module rules. Their main differences consist in their location in the
network, the type of tests they can perform and the open-source security tools that
they include.

A Testing Module is composed of four parts. The Control Block manages all the
parameters and supervises how the different tests are performed. The probes also
incorporate a testing engine in the Test Block, which is the main one responsible to
execute the security test. The output of the different testing tools is processed in the
Results Block. These results will be sent to the Control Block and the Management
Module will be able to collect it to store all the results. The Communications Block
defines a communication interface to interact with the Management module.

7.2.2 The Communications Protocol

It must be a specific protocol to perform communication because communication
between modules is needed and available protocols [1] only exchange messages be-
tween devices in a peer to peer model. It is based on the 3-way handshake mechanism
used by the TCP protocol [58]. The messages exchanged between the Management
Module and the other modules should permit verifying whether the testing probes
are disabled, waiting for instructions, testing or have finished a test and have results
ready to be processed. The communications follow a master and a slave pattern. The
Management Module is always responsible for starting any dialog with the rest of
the modules (see Figure 7.5). The Management Module will poll the other modules
to get information about the sensor status, the testing phase, the results file and also
it will order the insertion, deletion or reading of testing results in the database.
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7.2.3 Other Considerations

As an automated test could be performed by different connection technologies and
for different devices, it is needed to take into account the following considerations [11]:

• Wired security requirements. These affect Intranet, Internet and DMZ
modules. As organizations move more of their business functions to the public
network, they need to take precautions to ensure that attackers do not com-
promise their data or that their data do not end up being seen by the wrong
people. Security threats may come from inside, outside or from transit points
of the network. Today’s networks need security that extends from servers to
all its end points, whether they are inside or outside the corporate perimeter.
It will be required to find the reachable systems to be tested, to identify the
available services and applications, to scan the possible vulnerabilities of these
services, to test the routers, firewalls and Intrusion Detection Systems (IDS),
to test the containment measures that handle malicious programs, to validate
password strength of important systems and also to deploy denial of service
(DoS) tests when necessary.

• Wireless security requirements. Threats to wireless networks include pas-
sive monitoring, unauthorized access to applications and even operation dis-
ruption of the network. Most wireless devices are wireless network-ready. End
users or network managers often do not change the default settings or imple-
ment only weak standard security protocols. Thus network managers need to
provide end users with freedom and mobility without offering intruders access
to the network or the information sent and received on the wireless network.
A security test of a wireless network also needs to follow some methodology
in order to correctly perform the test. When performing a security test over
a IEEE 802.11 wireless network, it is necessary to be located in its coverage
area in order to obtain the information that travels through the air. Then, if a
corporation has different wireless networks to cover all its space, the tester will
have to move around to detect the different areas and much information will
be obtained. In this situation, a previous analysis of the strategical points to
locate the testing probes would be necessary to improve the whole process.

• Router and firewall security requirements. Routers direct and control
much of the data flowing across computer networks. The border router is often
the first line of defense. Routers provide many services that can have severe se-
curity implications if improperly configured. Some of these services are enabled
by default whereas other services are enabled by administrators. As another
option, a firewall is a security device between two or more networks. Firewalls
provide this security by filtering unused ports and opening ports to allowed
hosts. Often, firewalls are employed in conjunction with filtering routers. Then
overall perimeter security of a corporation benefits when the configurations of
the firewall and router are complementary. Security testing provides a means
of verifying that security functions are compatible with system operations and
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that firewalls and routers are configured in a secure manner. Filtering is a very
important responsibility for routers as it allows them to protect network devices
from illegitimate traffic. Consequently, forwarding and filtering capabilities of
routers should be tested to detect possible vulnerabilities and weaknesses in
both functions. As regards forwarding capabilities, compromise of a router’s
routing table can end in less performance, denial of communication services,
and exposure of sensitive data. Moreover, compromise of a router’s access con-
trol can end in exposure of network configuration or denial of service, and also
can ease attacks against other network devices. Related to filtering capabilities,
a weak router filtering configuration can decrease the overall security of a cor-
poration network, expose internal devices to attacks and facilitate hackers to
avoid detection. Security assessments should test against several services and
features on the target routers in order to identify the router type and the fea-
tures implemented. Firewalls are usually placed at the boundary of the network
to block unwanted traffic from or to external networks, as well as to regulate
traffic flow between domains inside the same network [77]. Some firewalls can
check addresses and ports and look inside the packet header to verify that it
is an acceptable packet. Security tests should check the proper implementation
and configuration of the firewall.

7.3 SECURITY CONCERNS, TRENDS AND REQUIREMENTS IN SMART

GRIDS

Although the Smart Grid has gained relevance in the last few years, not all the
parts involved are equally deployed [4]. Actually, the Smart Grid is a system of
systems that includes not only the power system itself but also heterogeneous In-
formation and Communication Technologies (ICTs) that represent a fundamental
building block. However, many times they have not been integrated together in pre-
vious systems [76]. Partial solutions targeted only to specific aspects of the power
system are no longer valid given the many services to be provided and the high cost
of deployment of many specific systems [61].

The Smart Grid will only be possible with the massive deployment of ICT along-
side of power installations and intelligent electronic devices (IED). Although it will
provide a great benefit to society, this will not come without important challenges yet
to overcome and enormous risks in terms of cybersecurity [73] that have to be urgently
tackled. In this respect, there is a great consensus about the enormous cybersecurity
threat and the very important damage that security breaches can cause [49, 50].

Smart Grid functions such as smart metering have several potential problems in
terms of security threats [43], privacy [6] and fraud risk [44]. Since the network used in
smart metering is connected to the whole Smart Grid, its security is something to be
taken into account very seriously. Moreover in the near future, new utility functions
have to be considered. The management network of the Smart Grid, aside from the
grid itself and traditional power plants, should also allow utilities to deploy and
control the virtual power plant concept [48] and sustain the rise of electrical vehicles
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with new features like electricity roaming [64]. It is indeed a very complex network
demand. A security breach in the Smart Grid could be used to directly interfere with
the electrical infrastructure of a whole territory by damaging it, as has been already
proved by the infamous Stuxnet [40] and other similar worms (e.g., DuQu [69]).
These kinds of networks also need to deploy systems with redundancy in order to
use it to offer high availability to the most critical services against Denial of Service
(DoS) attacks [23,32]. It is necessary to use different communication protocols, with
the objective of managing this redundancy and obtaining different recovery times
according to the requirements of the protected service.

Besides all the benefits provided by the underlying ICT infrastructure of a Smart
Grid, the evolution on the remote control of the electrical distribution grids could
give back undesirable vulnerabilities if the systems are not correctly secured. Smart
Grid network control and monitoring are very important features in order to pro-
vide distributed energy generation and storage, quality of service (QoS) and security.
Smart Grids link many distinct types of devices–also referred to as Intelligent Elec-
tronic Devices (IEDs) - demanding very different QoS levels over different physical
media. Indeed, this kind of data network is not exempt from the growing needs
of cybersecurity. In addition, availability and secured communications are also cru-
cial for proper network operation [43, 73], driving practitioners to consider Active
Network Management (ANM) techniques to coordinate the whole communication
network.

In addition to this, the Smart Grid relies on sensors, actuators and a manage-
ment network, usually controlled by Supervisory Control and Data Acquisition sys-
tems (SCADA), which are used to control and supervise industrial processes from
a computer. That is to say, SCADA systems control items in the physical world
through computer systems. This is one of the points in which the main security con-
cern of Smart Grids relies. Some recent cases have demonstrated the critical relevance
of it.

• Stuxnet [40], a very complex worm and Trojan discovered in June 2010 that
attacked the Iranian nuclear enrichment program. Its code used 7 different
mechanisms to expand itself, mainly exploiting 0-day vulnerabilities. It achieved
the destruction of about a thousand nuclear centrifuges by changing the be-
haviour of the actuators while telling the sensors that everything was good.

• A year later, in September 2011, a new Trojan called DuQu was discovered
presenting a very similar behavior to Stuxnet and so it is believed that the two
worms were related [69].

• Stuxnet was purportedly used again in 2012 against a nuclear power plant
in southern Iran but the damage could have been avoided by taking timely
measures with the cooperation of skilled hackers.

• In 2013, Iran hacked US energy companies (oil, gas and power) and was able to
gain access to control-system software and was also accused of launching DDoS
(Distributed Denial of Service) to US banks.
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Cyberspace is defined as “an operational domain whose distinctive and unique
character is framed by the use of electronics and the electromagnetic spectrum to
create, store, modify, exchange and exploit information via interconnected informa-
tion communication technology (ICT) based systems and their associated infrastruc-
tures” [57]. Thus, cyberwarfare is the kind of war that happens in that space in
contrast with the traditional kinetic warfare where physical weapons are used. Smart
Grids have become a clear potential objective of cyberwarfare considering that nowa-
days almost everything runs on electrical power and therefore potentially causing
outages or, even worse, causing damage especially in some kinds of power plants (e.g.,
hydroelectric, nuclear, etc.). As brought up in this section, these kinds of attacks are
becoming a reality and, recently, the information leakage of the US government that
has been brought to light by several initiatives like PRISM [5] has also revealed that
the US has drawn up an overseas target list for cyberattacks.

Regarding cybersecurity standards, many of the existing ones are to be taken
into account in the Smart Grid as is highlighted in NISTIR 7628 [41], where they are
listed and commented upon. A relevant one among them is IEC62351-6 [2] because
it is the cybersecurity standard of reference for IEC 61850 and, thus, for the Smart
Grid. NISTIR 7628 gives guidelines for cybersecurity implementation in the Smart
Grid and provides a logical security architecture of a general nature. Significantly,
it contains interesting considerations regarding the use of authentication certificates
and secret keys management.

On the other hand, telecommunication networks are becoming suboptimum for
the new and stringent requirements imposed by modern necessities of the Smart
Grids. Not only is the network being migrated towards IPv6 due to the explosion of
addressable devices [70] but also new models of networks are appearing such as Soft-
ware Defined Networks/Anything (SDN/SDx) [31] in conjunction with Service Com-
position [24,39]. These kinds of paradigms can make the whole networking ecosystem
more sustainable, adaptable, scalable and reusable making it more intelligent and, if
used adequately, more secure. Some research has been done about this topic in Eu-
ropean projects INTEGRIS [35] and FINESCE [20]. Several threats were detected in
the security analysis on these projects and the usage of SDNs and Service Composi-
tion technologies were proposed to assist the management and protection of the whole
Smart Grid infrastructure. Experiments have been undertaken in specific use cases
for providing secure smart metering and a Smart Grid cloud service in a so-called
Software Defined Utility (SDU) (see Section 7.6).

7.3.1 Requirements of the Smart Grid

Power network technology has been exceptionally stable for a long time, which is
in contrast with the fast evolution of ICT systems. Nevertheless, the Smart Grid is
a new concept that arose around the electrical grid. Its main novelty is the addition
of a telecommunication network to the electrical infrastructure in order to transport
information such as the state of the grid, real-time power consumption, service fault
locations, etc. In other terms, the objective of the Smart Grid is to ensure that
the grid is economically efficient, sustainable and provides higher standards of power
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Table 7.1 Functional classes and requirements [35, 61]
Function Latency Reliability Integrity Confidentiality

Active Protection Functions <20 ms
Very High

High Low
(99,999%)

Command and Regulations <2 s
High

High Low
(99,99%)

Monitoring and Analysis <2 s
High

High Low
(99,99%)

Advanced Meter and Supply
<5 min Low

High High
<10 s (99%)

Demand Response
<5 min Medium

High Low
<5 s (99,9%)

quality thanks to a lower level of losses and enhanced power management and security
[18]. This evolution presents many operational problems that cannot be solved by
current systems and technologies especially if they are used isolated. Fortunately, the
evolution and current maturity of ICT systems makes it possible to cope with the
mentioned problems, especially over the distribution grid where today ICT systems
are scarcely deployed.

We want to underline the low latency and very high reliability needed for Smart
Grid Active Protection Functions (APF) (shown in Table 7.1). This is always dif-
ficult to achieve with current technologies, but also the high reliability needed for
Commands and Monitoring that is not easy to achieve in practice in a distribution
grid environment. Regarding cybersecurity, the parameters in Table 7.1 are Integrity
and Confidentiality but also Reliability and Latency. Very high reliability required
by some functions implies that special care has to be taken to minimize DoS attacks
to a minimum [61].

7.3.2 Smart Grid Security Requirements Definition

The state of the art regarding security in the Smart Grid is in fact defined in
IEC62351-6 standard which basically applies security at the transport layer (TLS1.0
[34] with some restrictions) and upper layer communication protocols. It could be
argued that protecting the transport layer could be enough since this may provide
confidentiality, integrity and device authentication for user data and because many
commercial systems rely on protecting systems just like this. However, protecting
the Smart Grid only at the transport layer leaves the network and its links open to
cybersecurity attacks that may produce DoS, eavesdropping of network management
messages and, thus, prohibiting the users from accessing the service. This fact is not
aligned with the high reliability feature that is required in the Smart Grid [23]. For
this reason, the Smart Grid really urges multilevel security, even above the transport
layer [47, 61]. To face this challenge in [20], the Smart Grid is secured by designing
a security system in a way that it is really deployable and operative and that (1)
balances the many and sometimes conflicting security goals of the different actors and
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subsystems and (2) accommodates a large and dynamic set of security mechanisms.
Table 7.2 was developed jointly with Smart Grid experts from industry and academia,
presenting a table with a set of the most important security issues that can affect
the proposed infrastructure for the FINESCE’s Smart Grid [20]. The main goal is to
establish an order of implementation priorities regarding the security aspects. Authors
gathered this information from several utilities in order to establish these priorities
by numbering them with numbers from 1 to 8 (1 being the highest priority and 8 the
lowest). Utilities have to provide the impact level for every problem if the system is
crashed down. In the Reason column is presented a brief explanation of the rationale
behind the order and decisions of which aspects are more critical than others.

From the requirements mentioned it is possible to draw the following conclusions:

• The stringent requirements in terms of latency and reliability defined in Table
7.1 mean that security decisions are to be taken as close as possible to the
affected devices. Therefore, security needs to be as decentralized as possible in
the Smart Grid.

• The high integrity needed means that all packets are to be protected by strong
enough integrity hashes (at least 64 bits long).

• The high confidentiality needed for meter data implies that it is necessary to
encrypt data while being transmitted and when being stored in intermediate
systems.

• The need to distribute some of the computations to be performed in the Smart
Grid [47,60] means that data have to be also protected to be used by distributed
applications.

• Special care has to be taken regarding cryptography keys management given
the large amount of keying material to be handled. Special care is required
regarding a common policy for the different sets of keys.

• The different context situations of a given Smart Grid domain lead to adapting
suitable security policies depending on that context and it requires a context-
aware security design.

• The typical long duration of the investments in power network assets (typically
40 years) means that the horizon is about year 2055 and most of encryption
techniques used nowadays may be possibly broken at that time; therefore, it is
needed that the system has the possibility to upgrade to new coming encryption
techniques.
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Table 7.2 Smart Grid security issues (Impact: VL, Very Low; L, Low; M, Medium; H,
High; VH, Very High)

Security Issue Problem Description Priority(P) & Reason & Impact

Data Leakage
Data are stolen and delivered
without permission of the
proprietary.

P=5. If a malicious user can access the
system, user stored data could be compro-
mised. This fact could derive in legal prob-
lems. Impact(VH)

Data Forgery
Data is modified by a
malicious user and not
detected.

P=6. Once the access is accomplished, if
notifications of changes are not considered,
a malicious user could modify user stored
data. Impact(H)

Data Lost
Data is erased by a malicious
user or a human error.

P=7. If a backup system is maintained,
this could be an important but not criti-
cal problem since data could be restored.
Impact(M)

Data
Transaction

Data is delivered through the
network and could be visible
to malicious users if it is not
encrypted. It depends on the
sensibility of the data trans-
mitted that this issue becomes
more critical.

P=1. It is not necessary to access the sys-
tem to obtain data under these circum-
stances. Therefore, it is considered that the
most important aspect is that data trans-
actions (data in transit) are encrypted.
Impact(VH)

Commands
execution

Many applications that can
reside in IEDs could be sen-
sitive to latency. A DoS at-
tack to the network resources
could affect its performance. It
affects availability of the ser-
vices.

P=8. Network resources have to be con-
trolled because the access to data stored
and applications in IEDs depends on them.
It is considered that a network will be de-
signed to detect DoS attacks and avoid la-
tency problems. Impact(H)

Authentication

Access to IEDs and data
storage has to be controlled
and tracked to avoid wrong
usage. It affects confidentiality,
integrity and availability if a
malicious user gets a user with
rights granted.

P=2. It is very important to maintain
control over the users that access data
stored in IEDs and track the actions these
users perform to avoid problems with data
stored and IEDs’ functionality. If a wrong
usage is detected and users are authenti-
cated, the system can isolate the problem-
atic user to avoid damage. Impact(VH)

Authorization

Not all users have the same
authorization policies to dif-
ferent zones, resources or
stored data. Admin users,
privileged users, guest users
and third party users must
be cataloged with different au-
thorization rules.

P=3. It is important to maintain iso-
lated rights to access resources because
the system could have third-party users,
guests/clients, administrators, etc., and
not all should have complete access. The
system could be modified by users without
complete knowledge or by malicious users
if a good authorization policy is not ap-
plied. Impact(H)

Identity
Management

(IdM)

The way to maintain a good
connection between users and
authorization rules is imple-
menting a robust IdM.

P=4. Necessary to map users with their
respective authorization rules and to main-
tain control over granted access to the sys-
tem. Impact (VH)
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7.4 SECURITY IN A CLOUD INFRASTRUCTURE AND SERVICES FOR

SMART GRIDS

The growth of the Internet has fostered the interaction of many heterogeneous
technologies under a common environment (i.e., Internet of Things). Smart Grids
entail a sound example of this situation where several devices from different vendors,
running different protocols and policies, are integrated in order to reach a common
goal: bringing together energy delivery and smart services. Moreover, integrating the
heterogeneous data generated by every device on the Smart Grid (e.g., wired and
wireless sensors, smart meters, distributed generators, electric vehicles and commu-
nication network devices) into a single interface has emerged as a hot research topic.
To consider this single interface as an efficient solution, an infrastructure capable
of storing data from these heterogeneous sources allowing further data analysis is
needed. Since data stored and transactions will be made through untrusted networks
(Internet) some concern around security and privacy issues arises.

In recent Smart Grid ICT infrastructure proposals, like FINESCE [52], data can
reside in both private utility infrastructure and public cloud infrastructure. Data
can be moved from one to another, becoming an alternative solution for utilities
with a more robust and scalable storage system thanks to the combination of Cloud
Computing with their private DC infrastructure.

Cloud Computing is a model that enables on-demand access to a shared set of
configurable computing resources that can be rapidly provisioned and released with
minimal management effort or interaction by the Cloud Service Provider (CSP) [45].
Cloud Computing solutions offer several benefits [67]. However, the fact that the
management of some physical data and machines is implemented by CSPs allowing
the customer (utility) a minimum control over virtual machines creates some con-
cern and suspicion. Cloud Computing solutions move some application software and
databases of customers to large datacenters where the management and the services
do not have the same confidence when housed in an internal infrastructure.

This section aims to gather basic security requirements in deploying a solution
based on Cloud Computing. It also exposes attacks and vulnerabilities related to
Cloud Computing to be considered for implementing a secure environment. Moreover,
the security requirements and the results of a security audit performed over a use
case example are presented.

7.4.1 Security Concerns and Requirements in a Cloud Environment

In a Cloud Computing environment there are many security risks depending on
how CSPs deliver their services to customers. It is necessary to take into account
the characteristics and associated security risks [19, 68] of each cloud deployment
model [45] (private, public, hybrid, community) (Table 7.3).
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Table 7.3 Cloud Computing deployment models
Deployment

models
Basic characteristics

Public

· Clients share same resources of CSP
· On demand resource availability
· Resources are allocated outside the customer premises
· Security: (1) It is a more insecure and risky model, more exposed
to malicious activity. (2) It involves detailing and analyzing SLAs
awareness among customers and CSP

Private

· Clients do not share resources of CSP
· Resources can be allocated inside or outside the customer premises
· Higher cost
· Requires qualified administrators to manage and improve technical
safety, control, compliance, fault resistance and transparency
· Security: (1) Customer data are more secure by providing own
infrastructure of CPD. (2) Administered by the customer, security
management and responsibilities much easier to carry out and identify

Hybrid

· Combine two or more deployment methods (commonly public and
private)
· Managed by the organization or by third parties
· Resources can be allocated inside or outside the customer premises
· Access, through Internet, to multiple well-defined entities but limited
· Security: More secure than public cloud

Community

· Shared among multiple customers
· Operated, managed and commonly secured by customers or by
a third party
· Resources in outdoor installations, although they may be in the CPD
of one of the customers
· Security: Community members have free access to resources by
eliminating risks in public cloud and decreasing costs of private cloud

Above each deployment model, services could be provided through any of the
service delivery models (IaaS, PaaS, SaaS) [45]. The security characteristics of each
service delivery model are as follows [19, 65]:

• IaaS only provides basic security, including perimeter, such as firewalls, Intru-
sion Prevention Systems (IPS) and Intrusion Detection Systems (IDS). It also
includes load balancing to provide more availability and VMM (Virtual Ma-
chine Monitors) to monitor the performance of virtual machines and provide
isolation between them.

• PaaS has security problems related to applications developed due to the cloud
hosts’ SOA (Software Oriented Architecture) environments for hiding the un-
derlying web elements. Thus, and because the attackers are likely to attack

Infrastructure-as-a-Service
Platform-as-a-Service
Software-as-a-Service
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visible code, a set of metrics are needed to measure quality and security of the
encryption in the code written and to prevent the development of applications
exposed to attacks.

• SaaS delivers applications via the Internet without installing software. From
the customer’s perspective, it is difficult to understand if data are secure and
if applications are available at all times due to the lack of visibility into how
data are stored and applications are deployed. The SOA challenges are focused
on how to preserve or enhance the security previously provided by traditional
hosting systems.

There is a compromise between system control, data and cost efficiency. The less
control by the customer, the lower the costs of implementing business applications.
This implies a loss of confidence because security depends largely on the CSP. To
define the conditions of service delivery and enhance this confidence, SLAs are es-
tablished between customers and their suppliers to ensure the quality, availability,
reliability and performance of the resources provided.

7.4.1.1 Security Threats

The biggest problem that faces cloud computing is to ensure Confidentiality and
Integrity of data and Availability of services. With a comprehensive understanding
of the nature of security threats in the cloud it could be possible to manage the risks
of any solution proposed based on Cloud Computing technologies.

Table 7.4 describes the risks associated with each threat catalogued with risk
models like CIANA, because it conforms to the basic security principles specified in
Section 7.1.1, and STRIDE, because it is related to vulnerabilities affecting the cloud.
Also, possible countermeasures are provided to minimize these risks [28].

On the other hand, it is important to know the limitations of security problems to
which a customer is exposed to minimize risks. Gartner [10] proposes seven specific
areas on which customers should collect information before selecting a CSP: (1)
What types of users have privileged access and how they are hired, (2) Regulatory
compliance and Certifications needed, (3) Preserving privacy requirements regardless
of the location of data, (4) Securing data isolation between customers, (5) Availability
of data recovery in case of disaster, (6) Support for research and extraction of evidence
(due if a crime is incurred), (7) Long-term viability, availability of data regardless of
whether the CSP breaks or another company takes over the CSP.

7.4.1.2 Security Issues

The aim is to highlight the problems directly associated with each service delivery
model because it is crucial knowing the issues related to IaaS, PaaS and SaaS to
develop a secure and robust solution.

CIANA: (C) Confidentiality, (I) Integrity, (A) Availability, (N) Non-repudiation, (A) Authen-
tication.

STRIDE: (S) Spoofing identity, (T) Tampering with data, (R) Repudiation, (I) Information
disclosure, (D) Denial of Service, (E) Elevation of Privilege.
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Table 7.4 Notorious threats to the cloud and its countermeasures. Principles and char-
acteristics affected are underlined

Threat Risk Analysis [28] Countermeasures [68]

Data Breaches
C I A N A

• Isolation of virtual machines and stored
data

• Full erase data sessions before delivering
data to new users to prevent data leakage

• Backup data offline

S T R I D E

Data Loss
C I A N A • Use DLP tools (Data Loss Prevention)

S T R I D E

Account or Service
Traffic Hijacking

C I A N A

• Double authentication techniques

• Do not share account credentials among
employees

• Good definition of SLAsS T R I D E

Insecure Interfaces
and APIs

C I A N A • Evaluate APIs before using it

• CSP: Strong access controls, authenti-
cation and encrypted transmission

S T R I D E

Denial of Service
(DoS)

C I A N A • Use Intrusion Detection and Prevention
Systems (IDS, IPS)S T R I D E

Malicious Insiders
N / A • User access level controls

S T R I D E

Abuse of Cloud
Services

N / A
• Use registration and validation pro-

cesses before giving customers access to
the cloud

• Passive monitoring to ensure that a user
does not affect others

N / A

Insufficient Due
Diligence

N / A
• Security of data, combined with risk

transfer in the form of insurance cov-
erage and acceptance of risk taking by
CSPs

S T R I D E

Shared Technology
Vulnerabilities

N / A
• Strong compartmentalization between

users

• Strong authentication mechanisms

• SLAs that include remedy

S T R I D E
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Table 7.5 Security requirements for service delivery models and different deployment
models

Security
Requirements

Cloud Deployment Models
Private and

Public Cloud Community Clouds Hybrid Cloud
IaaS PaaS SaaS IaaS PaaS SaaS IaaS PaaS SaaS

Identification and
Authentication

Yes No Yes Yes No Yes No No Yes

Authorization Yes Yes Yes No No Yes No No Yes

Confidentiality No No Yes No Yes Yes No No Yes

Integrity Yes No Yes No Yes Yes Yes Yes Yes

Non-Repudiation No No Yes No No Yes No No No

Availability Yes Yes No Yes Yes Yes No No No

First, in the IaaS model there are no security breaches in the virtualization man-
ager. The other important factor is the reliability of the data stored within the hard-
ware vendor. Due to the increasing virtualization of “everything,” it becomes an
aspect of great interest how the data owner (customer) retains ultimate control over
it regardless of location. IaaS is prone to varying degrees of security issues based on
the deployment model [19].

Second, in the PaaS model, the CSP can give some control to application devel-
opers on top of the platform. But any security is given below the application level,
such as IPS at network and host levels. This can concern the CSP, who should pay
special attention to offer strong guarantees that data will remain inaccessible between
applications [19].

Last but not least, in the SaaS model, the customer depends on the provider who
applies appropriate security measures. Security problems in SaaS environments [67]
are related to Data security, Network security, Data location, Data integrity, Data
segregation, Data access, Data confidentiality, Authentication and Authorization, Web
application security, Data breaches, Virtualization, Availability, Backups and Iden-
tity management (IdM). [59] extends the information about the security problems
associated with the SaaS model showing a brief definition of the environment that
affects each problem and possible solutions to be applied.

7.4.1.3 Security Requirements

Once there is an analysis of each service delivery model, the underlying possi-
ble deployment models, and the threats that arise from each of them, a set of basic
security requirements [19] that have to be accomplished can be defined: (1) Identi-
fication and Authentication, (2) Authorization, (3) Confidentiality, (4) Integrity, (5)
Non-repudiation and (6) Availability. Table 7.5 summarizes these basic security re-
quirements for each service delivery model depending on the underlying deployment
model.
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7.4.2 Use Case Analysis—FINESCE Cloud for Smart Grid Distribution

7.4.2.1 Use Case Description

FINESCE [35] project’s main objective is to contribute to the development of an
open infrastructure based on ICT used to develop new solutions and applications in
all fields of Future Internet in the energy sector. FINESCE project will incorporate
the concept of a virtual substation IEC61850 through FIDEV prototypes, which were
initiated in the FP7 European project INTEGRIS [20]. FIDEV is a platform built on
commodity hardware, in which different software subsystems provide several commu-
nications and data concentrator functionalities. Among these new functionalities, a
distributed storage system can be built over different interconnected FIDEVs, acting
as a distributed Data Center (DC). These FIDEVs will be interconnected through
the FIWARE Lab Cloud using various Generic Enablers (GEs) [21], resulting in a
distributed storage system based on a hybrid cloud. They will also provide seamless
interaction between this FIDEVs-based private distributed storage system and the
FIWARE Lab Cloud. In this sense, the system will be formed by a set of separated
FIDEV’s testbed devices (physical or virtualized) that will constitute a private cloud,
plus public cloud storage capabilities by means of FIWARE Lab. Data can reside in
any of the two clouds and be moved from one to another becoming an alternative
solution for utilities with a more robust and scalable storage system thanks to the
combination of Cloud Computing with their private DC infrastructure.

The project solution requires processing and storing data of different sources like
smart meters, electrical vehicles, client data, etc. A hybrid cloud deployment model
is selected for the following reasons:

• The private cloud is used to ensure confidentiality of sensitive data stored like
critical information about the electrical company.

• The public cloud is used to store non-sensitive data and historical measurement
of smart meters, data of electric vehicle charging, etc. when FIDEVs are nearing
its storage limit.

• There are applications susceptible to latency. The private cloud avoids vague
and uncontrollable latency introduced by the Internet.

As shown in Figure 7.6, this use case interconnects different FIDEVs placed at
different sites of ESB in Ireland and FUNITEC–La Salle Lab in Barcelona. These
two sites conform a private cloud each one, and the FIWARE Lab performs as the
public cloud. The whole cloud infrastructure provides a flexible storage solution for
utilities, which can apply different security levels in order to protect their generated
data, and select which is the best place to store sensitive or critical data.

In each region, FIDEVs are located and act as virtual substations collecting data

FIDEV is defined in FINESCE project as an upgrade of the communication part of IDEV
devices defined in INTEGRIS integrating a set of GEs. These GEs will provide a secure interface
with the distributed storage system and seamless interfaces to data management for the managers.
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Figure 7.6 Generic overview of the WP5 Stream II Trial topology for Smart Energy
use case

on devices connected to the grid. FIDEVs are based on OpenStack Object Stor-
age [51] functionality to provide data storage and the necessary APIs (Application
Programming Interface) to interface with them. These APIs are based on FIWARE
GE defined in FIWARE project [21]:

• Object Storage. It provides robust, scalable object storage functionality based
on OpenStack Swift [51]. The OpenStack Swift API provides a standardized
mechanism to manipulate both the binary objects that are stored, and the hier-
archy of containers (locations that store files) in which they are organized. This
RESTful API can be accessed from any client technology that can communicate
over HTTP.

• Identity Management KeyRock. This API covers a number of aspects in-
volving user’s access to networks, services and applications.

In the public cloud, IdM KeyRock and Object Storage are consumed as Software-
as-a-Service (SaaS) applications of FIWARE Lab, while in the private cloud (built
through the FIDEVs) resources are consumed in Platform-as-a-Service (PaaS) mode.
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Object Storage containers in FIDEV proxies are synchronized between them with
Rsync to provide a distributed storage system. When FIDEVs are reaching their
maximum storage capacity, non-sensitive data are uploaded to FIWARE Lab.

Then, the two main processes performed by the solution are the following:

• Authentication process. To ensure that the user can store data in the private
cloud, the authentication proxy (FIDEV) will first validate that the user has
an Object Storage application membership in FIWARE KeyRock. Then, it will
authenticate against Keystone (local IdM that jointly works with KeyRock’s
public IdM).

• Storage process. When a user wants to perform some action, this user must first
authenticate. Once the credentials are validated, the user can interact with the
proxy node via APIs to perform any action allowed in the distributed storage
system (list, upload, download and delete data objects or create new data con-
tainers). Files uploaded to the distribution storage system can be encrypted or
in plain text. The user is responsible for providing a strong key to encrypt the
file that is uploading. The algorithms used are SHA-256, to get a hash of the
key provided by the user, and AES-256, to encrypt data with the 256 bit-length
encrypting key. The only feasible way of encrypting data is using CDMI(API
interface to communicate with public storage nodes).

This paradigm of data being interchanged between public and private clouds
faces some security implications due to the lack of control about the infrastructure
and applications that manage the information.

7.4.2.2 Security Requirements Analysis

As shown in this section, the basic security requirements for a hybrid cloud must
comply with the characteristics of Identification, Authentication, Authorization, Con-
fidentiality and Integrity for SaaS applications and Integrity for PaaS applications.
All these basic security features are met as follows:

• Integrity. Object Storage and Swift are responsible for storing data with in-
tegrity.

• Identification. Authentication and Authorization. When a user wants to perform
operations on data from the private cloud first authenticates against Keystone
checking credentials and, if that user is authorized in the storage application
requested, the access is permitted.

• Authorization. Data transfer operations to FIWARE cloud are made from local
FIDEVs, which imply that the user is previously authenticated.

• Confidentiality. The data is kept encrypted by a user-defined key.

Cloud Data Management Interface (CDMI) defines the functional interface that applications
will use to create, retrieve, update and delete data elements from the Cloud.
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However, although a secure system is designed and the result should be a robust
system implemented, it is necessary to take into account that security issues can occur
and affect the proposed infrastructure for the FINESCE project (considerations and
requirements defined in Table 7.2).

7.4.2.3 Security Audit

The main objective of the security audit is to check the vulnerabilities that may
have the system identify potential threats and minimize the risk of exposure of data
processed and the infrastructure itself. By means of the security audit performance
it is possible to verify the minimum security requirements needed as Table 7.5 estab-
lishes and the good operation of the code implemented in APIs.

The security analysis is done from the point of view of Ethical Hacking. The pro-
cess of performing a security audit by means of Ethical Hacking is based in performing
some penetration tests (pentesting). To make a good pentesting process there are a
few steps to do: (1) Reconnaissance, (2) Scanning, (3) Exploitation, (4) Maintain-
ing Access and (5) Reporting [9]. The security audit performed is as follows (details
presented in [59]).

Reconnaissance phase is not performed because the information needed about
the target system is known. Analysis is performed with Gray Box testing because some
information about the system is known. Then, in the Scanning phase, ports opened
and services running are discovered. Nmap tool has been used to form a fingerprint
of the target. The scanning performed discloses information about opened ports, ser-
vices running and their versions and operating systems used. After, a Vulnerabilities
analysis step looks for vulnerabilities associated to components by its technical char-
acteristics and services that are running in the system and discovered in the Scanning
phase. It is possible to perform a search on CVE (Common Vulnerabilities and Expo-
sures) databases, to check the vulnerabilities associated to the components used and
services discovered. All possible vulnerabilities have been analyzed and the impact to
Confidentiality and Integrity of data and Availabilty of services has been valuated.
Also, an Implementation vulnerabilities analysis is performed to analyze API’s code
to find vulnerabilities associated to authentication methods, file storage operation
and creation of containers to storing data. Some tests have been performed against
the API to check its vulnerabilities due to poor code writing or poor application
design. In the Exploitation phase some tests have been performed thanks to infor-
mation gathered in scanning phase and vulnerabilities analysis, thus checking if the
system is robust enough against some feasible attacks and vulnerabilities. Different
types of attacks and their impact on Confidentiality and Integrity of data and Avail-
ability of services have been evaluated: Injection attacks (SQL injection, Cross-Site
Request Forgery and Cross-Site Scripting), SSL related attacks (using sniffing meth-
ods and SSLStrip tool) and DoS attacks. Finally, in the Reporting phase, processes,
tests and results are reported to conclude the security audit, including solutions or
countermeasures to problems found.

The process described is adapted to the needs of the test environment and fo-
cused in discovering system vulnerabilities. For this reason, the Maintaining Access
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phase is not performed and neither backdoors nor rootkits are left on the system to
allow future access.

RESULTS
The most important security issues related to the system developed for the Smart
Energy use case are the following:

• All interactions with the CDMI are using HTTP making possible that a mali-
cious user could obtain user credentials and the encryption key.

• A malicious user without credentials can use brute force or dictionary attacks to
access the system. The Keystone API does not protect the continued attempts.

• Object Storage API has the following operational problems that cause unavail-
ability of the storage service: (1) A user can create an unlimited amount of
containers, which could disable the system for other users and (2) The size of
the containers is not limited. A single user can upload files until reaching the
maximum storage space causing other users inability to upload files.

• Object Storage API does not notify when a user tries to overwrite a file. If the
content of the files is not checked, changes in storage are undetectable.

Once the system vulnerabilities are known, solutions can be taken to solve security
issues presented in previous sections. Table 7.6 shows some solutions to each security
issue described in Table 7.2.

7.4.3 Summary

Cloud Computing solutions provide great flexibility for existing businesses given
the wide range of solutions (IaaS, PaaS, SaaS) that can be implemented internally
or externally in organizations. Given its cost efficiency by implementing models like
SaaS, it has become a growing trend but the fact that more and more users rely on a
CSP puts these suppliers in the crosshairs of malicious users. When an organization
thinks of moving information or applications to the cloud, it must carefully analyze
the threats and risks to which it is exposed as the business model it needs. Above all,
it is very important to ensure that the security policy established in the organization
extends to the cloud and to perform this will require a level of service by setting a
SLA between the CSP and the organization. In this way the organization, operating
as a client of cloud services, may have cataloged the risks to which it is exposed.

For the Smart Energy use case, it has been proved the need to apply to the cho-
sen cloud solution various analysis and audits to detect possible threats and risks.
Hence, it gives the option to take countermeasures before finally putting the system
into production. In addition, the reliance on public cloud of FIWARE demonstrates
the importance of knowing how cloud solutions of the CSP provider are implemented
to face problems related to Data Location, Data Segregation, Data Violation, Data
Availability, Data Access between tenants, Virtualization and Web Applications Se-
curity, which are more dependent on agreements with the CSP held by the SLAs and
the implementation of physical infrastructure than the proposed system.
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Table 7.6 Solutions to security issues in Smart Energy use case
Security Issue Solution

Data

Leakage

Simplest scenario: An attacker has to be authenticated to steal
data.
Keystone controls user access. Files protected.
However, if the attacker sniffs traffic sent to the public cloud and
captures valid credentials, data leakage shall not be avoided. More-
over, a file transferred to the public cloud could be intercepted
without need to steal credentials.
At the moment there is not any solution to this problem. Anyway,
at least files are always encrypted from the source.

Data Forgery

A mechanism is needed to notify changes in data stored in the
distributed system. At the moment the system has no notification
tools.
Moreover, if it is taken into account data sent or received from the
public cloud, strong hashes used avoid tampering of data.

Data Lost
The system is a distributed system storage that maintains multiple
copies of each file using Rsync. Data lost could be restored.

Data

Transaction

Data exchanges between FIDEVs inside the private cloud will be
encrypted by activating HTTPS and using SSL (only allowing TLS
1.1 or above versions and disabling all weak cypher and all 128
bits encryption mechanism). However, data exchanged with FI-
WARE Lab (public cloud) through CDMI only can be transmitted
with HTTP (insecure). Multiple requests have been launched to
FIWARE Lab administrators to activate HTTPS.
The infrastructure could be protected against DoS attacks using
level 7 firewalls and IPS technology.

Commands

execution

Both in the public cloud as in the private cloud, a protection system
against DoS attacks has to be implemented. It could be ensured
that this premise is true in the private cloud as it depends on orga-
nizations but in the public cloud certain SLAs will be established
with the CSP.

Authentication
Keystone manages the authentication process but brute force at-
tacks are not controlled.

Authorization Keystone manages authorization rules.

Identity Management Keystone manages user accounts.

7.5 THE SMART GRID AS AN IoT

Recent advances on Smart Grids have explored the feasibility of considering the
power electrical distribution network as a particular case of the IoT [61, 73]. Cer-
tainly, this specific domain poses appealing challenges in terms of integration, since
several distinct smart devices or IEDs from different vendors, often using proprietary
protocols and running at different layers, must interact to effectively deliver energy
and provide a set of enhanced services and features (also referred to as smart func-
tions) to both consumers and producers (prosumers) such as network self-healing,
real-time consumption monitoring and asset management [49]. Although the latest
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developments on the IoT field have definitely contributed to the physical connection
of such an overwhelming amount of smart devices [50], several issues have arisen
when attempting to provide a common management and monitoring interface for the
whole Smart Grid [43, 49].

Indeed, integrating the heterogeneous data generated by every device on the
Smart Grid (e.g., wired and wireless sensors, smart meters, distributed generators,
dispersed loads, synchrophasors, wind turbines, solar panels and communication net-
work devices) into a single interface has emerged as a hot research topic [6, 73]. So
far, some experimental proposals [61] have been presented to face this issue by us-
ing the Web of Things (WoT) concept to access a mashup of smart devices and
directly retrieve their information using reasonably thin protocols (e.g., HTTP and
SOAP) [44]. However, the specific application of these approaches into real-world
environments is fairly dubious due to the following reasons: (1) they may open new
security breaches [48,64] (i.e., end-users could gain access to critical equipment), (2)
there are no mature electric devices implementing WoT-compliant standards avail-
able in the market [49], and (3) industry is averse to include foreign modules (i.e., web
servers) on their historically tested and established, but poorly evolved, proprietary
systems [40].

A new way to overcome these issues through the European projects INTEGRIS
[49] and FINESCE [69] may be explored providing a management interface for the
Smart Grid inspired by the WoT. Continuing the work done in these projects, the
aim is to implement an ICT infrastructure, based on the IoT paradigm, to handle
the Smart Grid storage and communications requirements [32] to manage the whole
Smart Grid and link it with end-users using a WoT-based approach, which results in
a new bridge between the IoT and WoT. This proposal, which takes the pioneering
new form of the WoT, is targeted at providing a context-aware and uniform web-
based novel environment to effectively manage, monitor, and configure the whole
Smart Grid. Moreover, conducted developments prove the feasibility and reliability
of this approach and encourage practitioners to further research in this direction and
to envisage new business models [23, 70].

The open IoT-based infrastructure presented in the Web of Energy proposal will
provide new tools to manage energy infrastructures at different levels from IoT-based
infrastructure enabled machine-to-machine interactions between small and resource-
constrained devices on the Smart Grid domain. Thus, the IoT concept has been
extended by providing a bidirectional human-to-machine interface, inspired by the
WoT, which results in a ubiquitous energy control and management system coined as
Web of Energy [4]. This proposal will combine the web-based visualization and track-
ing tools with the Internet protocols, which enables a uniform access to all devices
of the Smart Grid. In order to provide such an effective and reliable management
interface to address the heterogeneous nature of devices residing on the grid, we
will continue the deployment of an intelligent subsystem devoted to (1) learn from
real-world events, (2) predict future situations and (3) assist in the decision-making
process.

New security challenges that may affect this ubiquitous energy control and man-
agement system involving Internet of Things and, implicitly the Smart Grid arise
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every day [33, 38]. The success of WoT will depend on an appropiate and controlled
security system that takes into account the mechanisms and communications between
devices and between humans and devices [38]. In fact, we can define Cybersecurity as
an enabler of IoT and a whole cybersecurity strategy is needed [53] to consider new
attack surfaces, IoT specific vulnerabilities and firmware problems, among others, to
protect stackeholder’s interests.

7.6 TOWARDS A SECURE AND SUSTAINABLE SMART

GRID MANAGEMENT

7.6.1 A Sustainable Smart Grid Management

As we have seen in previous sections of this chapter, there are many examples
of new technologies applied to the Smart Grid. All of them offer new opportunities,
and propose new functionalities. However, they also involve the rise of new threats
and a higher level of control of the network that increases the complexity in its man-
agement. The boost on distributing and virtualizing electrical resources requires new
methodologies that simplify the tasks of the administrators of the electrical distri-
bution networks [20]. In this sense, the advances on computer network architectures
and management could give a hint about how it could be done. There are two recent
computer networks management trends that especially present capabilities completely
aligned with the specific needs of the Smart Grid.

On the one hand, Software-Defined Networks/Anything (SDN/SDx) present a
way to manage highly distributed resources in a more autonomous and centralized
way, programming certain type of resources to be adapted on the fly by themselves
(self-configuration) and providing an easier and centralized way to manage the re-
sources remotely. On the other hand, the generalization of the concept of service ori-
ented computing and Service Composition (SC) and its application to Smart Grids
could give also many advantages [29,66,76]. This methodology that is widely spread
in the world of web-services presents a way of modularizing the functionalities as
small independent services that could be published, placed, invoked and combined
together with other services, to run them remotely and on demand.

Taking into account the critical low latency required in Smart Grid communi-
cations and that the resources of the distribution electrical grid such as generators,
storage devices or actuators are increasingly becoming more spread, it is considered
that the combinations of both technologies could make a great impact in the de-
velopment of the Smart Grids in the following years. Actually, the necessity of total
protection against failures in Smart Grids leads to research different solutions to solve
this issue. Moreover, the use of an orchestrator for handling redundancy in different
types of networks can efficiently tackle the stringent requirements of recovering ser-
vices from a failure in the system, even though an overload is produced [47,60]. The
actual performance depends on the status and characteristics of the chosen underlying
network behavior.

In fact, the forthcoming Smart Grid transformation towards an intelligent pro-
grammable network is possible by translating the philosophy, concepts and technolo-
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gies from the SDN/SDx and SC in order to implement a Software Defined Utility
(SDU).

7.6.2 Software-Defined Network

SDN is a computer network trend which aims to decouple the network control
plane and the data plane [25,31]. Although some research was done in the past with
this target, SDN popularity has grown in the last few years fostered by the rise of
Open Flow protocol [25]. However, it is necessary to remark that both terms should
not be confused. Open Flow is a communication protocol that tries to facilitate the
development of SDNs. In fact, Open Flow is a way to implement SDNs by defining
the specific messages and message formats exchanged between orchestrator and leaf
devices, so in other words, by specifying how the device should react in various
situations and how it should respond to commands from the controller. On the other
hand, the SDN/SDx concept that is referred to in this section represents a much
more generic area that revolves around the programmability of the network for the
separation of its control functionalities from the data forwarding.

One of the main advantages that SDN/SDx may contribute is the abstraction
of the network to unify and centralize the management of the network. Abstraction
could give network administrators a more global vision of the whole network in a
cheaper and easier way than nowadays. Therefore, it would allow administrators to
achieve also greater scalability and would permit easily integrating different types
of middleware, even on demand (i.e., a cognitive system that is able to react and
configure the network according to certain parameters [56]). This could make the
network act like a living organism that adapts to certain situations making it more
versatile and easy to manage and evolve.

7.6.3 Service Composition Paradigm

Another trend that presents very interesting characteristics for creating self-
adaptable networks is Service Oriented Computing. Often known as Service-Oriented
Architectures (SOA) or Service Composition (SC), it is a type of design pattern based
on structured collections of software modules with defined inputs and outputs that
can be composed on demand to create more complex functionalities (composite ser-
vices) that can be represented by workflows of services [24, 39]. This paradigm has
been efficiently brought to business services by means of web-services for a long time.
However, the generic concept has not been explored in depth yet into the scope of
other fields or purposes.

Service composition can bestow the Smart Grid network and applications with
great versatility and scalability, especially if used along with some intelligent control
middleware that enables and disables the modules depending on the state and context
of the network and the requirements of the moment.
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7.6.4 The Proof of Concept: A First Approach to Orchestrate Secured Smart Metering

The designed use case is focused on collecting encrypted smart meter and Remote
Terminal Units (RTU) data and saving it encrypted in some place (e.g. an IED, a
hybrid Cloud environment as shown in Section 7.4, etc.) in a way that the authorized
actors can work with the data without having access to user specific data, preserving
their customers’ anonymity and protecting them from malicious attacks.

As stated before, smart metering represents only a set of the Smart Grid solu-
tions, but it is the part that has already been more regulated, deployed and tested
around the world. Advanced Metering Infrastructure (AMI) consists of smart meters,
data management, communication network and applications. AMI is one of the three
main anchors of Smart Grids along with Distributed Energy Resources (DER) and
Advanced Distributed Automation (ADA). Smart metering is usually implemented
using automatic meter reading (AMR), a technology that automatically gathers data
from energy, gas and water metering devices and transfers it to the central office in
order to analyze it for billing or demand side management purposes. Data are read
remotely, without the need to physically access the meter. AMR systems are made up
of three basic components to be secured: the meter, the Central Office and the com-
munication systems. AMR includes mobile technologies, based on radio frequency,
transmission over the electric cables (power line) or telephonic platforms (wired or
wireless) [62, 76].

First of all, in order to determine the security requirements of the smart metering
function, the work developed by NIST (National Institute of Standards and Tech-
nology) called NISTIR 7628 [41] has been of great importance, because of its highly
detailed description of requirements and elements that must be taken into account
when deploying a Smart Grid. Since this proof-of-concept targets to secure smart
metering as a first approach, a limited set of requirements have been selected from
among over 200 entries in [41], considering those that affect directly or indirectly
smart metering. Once the requirements have been set up, a chart has been developed
with those requirements (Table 7.7) on one axis and the technologies that can be used
to meet the requirements on the other axis. Technologies and techniques associated
to each requirement have been selected based on the authors’ experience developed
during the INTEGRIS and FINESCE European projects [20, 35] and on some new
state-of-the-art techniques such as homomorphism that allows the information to be
encrypted at all times, even when having to handle it, in contrast with other tra-
ditional techniques that require decryption to be performed before the information
is treated and then encrypted again [75]. Based on this knowledge from industrial
partners and academia, Table 7.7 specifies which secured-ICT technology can meet
more accurately the requirements. Table fields are simplified but a brief description
of each requirement is shown in a footnote.

SG.SC-3 Security Function Isolation/ SG.SC-4 Information remnants/ SG.SC-5 DoS Protec-
tion/ SG.SC-6 Resource Priority/ SG.SC-7 Boundary Protection/ SG.SC-8 Communication In-
tegrity/ SG.SC-9 Communication confidentiality/ SG.SC-10 Trusted Path/ SG.SC-11 Crypto Key
Establishment/ SG.SC-12 Use of Validated Cryptography/ SG.SC-15 PKI certificates/ SG.SC-19
Security Roles/ SG.SC-20 Message Authenticity/ SG.SC-26 Confidentiality at rest/ SG.SC-29 Ap-
plication Partitioning/ SG.SI-2 Flaw Remediation/ SG.SI-3 Malicious Code and Spam protection/
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After the techniques have been selected, use cases that fulfill the security require-
ments have been defined [20,35]. Some examples of them are the installation process
of a smart meter, reading the power consumption, firmware updating, system moni-
toring, maintenance processes, etc. For providing the basic functionalities needed to
cover those use cases, independent modules must be defined taking into account that
these modules later can be combined in different workflows. The focus on the SC in-
teroperable standalone modules, which can be invoked or dropped on demand, leads
to considerable cheap solutions in the field of Smart Grids and presents a solution
that may be integrated incrementally. Moreover, it allows system architects to de-
sign and deploy flexible applications that could be modified and evolved according
to eventual new needs. Furthermore, the modularization of Smart Grid functionali-
ties and encapsulation into self-contained services facilitates the distribution of the
Smart Grid intelligence, approaching the reasoning and decision process and helping
to handle its critical constraints of latency on fault reaction.

The one-by-one definition and classification of the modules can guide the SC de-
sign process made of composite services and the placement of the different modules
in specific physical or logical locations of the Smart Grid. For example, if we consider
the description of some security modules such as the AAA module, its execution lo-
cation could be in a specific segment or end-to-end, while encryption or decryption
modules are isolated modules that could be placed in a specific location of the net-
work. This fact can help the reasoning of the administrator person or the specification
of automation processes for building and deploying composite services automatically.
However, some characteristics are intrinsically related to the functionality offered by
the composite service to the end-user, such as the atomic service usage (optional or
mandatory) or the order of them inside the workflow (dependent or independent) and
can only be completely defined when building the composition. Therefore, aiming at
just giving a proof-of-concept demonstration of some of these benefits that SC and
SDN could bring into Smart Grid, a basic use case was designed on securing the
smart metering in a Software Defined Utility environment [20].

The use case was deployed with a metering operation, carrying out the initial-
ization of the device, reading execution and applying some corrections. The solution
provided is based on the following rules:

• To rely as much as possible on proven existing standards, only complement-
ing them when strictly necessary. This comes from the evidence that the first
versions of most standards contained serious vulnerabilities.

• From these standards, to choose the right options for the Smart Grid (see Table
7.7).

SG.SI-4 Information System Monitoring/ SG.SI-7 Software and info integrity/ SG.SI-8 Informa-
tion Input Validation/ SG.AC-3 Account Management/ SG.AC-8 Unsuccessful Login Attempts/
SG.AC-11 Concurrent Session Control/ SG.AC-13 Remote Session Termination/ SG.AC-16 Wire-
less Access Restrictions/ SG.AC-17 Access control for portable and mobile devices/ SG.AU-X
Auditability/ SG.AU-16 Non-repudiation/ SG.CM-x Configuration changes/ SG.IA-5 Device Iden-
tification and Auth./ SG.MA-x Remote Maintenance.
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Table 7.7 Smart Metering and Smart Grid services and features analysis Totally ap-
plies(5), Applies a lot(4), Mostly applies(3), Applies(2), Somewhat applies(1), Does
not apply(0)
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SG.SC-3 4 3 4 0 0 2 1 1 0 0 0 0 5 0 0 0 0
SG.SC-4 5 0 5 0 0 0 4 4 3 0 0 2 1 0 0 0 0
SG.SC-5 0 0 0 0 5 3 4 4 0 0 2 2 0 0 0 0 0
SG.SC-6 0 0 2 0 0 0 0 0 0 0 3 0 1 0 5 0 0
SG.SC-7 5 1 4 0 0 4 3 3 1 0 0 1 5 0 0 0 0
SG.SC-8 5 3 0 5 0 0 0 0 0 0 1 0 0 0 0 5 4
SG.SC-9 5 5 2 0 0 2 2 2 0 0 0 0 0 1 0 0 5
SG.SC-10 5 0 0 0 0 1 1 1 4 1 3 0 0 0 0 0 1
SG.SC-11 5 5 4 0 0 0 1 1 1 0 0 1 0 0 0 0 5
SG.SC-12 5 5 0 0 0 0 0 0 1 0 0 0 0 0 0 0 5
SG.SC-15 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
SG.SC-19 5 0 4 0 0 3 1 1 1 0 0 1 2 0 0 0 0
SG.SC-20 5 4 1 4 0 0 0 0 0 0 0 0 0 1 0 5 3
SG.SC-26 0 5 0 3 0 0 0 0 0 0 0 0 5 0 0 0 4
SG.SC-29 5 0 5 0 0 2 1 1 0 0 0 0 3 0 0 0 0
SG.SI-2 0 0 0 0 0 0 0 0 4 5 5 2 0 0 0 0 0
SG.SI-3 0 2 0 0 0 5 5 5 5 0 0 0 3 0 0 0 5
SG.SI-4 0 0 0 0 0 0 4 4 5 2 3 4 0 0 0 0 0
SG.SI-7 5 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 5
SG.SI-8 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0
SG.AC-3 5 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
SG.AC-8 5 0 5 0 0 0 3 3 4 2 4 4 0 0 0 0 0
SG.AC-11 0 0 5 0 0 0 1 1 5 2 4 3 0 0 0 0 0
SG.AC-13 5 0 5 0 0 0 0 0 3 2 2 0 0 0 0 0 0
SG.AC-16 5 4 5 0 0 0 0 0 0 0 0 0 0 0 0 0 1
SG.AC-17 5 0 5 0 0 0 1 1 1 0 0 2 0 0 0 0 0
SG.AU-X 2 0 0 0 0 0 0 5 0 0 5 5 0 3 2 0 0
SG.AU-16 5 0 0 0 0 0 0 0 4 0 5 0 0 0 0 0 0
SG.CM-x 5 0 5 4 0 1 1 1 3 3 0 5 0 4 2 5 4
SG.IA-5 5 0 5 0 0 0 3 3 2 0 0 2 0 0 0 0 0
SG.MA-x 5 4 5 1 0 2 2 0 3 3 2 4 1 5 2 1 1
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• To place cybersecurity services as close as needed to the sensing and actua-
tion points to improve latency and reliability of applications. In fact, this is
done based on SC paradigm by placing them in the cybersecurity server and
repository contained in the IEDs.

• To use a common coordinated cybersecurity data repository for all the involved
technologies.

• To distribute this repository, either as a whole or partially, in the FIWARE
Lab Cloud although having also a central repository located elsewhere. The
central cybersecurity repository is replicated so that, in case of disconnection,
the system continues to work for some time even allowing the inclusion of new
devices and functions.

• To define cybersecurity metrics to feed the context-aware system to enable
improved system management.

• To adhere to the principle of the Trusted Computing Group (TCG) of using
Trusted Platform Modules (TPM) to protect in-built software and hardware as
well as storage of data, including the basic keying material.

• To use, whenever feasible, authentication based on Certificates.

MODULES DEFINITION
The first and most important task that should be accomplished in the definition of the
use cases was which functionalities are required to achieve the goal of the use case and
which service modules are necessary to cover each of these functionalities. After the
in-depth analysis of the security requirements and the technologies that can be used
to fulfill them (briefly detailed by means of Table 7.7), one must figure out which
functionalities are required and which modules could be useful to accomplish the
objective of the final workflow. A correct modularization of the process must present
services as loose-coupled as possible. That is important for two main reasons. First,
it will help to reuse the services in different use cases avoiding their reimplementation
and deployment. Second, it will facilitate the adaptability of the workflow to context
changes (e.g. the level of security is reduced and some Smart Grid services could be
removed in order to speed up the process, or the opposite, new security requirements
are introduced and new services are created and integrated in the workflow chain in
order to handle them).

The Smart Grid needs to manage many security schemes that in turn have dif-
ferent native key management schemes and policy enforcement methods which apply
to different places or hierarchies in the Smart Grid. It would be unwise to keep those
schemes without coordination.

WORKFLOW EXAMPLE
Finally, the modules have to be joined to create the whole workflow. As it has been
described before, this process allows the smart meter function to be enrolled into the
Smart Grid system. In order to do so, the whole process is being carried out in some
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Figure 7.7 Complete workflow approach for “sign up with a non-validated USB” service

steps. For this example, some specific modules (such as USB keychain, AES Decryp-
tion, USB validation, etc.) were defined. They are combined as seen in Figure 7.7,
building a workflow that executes the complete validation process, and offering dif-
ferent possibilities using a USB authentication token and a pre-shared key.

The importance of this process is not the process itself (that is just a basic proof-
of-concept example) but its modularized design and deployment methodology. It
focusses on enhancing the flexibility in the operation. It is very different to current-day
straightforward deployments by procuring to the system architect a reusable design, a
function virtualization and a chance of cloud computing deployment. If this process
does not suit the utility’s needs it can be easily changed, modules can be quickly
swapped for others or even removed to simplify the process. Another interesting
characteristic is that it does not depend on how the modules are implemented. As long
as the input and output interfaces are well defined the module interoperability is fixed.
So it should also help to avoid any vendor lock-in and to foster the interoperability
and reusability of the systems.

SC offers a way to modularize complex operations and SDN the technology to
orchestrate them around the network and communicate to the different entities in
order to invoke and deploy them in a distributive way, while continue managing them
from a central point. The greatness comes when those techniques are combined setting
up the policies and building workflows autonomously as a SDU orchestrator [25].

7.7 CONCLUSIONS

The Smart Grid is at the same time a part of the Internet of Things and an
example of a cyber-physical system where the physical power grid is surrounded by
many intelligent communication devices that allow for an enhanced management of
it. It is a system of systems that may not bring only great performance benefits to
society but also big risks in terms of cybersecurity since it opens the power system
to at least the same threats faced by the Internet. In fact, considering the novel,
heterogeneous and distributed nature of the Smart Grid, it is reasonable to think
that the vulnerabilities will be still larger. Furthermore, cybersecurity in Smart Grids
is essential for the survival and feasibility of this electricity concept, thus making
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the risks still more relevant. To address this issue there is a lot of urgent on-going
work worldwide being very relevant the one undertaken by the Standards Developing
Organizations such as IEEE, IEC, and NIST.

The whole Smart Grid concept changes radically the way the traditional energy
grid works as it becomes dynamic, versatile and autonomous and integrates very
different power sources by its nature and size. As said in the introduction, the Smart
Grid requires a parallel network that controls and monitors all its capabilities and this
network must be as dynamic, versatile and autonomous as the Smart Grid. Software
Defined Networks and especially Service Composition techniques can help to fulfill
these requirements. It does not only apply for the management of the network but
also for its security, one of the most important parts of the grid since it affects
all of its stakeholders and can even cause international security problems, as some
recent cyberwar attacks demonstrated. To sum up, these new paradigms on network
computing architectures present a relevant solution based on the modularization of
the required functionalities and their deployment on demand, only when and where
required, avoiding redundancies and permitting the reusability of modules.

As presented at the end of this chapter, the characteristics of these techniques
suit perfectly with the needs of the Smart Grid field and their applicability could
represent a cheaper and more dynamic deployment for the Smart Grids in the follow-
ing years, anticipating the Software Defined Utilities of the future. The complexity
of the problem is really impressive and it is not possible to focus on all of its as-
pects in a single paper or even a project. The present chapter concentrates on the
solutions developed in the context of European research project FINESCE in which
the authors focused on the protection of data while being transmitted, stored and
used in the context of the distribution Smart Grid, with the objective of proposing a
Software Defined Utility solution that meets the data cybersecurity requirements of
the Smart Grid. The project tackled issues such as access control, key management
and context-aware security design considering the case of the electrical distribution
Smart Grid in the cloud, the integration of IoT devices in the Smart Grid and the
usage of commodity hardware and high-speed communication networks, all of them
pieces that will be present in future Smart Grids but that also trigger a set of new
security threats that should be taken into account.
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I
n this chapter, we will review the existing results on secret key generation under
active attacks. First, we will review the basic information theoretic models for key

generation when the adversaries are passive. Then, we will focus on three scenarios
where the adversaries are active. In the first scenario, the attacker can modify/falsify
the messages exchanged during the public discussion phase. We will review the simu-
latability condition and the consequence of this condition. We will then discuss how
to check this condition efficiently. In the second scenario, the attacker can influence
the correlated sources obtained by the key generation parties. We will discuss a key
generation scheme under active attack, and the corresponding optimal attack strat-
egy of the attacker. Finally, we will consider the scenario where the attacker attacks
the helper. We will discuss how to benefit from the helper if the helper is not under
attack, and how to detect the presence of the attack if the helper is under Byzantine
attacks.

8.1 INTRODUCTION

Physical layer security, also called information theoretic security, is an emerging
field which exploits physical layer properties of communication channels to secure
future generations of communication systems. In recent years, the problem of enabling
communication users to establish a common secret key via public discussion under
both source and channel models from the perspective of physical layer has attracted
considerable amount of attention [1, 2, 5–9, 11, 13, 14, 17]. Under the source model,
the legitimate users have access to correlated random sources as a prior, and based
on this randomness they can generate a secret key which is kept confidential from
the eavesdropper, via public discussion, i.e., exchanging messages over a noiseless
channel [1, 5, 6, 11]. Under the channel model, the legitimate users typically have
no correlated randomness in advance, but they can utilize the channel properties to
obtain correlated sequences, from which the users can establish a secret key [7,9,17].

The approach to generating the secret key at the physical layer is proposed in
the source model by the pioneer works [1, 11]. In the considered model, two users,
connected by a public noiseless channel, have access to correlated random sequences
that are independently and identically (i.i.d.) generated according to a certain given
probability mass function (PMF), respectively. [1, 11] prove that the two users can
establish a common secret key via public discussion over the noiseless channel even
in the presence of an eavesdropper who can fully observe the public discussion. Even
though the physical layer approach of key generation is initially proposed under the
source model, it also has its intrinsic application in the channel model or wireless
setup. In the case where the channel parameters are known, the legitimate users can
obtain correlated sequences by letting one of the users act as the transmitter, and
transmit a certain sequence over the channel while the others act as receivers [7, 8].
The transmitted sequence and the received sequences can be used as the correlated
sources. On the other hand, in the case where the channel parameters are unknown,
the legitimate users can also obtain correlated randomness by letting the legitimate
users take turns to transmit training signals so that the others can estimate the
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channel gains [3,20]. The estimates of channel gains can be viewed as the correlated
sources as well. Once the legitimate users have obtained the correlated randomness,
they can follow the physical layer approach as developed in [1, 11] to distill a secret
key.

Later on, many researchers realize that the existence of a helper (or say a relay
in wireless setting) whose role is to assist the legitimate users in establishing a secret
key but not to share the same key with them can significantly increase the rate of the
generated key [5, 6, 9]. Typically, the helper can obtain certain randomness during
the sources observation phase, which is correlated with the sources the legitimate
users have. Thus, for example [5, 6], if the helper releases partial information of the
randomness to the public at the least rate such that the legitimate users can decode
the helper’s randomness correctly, the unreleased information the helper has can be
transferred into part of the secret key, which increases the key rate.

However, most of the existing key generation works, e.g., the works mentioned
above, are based on the assumption that the adversaries are merely passive eaves-
droppers, while few works pay attention to the case when the adversary is active. The
term active indicates that the adversary is not merely a passive listener; it can inter-
cept, modify and even falsify signals to attack the key generation process so that the
generated key rate reduces or the communication users agree on different keys, etc.
The assumption of a passive adversary limits its application in many more practical
scenarios, e.g., in the wireless setting, the adversary can easily send a contamination
signal to interfere with the legitimate users’ estimation of the channel gain [23, 24].

The existence of an active attacker complicates the key agreement process. The
active attacker may interfere with the key generation process from the following
three aspects: (1) The attacker attacks the public discussion, making it unreliable by
intercepting, modifying or falsifying messages exchanged over the public channel [15];
(2) The attacker attacks the observation of the sources by sending contamination
signals to reduce the correlation of the observed sources and to obtain side information
with the observed sources [23]; (3) The active attacker attacks the helper and controls
the helper to transmit fake messages with the purpose of making the legitimate users
agree on different keys [18]. In this chapter, we will review key generation results
under these three different scenarios.

1. The Attacker Attacks The Public Discussion. In [15], a scenario where two legit-
imate users wish to agree on a common secret key in the presence of an active
attacker, who may modify the messages exchanged over the public channel, is
considered. The two legitimate users along with the attacker observe certain
correlated sequences which are i.i.d. generated from a known PMF, and they
have full access to a public noiseless channel, over which the two users are al-
lowed of public discussion. However, the public discussion is not authenticated.
The attacker can intercept and modify messages exchanged over the public
channel according to its attack strategy. Furthermore, the attacker is able to
send fake messages. In this model, [15] characterizes the relationship of the gen-
erated key rate with that obtained from the case with a passive adversary. It
introduces an important concept called Simulatability Condition which is ini-



230 � From Internet of Things to Smart Cities: Enabling Technologies

tially defined in [12], and provides a remarkable “all or nothing” result which
states that the key capacity equals zero when the simulatability condition holds;
otherwise, the key capacity is the same as that obtained from the case with a
passive adversary, even though it has not been single-letter characterized [1,11].
Recently, [19] presents a polynomial complexity algorithm to check whether or
not the simulatability condition holds for a given PMF. These results will be
discussed in Section 8.3.

2. The Attacker Attacks The Sources Observation. In [23], the problem of generat-
ing a secret key with an active attacker attacking the observation of the sources
is considered. In the considered model, two legitimate users are connected with
a relay via wireless fading channels. There is no direct wireless channel con-
necting the two users, while the attacker is assumed to have wireless channels
connecting itself with each terminal including the relay. Besides, there is a pub-
lic noiseless channel which is shared by the four terminals. [23] proposes a key
generation scheme in this model. The key generation procedure contains two
phases: source observation and key agreement. In the source observation phase,
the two users and the relay transmit certain training signals over the fading
channels to obtain estimates of the channel gains as the correlated sources. In
the key agreement phase, they then use the obtained sources to distill a secret
key with the help of the relay over the public channel. Different from [15], the
public discussion over the noiseless channel is assumed to be authenticated.
However, during the source observation phase, the attacker is allowed to trans-
mit attack signals to contaminate the generation of the sources. [23] charac-
terizes the maximal power of the attack signals, below which one can generate
a secret key with a positive rate from the proposed scheme. Furthermore, [23]
provides the corresponding optimal attack strategy of the attacker to minimize
the generated key rate. This scenario will be discussed in Section 8.4.

3. The Attacker Attacks The Helper. The third scenario is considered in [18]. In this
model, two legitimate users would like to generate a secret key in the presence
of a helper. They observe correlated sources in advance and are allowed of
public discussion over a public noiseless channel. Different from the previous
two scenarios, the attacker here can take full control of the helper. The helper
is honest if it is not under attack; otherwise, it is dishonest and it sends fake
messages to the two users. But the legitimate users do not know its identity as a
prior, and there is no probability assumption on the identity of the helper. There
exist many protocols dealing with the Byzantine helper; the two most simplest
ones are: (1) Treating the Byzantine helper as dishonest, and the legitimate
users generate their secret key ignoring all signals transmitted by the helper;
(2) Take the Byzantine helper as honest, and generate the secret key with the
helper using the method proposed in [5]. Obviously, neither approach is optimal.
The first approach has a risk of obtaining a secret key with a reduced rate, as [5]
has proved that an honest helper actually helps in increasing the key rate. The
second approach takes a risk that the legitimate users might be misled by the
Byzantine helper and agree on different keys. [18] proposes a scheme such that
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the legitimate users can detect the identity of the Byzantine helper correctly
without loss of any secret key rate. Thus, the legitimate users can benefit in
obtaining a secret key with a larger rate from the helper if it is honest, and
they can detect it if the helper is under the control of the attacker.

8.2 BASIC MODELS FOR KEY GENERATION WITH A

PASSIVE ADVERSARY

To facilitate understanding, we review some basic information theoretic models
for key generation with a passive adversary in this section [1, 5, 6, 11, 20, 22]. These
studies mainly fall into two categories: key generation in the source model and key
generation in the channel model. We first review the basic ideas of generating a
common secret key in different scenarios under the source model, then we discuss
how to apply the obtained basic ideas to distill a secret key under the channel model.

8.2.1 Key Generation with Side Information at the Adversary

In the basic setup of key generation via public discussion under the source model
[1, 11], two legitimate users Alice and Bob, along with an eavesdropper Eve, have
access to three correlated sequences (Xn, Y n, Zn), which are i.i.d. generated according
to a certain given joint PMF PXY Z :

PXn,Y n,Zn(xn, yn, zn) =
n∏

i=1

PXY Z(xi, yi, zi).

Alice and Bob are connected via a public noiseless channel to which Eve has
full access. In order to agree on a common secret key, Alice and Bob are allowed to
communicate with each other via exchanging messages over the noiseless channel. In
particular, at the beginning of public discussion, Alice and Bob can generate two local
randomness F1 and F2, which are independent of (Xn, Y n, Zn) . Then, for each round
use of the public channel, Alice transmits a message Ψi as a deterministic function
of (F1, Xn, Φi−1), and Bob transmits a message Φi as a deterministic function of
(F2, Y n, Ψi−1), i = 1, 2, · · · . In the end, after m rounds public discussion, Alice and
Bob can compute values for key K and key L as

K = K(F1, Xn, Ψm) and L = L(F2, Y n, Φm),

respectively.

Definition 8.1 A key rate R is said to be achievable if ∀ǫ > 0, there exists a key
generation protocol when n is sufficiently large, such that

Pr{K 6= L} ≤ ǫ, (8.1)
1
n

I(K; Zn, Φm, Ψm) ≤ ǫ, (8.2)

1
n

H(K) ≥ 1
n

log |K| − ǫ, (8.3)

1
n

H(K) ≥ R− ǫ, (8.4)
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where K is the alphabet of K. In addition, define the maximal value of R as the
corresponding key capacity C.

Here, (8.1) requires that the keys generated by Alice and Bob should be the same
with high probability; (8.2) measures the information Eve has on the generated key
and it should be negligible; (8.3) implies that the generated key should be uniformly
distributed over the key value alphabet. (8.4) measures the rate of the generated key.

For the simple case of Z = ∅, we have the following result.

Theorem 8.1 ([1, 11]) If Z = ∅, the secret key capacity is

C = I(X; Y ). (8.5)

To achieve a key with rate defined in (8.5), we can apply the Slepian–Wolf coding
to let Alice send partial information of Xn at the rate of H(X|Y ), to Bob via the
public channel such that Bob can decode Xn correctly with high probability. And the
unreleased information of rate H(X) − H(X|Y ) = I(X; Y ) can be transformed as
the final key. In particular, Alice will randomly and independently assign each typical
Xn sequence into 2nH(X|Y ) bins using a uniform distribution, with each bin having
around 2nI(X;Y ) Xn sequences. Upon observing a sequence xn, Alice transmits the
index of the bin in which xn is to the public channel. Then, with the observed yn as
well as the received bin index, Bob can recover xn correctly with high probability.
Both Alice and Bob will set the subbin index within the bin of xn as the key value.
It can be shown that Eve has negligible information about the generated key, as
the subbin index and bin index can be shown to be nearly independent. Thus, the
generated key is secure from Eve.

For the general case when Z 6= ∅, to single-letter characterize C is still an open
problem, but we know a lower bound as well as an upper bound as follows.

Theorem 8.2 ([1]) Given PXY Z , the secret key capacity C of X and Y with respect
to Z is lower bounded by

C ≥ max
V −U−X−Y,Z

I(U ; Y |V )− I(U ; Z|V ), (8.6)

in which V and U are two auxiliary random variables. Furthermore, the secret key
capacity is upper bounded by

C ≤ I(X; Y |Z). (8.7)

To achieve the lower bound defined in (8.6), we can i.i.d. generate 2nI(X;V ) se-
quences V n, and for each generated V n, i.i.d. generate 2nI(X;U |V ) sequences Un accord-
ing to PU |V . Then randomly and independently assign each sequence Un generated
by V n into 2n(I(U ;X|V )−I(U ;Y |V )) bins, and within each bin, uniformly assign each Un

into 2nI(U ;Z|V ) subbins, and set the index within each subbin as the key value. Within
each bin, there are around 2n(I(U ;Y |V )−I(U ;Z|V )) Un sequences. Then, upon observing
xn, Alice finds a sequence V n that is jointly typical with xn, and then Alice will
find a Un among those Un sequences generated by V n, that is jointly typical with
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(V n, xn). Finally, Alice sends V n along with the bin index of Un to Bob. Thus, the to-
tal information Alice needs to send is I(U ; X)− I(U ; Y ). With the received messages
along with the observed sequence yn, Bob can correctly recover (Un, V n) with high
probability. Additionally, with high probability, there exists at least one Un within
each subbin, which is jointly typical with (V n, Zn); thus there is no preference for
Eve to decide which subbin Un lies in. Thus, we can show the generated key is secure
from Eve. For more details, one may refer to [1].

8.2.2 Key Generation with a Helper

In certain scenarios, there may exist a third trusty party who can assist the
generation of the secret key between Alice and Bob. This problem is studied in [5,6].
In the considered model, three terminals Alice, Bob and the helper (called Charlie
in the sequel) have access to correlated random sequences (Xn, Y n, Zn), respectively,
which are i.i.d generated according to a certain given joint PMF PXY Z , while the
adversary is assumed to have no correlated side information with (Xn, Y n, Zn).

The role of the helper is to help Alice and Bob agree on a common secret key,
instead of sharing the secret key with Alice and Bob. They are also allowed to discuss
over a public noiseless channel. Denote the collection of all exchanged messages over
the public channel by F. The generated key needs not to be secure from the helper,
and hence the security condition in (8.2) should be replaced by

1
n

I(K; F) ≤ ǫ.

For the considered model, we have the following result.

Theorem 8.3 ([6]) Given any PXY Z , the key capacity C is given by

C = min{I(X; Y Z), I(Y ; XZ)}. (8.8)

To achieve a key rate of min{I(X; Y Z), I(Y ; XZ)}, we can apply the Slepian–
Wolf coding technique to let Charlie send partial information of Zn at the rate of
max{H(Z|X), H(Z|Y )} to Alice and Bob so that both Alice and Bob can decode
Zn correctly with high probability. Then Alice sends partial information of Xn at
the rate of H(X|Y Z) to Bob. More specifically, Charlie randomly and independently
assigns each typical Zn sequence into 2n max{H(Z|X),H(Z|Y )} bins, and Alice randomly
and independently assigns each typical Xn sequence into 2nH(X|Y Z) bins. Upon ob-
serving a sequence zn, Charlie sends its bin index to Alice and Bob, so that both
Alice and Bob can decode zn correctly with the local observed sequence xn and
yn, respectively. Then, Alice sends the bin index of xn to Bob. Bob can decode xn

correctly with high probability, using (yn, zn) along with the received bin index. Fi-
nally, set the subbin indices of both xn and zn as the key value. Intuitively, the
total information of (Xn, Zn) is nH(XZ), and the information released to the pub-
lic is n max{H(Z|X), H(Z|Y )} + nH(X|Y Z). Thus, the confidential information of
(Xn, Zn) given by

nH(XZ)− n max{H(Z|X), H(Z|Y )} − nH(X|Y Z) = n min{I(X; Y Z), I(Y ; XZ)}
can be used as the secret key.
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8.2.3 Basic Model for Key Generation in Wireless Setting

In this part, we talk about a simple model as a background of key generation
in wireless setup. Different from the key generation process in the source model, the
legitimate users typically observe no sources in advance, but they can obtain the
sources via estimating the channel gain [20, 22].

In the basic wireless key generation model, Eve is assumed to be passive. Two
legitimate users Alice and Bob along with Eve are connected via pairwise fading
channels. In addition, there is a public noiseless channel shared by the three terminals.
The basic idea of generating a secret key for Alice and Bob is to obtain correlated
sources first by sending training signals over the fading channel connecting Alice
and Bob, and estimating the channel gain, and then to use the noiseless channel to
generate a secret key applying the results from the source model as discussed in [1,11].

The wireless channels are assumed to be reciprocal and ergodic block fading, i.e.,
hAB = hBA (hAB is the channel gain from Alice to Bob, and hBA, hAE , hBE , etc., are
defined in a similar manner), and hAB remains the same within each block period
and it changes to another random value at the beginning of the next block according
to a pre-known distribution.

The wireless channels are modeled by

1. If Alice sends a signal XA, the signals Bob and Eve receive are

YB = hABXA + NB,

YE = hAEXA + NE,

respectively;

2. If Bob sends a signal XB , the signals Alice and Eve receive are

YA = hBAXB + NA,

YE = hBEXB + NE,

respectively. Here NA, NB and NE are independent additive noises.

Consider a scenario where h ∼ N (0, σ2) with h , hAB , and NA, NB, NE ∼
N (0, σ2

0). Besides, h, hAE and hBE are independent. Suppose the fading block length
is L, and within each block, Alice use L0 symbols to transmit a signal SA and Bob
uses the remaining L− L0 symbols to transmit a signal SB . Then we have

YB = hSA + NB ,

YA = hSB + NA.

With the received YA, YB , Alice and Bob compute estimates of h by

h̃A =
ST

B

||ST
B ||2

(hSB + NA) = h +
ST

B

||ST
B ||2

NA,

h̃B =
ST

A

||ST
A||2

(hSA + NB) = h +
ST

A

||ST
A||2

NB ,

respectively.
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Applying this method in n blocks, Alice and Bob then obtain correlated i.i.d.
generated sequences (h̃n

A, h̃n
B), respectively. During this process, Eve can also obtain

two sequences of (Yn
E1, Yn

E2) from channels hAE and hBE , respectively. However,
(Yn

E1, Yn
E2) are independent of (h̃n

A, h̃n
B) since h, hAE and hBE are independent. Thus,

Alice and Bob are able to generate a secret key of rate

R =
1
L

I(h̃A; h̃B)

via public discussion using the noiseless channel.
Observing that h̃A ∼ N(0, σ2 + σ2

0

||SB ||2 ) and h̃B ∼ N(0, σ2 + σ2
0

||SA||2 ), one can easily
obtain that [4]

R =
1

2L
log

(σ2
0 + σ2PL0)(σ2

0 + σ2(L− L0)P )
σ4

0 + σ2σ2
0PL

, (8.9)

where P is the power constraint on the transmitted signals, i.e., ||SA||2 =
L0P, ||SB ||2 = (L− L0)P . And R is maximized at L0 = L/2.

Observe that even though Eve is connected with Alice and Bob, and it can observe
the outputs of the fading channels, Eve obtains no correlated side information related
to the sources Alice and Bob generated, in the basic wireless model.

8.3 KEY GENERATION WITH PUBLIC DISCUSSION ATTACKED

Having introduced the scenarios where the adversaries are passive, we begin to
review the cases when the adversaries are indeed active attackers. In this part, we
review the scenario where the attacker Eve attacks the public discussion which indi-
cates the public discussion is not reliable anymore. This model is studied in [15], which
characterizes the relationship between the key rate obtained when the adversary is
passive and that obtained when the adversary is an active attacker.

8.3.1 Model Modification

Compared with the model considered in Section 8.2.1, the only difference of the
model with an active attacker is that the transmitted messages by Alice and Bob are
not guaranteed to be correctly received: Eve may intercept the messages, and modify
them into different ones according to its attack strategy. What’s more, even if Alice
or Bob doesn’t send any message, Eve may fake a message impersonating Alice or
Bob to cheat the other user. To proceed further, we need the following definition.

Definition 8.2 ([15]) A (PXY Z , R, ǫ, δ)-protocol is said to be robust if

• When Eve acts passively, the probability that both Alice and Bob accept the
outcome of the protocol and the key agreement is successful is larger than 1− δ;

• When Eve acts actively, the probability that either both Alice and Bob reject the
outcome or the key agreement is successful is at least 1− δ

where the term successful is equivalent to Definition 8.1.

Note that Eve acting passively indicates that the attacker acts as a passive lis-
tener.
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8.3.2 All or Nothing Result

Denote by S(X; Y ||Z) the key capacity obtained when Eve is passive, and
S∗(X; Y ||Z) the corresponding capacity obtained when Eve is an active attacker.
It is easy to see that

S∗(X; Y ||Z) ≤ S(X; Y ||Z).

However, compared with S(X; Y ||Z), how less S∗(X; Y ||Z) should be? The theorem
in the sequel provides the answer to this question in a surprising way. Before stating
the theorem, we first introduce a concept defined in [12].

Definition 8.3 ([12]) Given PXY Z, X is said to be simulatable by Z with respect
to Y , if ∃PX̄|Z such that PX̄Y = PXY with

PX̄Y (x, y) ,
∑

z∈Z
PY Z(y, z)PX̄|Z(x, z). (8.10)

And it is denoted it by SimY (Z → X).

In the same manner, we can also define SimX(Z → Y ). The intuition behind
SimY (Z → X) is that, given Zn, Eve can generate a sequence X̄n such that (X̄n, Y n)
has the same joint distribution as that of (Xn, Y n). Thus, when SimY (Z → X) holds,
if Eve intercepts Alice’s messages, and simulates her to exchange messages with Bob
according to a certain pre-agreed protocol, Bob can not decide whether the received
message is sent by Alice or faked by Eve with a probability larger than ǫ. By selecting
ǫ < 1 − δ, we conclude that no (PXY Z , R, ǫ, δ)-protocol exists. Thus, we must have
S∗(X; Y ||Z) = 0. On the other hand, if neither SimY (Z → X) nor SimX(Z → Y )
holds, [15] shows that there exists a scheme such that one can transform a key gen-
eration protocol for the case with a passive adversary (or say a passive protocol) into
a corresponding key generation protocol against the active attacker with negligible
key rate loss, as long as n is sufficiently large. Hence, we have the following result.

Theorem 8.4 ([15]) Given any PXY Z , if SimY (Z → X) or SimX(Z → Y ) holds,
we have

S∗(X; Y ||Z) = 0.

Otherwise, we have
S∗(X; Y ||Z) = S(X; Y ||Z).

Theorem 8.4 states that given PXY Z , the key capacity obtained from an active
protocol is the same as that from a passive protocol as long as neither SimY (Z → X)
nor SimX(Z → Y ) holds; otherwise, no key can be generated in the active protocol.
In the following, we provide a high-level idea of how to transform a passive protocol
into an active one.

The case when S(X; Y ||Z) = 0 is trivial. In the sequel, we provide the main idea of
the scheme of the case when S(X; Y ||Z) > 0. Supposing a key of length N ·S(X; Y ||Z)
bits is generated from a certain passive protocol with N length sequences, we analyze
how many bits of realizations are needed in the transformed active protocol. The
proposed scheme involves three steps:
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Step 1: Alice and Bob generate a short key by applying the same passive protocol
with each transmitted bit authenticated by a block of sequence realizations.

Take Alice, for instance, when Alice needs to send i-th bit, she sends X
(2i−1)ℓ
2(i−1)ℓ+1

for 0 or X2iℓ
(2i−1)ℓ+1 for 1. The authentication is guaranteed by checking the typicality

of the received signal block with the counterpart realizations of the observed local
sequence. Here ℓ is the block length which is selected to make sure the successful
attack probability is less than δ/3. To generate a short key with length k, the total
length of sequence realizations is of the order

O(k/S(X; Y ||Z) + k · r · log(3kr/δ)),

where r is the number of rounds of public discussion needed for the passive protocol.
[15] proves that the passive protocol with r finite exists.
Step 2: Alice and Bob generate a longer key by applying the same passive protocol
with each transmitted message authenticated by the ε−ASU hashing (see [21]), using
the short key generated in Step 1.

According to [21], there exists an ((i + 1)/q)-ASU hashing class of qi+2 functions
mapping A to B with |A| = q2i

, |B| = q such that a successful probability of an
impersonation attack is 1/|B| and that of a substitution attack is less than (i + 1)/q.
Since the total length of messages transmitted in r rounds is of order O(rN), we
apply the hashing to authenticate each transmitted message and set

i = log q, log qi+2 = k and log q2i

= O(rN).

Then, without much derivation, we conclude that the successful attack probability is
upper bounded by

2r
i + 1

q
= 2r

log q

q
≤ 2r

δ/3
2r

= δ/3,

when N is sufficiently large.
Step 3: A final confirmation signal consisting of a block of realizations is transmitted.

The purpose of this signal is to prevent the sender of the final message from erro-
neously accepting the outcome, and the corresponding successful attack probability
upper bounded by δ/3 is guaranteed by setting the length of realizations of this signal
block of order O(log 3

δ ).
Hence, the total successful attack probability is upper bounded by δ, and the

total realizations of sequences used to generate the N · S(X; Y ||Z) length key in the
active protocol is

O((log rN)2 log log
3N

δ
) + N + O(log

3
δ

).

Hence,

S∗(X; Y ||Z) =
N · S(X; Y ||Z)

O((log rN)2 log log 3N
δ ) + N + O(log 3

δ )
≥ S(X; Y ||Z)− ǫ,

when N is sufficiently large.
Finally, we can conclude that such a proposed scheme can transform the passive

key generation protocol into a protocol against the active attacker with negligible key
rate loss.
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8.3.3 Efficiently Checking the Simulatability Condition

As illustrated by Theorem 8.4, given PXY Z , the simulatability condition (SC)
defined by (8.10) plays a significant role in deciding whether one can generate a
secret key with a positive rate or not.

However, to efficiently check the SC is not a trivial issue. [16] provides an answer
in part to how to check the SC. It proposes an algorithm to check it; however,
the outcome of the proposed algorithm is merely a necessary, but not a sufficient
condition. Thus, we discuss the problem of efficiently checking the SC based on [19],
which proposes an efficient algorithm to completely answer this question.

To illustrate the idea, we discuss how to check SimY (Z → X). We first rewrite
(8.10) in the matrix form

C = AQ, (8.11)

in which matrix C represents the PMF PY X with Cij = PY X(i, j), matrix A represents
PY Z in a similar manner and Q represents the desired PX̄|Z . Combining the fact that
PX̄|Z is a conditional PMF, we can easily obtain that (8.11) is equivalent to

Aq = c, (8.12)

in which

c ,

(
Vec(CT )
1|Z|×1

)
, A ,

(
A⊗ I|X |

I|Z| ⊗ 11×|X|

)
, q , Vec(QT ),

and I and 1 are identity matrix and all 1 vector, respectively. Vec(A) represents the
vectorization of matrix A, and A ⊗ B denotes the Kronecker product of matrices A
and B. Thus, SimY (Z → X) is equivalent to that in which there exists a nonnegative
solution to (8.12). Suppose (8.12) is feasible; otherwise, there does not exist such a
channel PX̄|Z . Solving (8.12), we have

q = Agc + (AgA− I)p,

with p being an arbitrary 1× |Z||X | vector, and Ag is the general inverse of matrix
A. Thus, if there exists a nonnegative q, there must be a p such that

(I−AgA)p � Agc.

Then, according to Farkas’s lemma, we have the following theorem.

Theorem 8.5 ([19]) Suppose h∗ is obtained by the following linear programming

h∗ = min
t

tTAgc (8.13)

s.t. t � 0, (I−AgA)T t = 0,

then SimY (Z → X) holds if and only if h∗ = 0.
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Figure 8.1 Two-way relay model

Since the linear programming has finite input size, we can conclude that the above
algorithm can check SC with a polynomial complexity.

8.4 KEY GENERATION WITH CONTAMINATED SOURCES

In this section, we discuss a recent work on key generation in which the attacker
can interfere with the generation of the correlated sources that are used to distill
a secret key [23]. In the wireless network, the legitimate users typically have no
correlated sources as a prior. Thus, in order to generate a secret key, the users need
to generate correlated sources first, then to generate a secret key by applying the
source model approach discussed in Section 8.2. However, due to the vulnerability of
the wireless network [24], the attacker can easily transmit an interference signal to
contaminate the source observations. [23] proposes a new algorithm for key generation
in a two-way relay channel model. Under the considered model, [23] discusses how
much influence the attacker can have on the key generation process.

8.4.1 Two-Way Relay Channel Model

With the basic model in wireless setting in mind, we discuss the model with an
active attacker in a two-way relay channel model which is considered in [23]. The
influence of an active attacker lies in two aspects: (1) By sending attack signals
during the sources obtaining phase, Eve contaminates the generated sources; (2) By
controlling the arrived attack signals at the legitimate users, Eve obtains partial
information of the generated sources. Both aspects will reduce the key rate.

As illustrated in Figure 8.1, Alice and Bob wish to agree on a common secret key
in the presence of an attacker Eve. Alice and Bob are connected by reciprocal fading
channels via a relay. But there is no direct wireless link between Alice and Bob; thus,
they need the assistance from the relay. What’s more, all four terminals are assumed
to have full access to a public noiseless channel.
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We assume that all channel gains are independent, and denote the channel
gains from Alice and Bob to the relay, from Alice, Bob and the relay to Eve by
h1, h2, hAE , hBE and hRE , respectively. All wireless channels are assumed to be er-
godic block fading with a block length T , and h1 ∼ N (0, σ2

1), h2 ∼ N (0, σ2
2). In

addition, we assume Eve has extra power to control the arrived attack signals at the
legitimate users during the three phases when Alice, Bob and the relay take turns to
send training signals, and denote the arrived attack signals by Z1, Z2 and Z3. Thus,

• If Alice transmits a signal XA, the signals received by the relay and Eve are

YR = h1XA + Z1 + NR,

YE = hAEXA + NE,

respectively;

• If Bob transmits a signal XB , the signals received by the relay and Eve are

YR = h2XB + Z2 + NR,

YE = hBEXB + NE,

respectively;

• If the relay transmits a signal XR, the signals received by Alice, Bob and Eve
are

YA = h1XR + Z3 + NA,

YB = h2XR + Z3 + NB,

YE = h1XR + NE,

respectively, where NA, NB , NR and NE are independent additive Gaussian
noises with the same zero mean and the same variance σ2.

In addition, we assume a power constraint PT on the transmitted signals XA, XB

and XR (assume they are of the same length M ) as well as a constraint PE on the
attack signals Z1, Z2 and Z3, as follows

1
M

E{X′
AXA + X′

BXB + X′
RXR} ≤ PT ,

1
M

E{Z′
1Z1 + Z′

2Z2 + Z′
3Z3} ≤ PT .

Under this model, [23] proposes an efficient key generation algorithm as below.
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Algorithm: Key Generation Scheme
Phase 1: Channel Estimation

1) Alice sends a known signal SA with power PA through the channel h1 to the
relay, and the relay obtains the channel gain estimate h̃1,R from the received
signal Y

(1)
R ;

2) Bob sends a known signal SB with power PB through the channel h2 to the
relay, and the relay obtains the channel gain estimate h̃2,R from the received
signal Y

(2)
R ;

3) The relay broadcasts a known signal SR with power PR. Alice estimates h1 to
be h̃1,A from the received signal YA and Bob estimates h2 to be h̃2,B from the
received signal YB.

Phase 2: Key Agreement
1) With the correlated pair (h̃1,R, h̃1,A), Alice and the relay agree on a secret key

K1 via public discussion over the noiseless channel;
2) With the correlated pair (h̃2,R, h̃2,B), Bob and the relay agree on a secret key

K2 via public discussion over the noiseless channel;
3) The relay broadcasts K1 ⊕K2 via the noiseless channel. Then Alice and Bob

obtain (K1, K2). They set the key with the smaller length as the final key.

8.4.2 Efficiency of the Key Generation Algorithm

In order to analyze the efficiency of the above mentioned algorithm, we first
assume that Eve is passive, i.e., Zi = ∅, i = 1, 2, 3.

As proposed in [23], each fading block is divided into three time slots, each with
duration T0 = T

3
, which is selected following a similar reason as selecting L0 in (8.9).

Alice, Bob and the relay take turns to use the time slots to transmit the training
signals, and the transmitted signals are

SA = (
√

PA, · · · ,
√

PA),

SB = (
√

PB, · · · ,
√

PB),

SR = (
√

PR, · · · ,
√

PR),

with the same size T0, under the constraint that

1
3

(PA + PB + PR) ≤ PT .

Then, at the end of Step 1, from channel h1, Alice and the relay receive

YA = h1SR + NA,

Y
(1)
R = h1SA + N

(1)
R ,

respectively, while Bob and the relay receive the other two sequences from channel
h2

YB = h2SR + NB ,

Y
(2)
R = h2SB + N

(2)
R ,
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respectively. Thus, similar as discussed in Section 8.2.3, Alice and the relay obtain

h̃1,A = h1 +
S′

R

||SR||2
NA,

h̃1,R = h1 +
S′

A

||SA||2
N

(1)
R .

And they agree on a secret key K1 via public discussion, which is confidential from
Eve with a rate

1
T

I(h̃1,A; h̃1,R).

Alternatively, Bob and the relay obtain

h̃2,B = h2 +
S′

R

||SR||2
NB ,

h̃2,R = h2 +
S′

B

||SB ||2
N

(2)
R .

And they agree on another secret key K2 with a rate

1
T

I(h̃2,B ; h̃2,R).

Then, during the last step of phase 2, Alice and Bob can obtain (K1, K2) by
letting the relay broadcast K1 ⊕ K2 over the public noiseless channel. And we can
easily conclude that the shorter key is kept secure from Eve, even though Eve observes
K1 ⊕ K2. Thus, by setting the shorter key as the final common key, we obtain the
final key rate

Rco =
1
T

min{I(h̃1,A; h̃1,R), I(h̃2,B ; h̃2,R)}. (8.14)

By computing I(h̃1,A; h̃1,R) with h̃1,A ∼ N (0, σ2
1 + σ2

||SR||2 ), h̃1,R ∼ N (0, σ2
1 + σ2

||SA||2 )

and cov(h̃1,A; h̃1,R) = σ2
1 [4], we get

I(h̃1,A; h̃1,R) = −1
2

log(1− ρ2
1), (8.15)

in which

ρ2
1 =

cov2(h̃1,A; h̃1,R)
Var(h̃1,A)Var(h̃1,R)

=
1(

1 + σ2

σ2
1T0PA

) (
1 + σ2

σ2
1T0PR

) .

Similarly, we can also obtain

I(h̃2,B ; h̃2,R) = −1
2

log(1− ρ2
2), (8.16)

in which

ρ2
2 =

cov2(h̃2,B ; h̃2,R)
Var(h̃2,B)Var(h̃2,R)

=
1(

1 + σ2

σ2
2T0PA

)(
1 + σ2

σ2
2T0PR

) .
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Hence,

Rco =
1

2T
min

{
log

1
1− ρ2

1

, log
1

1− ρ2
2

}
, (8.17)

and the optimal key generation power allocation is

(PA, PB , PR) = arg max
PA,PB ,PR

min
{

1
2T

log
1

1− ρ2
1

,
1

2T
log

1
1− ρ2

2

}

s.t.
1
3

(PA + PB + PR) ≤ PT .

From (8.17), we can see that the existence of a passive attacker has no influence on
the final generated key, as it can neither obtain a side information with the generated
sources that are used to generate the final key nor interfere with the generation of
the key. However, the situation is quite different if Eve is active.

8.4.3 Attack Strategy and Power Allocation

In this part, we review the analysis of the case where Eve is active, and discuss
the characterization of the optimal attack strategy to the active attacker [23].

8.4.3.1 Optimal Attack Strategy

Since Eve is active, the received sequences from channel h1 are given by

Y
(1)
R = h1SA + Z1 + N

(1)
R ,

YA = h1SR + Z3 + NA.

Thus, the corresponding estimates of h1 are

h̃1,R = h1 +
S′

AZ1

||SA||2
+

S′
AN

(1)
R

||SA||2
, h1 + Γ1 + N

(1)
R ,

h̃1,A = h1 +
S′

RZ3

||SR||2
+

S′
RNA

||SR||2
, h1 + Γ3 + NA,

where Γ1 ,
S′

A
Z1

||SA||2 and Γ3 is defined in the same manner. Note that it’s easy to check

that N
(1)
R ∼ N (0, σ2

||SA||2 ) and NA ∼ N (0, σ2

||SR||2 ).
Since Γ1 and Γ3 are controlled by Eve, Eve has side information related to

(h̃1,R, h̃1,A). Thus, according to [10], an achievable rate of K1 is given by

Rs1 = [I(h̃1,A; h̃1,R)− I(h̃1,A; Γ1, Γ3)]+. (8.18)

Similarly, from channel h2, the relay and Bob can obtain estimates of h2 as

h̃2,R = h2 +
S′

BZ2

||SB ||2
+

S′
BN

(2)
R

||SB ||2
= h2 + Γ2 + N

(2)
R ,

h̃2,B = h2 +
S′

RZ3

||SR||2
+

S′
RNB

||SR||2
= h2 + Γ3 + NB ,
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respectively. Bob and the relay agree on a key K2 with a rate

Rs2 = [I(h̃2,B; h̃2,R)− I(h̃2,B ; Γ2, Γ3)]+. (8.19)

Thus, same as (8.14), the final common key rate is

Rs =
1
T

min{Rs1, Rs2}. (8.20)

Hence, to the attacker, the optimal attack strategy is to find the optimal
(Γ1, Γ2, Γ3) with power constraint PE to minimize (8.20). According to [10], the
minimal Rs1 and Rs2 are achieved when Γ1, Γ2, Γ3 are zero-mean Gaussian random
variables with appropriate correlation coefficients of (Γ1, Γ3) and (Γ2, Γ3). Thus, the
attack signals zi, i = 1, 2, 3 should also be zero-mean Gaussian random variables.

For the simplicity of notation, denote the variance of channel gains hi as σ2
hi, i =

1, 2, and

σ2
1 , Var{Γ1} = PE1/||SA||2,

σ2
2 , Var{Γ2} = PE2/||SB ||2,

σ2
3 , Var{Γ3} = PE3/||SR||2,

where PEi , E{z2
i }, i = 1, 2, 3. The power constraint of Eve given by 1

3(PE1 + PE2 +
PE3) ≤ PE is equivalent to

σ2
1

1/||SA||2
+

σ2
2

1/||SB ||2
+

σ2
3

1/||SR||2
≤ 3PE. (8.21)

And we can obtain that the optimal correlation coefficients of (Γ1, Γ3) and (Γ2, Γ3)
are

ρ1 =

{
− σ2

h1

σ1σ3
, if σ2

h1 ≤ σ1σ3

−1, else
, (8.22)

ρ2 =

{
− σ2

h2

σ2σ3
, if σ2

h2 ≤ σ2σ3

−1, else
, (8.23)

respectively. Then, we can solve (8.18) and (8.19) by

Rs1 =

[
−1

2
log(2πeσ2

e1) +
1
2

log

(
2πe(σ2

h1 +
σ2

||SR||2
)

)]+

=

[
1
2

log

(
σ2

h1 + σ2/||SR||2
σ2

e1

)]+

, (8.24)

Rs2 =

[
1
2

log

(
σ2

h2 + σ2/||SR||2
σ2

e2

)]+

, (8.25)

where

σ2
e1 ,

(
σ2

h1 + σ2
3 +

σ2

||SR||2

)
− (σ2

h1 + ρ1σ1σ3)2

σ2
h1 + σ2

1 + σ2

||SA||2
,

σ2
e2 ,

(
σ2

h2 + σ2
3 +

σ2

||SR||2

)
− (σ2

h2 + ρ1σ2σ3)2

σ2
h2 + σ2

2 + σ2

||SA||2
.
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Hence, the optimal attack strategy for the attacker is simplified as

min
σ1,σ2,σ3≥0

min{Rs1, Rs2}

s.t.
σ2

1

1/||SA||2
+

σ2
2

1/||SB||2
+

σ2
3

1/||SR||2
≤ 3PE. (8.26)

8.4.3.2 Optimal Attack Power Allocation

By solving the optimization problem (8.26), Eve can obtain the corresponding
optimal attack power allocation. We first review the case when Rs = 0.

A. Attack Power Allocation when Rs = 0

To achieve Rs = 0, Eve only needs to make either Rs1 = 0 or Rs2 = 0. From
(8.24) and (8.25), we can see that σ2 does not affect Rs1. Similarly, σ1 does not affect
Rs2. Thus, the least power PE that makes Rs = 0 is achieved at either σ1 = 0 or
σ2 = 0. We can analyze Rs1 = 0 and Rs2 = 0 separately.

With regards to channel h1, denote

λ1 =
1
2




σ2
h1 + σ2

||SA||2

||SR||2
+

√√√√(σ2
h1 + σ2

||SA||2 )2

||SR||4
+

4σ4
h1

||SA||2||SR||2


 .

a2
1 =

σ4
h1

λ1
, k1 =

2σ2
h1

σ2
h1 + σ2

||SA||2

||SR||
||SA||

.

Denote the counterpart (λ2, a2, k2) regarding channel h2 using similar formulas. Then,
we have the following result.

Theorem 8.6 ([23]) Rs = 0 if

PE ≥
1
3

min{a2
1, a2

2}. (8.27)

In particular, if a2
1 ≤ a2

2, the optimal power allocation for the attacker is

σ2
1 =

a2
1

2||SA||2


1− 1√

1 + k2
1


 , (8.28)

σ2 = 0, (8.29)

σ2
3 =

a2
1

2||SR||2


1 +

1√
1 + k2

1


 . (8.30)
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Otherwise, the optimal power allocation is

σ1 = 0,

σ2
2 =

a2
2

2||SB ||2


1− 1√

1 + k2
2


 ,

σ2
3 =

a2
2

2||SR||2


1 +

1√
1 + k2

2


 .

When a2
1 ≤ a2

2, the allocation of (σ2
1, σ2

3) defined by (8.28) and (8.30) requires the
least power of PE to make

σ2
3 −

(σ2
h1 + ρ1σ1σ3)2

σ2
h1 + σ2

1 + σ2

||SA||2
≥ 0,

which results in Rs1 = 0. And the case of a2
1 > a2

2 follows in a similar way.

B. Power Allocation when Rs 6= 0

When Rs 6= 0, we must have PE < 1
3 min{a2

1, a2
2}. In this case, in order to solve

(8.26), we analyze the minimum values of Rs1 and Rs2 separately.
In the following, we only review the analysis of Rs1, as the analysis of Rs2 follows

in a similar manner. Obviously, the optimal allocation of (σ1, σ2, σ3) is achieved on
the surface

σ2
1

1/||SA||2
+

σ2
2

1/||SB||2
+

σ2
3

1/||SR||2
= 3PE.

Thus, we can define

σ1 = a cos γ sin θ,

σ2 = b sin γ sin θ,

σ3 = c cos θ,

with a ,
√

3PE/||SA||, b ,
√

3PE/||SB ||, c ,
√

3PE/||SR|| and 0 ≤ γ, θ ≤ π/2. We
first review the relationship between γ and θ at the optimal point (σ1, σ2, σ3). We
have the following result.

Theorem 8.7 ([23]) For any γ ∈ [0, π/2], the optimal θ minimizing Rs1 is given by

θ =





1
2

(
arctan A

B − arcsin C√
A2+B2

)
, B ≥ 0

1
2

(
π + arctan A

B − arcsin C√
A2+B2

)
, B < 0

(8.31)

where

A = acσ2
h1 cos γ

(
σ2

h1 +
σ2

||SA||2

)
+ C,

B =
a2

2
cos2 γ

[
c2

(
σ2

h1 +
σ2

||SA||2

)
− σ4

h1

]
+

c2

2

(
σ2

h1 +
σ2

||SA||2

)2

,

C =
a3c

2
σ2

h1 cos3 γ.
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Thus, at the optimal point (σ1, σ2, σ3), Rs1 can be viewed as a function of γ, and
we can obtain the optimal solution γ∗ by solving

min
γ∈[1:π/2]

Rs1.

Finally, we can obtain the corresponding optimal attack power allocation
(P (1)

E1 , P
(1)
E2 , P

(1)
E3 ) with regards to Rs1.

Following a similar derivation of (P (1)
E1 , P

(1)
E2 , P

(1)
E3 ), we can also obtain an optimal

attack power allocation (P (2)
E1 , P

(2)
E2 , P

(2)
E3 ) with regards to Rs1. And the final optimal

attack power allocation is the triple related to arg min{Rs1, Rs2}.

8.5 KEY GENERATION WITH A BYZANTINE HELPER

In this section, we discuss the third scenario where the attacker attacks the helper.
The case is studied in [18].

8.5.1 System Model with a Byzantine Helper

As introduced in [18], two legitimate users Alice and Bob wish to establish a
common secret key in the presence of a third party Charlie. Alice, Bob and Charlie
have access to correlated random sequences (Xn, Y n, Zn), respectively, which are i.i.d.
generated according to a certain given joint PMF PXY Z , and the PMF of (Xn, Y n, Zn)
is given by

PXn,Y n,Zn(xn, yn, zn) =
n∏

i=1

PXY Z(xi, yi, zi).

In addition, the three terminals are allowed to discuss over a public noiseless
channel. However, different from the previous two scenarios, Charlie in this model
is under Byzantine attack in the sense that Charlie can either be an honest helper
who can help to increase the generated key rate between the two legitimate users [6],
or be under attack and controlled by an adversary whose purpose is to reduce the
generated key rate or to mislead the legitimate users to agree on different keys.
Here, if Charlie is under attack, he can merely fake messages to cheat Alice and Bob
according to its attack strategy, and is assumed to have no ability to contaminate the
public discussion between Alice and Bob. Furthermore, the legitimate users do not
know the identity of Charlie as a prior, and there is not any probability assumption
of it.

At the beginning of communication, three terminals are allowed to indepen-
dently generate local randomness (F1, F2, F3), respectively, which are independent
from (Xn, Y n, Zn). Denote F the collection of all messages exchanged over the noise-
less channel. Then, at the end of the public discussion, Alice generates a key KA as
a function of (F1, F, Xn), Bob generates a key KB as a function of (F2, F, Y n).
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Definition 8.4 A key rate R is said to be achievable if ∀ǫ > 0, there exists a key
generation protocol when n is sufficiently large, such that

Pr{KA 6= KB} ≤ ǫ, (8.32)

ǫ ≥
{

1
n
I(KA; F3, F, Zn), If Charlie is under attack

1
n
I(KA; F), Otherwise

, (8.33)

1
n

H(KA) ≥ 1
n

log |K| − ǫ, (8.34)

1
n

H(KA) ≥ R − ǫ, (8.35)

where K is the alphabet of KA.

Here, (8.33) implies that if Charlie is under attack, the generated key should be kept
secure from him.

Clearly, there are two simple approaches dealing with the Byzantine helper: (1)
Treating Charlie as an attacker, Alice and Bob generate a secret key on their own
ignoring the messages transmitted by Charlie following the same scheme as discussed
in Section 8.2; (2) Treating Charlie as a helper, Alice and Bob generate a secret key
with the assistance of Charlie. However, both approaches have drawbacks. Taking
the first approach Alice and Bob may lose the opportunity to generate a key with
a larger rate if Charlie is indeed an honest helper, while the second approach puts
Alice and Bob at risk that they may be cheated by Charlie and agree on two different
secret keys if Charlie is under attack. Thus, it’s of interest to check whether there
exists a scheme such that Alice and Bob are able to potentially utilize the Byzantine
helper and generate a secret key with the assistance of Charlie if he is an honest
helper while generating the secret key on their own if Charlie is under attack.

8.5.2 Key Generation Scheme against the Byzantine Helper

To potentially utilize the information contained in Zn, [18] proposes a key gener-
ation algorithm against the Byzantine helper.

An attack is said to be successful if it is neither detected by Alice nor by Bob,
and it results in that Alice agrees with Bob on different keys. Denote the event of a
successful attack by S, and the event that Charlie is detected as an attacker while in
fact is an honest helper by D .

Definition 8.5 A (PXY Z , R1, R2, ǫ)-protocol is said to be robust, if

Pr{S}+ Pr{D} ≤ ǫ, (8.36)

and the key rate R1 is achievable if the helper is under attack, or R2 is achievable if
the helper is honest.
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The key generation algorithm proposed in [18] is summarized as follows:

Algorithm: Key Generation against a Byzantine Helper
Public Discussion 1: Alice, Bob and Charlie generate local randomness

F1, F2 and F3, respectively. And they send messages in order over the
public channel according to a certain agreement.

Identity Detection: Alice and Bob use the information at hand to decide
Charlie’s identity. If Alice or Bob decides that Charlie is under attack,
they proceed to step Public Discussion 2 ; otherwise,they follow step
Key Generation while skipping step Public Discussion 2.

Public Discussion 2: Alice and Bob exchange messages on their own,
neglecting all messages Charlie sends.

Key Generation: Setting the collection of the public discussion as F, Alice
generates a secret key via KA = KA(F1, F, Xn) and Bob generates a
secret key via KB = KB(F2, F, Y n). If Charlie is determined to be an
honest helper, the generated key should be kept secret from the public
discussion but not from Charlie; if Charlie is determined to be under
attack, the generated key should be kept secret from both the public
discussion and Charlie.

Here, if Charlie is an honest helper, he sends his messages as required. On the
other hand, if he is under the attacker’s control, he sends modified messages to mislead
Alice and Bob.

8.5.2.1 A Key Generation Scheme Example

In this part, we use a secret key generation scheme example provided in [18] to
illustrate the efficiency of the key generation algorithm against the Byzantine helper.
In this scheme, Alice and Bob can potentially utilize the help of Charlie. If Charlie
is under attack, this scheme is able to detect it with high probability. Otherwise, if
Charlie is honest, this scheme has the ability to utilize Charlie to generate a secret
key with a higher rate.

Without loss of generality, we assume I(X; Y ) − I(X; Z) ≥ I(X; Y ) − I(Y ; Z),
thus H(Z|X) ≥ H(Z|Y ).

Codebook Construction: Codebook at Charlie. Randomly and independently
assign an index pair (m2, f) to each typical Zn sequence with m2(Zn) ∈ M2 ,

[1 : 2nRZ ] and f(Zn) ∈ [1 : 2nR0 ] uniformly distributed. We denote the set of those
sequences sharing the same index m2 by bin bZ(m2). And RZ and R0 are given by

RZ = H(Z|X) + ǫ,

R0 = I(X; Z)− ǫ.

Codebook at Alice. Randomly and uniformly assign each typical sequence Xn ∈ X n

an index m1(Xn) ∈ M1 , {1, 2, · · · , 2nRX}. Denote the set of those sequences with
the same index m1 by bin bX(m1). Within each bin bX(m1), randomly and uni-
formly assign each sequence two subbin indices m0(xn) ∈ M0 , {1, 2, · · · , 2nRX0}
and g(xn) ∈ [1 : 2nR1 ] and denote the set of those sequences in bin bX(m1) with the
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same subindex m0 by subbin bX(m0, m1). Similarly, within each subbin bX(m0, m1)
assign each sequence Xn ∈ bX(m0, m1) a group index h(xn) ∈ [1 : 2nR2 ]. Set
RX , RX0 , R1 and R2 as

RX = H(X|Y Z) + ǫ,

RX0 = H(X|Y )−H(X|Y Z) = I(X; Z|Y ),

R1 = I(X; Y |Z)− ǫ− δ, (8.37)

R2 = I(X; Y )− I(X; Z)− ǫ. (8.38)

Encoding: At Charlie’s side, upon observing a sequence zn ∈ bZ(m2), m2 ∈
M2, Charlie transmits the index m over the noiseless channel; At Alice’s side, upon
observing a sequence xn ∈ bX(m0, m1), m0 ∈ M0, m1 ∈ M1, Alice transmits m1 to
Bob. Clearly, if Charlie is an honest helper, we have the transmitted index m = m2;
otherwise, Charlie will set an optimal value but not m2 to m and transmit it to the
public, according to his attack strategy based on the sequence zn he observes.

Attack Detection: After receiving the index pair (m, m1), Bob tries to find a
unique sequence pair (x̃n × z̃n) ∈ bX(m1) × bZ(m) ∩ Tǫ

n(XZ|yn), where yn is the
observed sequence. Meanwhile Alice tries to find a unique sequence z̄n ∈ bZ(m) that
is jointly typical with xn. If both of them find such sequences, they declare Charlie to
be an honest helper. Otherwise, they declare that Charlie is under attack, and Alice
transmits another index m0 to Bob.

Decoding: If Charlie is declared to be an honest helper, the sequences (x̃n, z̃n, z̄n)
decoded in the attack detection phase are the final desired sequences. Otherwise,
after receiving the further information m0, Bob tries to find a unique sequence x̃n ∈
bX(m0, m1) that is jointly typical with yn. If Bob finds it, declare x̃n to be the decoded
sequence; otherwise, randomly set a decoded sequence in bX(m0, m1).

Key Generation: If Charlie is declared to be an honest helper, Alice and Bob
set KA = {g(xn), f(z̄n)}, KB = {g(x̃n), f(z̃n)}, respectively; otherwise, if they detect
Charlie to be under attack, they set KA = h(xn), KB = h(x̃n).

[18] shows that, using this scheme, Alice and Bob can detect the identity of
the Byzantine helper correctly with a high probability larger than 1 − ǫ, and the
corresponding generated key is successful.

If Charlie is under attack, Alice and Bob can agree on a common secret key with
a rate

R = max{I(X; Y )− I(X; Z), I(Y ; X)− I(Y ; Z)},
while if Charlie is an honest helper, the generated secret key rate is given by

R = min{I(X; Y Z), I(Y ; XZ)}.

Hence, Alice and Bob can potentially utilize the assistance from Charlie.
Note that, in order to detect the identity of the third communication party, we do

not need to expose extra information to the public. Thus, the corresponding generated
key rate will not be reduced by adding the identity detection phase.
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8.6 CONCLUSION

In this chapter, we have discussed the problem of key generation under active
attacks. We have first reviewed the basic scenarios for key generation in the presence
of a passive adversary. Then, we have considered the scenario where the attacker at-
tacks the public discussion, reviewed the relationship between the key rate obtained
from the case with an active attacker with the corresponding key rate obtained from
the passive case and discussed the condition which decides this relationship. Further-
more, we have discussed the scenario where the active attacker interferes with the
source observations that are used to generate the secret key, reviewed a key genera-
tion scheme against the active attacker and discussed the attacker’s optimal attack
strategy correspondingly. Finally, we have reviewed the scenario where the attacker
attacks the helper, and discussed a key generation scheme that has the ability to
utilize the Byzantine helper.
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H
uman–computer interaction (HCI) enables user friendly interfaces into IoT
systems, creating a fully closed feedback loop in which the users can control their

environment and see the changes take place, including (self)monitoring of people and
their activities. The use of HCI in industrial settings has long been explored; however,
a recent trend in aiming HCIs towards consumers is an emerging sector. Consumer
devices such as smart energy meters, lighting and home automation systems are
popular examples of how HCI complements IoT technologies.

In this chapter, we give an overview of some theory and practices that could be
employed in developing user interfaces that could be applied for IoT devices. Three
case studies will be presented based on previous works in fields similar to the Internet
of Things. This chapter is aimed towards developing devices with the consumer in
mind.

9.1 INTRODUCTION

While the Internet of Things (IoT) is an established sector in computing, there
are many areas from the Computer Science field that can provide valuable insight in
developing user interfaces for IoT devices. The area of Human–Computer Interaction
(HCI) has provided a solid foundation for today’s user interface developers to refer-
ence researched knowledge in developing user interfaces. To begin our application of
HCI practices to the IoT sector, we will go over our interpretation of IoT and then
provide some background knowledge in the area of HCI. This will help us draw some
key areas of interest from HCI that can be applied to design of IoT user interfaces.

9.1.1 Internet of Things

In order to gain some insight on the Internet of Things, we will restrict our
interpretation of IoT. This will help us to gain a clear focus of how to create user
interfaces for IoT systems. The basic premise of IoT is the utilization of things to
interact with each other to reach a common goal [6]. The things could be sensors,
actuators, mobile devices and desktop computers. The things interact with each other
utilizing an Internet Protocol, other industrial protocols (e.g., ZigBee), or a bridge
device that receives Internet Protocol messages and converts them to vendor specific
protocols. A typical scenario, and one we will go into more depth in this chapter, is
the use of wireless communication devices in light bulbs. In this scenario, a user may
want to turn on the light or program a lighting schedule for the light. The user could
use a mobile device to communicate with the light, indicating his intention. Based
on the user’s intention the light will respond with the user’s request and reflect those
changes both in the physical light bulb and in the graphical user interface on the
mobile device.

Based on the above paragraph, IoT can be decomposed into four fundamental
aspects:

• sensors and actuators—or things depending on the context

• data connectivity
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• data analysis

• information presentation

In the above scenario, the lighting would represent the sensors and actuators, the
communication between the mobile device and the light would be represented in the
data connectivity, interpreting the user’s intention would fall into data analysis and
information presentation would be presented in the graphical user interface.

This current scenario is common practice in industrial settings, where machines
or sensors attached to programmable logic controllers are typically generating events
or data. This event or data are sent to a central server. The central server provides
data analysts access to the data where data analysis algorithms are to be performed
and visualizations are created to help gain an understanding of that data. The facility
operator can then program the machine to perform in a specific way if needed or be
alerted if the machine is experiencing problems. Figure 9.1(a) illustrates an example
of a web based user interface that was used in a project that showed the number
of events generated by machines at a facility. The first graph illustrates the number
of total events in a bargraph histogram. The second bargraph, right below the first
bargraph, shows a detailed view of the actual number of events colour coded. From
the second bargraph, it immediately becomes clear what types of errors are more
frequent given a specific time period. The line graph on the bottom shows which
features were commonly used in the control room. If the facility operators desired,
they could send other data from the sensors to a centralized server and that data
can be graphed instead. For example, temperature, humidity data can be sent if the
operator wishes to monitor the climate of the facility (shown in Figure 9.1(b)).

One area that has been receiving constant innovation where industrial user inter-
faces can be used in a consumer setting is home automation and monitoring. Home
consumers can replicate such a system to use in their homes to monitor energy con-
sumption, temperature, humidity and also control electrical equipment through the
use of electrical relays or network-enabled appliances [28]. Soliman et al. [35] have
proposed such a system that could easily be incorporated into home automation and
monitoring that fulfils our four fundamental aspects of IoT systems. In their set up,
a house has many sensors just like an industrial setting that records data. They also
provide a user interface for the user to view data trends. We will discuss the work of
Soliman et al. in a later section once we go over some basics of HCI and some user
interfaces. The importance of this section was to understand our interpretation of an
IoT system and how concepts used in the industrial settings can be re-applied to the
consumer settings.

9.1.2 Human–Computer Interaction

The field Human–Computer Interaction (HCI) is an established research field
where social and behavioural sciences complement computer and information tech-
nologies [10]. There are many research branches within HCI but for the purpose of
this chapter we will look at HCI through the computing and information aspect. The
origins of HCI date back to the mid-1960s where government funding towards univer-
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(a) Screen shot of a web interface used to view events from machines at a
facility.

(b) Screen shot of a web interface used to show the values from sensors
throughout an industrial facility.

Figure 9.1 These two screen shots depict a HTML application that was used in indus-
trial use-cases to view data coming from machines and sensors located throughout
two industrial facilities

sities, government organizations and corporate research labs (e.g., Xerox PARC) al-
lowed scientists and researchers to work freely on developing novel user interfaces [26].
Xerox PARC contributed quite a significant amount of research and products towards
the HCI field. Most notably, for this chapter, was the vision of a mobile device by Alan
Kay in the 1970s named DynaBook, which resembles today’s tablets. Even though
there were limitations on implementing DynaBook at the time, Kay and his team
went on to develop some key products that would eventually enable the development
of DynaBook; these key products were Smalktalk and the Alto GUI [37].

The importance of Smalltalk was that it helped lead the use of object oriented pro-
gramming that was essential for developing graphical user interfaces [18]. Smalltalk
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demonstrated how software can be programmed and used in computer systems that
can combine various input devices and illustrate the operations of the system in
graphical window widgets. The object oriented paradigm nature of Smalltalk influ-
enced the concept of separation of concerns, where a computer system can be broken
down into individual modules. The benefit of using individual modules was that the
logic is confined to a specific module and didn’t impact other modules. The use of
modularizing the system to basic components led the way to one of the most widely
used frameworks used in graphical user interface programming known as Model-View-
Controller.

Model-View-Controller was introduced in Smalltalk-80 to satisfy two goals: first
was to support the development of highly interactive software and the second was to
help programmers create portable interactive graphical applications easily [20]. The
model provided objects of different classes a way of encapsulating the application do-
main into easy to manage objects. The view provided objects that could be presented
visually to the user to show the application’s state. Finally, the controller provided
a mediator between the user’s interaction with the model and the view. Even though
the idea of MVC was introduced in the 1970s [33], the concept has been incorpo-
rated into many modern day programming languages: for example, C++ utilizing
Qt, AngularJS is a JavaScript MVC implementation, Java using Spring MVC and
Python using Django. Today, MVC is highly utilized in designing applications on
mobile devices such as Android [24] and Apple’s iOS [5].

The influence of Smalltalk on the development of graphical user interfaces is one
example of how past concepts are still applicable with user interface developments
today. Another example that was beneficial to today’s style of computer interaction
was demonstrated in the 1980s by Richard A. Bolt. The system was called “Put-That-
There,” which demonstrated how voice and gesture can be combined to produce
graphical outputs [7]. To operate the system, the user simply points to the wall-
sized screen and gives a verbal command, e.g., “Create a blue square there,” and a
blue square will appear on the screen where the user was pointing to. Two major
technologies were used to accomplish this task. The first technology was a system
called the Remote Object Position Attitude Measurement System (ROPAMS) from
Polhemus Navigation System used to acquire the space position and orientation.
Essentially, the ROPAMS consisted of two cubes that contained three coil antennas
in an orthogonal pattern corresponding to x, y and z planes. One cube acts as a
transmitter and the other acts as the receiver. The orientation of the transmitter is
acquired from the differential signal calculated from the three coils in the receiver.
The distance is computed based on the falling signal strength between the transmitter
and receiver cubes. The second technology utilised to achieving this task was a DP-
100 Connected Speech Recognition System from Nippon Electric Company used for
speech recognition. The DP-100 allowed the user to speak small phrases, rather than
speaking a single word followed by pauses. The DP-100 is trained by having the user
speaking the word once into a microphone. The word is then sampled and saved
into the DP-100’s active memory. When the user speaks a short phrase, the DP-100
parses the words in the phrase and displays the results. The novelty of this work
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helped to demonstrate a change from using traditional mouse and keyboard interface
to utilizing more seamless interactions with systems.

Research into the field of Automated Speech Recognition (ASR) can be dated as
far back as the 1930s by work done by Homer Dudley of Bell Laboratories [19]. From
the 1930s to today, a lot of advancements have taken place in the area of ASR, which
overlaps the 1980s demo by Richard A. Bolt. The use of statistical models, like Hidden
Markov Model (HMM), and the utilization of Machine Learning and Artificial Intelli-
gence has improved the recognition rates of ASR systems. One well known open source
project used in ASR research is CMUSphinx (http://cmusphinx.sourceforge.net/).
The coming of Sphinx-4 from the CMUSphinx project brings the use of state-of-the-
art HMM based speech recognition system [21]. Another open source ASR toolkit
is Kaldi (http://kaldi-asr.org/), which was designed to help speech recognition re-
searchers [29]. Kaldi could be coupled with GStreamer, so audio from a device can
be sent to a server running Kaldi-GStreamer for remote speech recognition, then the
recognized speech could be sent back to the remote device [3].

Gesture based interfaces have evolved over time. Gesture based interface can be
broken down into two types: the use of angular and position recording sensors like
accelerometers and gyroscopes, and the use of computer vision. Due to the cost of
integrated circuits (IC) becoming more affordable and advancements in Very-Large-
Scale-Integration (VLSI), not only are ICs becoming more available to researchers
and scientists they are also integrating more functionality. Hence, there has been a
large growth of off-the-shelf components that can be quickly integrated with micro-
controllers to record the sensor data and pass the data onto the system for further
processing. Modern game controllers for consoles contain many integrated electronics
that help register the orientation, distance and feedback from the user [31]. One great
example is the Nintendo Wii Remote. The Nintendo Wii Remote, released in Novem-
ber 2006, looked like a television remote and contained the following electronics:
buttons, 3-axis accelerometer, high-resolution high-speed IR camera, speaker, vibra-
tion motor and a wireless Bluetooth connectivity component [23]. The price of the
controller was US$40 which allowed researchers and scientists access to incorporate
the Nintendo Wii Controller in their experiments. There are open source projects
only available to allow researchers the opportunity to integrate the Nintendo Wii
Remote into their research project. Some examples of these open source projects can
be found from the WiiBrew wiki (http://wiibrew.org/wiki/Wiimote/Library) or just
entering the term “wiimote SDK” in a search engine.

Computer vision is a field that computationally analyses, modifies or tries to gain
a higher level of understanding of images that could be applied to a wide area of
application spaces [30]. In our case, computer vision can be applied to developing
gesture based user interfaces. OpenCV is a popular open source library used that can
be utilized in designing gesture based user interfaces. The application framework for
OpenCV usually involves acquiring a frame from a camera, extracting the features
from the image, applying the features to a machine learning algorithm and displaying
the output in a relevant manner. A comprehensive survey on hand gesture recognition
was made by Rautaray and Agrawal [32]. In their survey they broke down each step
that other researchers have used in order to detect hand gestures. Essentially, once
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the image has been acquired the hand needs to be extracted from the image. This
can be done by detecting the skin color, searching the image for the shape of the
hand, using training classifiers that have been built on data image sets of hands or
subtraction of the nonmoving pixels. Once the hand has been detected, then frame-
by-frame analysis needs to occur to determine which direction the hand is moving. A
simple algorithm that can be used in this stage is to take a series of frames and use the
hand detection algorithm used in the previous steps. Locate the center of the hand in
the X-Y coordinate space. Those X-Y coordinates can then be used in the machine
learning algorithm to determine what gesture was performed. Another popular choice
for computer vision gesture recognition is using Microsoft Kinect’s API. The Natural
User Interface provided from the Kinect API utilizes an infrared camera to detect the
user and his joints [25]. The user’s joint locations are then mapped onto a skeleton
data structure. The developer then utilizes a convenience method to get the location
of the joint of interest. By collecting the location of the joints across a series of frames
a gesture can be detected.

Tangible user interface is an area that has attracted a lot of attention within the
HCI community. The idea behind tangible user interface was published by Hiroshi
Ishii and Brygg Ullmer in 1997 [17]. The idea behind the tangible user interface
was to create a link between the physical world and cyberspace, essentially moving
away from the basic HCI model of humans interacting with the computer through the
traditional GUI. By utilizing physical objects, the users were able to create new forms
of input to the computer system. The computer would recognize the change of states
from these physical objects and render a new view based on the physical objects’
state. While this new form of interaction was welcomed, it created some difficulties
for some research labs. There would have to be resources allocated from research
labs to allocate the electronic components and human resources to assemble these
electronic components. Research staff would have to be knowledgeable in integrating
the electronics hardware to the computer system. Even if there were kits available,
sometimes they didn’t have open APIs or expanding functionality made it difficult
to integrate into another research product.

A solution to the issues outlined above was addressed by creating products that
offered complete modularity in their design and a well-published API. The concept
behind Phidgets offers a solution upon which it was easy for developers to focus on
the overall project rather than get caught up in the low-level underlines of electronics,
in addition to having a product that would allow the average programmer to program
and extend the functionalities of their projects [13]. Figure 9.2(a), shows one of the
Phidgets I/O board connected to a light sensor. The Phidgets I/O board can then be
attached to a computer using the USB cable. An application could then be written to
connect to the Phidgets I/O board and read the data coming from the light sensor.
If the developer requires a physical rotary interface for their application, they could
attach a potentiometer board to the prototype, as shown in Figure 9.2(b), and then
into the Phidgets I/O board quickly and update their application code. Phidgets
supplies an extensive set of sensors and actuators, in addition to software drivers
for many operating systems to communicate with the Phidgets I/O boards, code
examples and tutorials on their website (http://www.phidgets.com) that provides

http://www.phidgets.com
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(a) The image shows a Phidgets 1018 I/O
board attached to a light sensor

(b) The image shows a Phidgets Rotation sensor,
which provides a physical rotary widget that could
be used in physical user interfaces. (Permission for
image reuse granted by Phidgets Inc.)

Figure 9.2 The image above shows two sensors that could be used by the Phidgets
interface board to sense changes in the physical environment

enough knowledge to help developers incorporate physical widgets easily into their
applications.

Another innovative device created to help prototype physical user interface is
the Arduino. Massimo Banzi wanted an easy-to-use electronics platform that would
allow students in interaction design to quickly assemble physical devices to use in
prototype testing with users [34]. The Arduino utilizes a microcontroller and an in-
tegrated development environment (IDE). The Arduino also comes with an API to
assist novice users to write firmware that can interact with various electronic compo-
nents. The Arduino’s hardware has been open sourced so the public can access the
schematics and make customizations to the hardware platform. There is also a large
community that provides third party components that can make physical prototyp-
ing and communication to other devices easier. Sparkfun (http://www.sparkfun.com)
and Adafruit (http://www.adafruit.com) are two examples of companies that supply
add-on boards and in-depth tutorials on how to use their products with the Arduino.

We started this section looking into the history of the HCI field which allows
us to gain a better understanding of how humans can communicate with comput-
ers or devices. While GUIs are still dominant in desktop and mobile applications,
developing user interfaces for IoT devices should consider different methods, such
as those mentioned above. In the earlier days of HCI, the technology was a signifi-
cant hurdle to overcome. Many ideas were conceived but implementing them was a
difficult task due to resource constraints. Given the advances in technology we can
seek inspiration from earlier designs and concepts to implement in today’s technol-
ogy. Therefore, a strong link to the past research is highly relevant to developing
concepts to solve issues in today’s world. GUI programming through MVC and the
combination of gesture and speed input for graphical output are just two examples
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Figure 9.3 A user interacting with the Nest Thermostat (Permission for image reuse
granted by Nest Labs, Inc.)

of user interfaces conceived from early HCI research; there are a few more human
computer interaction systems. Virtual reality/augmented reality is one example of a
past idea being easily implemented today through a product like Google Cardboard,
Oculus Rift, HTC Vive and numerous projector cave implementations. Some early
concepts that are very applicable in today’s HCI that also relate to IoT are graphical
user interfaces, speech and gesture interfaces, and physical user interfaces. The Nest
Thermostat (shown in Figure 9.3) is an example where physical user interface and
the graphical user interface are combined to help the consumer adjust their room
temperature setting to suit their preferences. The consumer can simply turn the face
of the thermostat to make a selection or adjust a setting and then press on the dial,
confirming the selection or setting.

9.2 HCI METHODOLOGY

In the previous section, we went over some history of the HCI field and tried to
bridge the gap to how HCI led to many innovations we are currently using today. Since
this chapter is about applying HCI practices to IoT prototyping, previous research will
be examined to see how those HCI practices were utilized. The field of IoT is extremely
diverse with many services and products to offer to the consumer. There are two
approaches that could be taken in developing user interfaces for the consumers. The
two approaches are system-centred design and user-centred design. System-centred
design focuses on the development of the system without the involvement of the
users, whereas user-centred design focuses on creating user profiles and configuring
the system to cater to the needs of the profiles [8]. Since the user is the primary focus of
this chapter, user-centred design approach provides the best methods to acquire their
needs for developing IoT systems. If the IoT systems can be modularized to utilize
a MVC framework, this can decouple the developers’ dependencies. One group can
focus on developing the system and provide software interfaces to the user interface
designers. This would allow the user interface designers to quickly change the user
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interface to meet the needs of the users without requiring the system developers
modifying the system code.

User-centered design (UCD) encompasses methods that enables end-users to being
more influential on the design of the product or service [1]. During the requirements
gathering and usability testing stages, users are solicited to provide input and test the
product or service in their environment. This process helps to validate and verify that
the correct user requirements have been acquired. Normally, the users are selected
based on their expert backgrounds. UCD can also be incorporated into modern soft-
ware development processes, such as prototyping, spiral, incremental and agile. In a
survey amongst UCD practitioners the following methods were commonly used [38]:

• informal usability testing

• user analysis/profiling

• evaluating existing systems

• low-fidelity prototyping

• heuristic evaluation

• task identification

• navigation design

• scenario-based design

Based on previous research studies utilizing case studies for designing user in-
terfaces for industrial applications [36] [15], it was determined that user analy-
sis/profiling, formal/informal usability testing, evaluation of existing systems and
scenario-based design were applied with successful outcomes. User analysis/profiling
are techniques used to isolate who the user of the system will be and their specific
needs. Acquiring this data can be achieved from interviewing experts who work in
the application domain field, interviewing the users directly and reading previously
published use cases in research literature. Formal/informal usability testing allows
the users to use the system that has been built to see if there are any faults in the
system or solicit further requirements the user feels the system should incorporate.
Evaluation of existing systems can be performed by reading case studies on existing
systems and determining new requirements that can be found or implementing an
existing system and have the user try it to determine additional requirement needs.
Scenario-based design allows the development group to describe a fictional scenario
of how the user will interact with the overall system; this will enable the development
group to generate a persona. The persona could then be used for constructing the
system towards that specific user. In the use-cases sections we will apply these HCI
practices to help gather user requirements and build systems towards their needs.
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9.3 USE CASES

The following use cases are based on the authors’ experience in developing full
IoT-similar solutions. The first use case was to design a consumer product that would
monitor a residential unit, the second use case was to design a smart lighting archi-
tecture that could be used by both consumer and retail space owners and the third
use case was derived from a research paper which could be applied to the consumers.
It is also possible that the first and second use case could be combined with the third
use case, in that based on energy consumption patterns the lighting could automat-
ically be adjusted for maximum cost savings by the consumer or retailer through a
centralized controller.

9.3.1 Smart Energy Monitoring

One area of growth in providing services in the IoT sector is residential energy
management. Smart meters are being equipped to provide the power utility providers
access to real-time energy consumption of residential owners. The smart meter is
attached to a wireless network that transmits the data from the smart meter back
to the utility providers. The consumer can then log onto the power utility providers’
web portal to view their usage patterns. In this view, the power utility providers
are providing the infrastructure to enable the energy consumption service over a
web page; however, we can flip this view where the consumer can be empowered to
read their own power consumption which leads to products being created to help the
consumer. This could be useful in validating the residential energy consumption with
the utility provider’s consumption reading; in addition, it allows the user interface to
be modified based on the user’s requirements.

9.3.1.1 User’s Requirements

In this use case, the authors were commissioned in 2013 to develop a full energy-
monitoring solution for a client. The energy-monitoring solution was intended to
help consumers examine their energy consumption, so they could help determine
how to lower their overall energy consumption. The solution needed to collect the
data from the smart meter, perform some data analysis and provide the information
to the tenant living in the building. The target consumer group were tenants living
in apartment buildings that might not have easy access to their smart meters due
to the location in which the smart meters had been installed. The client intended to
commercialize this solution.

To fully understand the client’s need we utilized some of the HCI practices we
outlined earlier. First, we performed a user analysis to see who all the users would
be for the system and their needs. The client had full knowledge of where the proto-
type testing would occur and the level of technical skills of the tenants living in the
building. So we conducted light interviews to gather the types of users for the system.
Two main users were identified: the first was the person installing the equipment in
the apartments and the second user was the individual apartment owners.



268 � From Internet of Things to Smart Cities: Enabling Technologies

The needs of the installer were as follows:

• equipment must be easy to attach by non-intrusive methods;

• all components must be made from off-the-shelf parts;

• equipment must be expandable from a small apartment size (6 units) to larger
complexes (undetermined but more than 12);

• developer API was needed to allow future innovations.

The needs of the individual apartment owners were as follows:

• no personal information about the user can be kept on the system;

• the system must be easily accessible by the apartment owners;

• security measures must be shown to give the user a comfort of security;

• the system must avoid strong technical word usage or imply users have strong
technical background;

• the user interface must be clean and show essential data quickly.

9.3.1.2 Hardware Implementation

Following the user analysis, we continued on to evaluating existing systems
to see if there were lessons we could learn from other systems. There were similar
Smart Energy monitoring systems on the market; however, they were either aimed
for single user usage or the systems were not able to scale to accommodate a large
number of residential dwellings. One exception was the OpenEnergyMonitor project.
The OpenEnergyMonitor project is an open source initiative that teaches people
how to design software and hardware to monitor their electricity consumption from
Smart Meters [22]. The benefit of the OpenEnergyMonitor project was the helpful
user forum where users can post problems, solutions, their ideas and educational
tutorials.

Based on the information acquired from OpenEnergyMonitor, we consulted the
client to get some information on the types of Smart Meters and the access to the
wiring of the Smart Meters. To make the installation easy, it was decided that the
best approach would be to read the optical output being emitted from the Smart
Meter. Some Smart Meters are equipped with a LED light that flashes a pulse once
a certain amount of energy is consumed, e.g., 1 impulse per Watt hour (imp/Wh)
consumed. Figure 9.4 shows the Smart Meter that was being used at the apartment
building of the prototype location. The marker indicates the location of the impulse
light being emitted by the meter. To bring this scenario to our interpretation of the
IoT, the Smart Meter represents the thing or sensors we are acquiring information
from.
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Figure 9.4 Close-up of the Smart Meter being used at the prototype location site.

After we have received sufficient information of acquiring the data from the Smart
Meter, we started a series of low-fidelity prototyping. We sketched out some
solutions on paper utilizing a computer vision approach that would use a mask to
only detect frame changes where the LED lights would be. A quick implementation
was made; however, there were some issues since the locations of the Smart Meters
undergo variable lighting conditions. In addition, machine learning algorithms would
have to be utilized and validated for correctness. This would cause a burden on the
installer that would have to find an ideal case for correctly reading the light pulses.

Referring back to the lessons from the OpenEnergyMonitor project, we elected to
go with a light-to-voltage converter (TOAS TSL257 [4]) that would be placed over
the LED light on the Smart Meter. The TSL257 was wired to an Arduino Due. The
Arduino Due was used because it allowed for 54 pins to operate in interrupt mode.
So when the TSL257 detects the light pulse, it will create a rising edge that would
trigger an interrupt function on the Arduino Due. The interrupt function basically
writes the Smart Meter id to the serial port.

The Arduino Due was attached to a Raspberry Pi that performed two main
functions. The first function was to store the Smart Meter id and a timestamp of
when the light pulse occurred. The second was to upload the stored data to a central
server, which was located on campus. At the prototype testing location, a wireless
router was installed with a 3G uplink. This represents the first half of the data
connectivity portion of the IoT system. A diagram of this hardware set-up can be
seen in Figure 9.5.
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Figure 9.5 This image represents the architecture that was used in the Smart Energy
Monitoring use case.

Figure 9.6(a) shows our first prototype that was proposed. The Arduino Due was
placed inside a plastic electrical box to prevent debris falling onto the Arduino Due
at the test location. Plastic electrical box contained inside a screw terminal block
that allowed for quick wire installations for the equipment installer.

The first prototype was installed at the location for early informal usability
testing on the installer’s behalf. Figure 9.7 shows the room with the Smart Meters
and the fifth Smart Meter attached to our circuit board. The client recommended
that everything should be integrated into a single electrical box to avoid excessive
wiring. This led to a second prototype being developed (shown in Figure 9.6(b)).

9.3.1.3 Software Implementation

During the hardware installation aspect of this project, we were simultaneously
planning the software aspect of this project. It was decided that a cloud-based ar-
chitecture would be ideal but a simulated environment would be sufficient for this
prototype. There were two areas to consider in the software aspect, transmission of
data to the server and reading the data from the server. The Raspberry Pi located
at the prototype building location had Rasbian OS installed on it. MongoDB was
installed on the Raspberry Pi to provide a cache-style database. This was utilized in
the event the 3G uplink was not available for a small duration of time. When the Ar-
duino sends the meter id to the Raspberry Pi through the serial connection, a record
is created in MongoDB specifying meter id, a timestamp of the record insertion and
the purge column to false. A shell script runs every 5 minutes which checks MongoDB
for any rows containing a purge column containing the value false. It then transfers
those tuples to the cloud server using a calling URL, which will be explained in the
next paragraph, with a timestamp value in the POST data section of the HTTP
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(a) This figure show the first prototype that was de-
veloped to be used in the Smart Energy Monitoring
system.

(b) This figure show the final prototype inside an elec-
trical enclousure.

Figure 9.6 This figure shows how we iterated our prototype based on the input of the
client.

message. Then it sets the purge value to true. A shell script running every 5 minutes
checks for records in MondoDB containing columns where purge is set to true and
removes them.

A server on the campus was created to emulate a cloud environment, where
API endpoints would be created. This aspect represents our second half of the data
connectivity. The server was running Ubuntu Linux 12.04 with Apache, PHP and
PostgreSQL. To address security concerns by the residential users, SSL certificates
were created and installed on the Raspberry Pis at the installation sites and on the
cloud-like server. The REST API endpoints created on the server utilized the MVC
methodology. The URL that was used for transmission of data was:
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Figure 9.7 This image shows the Smart Meters lined up at the prototype location. The
optical sensor was attached from the fifth meter to the Arduino.

https://cloudserver.example.org/iot/test.php/<site-location-id>/<node-id>/
<meter-id>

site-location-id: refers to the numerical ID the tenant is living at
node-id: refers to the Raspberry Pi/Arduino node located at the site location
meter-id: refers to the specific tenant’s meter id

The test.php file contained the logic to parse and validate the correct data coming
from the Raspberry Pi nodes at the locations and insert the data into the PostgreSQL
database. Our model for this IoT system was the timestamps of the LED pulses
detected on the Smart Meter.

From the residential user perspective, the controller and view are handled with
the following REST API endpoint:

https://cloudserver.example.org/pmr/scripts/index.php/<site-location-id>/
<node-id>/<meter-id>?(chosenDate—week—month)=(yyyy-mm-dd—yyyy-
Wmm—yyyy-dd)

Once the user has logged onto the website portal, they were able to use the fol-
lowing URL with a GET call:
https://cloudserver.example.org/pmr/scripts/index.php/1/1/1?chosenDate=2013-06-
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26
which would send a JSON response with the following data:
“results”: [ “hour”: 0, “pulses”: 11, “hour”: 1, “pulses”: 10, “hour”: 2, “pulses”: 11,
“hour”: 3, “pulses”: 10, “hour”: 4, “pulses”: 11, “hour”: 5, “pulses”: 10, “hour”: 6,
“pulses”: 11, “hour”: 7, “pulses”: 10, “hour”: 8, “pulses”: 11, “hour”: 9, “pulses”:
10, “hour”: 10, “pulses”: 11, “hour”: 11, “pulses”: 10, “hour”: 12, “pulses”: 11,
“hour”: 13, “pulses”: 10, “hour”: 14, “pulses”: 11, “hour”: 15, “pulses”: 10, “hour”: 16,
“pulses”: 11, “hour”: 17, “pulses”: 10, “hour”: 18, “pulses”: 11, “hour”: 19, “pulses”:
10, “hour”: 20, “pulses”: 11, “hour”: 21, “pulses”: 10, “hour”: 22, “pulses”: 11, “hour”:
23, “pulses”: 11 ]

The index.php file verifies the user calling the site-location-id, node-id and meter-
id data models are authorized. In addition to the standard user id and password log
in at the website portal, the index.php file checks to see if the user has the proper SSL
certificate to view the data. The query field is then parsed to see what datasets to
return. The system was designed to report back three types of datasets with number
of pulses in those times windows. The example above used chosenDate which shows
the number of pulses per hour for the date “2013-06-26” for site-location 1, node-id
1 and meter-id 1. A SQL query is created to collect, group the rows into hours and
then perform a summation of the pulses for that time frame. The dataset is then
passed on to a view where the numeric values are rendered. This represents the data
analysis part of our IoT subsystem.

The representation of our information presentation aspect of our IoT system was
performed over a web page. The same server that was used for receiving the data
from the Raspberry Pi nodes was also used to show the results. The dataset was dis-
played over a web page. Figure 9.8 shows a web page displaying the results of daily
energy for week number 50 in 2013. This dataset would have been created using the
following calling URL:
https://cloudserver.example.org/pmr/scripts/index.php/2/1/5?week=2013-512

The importance of Figure 9.8 illustrates how we can take technical data and
transform it into a meaningful presentation for the consumer. When the consumer
observes this graph, they can gain an understanding of how much energy they have
consumed on a given day of the week. Then they will acquire the knowledge to adjust
their energy consumption if required.

9.3.1.4 Discussion

The development of an IoT prototype for this project was quite different from
the traditional user-centred design approach. When designing prototypes for IoT
systems, we can still employ traditional methods but we need to consider the hardware
aspects and the software aspects. This requires a strong understanding of the user’s
needs. In this case study, we identified two major users of the system, which were
the installation user and the residential user in a multi-dwelling residential building.

https://cloudserver.example.org/pmr/scripts/index.php/2/1/5?week=2013-512
https://cloudserver.example.org/pmr/scripts/index.php/1/1/1?chosenDate=2013-06-26
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Figure 9.8 A web page showing the week’s view of the test user’s energy consumption.

Making an overall IoT system required strong insight of the all the users of the
system. The client had a lot of knowledge of the users of the system so a series of
user-centred design methods were used.

A user analysis provided the installer and residential user information that was
needed in developing the hardware and software needed for this use-case. An evalu-
ation of existing systems was intended to show us what previous problems others
have had in this area and how to improve on them; however, at the time of this use
case there wasn’t a consumer-ready solution for multi-dwelling monitoring. Solutions
were either geared towards more industrial applications, soliciting companies for a
proprietary solution or solutions were designed for single dwelling purposes. This led
us to the OpenEnergyMonitoring project with a lot of advice on how a system could
be constructed for our client’s needs. An informal usability testing was conducted
to quickly iterate through what the final prototype would entail. Low-fidelity pro-
totyping was briefly used to discuss alternative strategies that could be used but it
was evident at a very early stage there were limitations at the install site leading to
one solution for acquiring the LED pulses. We conducted a heuristic evaluation of
the website with the client to see if there were any errors in the web site and how the
overall residential users could use the web page; however, with the limited resources
these tests could not be completed with the residential users.

The overall IoT system had many subsystems to consider. It was decided in the
planning stages that modularizing everything was essential to completing the use case.
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Even though we overlapped hardware functionality by using both a Raspberry Pi and
an Arduino Due, the purpose was not to set limitations early on in the design stages
to avoid a lot of redesigning of the architecture. Today, the cost of 802.11 chipsets
and cellular modems are very cost-efficient so that they could be integrated onto an
Arduino Due removing the need for the Raspberry Pi and the 3G wireless router.
On the other hand, if there is a loss of 3G connectivity then a large buffer would be
needed to keep the data during the downtime. From the software side, modularizing
helped use decouple a lot of software functionality of the system. We can observe
the strong use of the MVC pattern. The PostgreSQL acted as the persistent data
store for the pulses from specific Smart Meters. We used the Apache web server as
the controller and web pages for the view. With this set-up we can easily make an
application for mobile devices to call the URL to request a dataset for a specific
time period. Additionally, if there was some aspect of the view the end-users did not
like they can create their own application to render a new view. When analysing
this use case in terms of applicability to IoT, we can see the four main aspects were
utilized. The Smart Meter acted as the sensor, the Raspberry Pi Internet connectivity
between the Arduino Due to our campus server provided the data connectivity, the
use of SQL queries were utilized for data analysis and the web page provided the
information presentation to the users.

We mentioned some other types of user interfaces earlier in the chapter that could
be utilized in IoT prototyping. One scenario we should consider are users who want
an alternative to going to a web site to view their energy consumption habits. This
scenario is quite useful for users that are on time-of-use or tiered pricing rates [11].
Time-of-use enables the user to make more economical decisions concerning their
energy consumption. For example, during peak hours of energy consumption on the
electrical power grid, users may be charged more for their energy consumption. If
the user lowers their energy consumption during high demand times on the electrical
power grid, then they lower their costs. Tiered pricing offers the user different rates
based on their overall energy consumption within a given time frame. Usually, the
first tier pricing for energy consumption is low. When the user crosses over an agreed
monthly energy consumption then they are charged at a higher rate.

We can develop a new user interface to take advantage of the data currently
being stored on the server. A tangible user interface could be constructed that could
be retrofitted over an existing electrical outlet. Figure 9.9 shows a mock-up of the
proposed smart outlet which could be installed on a device that consumes a high
amount of electricity. The LEDs could be used to indicate to the user what is the
current tier zone. The smart socket could query our server to get the total energy
consumption for the time frame and display the results through these LEDs. Under
normal operations the electrical socket could be disabled if the tier zone is 2 or 3.
The user could override the operations of the smart socket by disabling the automatic
features which would default the electrical outlet to remain in an on state.
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Figure 9.9 This is a mock-up of a smart outlet used to indicate to the user his energy
consumption tier zone.

9.3.2 Smart Lighting

Energy conservation has been a major focus of consumers and product providers.
As consumers are becoming more conscious of how their energy consumption habits
influence many aspects of their lifestyle, they are keen on acquiring products to help
adjust and make positive impacts. Many technologies are in the process of being up-
dated to take advantage of modern research and developments. Solid state lighting
has now attracted a large audience. Solid state lighting offers more efficiencies com-
pared to compact fluorescent lighting fixtures [16]. In addition, solid state lighting is
capable of being controlled by microprocessors, leaving room for researchers, scien-
tists and the home consumer the ability to re-program the behaviour of the light. The
addition of the microcontroller also enables these solid state lights to be controlled
using a number of wired protocols such as Digital Multiplex (DMX) and Digital Ad-
dressable Lighting Interface (DALI). Wired based protocols may be suitable for some
locations where the user has access to installation spaces in the ceiling or walls; how-
ever, this may be difficult for residential home owners who do not want to renovate
their existing place. The advancements of System on a Chip (SoC) with integrated
wireless transceivers help offer an easy solution to retrofit existing light bulbs with
Smart Light bulbs. These Smart Lights bulbs utilize the electricity coming through
the standard electrical bulb socket to power the mircrocontroller and the light bulb.
Wireless protocols like Bluetooth, WiFi, or Zigbee can be used to interact with these
Smart Light bulbs.

LED lighting is now accessible to the average retail space owner and consumers.
While LED lighting can come in multiple form factors, such as light bars and light
bulbs, the basic principle in controlling most of them is the same. A popular technique
to control a LED light efficiently is through Pulse-Width-Modulation (PWM). PWM
can control the intensity of the LED light by adjusting the duty cycle, i.e., the ratio
of the time the LED light is on compared to the overall switching period [27]. Since
LEDs are solid state devices they can be turned on and off at a quick speed, this
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allows the LED light to be dimmed. For example, a 100% duty cycle would set the
LED light maximum intensity, 50% duty cycle would lower the LEDs’ light intensity
and 0% would turn the light off. Coloured LED lights are quite often a mixture of
red, green and blue LEDs that provide a wide colour spectrum. To control the colour
they emit, the intensity of each LED colour is changed.

9.3.2.1 User’s Requirements

The origin of this use case started off as a research project in 2014 with certain
goals proposed. The first goal was to find a feasible way to install smart lighting into
retail spaces to help attract customers. The second goal was to expand the smart light-
ing system from retail spaces to home consumers, so they can also benefit from the
features smart lighting can offer. This use case differs from the Smart Energy Monitor-
ing use case, in that there was no user or clients when the use case started. A system
would have to be built first then marketed to prospective retailers and consumers.

Our first step was to perform an evaluation of existing systems to see if we
could learn lessons based on other automated lighting systems or see if there was
a lighting system that could be easily integrated into a smart lighting system. We
had a number of solutions to choose based on a combination of previous lighting
systems designed in-house [14], consumer available products and a newly designed
in-house developer board that was intended for teaching students. With a number of
solutions to choose from, the next question we asked was who would be the average
user of our system. We needed a strategy to help us identify the needs of the required
user to market towards; however, we needed a physical system to show the user in
order to solicit further feedback. A scenario-based design method was used where
a fictional user was created and the events throughout his day was fictionalized.
Playing out the scenario helped us gain better knowledge of the type of system we
were planning on designing. The knowledge was formalized to create a persona of the
intended person that would be using the system. The persona data was handed over
to the industry liaison staff member to solicit possible candidates in retail space. The
user requirements for retail space owners were as follows:

• lighting equipment must be easy to install

• lighting equipment must be easy to control by tablet or smart phone

• lighting control application must allow individual lights to be grouped

• lighting control application must allow easy-to-program light schedulers

9.3.2.2 Hardware Implementation

Developing the hardware portion of this use case was not as straightforward as
the Smart Meter Monitoring use case, mostly due to not having a client who we
could interview for some insight. A wide range of hardware devices were analysed
to see which would offer the best solution. We narrowed down the decision based on
persona user’s requirements and easily to source parts. The four options below were
considered.
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Figure 9.10 This is a DIY kit built in-house to show students how to build a TCP/IP
Ethernet LED Light Controller

In the introduction of Smart Lighting, we described how some lights can be con-
trolled by PWM signals. In order to create a PWM signal, microcontrollers are used.
Figure 9.10 shows a demo board that was created to show students how to control
LED lighting strips. An Arduino Mini Pro is used to create a PWM signal. Due to the
voltage differences between the microcontroller being 5 V and the LED strip being
12 V, the PWM pins coming from the Arduino Mini Pro were attached to a NPN-
MOSFET transistor. The power supplied to the entire board utilized a 12 V AC-DC
wall adapter. There was a switching voltage regulator that efficiently dropped the
12 V to 5 V to drive the microcontroller. This LED demo board was designed to
accommodate a common-cathode LED strip. The network connectivity to this device

Figure 9.11 This is a DMX LED Lighting controller that can be attached to a DMX-
512 network.
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Figure 9.12 This is a store bought LED Lighting controller that can be purchased at
any general electronics store.

was handled through an Ethernet NIC; in our case we selected the ENC28J60-H.
The concept behind the development of this demo board was to illustrate how a
cost-effective DIY kit can be made for consumers that they can assemble and modify
for their purposes.

However, while the DIY is of interest for some consumers or retail space own-
ers it does require some knowledge of programming and electronics. An alternative
solution for the Smart Lighting system was to look at other consumer options. One
product that was reasonably affordable was LED strips powered by IR remote con-
trols. Figure 9.12 shows one product that was considered. This light was adopted
from another project where a home automation system was designed; this will be
discussed in the next use case. One advantage to this solution was the IR module for
controlling the light could be swapped with a different lighting controller, for exam-
ple a DMX Lighting controller (shown in Figure 9.11). This strategy seemed more
adaptable for retail space owners but the cabling required for home consumers may
be inconvenient.

Our solution for a Smart Lighting system led to the utilization of the DMX light-
ing system for retail space owners and the Philips Hue Light bulbs for the consumer
users. It could also be possible that the Philips Hue Light bulbs could be utilized in
retail space if retailers would be interested.

9.3.2.3 Software Implementation

The design of the software was aimed at accommodating the needs of both the
retail space owners and the consumer. So an application needed to be created to
perform the needs that were outlined earlier. Unlike the previous use case, the software
designed started from the graphical user interface first and then to the server side
and hardware abstractions. The focus was trying to find the target user group and
letting them get an understanding of the system through the user interface and then
amending the hardware side of the project to meet the general needs of the users.
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Figure 9.13 An early sketch of the graphical user interface showing the basic function-
ality.

Before designing the application, we conducted a series of low fidelity pro-
totyping. Since the application was targeting mobile devices, we utilized a mobile
template upon which to draw our ideas, as shown in Figure 9.13.

Once we felt the graphical user interface encapsulated the user requirements,
we proceeded to create a functioning prototype using Apache Cordova [12]. Apache
Cordova allowed us to focus on rapidly developing a graphical user interface that
allowed easy to change graphical components. Since the graphical user interface was
coded in HTML, this made changes to the user interface quick and faster to receive
user feedback. Figures 9.14 and 9.15 are a couple of examples of the graphical user
interfaces that were the results of the first prototyping. Once the application was
created internal staff members went through the application to perform heuristic
evaluation to see what errors occur. An informal user testing was also conducted
by internal staff to see how the overall user experience was using the application.

A number of comments were made about the aesthetics of the graphical user in-
terface, most notably the control pane not aligning properly in Figure 9.14. However,
the overall functionality was suitable. Two retail space owners were solicited and in-
vited to the lab where they could try out the graphical user interface on a tablet
and further discuss their needs. One retail space owner made some remarks about
the GUI, in which they would like a pre-defined zone and quick control of the lights
in that zone. In addition, they would like to use the lighting automation offered by
some of the DMX light fixtures. The second retail space owner was more open to
having light fixtures installed in their display cases and have an easy to use controller
to control the lighting and program groups of lights.
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Figure 9.14 The screen shot shows the first working prototype on the tablet. The user
can simply tap on the light they wish to adjust.

It was clear that retail space owner 1 wanted a pragmatic approach to the light
installation since the DMX lights involved more cost for the infrastructure and elected
to go with a simplified user interface. Figure 9.16 illustrates a user interface conceived
that would address the needs of retail space owner 1.

Retail space owner 2 was more in line with our consumer persona and the internal
staff. The opinions expressed by retail space owner 2 and the internal staff were taken
into consideration and implemented into the second to last prototype before being
natively coded for the Android device (as shown in Figure 9.17(a) and 9.17(b)). The
final informal user testing by internal staff seem to favour the new aesthetics
GUI. The Haptic feedback allowing them to know that the device has interpreted
a “tap,” which indicates turn the light on in Figure 9.17(a), or a “tap and hold,”
which indicates go to a new screen to set light colour in Figure 9.17(b), was also
appreciated.

The server side application was split into two different parts. The retail space
owner 1 utilized a DMX smart lighting system for their needs. The retail space owner
2 and our vision of the consumer could utilize the Philips Hue lighting system for
their needs. We utilized the ready-made DMX Smart Lighting system that was devel-
oped in-house [14]. Some modifications were made to the in-house lighting system to

Figure 9.15 Another screen shot of the first working prototype showing the group
management screen.
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Figure 9.16 This screen shot of the tablet application shows a simple remote control
style of interaction to change the lighting in certain zones.

(a) This is a screen shot of
the final mobile application
used to control the lights.

(b) In this screen shot, after the
user has selected the light of
interest, a colour wheel shows
where the user can adjust the
light colour settings.

Figure 9.17 These two screen shots show the final product that was offered to retail
space owners and consumers
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accommodate JSON data being sent from the Android mobile device to the lighting
system. The JSON data contained a sequence of lights to turn on, turn off, adjust
the colours and pan and tilt the spotlights. The lighting system contained a defined
set of DMX lights in an XML file that was specifically tailored to the needs of retail
space owner 1.

For retail space owner 2 and consumers, Philips provides an easy to use API
that can be incorporated into mobile applications. When the first implementation of
the consumer application was created, we used Apache Cordova to create the user
interface. Since the interface was written in HTML, JavaScript was used for the logic
handling of the application. The Philips Hue bridge offered a REST API that allowed
our application to communicate with the Philips Hue bridge. This helped enforce the
MVC framework that has been persistent throughout this chapter. The models are
stored on the Philips Hue Bridge and the view is abstracted through the REST API
calls. When a call is made to the Philips Hue, a JSON data structure is returned back.
The JavaScript is then used to parse the JSON and then render a new view based
on the parsed JSON data. For example, the top of our application is dynamically
created based on the number of light bulbs the Philip Hue Bridge has detected. If
the user adds more lights then that view is automatically updated on the next screen
load to reflect the new light being added.

9.3.2.4 Discussion

It can be observed quite easily that designing a product first then marketing it
to the consumers (or retail space owners) required a different approach than our first
use case. We had to think of what the needs of the user would be first before we
could materialize a product for them. To help generate the needs we used two HCI
methods, which were evaluation of existing systems and scenario-based design.
The evaluation of existing systems allowed us to see what work has already been
done by others in the field and what were the needs they were addressing. This helped
us to quickly isolate what the hardware aspect would entail but we still needed to
find out who the target user would be. Through discussion among the group, we used
scenario-based design to figure out what a typical day in the life of the user would
be and how they would interact with the light. This helped us construct the user’s
requirements and then develop a couple of solutions to help in the consumer and
retail space owner customer acquisition.

Developing prototypes for IoT, from our point of view, is more user oriented than
the traditional system oriented design. There are a lot of lighting solutions available
for the consumer. The consumer has a lot more choices to select from. To stand out
from other products on the market the designer of the IoT products needs to be
willing to engage more closely with the user to develop specifically for the user needs.
Having an open API like Philips Hue and many other product suppliers can create a
wide reach for their products and continue on the development process by utilizing
third parties. There are dozens of applications available on the Google Play Store and
iTunes that utilize the Philips Hue. Open source hardware products also have their
own appeal to the DIY crowd and others that wish to know how electronic consumer
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products work. In the next use case, we will go over a system that was developed as
a base for creating a DIY home automation system or base system for IoT devices.

The popularity of Smart Lighting and open APIs has allowed developers to in-
tegrate other user interfaces to help users control their lighting systems. In most
scenarios, the user interacts with the lighting system through a mobile application
running a graphical user interface, as was illustrated in this use case. Reaching for
a mobile device to control the lights may not always be ideal for the user, though.
New products available to the consumer in the form of wireless speaker systems (e.g.,
Amazon Echo and Google Home) are equipped with microphones that are capable
of detecting user speech and perform operations based on the speech input. Those
products also offer consumers a way of controlling various smart lighting systems.
Researchers can replicate a similar set-up in their labs by utilizing Kaldi with the
gstreamer plugin. Once Kaldi has been trained to recognize speech then an applica-
tion on a mobile device can record the user speech and send it to the Kaldi server.
The Kaldi server can then convert the spoken speech to text. Based on the text,
the Kaldi server could then send data packets to a lighting server (e.g., Philips Hue
Bridge or our lighting architecture).

9.3.3 Seamless Home Automation

Home automation has been in existence for over a couple of decades. Many home
solutions are available for the consumer to purchase and install in their homes. The
X10 system was one of the earliest home automation systems, which was created in
the 1970s and marketed towards the consumer. X10 utilised the residential electrical
power system as a communications bus to communicate between the X10 controller
and the sensors and other X10 equipped devices such as dimmers, outlet receptacles
and appliance switches [39]. As hardware has become affordable and more open spec-
ifications become available, home automation products are now becoming easier to
integrate into the home environment. There has even been a push from wired based
technologies to wireless technologies like Bluetooth, WiFi, Z-Wave and ZigBee.

Even though the devices to enable home automation have been around for
decades, there have been barriers for general acceptance by the consumers. In re-
search published in 2011 [9], four barriers to mass adoption were outlined based on
the user experience of 14 participants. These barriers were cost of ownership, inflex-
ibility, poor manageability and difficulty of achieving security. For the scope of this
paper, we will consider the poor manageability barrier. The research paper indicated
four issues within the poor manageability barrier that needs to be address.

The first issue was an iteration approach was required in the researched partic-
ipants’ home automation set-ups. The participants usually had to redo their initial
installation once they became acquainted with the installed functionality or a change
in lifestyle conditions (e.g., another occupant being added to the household). So it
was vital that the overall home automation solution must be designed for changes in
the environment rather than treated as a one-time install. The second issue raised
questions about the system being reliable. Participants indicated that they typically
noticed unpredictable behaviour within the system. Rule-based automation systems

www.ebook3000.com

http://www.ebook3000.org


Applying Human–Computer Interaction Practices to IoT Prototyping � 285

seem to have created errors which led to difficulties debugging the issue, so the par-
ticipants either lived with the bugged rule set or disabled the rule. There was also a
sense of frustration among the participants when it was not known if the system was
responding to their commands. This left a level of uncertainty if the overall system
was working. The third issue related to the management and troubleshooting of the
home automation system. The participants in the research were divided into either
the DIY group or outsourced group. The DIY group took care of their own manage-
ment and troubleshooting of the home automation system, whereas the outsourced
group relied on professional consultants to help resolve issues. The outsourced group
discussed some downsides of delegating the task of management and troubleshooting
to the consultants. They mentioned being uncomfortable not being able to resolve
their own issues, inability to customize various aspects of the system and lack of
password management. For this paper, we were interested in the fourth issue brought
up in the research study which dealt with complexity of user interfaces in home au-
tomation systems. Eight of the participants mentioned that the user interface was
one aspect of the home automation system they disliked. They either had a hard time
explaining how to use the user interface to others or they had difficulties in learning
the user interface themselves.

9.3.3.1 User’s Requirements

In this use case, the authors implemented an open source home automation plat-
form in 2012. The goal was to design a system to address the concerns mentioned in
the above section pertaining to user interface issues with home automation systems.
Researchers could then evaluate new types of user interaction that might alleviate
the issues surrounding hard-to-use user interfaces utilizing our open source home au-
tomation platform. We derived the consumer’s requirements by performing a user
analysis based on the needs of the users in that research paper. The needs of the
users were as follows:

• home automation system must be modular in both hardware and software de-
sign

• all components must be made from off-the-shelf parts or sourced easily

• the home automation system must be intuitive for design

• the user should feel empowered that they can use the system or have some
guidance where to find help

Those user requirements were used to implement a home automation system
where the researchers can focus on resolving user interface issues. To further develop
the system we needed a typical scenario a user would encounter when using a home
automation system. The scenario-based design method was used to come up with
the following scenario.

“The user wakes up and sets the lights and television to his preference. As he leaves
the house, the house detects he is no longer there and goes into power efficiency mode
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(a) A simple mechanical switch to detect
when the door opens.

(b) A servo motor mounted over a light switch,
which was used to turn the lights on and off in the
room.

Figure 9.18 The switch and servo acted as sensor and actuator that was attached to
the Arduino.

by automatically turning off the lights and television. The user returns from work
and the system automatically turns on the lights and television. The user will then
use their mobile device to adjust the light and change the television channel.”

This scenario will serve as a basis to design the hardware and software. By inter-
preting this scenario we can see that we will need a system that can record all the
statuses of the devices in the room. The user will interact with the room through a
mobile device; therefore, a GUI will be needed on the mobile device.

9.3.3.2 Hardware Implementation

In an effort to make the home automation system such that it can easily be repli-
cated in any lab, we utilized commercial off-the-shelf parts. We obtained a wireless
home router that contained USB ports, a Z-Wave transceiver, WiFi and regular Eth-
ernet jacks. A USB Bluetooth dongle was plugged into the wireless home router to
allow communication to Bluetooth devices. The Arduino Duemilanove was utilized
since it had a FTDI chipset that was easily detectable by the Linux kernel. An IR
transmitter, basic switch, servo motor and an Adafruit RFID/NFC reader [2] were
added to the Arduino. The Arduino was attached to the wireless home router by a
USB cable.

Attached to the door frame is a basic switch (Figure 9.18(a)). The switch is then
plugged into the Arduino on an interrupt pin. When the door opens and presses
down on the switch, the circuit closes which creates a rising edge. This rising edge is
detected by the Arduino which sends a command to the wireless router to perform a
Bluetooth scan of the room for mobile devices.

The IR transmitter on the Arduino was used to control the television and IR RGB
light strip. The intention behind this was to develop a subsystem where researchers
can work on developing new ways of interacting with home entertainment systems, as

www.ebook3000.com

http://www.ebook3000.org


Applying Human–Computer Interaction Practices to IoT Prototyping � 287

Figure 9.19 This figure represents the architecture that was designed for this use case.

most home entertainment systems utilise an IR based remote controller. We used the
servo motor and attached it over the main light switch, as shown in Figure 9.18(b),
since we didn’t have access to the electrical wiring in the space to control the main
lights in the room.

An overview of the architecture can be seen in Figure 9.19. Even though this
hardware configuration was relatively simple to put together it does offer tremendous
opportunities for user interface researchers to explore and evaluate new user interface
interaction techniques.

9.3.3.3 Software Implementation

In most home automation systems, there is a centralized system responsible for
the management of devices and sensors. The wireless home router in our set-up served
as the centralized system. The wireless home router had OpenWRT Linux distribution
installed on it. This provided us an easy way to install packages that would be needed
to help develop software for our scenario. There was a C code application created
which was used to communicate with the Arduino controller and the USB Bluetooth
dongle. The C code application also created a Linux pipe to listen for commands
coming through the web server. A web server on OpenWRT with PHP was used to
serve interactive web pages to the user (as shown in Figure 9.20 and 9.21). When
the user pressed the button on the HTML page, the JavaScript sent the request
to the PHP script which opened up the Linux pipe to write the request. The C
code application reads the Linux pipe to interpret the code. Based on the code, an
associated ASCII code is sent to the Arduino over the USB port. During the process
of sending the ASCII code to the Arduino, the command and user id is logged into a
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Figure 9.20 A quick HTML mock-up to allow the user to use their mobile phone to
control the TV and the RGB lighting strip in the room.

SQLite database. This keeps track of the user’s request which can then be used later
for pattern analysis.

The Arduino was programmed to detect the door being opened and the interrupt
was mapped to a function that would send an ASCII code to the USB port. The
Arduino was also programmed to receive ASCII code over the USB port. Each ASCII
code was mapped to transmit a specific IR command. For example, if the Arduino
received an “0” then it would send the IR command to turn on the television. When
the door was open the “z” ASCII code was sent through the USB port to the router.

Going back to our scenario, when the user wakes up and sets the television and
lighting to their preference, the user will use the HTML pages served by the WiFi
router. This data will get stored in the SQLite database. When the user leaves his
apartment, the door triggers the switch which sends a command to the wireless router
by the Arduino. This causes the wireless router to initiate a Bluetooth scan which
will not detect the user since he has left. Due to no user being found the lights and

Figure 9.21 Another quick HTML mock-up to allow the user to adjust the light settings
on the RGB lighting strip.
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television will turn off, assuming the user wants the house to go into power saving
mode.

When the user returns home, he will open the door, which triggers the switch.
This causes the wireless router to perform a scan of the room and find the user’s cell
phone and Bluetooth ID. The C application will then search the SQLite database for
the last entry of the television and lighting. The C application will then send the last
IR codes from the SQLite database to the Arduino. The Arduino will then perform
those actions. Essentially, the user will have seamless interaction with his appliances.

Even though the web pages used in this use case are very simple in nature, they
serve for demonstrative purposes of how to interact with the system. The views of the
web page can always be altered to make them more aesthetically pleasing while all
the underlining infrastructure can remain unchanged. If the researcher wants to add
a new element into the home he can easily attach it to the existing infrastructure.
Most modern IoT devices coming to market are utilizing WiFi, Bluetooth, Zigbee or
Z-wave so a developer can quickly expand on the existing open platform.

9.3.3.4 Discussion

This use case tried to develop a platform to develop user interfaces for the home
automation sector. The platform was designed to allow user interface research labs to
quickly set up their own home automation environment and design more comprehen-
sive and clear user interfaces that would appeal to the consumer. We used a mobile
phone and a web page to control the interaction in the room based on the technology
available at the time. As the prices have come down considerably and the advance-
ment in mobile hardware has increased tremendously, this has enabled more styles of
user interaction to take place. For example, automatic speech recognition APIs are
now available that can be installed on mobile device or cloud-based solutions to be
utilized to control various devices in the home.

Today, many products are now coming to the market that a consumer can pur-
chase which are ubiquitous in nature. There will be more use cases in which these
products will need to work together to form seamless solutions for the user. In our
scenario, a combination of easy-to-acquire electronics was combined to detect when
a user is present and augment his environment to his last set preference. In the case
of IoT, this scenario also fulfils our four fundamental aspects as we have the sen-
sors and actuators. The data connectivity was achieved through Bluetooth and WiFi
connections. There wasn’t any real particular data analysis but the logged events of
the user could be utilized for a predictive system. The information presentation was
presented to the user by having the home perform a function the user requested.

At the end of the IoT section (Section 9.1.1) in the introduction, we briefly men-
tioned a research paper by Soliman et al. [35]. The architecture proposed in the
paper is in line with the current REST API solution offered by many IoT devices.
Philips Hue and Nest are two products that offer the developers a similar way of
interacting with their devices over a REST API. We initially set out to design our
home automation platform with the intended location of the router being near the
home entertainment console, which is why the approach was to integrate everything
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into the home router. An alternative approach would be to decouple the sensors and
actuators, and provide a REST API to interact with the devices. For example, the
wireless router could be hidden from the view of the users and a small microcontroller
equipped with a WiFi transceiver and IR transmitter could be placed in the enter-
tainment console. Instead of running cables from the door to the Arduino, a wireless
microcontroller combination utilizing WiFi could be installed. To communicate with
all the devices a REST API using a JSON structure has become the most commonly
used method for device communication. This can be easily reconfigured into our plat-
form since we are already utilizing a web server and a database back-end for keeping
persistent data.

The use of a REST API can also allow other user interfaces to communicate
with the home router. For example, a web camera, a microphone and a single board
computer could be attached to the bezel of any television screen. The web camera
could acquire images of the user sitting in front of the television. The images could
then be processed by computer vision algorithms to determine what kind of gestures
the user has performed. The interpreted gesture could then be encapsulated into a
HTTP message and sent to the wireless router. The wireless router would then send
the IR command to the television to perform an action. For example, if the user
wishes to switch the channel on the television they would either do a swipe gesture
to the left or to the right. The microphone attached to the television could also be
used for speech recognition, so the single board computer could perform the speech
recognition and send a data packet to the wireless router.

Since the other two use cases utilize the Internet for data communication, the
wireless home router could be utilized to perform data analysis from the smart energy
monitoring server and send a message in the form of visual light through the Smart
Lighting network. For example, if the user is about to cross over from the first tier
pricing to the more expensive tier pricing, then a signal could be sent in the form
of a colour code through the light. The lights could also dim down to utilise less
power. The light can now provide information to the user, which is one goal of user
interfaces. In a sense, this starts to form a basis of converting our home automation
system into an IoT hub.

9.4 CONCLUSION

In our use cases, we tried to demonstrate some HCI practices that could be
applied to developing prototypes for the Internet of Things. User-centred design can
be applied to the IoT sector when acquiring user requirements from the consumer.
With a wide range of products available to consumers, they have much more choices
than previously, so a product must stand out to cater to their needs or another
product will be selected. This is crucial if developers are competing for the same
market share. The Smart Energy Monitoring use case involved interaction with a
client to help create a full IoT solution. The user requirements were straightforward
to acquire since we utilized user-centred design methods and had direct contact with
a knowledge client. We then followed up with a series of prototypes and heuristic
testing of the final product.
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The Smart Lighting use case was a little bit challenging considering there was no
immediate client, which made the solicitation of user requirements difficult. Through
an evaluation of existing Smart Lighting systems and creating a scenario of the typical
user, we were able to create an initial system that was used to demonstrate our Smart
Lighting product. This attracted two retail space owners who provided more input
on how they felt the system should operate. This led to two final products that could
be implemented in actual retail spaces or used by consumers.

The final use case was derived from previous research publications related to
consumers utilising home automation systems in their homes. We showed how we
developed a basic platform that could be used to address the complexities involved
in the design of user interfaces. This system was designed to be evolving to accom-
modate newer technologies and test their feasibility in implementing new intuitive
user interfaces.

When it came to developing prototypes for these use cases, it was clear an iterative
approach was needed. Given all the tools available, we favoured doing early mock-ups
of user interfaces utilising low-fidelity means. This allowed us to avoid being caught up
on the constraints of software packages. Then we transferred these low-fidelity mock-
ups to HTML which allowed us to conduct early informal user testing. There are many
tools now available that enable WYSIWYG style of layout offered, so developers can
quickly move widgets around to meet the needs of the user. Once the graphical user
interface has been agreed on then it is transferred to native mobile applications. One
interesting thing to note, while there exist many forms of user interfaces, as mentioned
in the HCI section of this chapter, a common default still seems to be a graphical user
interface. One reason is that a properly developed graphical user interface can quickly
give the user insight into the systems operation. For example, a smart thermostat can
quickly show the room’s temperature in numerical fonts and the background colour
of the numerical fonts could represent the colour of the load demand on the power
grid. The user can quickly see if he needs to adjust the temperature in his house to
reduce their cost in electricity consumption.

We started this chapter off by looking into the history of HCI and deriving key
elements that are still in existence today. The MVC framework is still heavily utilised
in developing user interfaces, since it forces an entire system to be modularised. We
looked at how past technologies used for gesture and speech recognition were used
and how today we have APIs that encapsulate a lot of low level functionalities. This
permits researchers an opportunity to quickly incorporate more modalities into their
systems. Researchers and scientists should consider looking at past works in HCI as
there are many other interesting concepts in research papers.
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[3] T. Alumäe. Full-duplex speech-to-text system for Estonian, 2014.

[4] ams AG. Tsl257 light-to-voltage, 2016. (Access on July 15, 2016.) http://ams.
com/eng/Products/Light-Sensors/Light-to-Voltage/TSL257.

[5] Apple Inc. Model-View-Controller, 2015. (Access on July 11, 2016.) https://
developer.apple.com/library/ios/documentation/General/Conceptual/DevPedia-
CocoaCore/MVC.html.

[6] L. Atzori, A. Iera, and G. Morabito. The internet of things: A survey. Computer
Networks, 54(15):2787–2805, 2010.

[7] R. A. Bolt. “put-that-there”: Voice and gesture at the graphics interface. In
Proceedings of the 7th Annual Conference on Computer Graphics and Interactive
Techniques, SIGGRAPH ’80, pages 262–270, New York, NY, USA, 1980. ACM.

[8] B. Boussemart and S. Giroux. Tangible user interfaces for cognitive assistance. In
Advanced Information Networking and Applications Workshops, 2007, AINAW
’07. 21st International Conference on, volume 2, pages 852–857, May 2007.

[9] A. J. B. Brush, B. Lee, R. Mahajan, S. Agarwal, S. Saroiu, and C. Dixon. Home
automation in the wild: Challenges and opportunities. In Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems, CHI ’11, pages
2115–2124, New York, NY, USA, 2011. ACM.

[10] J. M. Carroll, editor. HCI Models, Theories, and Frameworks: Toward a Mul-
tidisciplinary Science. Morgan Kaufmann Publishers Inc., San Francisco, CA,
USA, 2003.

[11] Toronto Hydro Corporation. Residential electricity rates, 2016. (Access on
July 29, 2016.) http://www.torontohydro.com/sites/electricsystem/residential/
rates/Pages/resirates.aspx.

[12] The Apache Software Foundation. Apache Cordova, 2016. (Access on July 24,
2016.) https://cordova.apache.org/.

[13] S. Greenberg and C. Fitchett. Phidgets: Easy development of physical interfaces
through physical widgets. In Proceedings of the 14th Annual ACM Symposium
on User Interface Software and Technology, UIST ’01, pages 209–218, New York,
NY, USA, 2001. ACM.

[14] J. Hakulinen, M. Turunen, and T. Heimonen. Spatial control framework for
interactive lighting. In Proceedings of International Conference on Making Sense
of Converging Media, AcademicMindTrek ’13, pages 59:59–59:66, New York, NY,
USA, 2013. ACM.

[15] T. Heimonen, J. Hakulinen, S. Sharma, M. Turunen, L. Lehtikunnas, and H.
Paunonen. Multimodal interaction in process control rooms: Are we there yet?
In Proceedings of the 5th ACM International Symposium on Pervasive Displays,
PerDis ’16, pages 20–32, New York, NY, USA, 2016. ACM.

www.ebook3000.com

http://ams.com/eng/Products/Light-Sensors/Light-to-Voltage/TSL257
http://www.torontohydro.com/sites/electricsystem/residential/rates/Pages/resirates.aspx
https://cordova.apache.org/
http://ams.com/eng/Products/Light-Sensors/Light-to-Voltage/TSL257
https://developer.apple.com/library/ios/documentation/General/Conceptual/DevPedia-CocoaCore/MVC.html
https://developer.apple.com/library/ios/documentation/General/Conceptual/DevPedia-CocoaCore/MVC.html
https://developer.apple.com/library/ios/documentation/General/Conceptual/DevPedia-CocoaCore/MVC.html
http://www.torontohydro.com/sites/electricsystem/residential/rates/Pages/resirates.aspx
http://www.ebook3000.org


Applying Human–Computer Interaction Practices to IoT Prototyping � 293

[16] C. J. Humphreys. Solid-state lighting. MRS Bulletin, 33:459–470, 4 2008.

[17] H. Ishii and B. Ullmer. Tangible bits: Towards seamless interfaces between peo-
ple, bits and atoms. In Proceedings of the ACM SIGCHI Conference on Human
Factors in Computing Systems, CHI ’97, pages 234–241, New York, NY, USA,
1997. ACM.

[18] J. Johnson, T. L. Roberts, W. Verplank, D. C. Smith, C. H. Irby, M. Beard, and
K. Mackey. The Xerox star: A retrospective. Computer, 22(9):11–26, Sept 1989.

[19] Juang. Automatic speech recognition âĂŞ a brief history of the technol-
ogy development. 2004. [online <http://www.ece.ucsb.edu/faculty/Rabiner/
ece259/Reprints/354 LALI-ASRHistory-final-10-8.pdf> accessed 19. May 2015].

[20] G. E. Krasner and S. T. Pope. A cookbook for using the model-view controller
user interface paradigm in smalltalk-80. J. Object Oriented Program., 1(3):26–49,
August 1988.

[21] P. Lamere, P. Kwok, W. Walker, E. GouvÃła, Rita Singh, Bhiksha Raj, and
Peter Wolf. Design of the cmu sphinx-4 decoder. In 8th European Conf. on
Speech Communication and Technology (Eurospeech), 2003.

[22] T. Lea, G. Hudson, S. Tagore, C. A. Gabizó, K. Boak, and A.
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T
he Internet of Things (IoT) is increasingly generating opportunities to connect
diverse sensors and on-device processors to provide novel information service to

the user. Additionally, the engineering of human machine interfaces in automotive
and aerospace domains has, until recently, involved adding new technologies into the
sensory context of the human operator. Consequently, improvements and enhance-
ments in available control and display technologies have led to an increase in the
requirements for the amount and diversity of information that can be made available
to people in Human Machine Interfaces (HMI) in IoT applications/devices, cars and
aircrafts. Turn this situation on its head for a moment and consider the design of
such interfaces for the older population or those with functionally reduced capability
ranges. Here the user of the interface is arguably extraordinary [40,43,51]; they may
require adaption of their interaction to accommodate the range of their perceptual,
cognitive or physical movement capabilities. Simply put, recent developments in re-
search on such interfaces, however from diverse domains, may be usefully applicable
to the situational impairments resulting from challenging HMI contexts in IoT.

This chapter addresses the key relevant aspects of inclusive design practices of
knowledge interfaces and provides exemplars from four case studies. In Case 1, some
of the key issues above are addressed in a design project for a major automotive
manufacturer, including the use of inclusive user profiling and multimodal interac-
tion design. In Case 2, Future Aerospace, possible areas of mitigation of the effects
of situational impairment are examined in the light of the same techniques. In the
third case study, the Predictive Pointing technology, which was directly derived from
accessibility research, is discussed. It effectively combines gesture tracking and suit-
able signal processing algorithms in a system that predicts and selects screen items
based on tracked free hand movement in 3D. Finally, in Case 4 for mobile appli-
cations, we look at how the general principles of inclusive design can be applied in
technology to produce a truly personalised interface adapted to the capabilities of the
user and making use of the latest technology for interaction: multimodal adaption.
Taken together, these domains illustrate the convergence of HMI issues with related
considerations, which have originated in design for accessibility and inclusion, and
point towards a new transdisciplinary approach for the future, especially with the
proliferation of the IoT devices and services.

10.1 THE BACKGROUND TO THE PROBLEMS

In an automotive context, early responses to the timing and physical challenges
of driving led to the use of specific strategies to avoid the driver directing attention
away from driving task. These include single button radio and single knob selection
strategies. Implementation of such novel systems introduces control crowding and is
inevitably accompanied by extensive learning requirements. Increasing use of con-
figurable multi-function displays and integrated information displays has mitigated
this to some extent. However, this practice has unfortunately led to a proliferation of
such non-essential displays resulting in potentially dangerous driver overload. These
problems are particularly acute for older or reduced capability drivers, presenting
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challenges that arise as a result of reaching the limitations of current HMI under-
standing [35, 37].

10.1.1 The Ubiquity of IoT Technology, and Importance of Inclusive Design

Because of the demands of new, information-heavy HMI and the need for increased
convergence of information from context to the human, there is a danger of exceeding
the individual’s capability to achieve effective Situation Awareness (SA) [25,26]. This
is to say that there may be failures to perceive, comprehend and predict the results of
required actions. This is becoming more important as the interconnectivity of engi-
neering elements and context increases. For example, in the future it will be possible
for an autonomous car to connect to other cars in its vicinity; to roadside and high-
way infrastructure; and also to cloud-based processing or information repositories.
Applications could include avoidance systems for traffic; the behaviour of automated
cars in concert; the provision of real-time parking information and booking of park-
ing, and so on. Indeed, some applications of IoT opportunities are actually created by
new markets opened up by connectivity. For example: the provision of vehicles to a
user, as and when they are required, on a door-to-door basis; or the use of vehicles for
other purposes during traditional “down-time” such as commuter parking [1]. Many of
these potential connections are being realised, but this also presents problems of rep-
resentation of information to the user and of integration of the right information for
the current human goal. The thesis outlined in this chapter is that HMI development
resulting from the understanding of Situationally Induced Impairment is essentially
equivalent to the health impairments resulting from ageing or disease [37, 54]. Inclu-
sive design has successfully addressed the latter and is therefore applicable to the
former.

Despite the proliferation of technologies that may be implemented in a modern
control situation in automotive or aerospace interactions it should be stated that
many, such as eye-trackers, Head-Up Displays (HUDs), augmented reality displays,
automated control and dialogue systems, internet of things connectivity, have yet to
find effective application in practice and products. One reason for this is the lack of
understanding of human acceptance of such novel interactions and their synchronising
with human capabilities. Currently, the data are not (easily) available to make design
decisions regarding preferred modalities or multimodalities of interaction, e.g., in
automotive contexts [62]. Another issue is that general technologies such as IoT
connectivity between vehicle, mobile, static, infrastructure and engineering systems
have such a huge and combinatorial potential that it is not uncommon to suppose
that a plethora of possible opportunities exists or that arbitrary connections are
possible [33]. Further, the extrapolation of existing technologies to future systems is
unlikely to be successful as many as yet unrealised new technologies cannot be taken
into account. For these reasons, it should be noted that the research described in this
chapter is intended to illustrate possible future scenarios without being predictive of
the details.
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10.1.2 What Is the Need for Inclusion?

The field of inclusive design relates the capabilities of the population to the design
of products by better characterising the use-product relationship. Inclusion refers to
the quantitative relationship between the demand made by design features and the
capability ranges of users who may be excluded from use of the product because of
those features. By 2020, almost half the adult population in the UK will be over 50,
with the over 80s being the most rapidly growing sector (see Figure 10.1). These “in-
clusive” populations contain a great variation in sensory, cognitive and physical user
capabilities, particularly when non-age-related impairments are taken into account.
Establishing the requirement of end users is intrinsically linked to the user centered
design process. In particular, a requirements specification is an important part of
defining and planning the variables to be varied and measured and the technology
use cases to be addressed during the interactions during user trials.

Inclusive design is a user-centred approach that examines designed product fea-
tures with particular attention to the functional demands they make on the per-
ceptual, thinking and physical capabilities of diverse users, particularly those with
reduced capabilities and ageing. It is known, for example, that cognitive capabili-
ties such as verbal and visuospatial IQ show gradually decreasing performance with
ageing. Attending to goal-relevant, task features and inhibiting irrelevant ones is
important in interaction and this is known to be affected by ageing. Attentional re-
sources may also be reduced by ageing, such that more mistakes are made during
divided attention, dual task situations [43, 47, 53].

Another related design approach that embraces social context is that of universal
design. This design approach advocates designing specific products so that they are
usable for the widest possible range of capabilities. For example, in an architectural
context, buildings should be suitable for all possible end users regardless of functional
capabilities, age or social contexts [44]. A further category is that of ordinary and
extraordinary design that aims to improve design for older, impaired users of low func-
tionality while at the same time enhancing design for the mainstream and ordinary
users in extreme environments [40]. On this basis, design should focus on the extraor-

Figure 10.1 Almost half the adult population will be over 50 by 2020.
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dinary or impaired first, accommodating mainstream design in the process [40,41,51].
Not all functional disabilities result from ageing. Some common examples of non-age-
related impairment include specific conditions such as stroke and head injury, which
may affect any or all of perception, memory and movement. Other conditions are gen-
erally associated with movement impairment. For example, Parkinson’s disease and
cerebral palsy involve damage to the brain causing effects such as tremor, spasms,
dynamic coordination difficulties and language and speech production impairment.
Of course, many other conditions such as Down’s syndrome and multiple sclerosis
(MS) may affect cognitive capability either directly, through language learning and
use or indirectly through its effects on hearing, speech production and writing.

Of all the variations discussed, many differentially affect normal population ranges
of capability. They may be rapidly changing and vary in intensity both within and
between individuals, leading to a demanding design environment that requires close
attention to conflicting user requirements and a better understanding of user capa-
bility. Again, this confirms that interaction design for future generations of products
must be inclusive.

10.1.3 The Inclusive Design Response

An inclusive design approach offers the opportunity to counteract this trend by
making designs accommodate a greater diversity and range of population, by includ-
ing a wider range of functional capabilities and by better accommodating variation
within and between different individuals and groups. Inclusive design aims to make
products and services accessible to the widest range of users possible irrespective
of impairment, age or capability. To do this, a substantial research effort has been
directed towards developing the underlying theory and practice of design analysis in
order to develop and provide tools and guidance to designers that they can use to
improve the inclusion of a resulting product [23, 34, 36].

10.1.4 Health Induced and Situationally Induced Impairment

Not all disability arises from ageing or health issues. Sears et al. in [54] formu-
late the concept of Situationally Induced Impairments and Disabilities (SIID) as an
example of how widening the boundaries of context in context-aware interaction can
impact on the concept of disability, particularly within situations where users inter-
act with ubiquitous, ambient computing environments. They describe how the loss
of a limb or impaired hearing can lead to difficulties in using computers but point
out that this can also occur as a result of a driving situation or a noisy environment
or even interacting whilst walking. Equally, work environments may be disabling, as
when interaction is required in a moving ambulance, or in the constrained, physically
demanding environment of the construction industry [54]. The applications constrain
the task, for example through available modalities, while the environment proscribes
physical conditions. The human dimension requires the characterisation of the user,
in terms of functional capability, affect and social context. This being the case, de-
signing for disability is quite closely related to designing for situational impairment.
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10.2 ADVANCED INTERACTION INTERFACES

Improvements and enhancements in available control and display technologies
have led to an increase in the requirements for the amount and diversity of informa-
tion that can be made available to drivers in cars. A number of approaches, stemming
from the recent incursion of methods and theories of cognitive psychology into human
factors, are currently in use to address issues of mitigation of information overload
and mismatch of displays and controls to task workload or multitasking requirements.
It has long been known that complex control tasks combined with situation awareness
in tasks such as driving or piloting aircraft place considerable demands on cognitive
resources. Under conditions of high control demand, for example, we may select as-
pects of our environment to attend to, ignoring other important information or we
may be distracted by the unconscious focus of our attentional system to unwanted
stimuli such as alarms or display clutter [66]. Human attentional capabilities have
been likened to that of a searchlight [27]. It is possible to direct it at certain percep-
tual events at different times in a time-sharing way but the degree of spread of the
beam varies and may include other unwanted stimuli whose processing is mandatory.
Redundancy gain has been demonstrated where the perceptual detection of a sig-
nal is enhanced by the presence of an accompanying redundant signal in a different
modality. However, there may be response conflict [39], as well as redundancy gain,
as a result of mandatory cognitive processing of two channels that are perceptually
close. When complementary responses are required to a display (turn left at letter X;
turn R at letter H), performance may be enhanced but when incompatible (turn L
at letter X; brake at letter H), performance can be impeded [69]. When the colour of
letters does not match semantic targets in a Stroop task (e.g., searching for the ink
colour of the word red in blue letters), detection performance is impaired [61].

Multiple scalar variables can sometimes be coded as integral dimensions in dis-
plays and the resulting object appears as a single “emergent” percept (e.g., [65]).
This idea forms part of the basis of Ecological Interface Design [19]. However, mul-
tiple dimensions can alternatively result in distraction if the spatial proximity is low
or the variables are poorly related through the task, or if the combined display fails
to form a coherent object [67, 70].

The cross-modality redundancy gain discussed above suffers from visual domi-
nance such that visual information is attended to when conflicting with haptic infor-
mation, where haptic refers to active and passive touch and kinaesthetic body sense.
Auditory and haptic channels have been thought to be better suited to warning inter-
ruptions when vision is dominant. However, they may be effective for control when
vision is not dominant. Furthermore, they may be well suited to analogue-spatial
judgements. It is known, for example, that head-up displays can facilitate parallel
processing when representing well-learned elements such as runway indicators but
inhibit responses when a dangerous situation such as a runway incursion is unex-
pected [38]. This research has shown that poor choice of psychological dimensions
or perceptual primitives can lead to attentional tunnelling problems whereby pilots
find it difficult to unlock their attention from display elements to consider other more
critical display elements.
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More recent research into “cross-modal” interfaces has developed the modal con-
cept experimentally. For example, Ho and Spence [31], in the context of attentional
limitations in driving, review recent evidence supporting the Multiple Resource the-
ory [66–68]. They challenge the account of independent resources separated into path-
ways (e.g., the visual-spatial-manual vs. the auditory-verbal-vocal) instead citing
recent evidence that integration of sensory modalities is a norm in human cogni-
tion [56,57]. Experimentally, for example, there is evidence that sensory efficiency is
greater if different modalities are coming from the same spatial direction. Van Erp et
al. in [64] tested a tactile torso display effectively conveying directional and distance
information simultaneously during a complex control task such as driving.

10.2.1 The State of the Art

Other academic issues that have emerged as implicit in the use of new tech-
nologies for integrated and situational displays and interfaces include 1) modelling
interface design using advanced cognitive modelling of perception, executive function
and working memory (e.g., [66,68,70]), and 2) situation awareness and mental work-
load in automation of high-workload interfaces and the problems with disengagement
of automated systems for human operators during tasks [9,45,58]. Understanding and
predicting human performance in complex systems is proving to be a huge and ever-
advancing research field. However, the new approaches discussed here focus on the
key design elements of multimodality, inclusion and user modelling, rather than on
automation, and uses these as a focussing point for the assessment of new technology
within this domain.

10.2.2 Solutions and Issues with User Modelling

Cognitive architectures model the uncertainty of human behaviour in detail but
they are complex and not easily accessible to interface designers. For example, the
ACT-R architecture models the content of a long-term memory in the form of a
semantic network. Researchers have already attempted to combine the GOMS family
of models and cognitive architectures to develop more usable and accurate models [8].
Numerous other models since have tried combining simple front ends to complex
underlying architectures [15,52]. Recently, using the principles of inclusive interaction
from product design [36, 37] the requirement has been an inclusive user model that
can model perception, cognition and motor action in more detail than the GOMS
model, while being easier to use than cognitive architecture based models. A successful
contribution here has been that of [70] who demonstrate the value of ACT-R and
network analysis approaches can be effectively used to predict the usability of multi-
branched screens on mobile device interfaces.

Another such approach addresses the design of integrated multimodal display
and control technologies for ease of input and task completion. Initially implemented
in the domain of better design for elderly and impaired computer and TV users,
(GUIDE) [29], this work is directly transferrable to the domain of the Situationally
Impaired Interface Disability users (SIID) as proposed by Sears et al. [54] and in the
form of extraordinary user interfaces [42, 51].
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User models can also be used to personalise or adapt the design of user inter-
faces based on the perceptual, cognitive and motor capabilities of specific users and
task situation or context. Very little research work has explored this beyond aca-
demic studies of user interaction with simple interfaces or content personalization.
The SUPPLE project at University of Washington [28] personalises interfaces by
changing layout and font size for people with visual and motor impairment for mo-
bile devices, while the AVANTI project [60] provides a multimedia web browser for
people with movement impairments and low vision. However, a future interaction
system may require a more complete approach to displays using multiple modalities
and interaction devices such as direct voice command input, head tracking or eye-gaze
detection, and touch screens. Additionally, in a modern control situation the operator
can be overloaded with perceptual, cognitive and motor tasks involving monitoring
the external situation, listening to speech, decision making and operating the controls
of the vehicle. Work in the GUIDE project [29] reviewed recent trends in multimodal
data fusion and fission for interactive digital TV and combined multimodality with a
user model resulting in a novel, research-based, multimodal adaptive software frame-
work [11, 14, 21, 22, 29]. This software framework allows the design of user profiles
based on interface adaptation in terms of both layout modification, such as font size,
colour contrast and button spacing, along with appropriate modality selection based
on user capabilities and immediate context.

10.3 THE INCLUSIVE ADAPTION APPROACH

The research area particularly addressed here originates in the domain of better
design for elderly and impaired computer users. This approach assumes that any
human user can be impaired (disabled) in their effectiveness by characteristics of their
environment, the task and the design of the user interface they are presented with [54].
Such impairment may take the form of perceptual, cognitive and physical movement
functional limitations that then translate into inability. It can arise out of capability
limitation or from excessive demands of new technology interfaces. For example,
attempting to use a SMS text editor while driving a vehicle in a road environment
presents difficulties in perceiving the interfaces for both tasks and also in performing
the cognitive and attentional tasks necessary to safely carry out the required separate
tasks. Requirements include switching attention between tasks; tracking, monitoring
and correcting vehicle movement; and carrying out the correct semantic task. This is
especially true if you include the disruption of the physical movement demanded by
the designs of the physical control interface (pointing, pressing, steering and braking).
Importantly, an Inclusive design approach extends beyond the scope of conventional
Usability methods as it must accommodate extremes of capability range that are
not normally accommodated by product design. For this reason the approach is well
suited to the design of automotive future HMI.
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10.4 CASE STUDY 1: FUTURE AUTOMOTIVE

Vehicle technologies have been progressing rapidly, and for some manufacturers,
human machine interfaces have incrementally evolved to offer the range of control and
displays needed to use some complex technology. Other manufacturers have adopted
step changes in HMI technology, such as BMW with the i-drive system, which have
not always met with universal customer acceptance due to the long and steep learning
curves required to reach reasonable levels of performance [16]. Advanced Driver As-
sistance Systems (ADAS) functions such as Adaptive Cruise Control (ACC), satellite
navigation, lane departure warning system, lane changing control, traffic sign reading
and collision avoidance systems all vie for the driver’s attention and create oppor-
tunities for potentially dangerous errors. This is despite their goal of reducing the
burden of the driving task alongside the demands of conventional in-vehicle systems
such as climate control and infotainment. Current developments suggest that automa-
tion level 3 (Conditional automation) will be commercially available within 5 years,
and Level 4 (High automation) by 2020; BASt (German Federal Highways Research
Institute, 2013).

The technology innovations currently available within the HMI systems, such as
dial controls, soft keys, joysticks, gestures, touchscreens, voice command and so on,
have often been incrementally implemented, leading to proliferation in the complexity
of the interface itself. This is compounded by the invention of new functions resulting
from the introduction of autonomous features. An inclusive design approach offers
the opportunity to counteract this trend by making designs accommodate a greater
diversity and range of population by including a wider range of functional capabilities
and by better accommodating variation within and between different individuals and
groups.

Against the backdrop of advancing technological possibility is a dramatically age-
ing population customer base in the developed world, and a growing younger and
more technology accepting customer base within developing countries. The HMI re-
quirements of a younger technophile user are generally easier to satisfy with the march
of technology, but the older driver may desire something that is familiar, requiring
less learning and sensory ability to use, as well as less distracting to use while driving.
The effects on the proportion of the population with less than “full ability” with age
can be calculated with exclusion auditing techniques that are capable of evaluating
interface demands against capability in the likely user population.

Increasing use of computerised reconfigurable LCD multi-function displays has the
benefits of providing reconfigurable graphic, image and textual information on the
same physical panel. Early use of such displays often simply replicate existing physical
instrument displays. However, this also brings the option of designing displays that
integrate different sources of information into single screens and allow a potentially
infinite number of display possibilities, potentially on a touch screen control basis.

Many existing in-car display and controls are not unified or harmonised in terms
of coordinate systems or representations of vehicle or environment, leaving the driver
to perform complex cognitive tasks. The effectiveness of integrated display-controls
is highly dependent of how they interact with human cognition particularly in the
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domain of perception, attention, working (short term) memory and movement con-
trol. Also, the existence of better displays has opened up the operational possibility
of increasing driver activity requirements and therefore workload and creates the
potential for overloads of capability, particularly when tasks are unfamiliar.

A key approach to task overload has been increased automation of tasks (adaptive
cruise control) and warning systems. However, although successful in simple imple-
mentations this has produced a raft of problems that have been shown to generate
errors and affect safety [9, 45, 58]. In particular, operator awareness of system status
on failure or deactivation of automated systems is poor and situation awareness in
driving can suffer [25, 26]. Current technology development offers new modalities of
input, such as HUD display, speech control, eye-tracking and passive brain computer
interfaces. Extrapolating further, augmented reality, natural language understanding,
multi-touch gestures (2D) and gestural (3D) inputs are now technically feasible along
with novel output modalities such as speech, avatar and haptic displays (force touch
and vibration). It may be possible to develop new approaches that can utilise the
understanding of cognitive science to better facilitate driver situational awareness,
especially when multitasking is required [55]. For the purposes of this chapter we
will focus mainly on the technologies that are likely to emerge in the near future: in
around 5–10 years.

10.4.1 Key Future HMI Design Elements

There are several fundamental axial technology concepts behind potential new
designs:

Connectivity: An “anything anywhere”, internet-of-things environment where
4/5G (instantaneous) data connections are both possible and normal between indi-
viduals, organisations, vehicles, vehicle systems and components, buildings, personal
products and the family household. In short, the future usage cases can maintain
considerable context information [33].

Integration: The entire HMI system is integrated into one unified computational
and display “device”. This not only adapts the complexity of the HMI displays and
controls but also reduces cognitive load and bounds attentional parameters [66].

Legacy Controls: Specific areas of the vehicle’s cabin are custom designed to
maintain actual “legacy” physical controls such as knobs and gear selector lever.
These are mechatronically constructed to deploy in the context of specific surfaces
but for some user profiles will be flush with the “reflective” touch-based surface [59].

Adaption: The cars seats are adjustable with many more degrees of freedom
than in present designs and pedals and other key controls such as steering wheel are
multiadjustable with x, y, and z configurations [14].

Head-Up Displays: The primary head-up display is infinity focussed and aligned
with the visual field of the driver. Most of the information displayed on this is the min-
imal essential driving information. However, wider areas of the visual field are usable,
including areas around the dashboard and edges of the windscreen. These areas can
display other screens’ “objects” as a continuation of the car’s display surfaces. The
front passenger may experience more but this will be invisible to the driver [30, 50].
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User Profiling: User profile data is collected as soon as a new user is detected by
the vehicle. Over time the dataset will capture the history of the user, their driving
style and preferences, their anthropometry and their abilities, so that the vehicles
will be able to better predict their needs and wants using a user model approach and
machine learning [11, 14, 46].

Multimodal Interaction: Allows input of commands and outputs in a number
of modalities [48]. Likely input and output modalities in future automotive applica-
tions are listed in Table 10.1.

Cognitive Load and Attentional Control: The car’s integrated display inter-
face maintains an intelligent monitor of user actions in relation to road conditions and
other contextual information (road conditions, weather, infotainment status, passen-
ger activity, modes and levels). Alarms will be displayed on a master alarm in the
driver’s horizontal line of sight and central console display areas which activate and
introduce the full relevant object panels when interrogated by the driver. All alarms
operate in multiple modalities and are configurable to the individual [36, 49, 67].

Autonomous and Automated Driving: There has been an accelerated specu-
lation regarding development of technology for autonomous driving that is partly due
to OEM’s airing concepts for commercial competition, and partly due to the deploy-
ment of new technologies (radar, lidar, camera-based scene recognition) in road-going
vehicles. We recall that current developments suggest that automation level 3 (Con-
ditional automation/Highly automated) will be widely commercially available within
3 years, and Level 4 (High automation/Driverless) within 10 years [63]. Definitions
vary but the approximate narrative definitions of these levels are taken from the
following National Highway Traffic Safety Administration (NHTSA) document [63]:

• Level 3—Limited Self-Driving Automation: Vehicles at this level of automation
enable the driver to cede full control of all safety-critical functions under certain
traffic or environmental conditions and in those conditions to rely heavily on
the vehicle to monitor for changes in those conditions requiring transition back
to driver control. The driver is expected to be available for occasional control,
but with sufficiently comfortable transition time.

• Level 4—Full Self-Driving Automation: The vehicle is designed to perform all
safety-critical driving functions and monitor roadway conditions for an entire
trip. Such a design anticipates that the driver will provide destination or navi-
gation input, but is not expected to be available for control at any time during
the trip. This includes both occupied and unoccupied vehicles. By design, safe
operation rests solely on the automated vehicle system.

Inclusive Design: Using a standard multimodal paradigm, all functions may
be accessed using any combination of modalities. For example, the user may select a
tangible object from the menu by grabbing it using touch pinch, and may manipulate
it this way. At the same time or alternatively they may use eye gaze and continuous
speech sentences in dialogue with the car to achieve the same end. Outputs will be
simultaneously in multiple modalities but this will be configured for workload and
context and for individual user’s preference profile or impairments. The inclusive
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Table 10.1 Likely input and output modalities in future automotive applications

MULTIMODAL INPUTS

Conventional 2D layered and tabbed visual screens with touch controls, multitouch
control with a range of multitouch gestures (swipes, pinches, circles, two hand, multi-
finger)

3D pointing and gestures including body/head, hands and fingers. These can be lo-
calised over displays or more spatially separated.

Speech based. Either command recognition hierarchy or a speech interaction dialogue
using speech understanding. The latter can be effectively used as part of an interaction
with an artificial personality.

Eye gaze tracking and limb and head tracking. Eye gaze and limb and head track-
ing is possible for all occupants continuously to allow any individual to interact with
the car. The driver has a reserved super-user status. This allows the car to maintain
communication from users’ body language. The driver has a reserved super-user status.

The key and key fob is available but interaction with users is possible by means of their
personal mobile devices.

Tangible interaction. The car seats and most controls are tangible in that in adjustment
mode they can be pulled or manipulated for comfort. Mechanical response in instant
and silent. The key car display surfaces maintain the available options for the driver
and passenger as a “tangible” object, many that are experienced as a set of objects on
the central console and right of driver display “regions”. These display objects may be
selected and moved by surface or 3D gesture to one of the main display areas including
the HUD spaces on the windscreen. This is intelligently managed by the car which will
prevent dangerous configurations.

MULTIMODAL OUTPUTS

There are 3D stereo screen displays with multilayer outputs and directional bias towards
the normal to the viewer. Passenger and driver can, of course, see differing output.

Car speech interface: the car maintains intelligent dialogue with the occupants. This
is managed using intelligent speech understanding. Text to speech is transparent if
required for all displays including primary instruments. Advanced (3rd party) software
converts web pages to auditory modality (audio description) if required. The car main-
tains a constant intelligent awareness of available actions/menus and these are also
visible if required. The car can present itself as an animated artificial person (avatar)
and this can be configured for gender, age, cultural style. Avatar profiles of famous
personalities are available.

Car sound interface: all car display sounds are surround sound directionally managed.
This is configurable to accommodate impairment (see Inclusive Design below).

Haptic: all surfaces and controls generate physically appropriate haptic sensations, such
as vibrations or sensations of movement, solidity, inertia etc. Some warnings are haptic
but located on the seat, focused controls or area.

system will maintain a profile of perceptual, cognitive and physical capability for
each user that will offer the optimal interface for their capability ranges. This will
be decided using a user model based on data unobtrusively obtained from the user’s
interactions during an initialisation or sign-in program for new users. The configura-
tion of controls and interfaces is linked to the system such that different generational
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Figure 10.2 A future scenario used in design ethnography.

groups may be offered individually configured interfaces based on their generational
“cohort” era vehicles. Learning of newer interface components will thereafter be man-
aged on an offering and acceptance basis [37].

10.4.2 Visualisation of Key Concepts

In order to realise the impact of both advanced HMI and human centred Inclu-
sive interaction design such approaches utilise usage cases derived from considering
specific personas as potential users. These usage cases often then detail explicit in-
teractions and their associated future HMI concepts. The personas are created from
marketing information and by use of design ethnography; the use of anthropological,
ethnographic and qualitative research techniques to establish rich and detailed data
on real-life experiences [20,24,35]. Such approaches often originate in inclusive design
where the focus is on ageing and combating design exclusion [10]. However, since the
technology predicted from the extrapolations has not yet been realised or is in devel-
opment, visualisation is required. Key outputs therefore include drawings of entire
scenario task elements (Figure 10.2) and drawings of specific interaction concepts
(Figure 10.3).

10.5 CASE STUDY 2: FUTURE AEROSPACE

Importantly, an Inclusive design approach extends beyond the scope of conven-
tional usability methods as it must accommodate extremes of capability range or
situational contexts of task or stress that are not normally accommodated by prod-
uct design. For this reason, the approach is well suited to the human centred design
of military aircraft interfaces. However, a future cockpit control system demands a
more complex type of interface adaptation as it is likely to be equipped with mul-
tiple modalities of displays and interaction devices such as direct voice input, head
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Figure 10.3 A specific interaction concept based on a usage case [35].

tracker, helmet mounted displays, HOTAS (Hands-On Throttle and Stick) controls
and so on. This leads to higher workload and the necessity for more careful use of
multiple modalities of interactions.

10.5.1 Need for Multimodal Solutions

Individual flight instruments require considerable monitoring and, in order to in-
tegrate information across instruments, a substantial and continuous cognitive effort.
This has been found to affect pilot performance on primary tasks such as control of
the aircraft or physical operation of controls and is particularly relevant during IMC
or instrument flying conditions. Functional overloading of physical input devices such
as stick and throttle is vulnerable to modality errors as single controls (e.g., mini-
joystick or buttons) may be used for very different functions during different mission
phases. During conditions of physiological stress and high cognitive workload, atten-
tional tunnelling may occur or perseveration of incorrect hypotheses regarding the
display due to confusion or misinterpretation of perception, leading to errors.

Increasing use of computerised reconfigurable “glass” cockpits with LCD multi-
function displays has the benefits of providing reconfigurable graphic, image and
textual information on the same physical panel. Early use of such displays often
simply replicate existing physical instrument displays. However, these cockpits also
bring the possibility of designing displays that integrate different sources and timings
of information into single representations (weather radar, navigational maps, engine
status) and allow a potentially infinite number of display possibilities. This has, how-
ever, created a new problems associated with design decisions on the nature of the
information to be represented and the graphical, visual spatial and coordinate sys-
tem choice or representation. Current technology development offers new modalities
of input such as helmet-based displays, touch screen, speech command, eye-tracking
(see Figure 10.4), brain computer interfaces and data gloves, but these are not be-
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Figure 10.4 Hands-free pointing using head-tracking or eye-gaze can be included as a
possible interaction modality for aircraft cockpit multi-function displays.

ing exploited to their full potential. Extrapolating further, multi-touch gestures (2D)
and gestural (3D) inputs are technically feasible along with novel output modalities
such as speech, or natural language, and haptic displays (force, touch and vibra-
tion). Remote future projections might include direct brain control or input/output
interfaces embedded into the pilot’s body. Combinations of these separate modali-
ties, so-called multimodal interfaces, offer the possibility of unique advantages and
economies of interface but only if they are acceptable or matched to the human
perceptual and cognitive system of the pilot. Currently the development of design
patterns and practices for achieving improved performance and ease of use is highly
dependent on subtleties of human cognition that are not well understood [31, 66]. A
number of approaches, stemming from the recent incursion of methods and theories
of cognitive psychology into human factors, are currently in use to address issues
of mitigation of information overload and mismatch of displays and controls to task
workload or multitasking requirements. Because the proposed studies involve mea-
suring skilled human performance during aerospace tasks the principal research tool
requires a method of presenting a task; usually some form of simulator, combined
with methods for recording human behaviour and performance. The intention is to
capture the difference between performance measures as various elements of the task
and simulated environments are manipulated. Measures can be taken; including error
at task, deviation from path, reaction times and task timing, workload, stress, usabil-
ity. Also, ground truth measures record human cognitive and physical parameters as
a direct indication of the effects of usage of specific features, displays and controls,
as with heart rate variations, Galvanic skin response and other indicators of stress.
Research questions generally address the efficacy and salience of various modality
combinations.
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Figure 10.5 Shows workload measures for trials of pointing and selection trials using
eye-tracking or traditional mouse.

10.5.2 Multimodal Interface Experiments

In such multimodality experiments direct experimentation uses novel multi-
modal input and control interfaces, examining novel interaction techniques combining
modalities such as eye-gaze with speech. For example, there is a requirement for pilots
to point at and select objects on the multi-function displays in the cockpit. Presently
this is managed using soft-keys and a mouse but a multi-modal approach introduces
the possibility of another modality such as eye-gaze pointing. Standard tests of work-
load include the NASA TLX subjective scales. In a recent study of multimodal in-
terfaces for Indian agricultural applications, as can be seen from Figure 10.5, there is
clear evidence of workload improvement for the eye-gaze over the mouse modality of
interaction [14]. Promising results in an aerospace context utilise the same approach.

10.6 CASE STUDY 3: PREDICTIVE POINTING IN AUTOMOTIVE TOUCH

SCREENS

Predictive pointing enables realising smart interfaces, which are capable of in-
ferring the user intent, early in the pointing task, and accordingly assisting the on-
display target acquisition (pointing and selection). The objective of the predictive
pointing system is to minimise the cognitive, visual and physical effort associated
with acquiring an interface component when the user input is perturbed due to a
situational impairment, for example, to aid drivers in selecting icons on a display in
a moving car via free hand pointing gestures.

Interactive displays, such as touchscreens, are becoming an integrated part of the
car environment due to the additional design flexibilities they offer (e.g., combined
display-interaction-platform-feedback module whose interface can be adapted to the
context of use through a reconfigurable Graphical User Interface GUI) and their abil-
ity to present large quantities of information associated with In-Vehicle Infotainment
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Figure 10.6 Full pointing fingertip trajectories in 3D during three pointing gestures
aimed at selecting a GUI item (circles) on the in-vehicle touchscreen surface (blue
plane), whilst the car is driven over a harsh terrain with severe perturbations present
[4]. Arrows indicate the direction of travel over time, starting at t1 < tk.

Systems IVIS [17, 18]. Using an in-car display typically entails undertaking a free
hand pointing gesture to select an on-screen GUI icon. Whilst this input modality
is intuitive, especially for novice users, it requires dedicating a considerable amount
of attention (visual, cognitive and physical) that can be otherwise available for driv-
ing [32]. Additionally, the user pointing gesture and input on the display can be
subject to in-vehicle accelerations and vibrations due to the road and driving condi-
tions (see Figure 10.6), which can lead to erroneous selections [3, 32].

Predictive interactive displays, proposed in [2,7], utilise a gesture tracker to cap-
ture, in real-time, the pointing hand/finger locations in 3D in conjunction with an
appropriate probabilistic destination inference algorithm. It can establish the icon
the user intends to select on the display, remarkably early in the free hand pointing
gesture, and in the presence of perturbations due to road and driving conditions, i.e.,
SIID.

Predictive displays can notably improve the usability of in-car interactive displays
by reducing distractions and workload associated with using them. The Bayesian for-
mulation of the fundamental problem of intent inference, see ( [6, 7]) enables the
predictive displays to effectively handle varying levels and types of present SIID-
originated perturbations and user pointing behaviour, as well as incorporating addi-
tional sensory or contextual data when available.

The free hand pointing gesture movements towards an on-screen item in 3D are
not deterministic, but are rather governed by a complex motor system subject to
numerous physical constraints. The gesture can also be subjected to external motion,
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jolting, rolling, or acceleration (e.g., in a moving platform). Nonetheless, stochastic
models can capture the inherent uncertainty in the pointing finger movements, albeit
being driven by intent. This implies that predictions of the pointing object motion
are not single deterministic paths, but are rather probabilistic processes, with the
pointing finger position at a future time expressed as a probability distribution in
space. By adequately incorporating this uncertainty, relatively simple models of the
pointing finger motion can be used successfully to track finger movements and evalu-
ate the corresponding observation likelihoods. It is emphasised that the objective of
a predictive pointing is not to accurately model the complex human motor (pointing)
system. Formulating approximate pointing motion models that enable determining
the on-display endpoint (i.e., intent) of a free hand pointing gesture suffices.

Figures 10.7 and 10.8 depict the results of utilising an in-vehicle predictive display
under varying levels of SIID due to road and driving conditions when the predictive
capability is off and on. In the former case, the experiment becomes a conventional
task of interacting with an in-car touchscreen where the user has to physically touch
the intended icon on the screen to select it. The benefits of the predictive display
are assessed in terms of the system ability to reduce the workload of interacting with
the in-car touchscreen and the pointing tasks’ durations. Whilst here a Leap Motion
controller is employed to produce, in real-time, the locations of the pointing finger in
3D, the predictive display auto-selects the intended on-screen icon once a particular
level of prediction certainty is achieved (the user need not touch the display surface
to make a selection). This pointing facilitation scheme is dubbed mid-air selection [2].
Pointing finger observations are utilised by a probabilistic intent predictor to calculate
the probability of each selectable on-screen icon being the intended destination of the
free hand pointing gesture.

Figures 10.7 and 10.8 demonstrate that the predictive display system can re-
duce the workload of interacting with an in-car display by nearly 50% (reductions
in pointing times can be as high as 40%). NASA TLX forms, widely utilised in
HCI studies, are used to evaluate the subject workload experienced by the users.
The ability of the probabilistic predictor to suppress/eliminate perturbations in the
pointing finger motion is addressed in [5], for example utilising a sequential Monte
Carlo method (namely a variable rate particle filter) to remove highly non-linear
perturbation-related unintentional pointing movements.

10.7 CASE STUDY 4: ADAPTIVE MOBILE APPLICATIONS

We recall that an inclusive design approach extends beyond the scope of con-
ventional usability methods as it must accommodate extremes of capability range
or situational contexts of task or stress, that are not normally accommodated by
product design. In the case of capability ranges, functional changes of capability in
the vision, hearing, touch, thinking and dexterity and strength areas can be used to
characterise ageing and specific impairments.

This approach uses cognitive modelling tools that represent perception, cognition
and motor action in more detail than the conventional models, and are easier to
use than complex cognitive architecture based models. They are intended for use
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Figure 10.7 NASA TLX scores with and without the predictive functionality whilst
driving on a motorway [2], i.e., minimal in-car vibrations.

over a wide range of users’ functional capabilities in perceptual, cognitive or physical
interactions and are applicable to situational impairment [11,13,36,37]. The approach
identifies a set of human factors that can affect human computer interaction and
formulates models that relate those factors to interface parameters. The combined
modelling system can then predict how a person with objectively measured visual
acuity and contrast sensitivity will perceive displays and controls, or how a person
with a specific grip strength and range of motion of the wrist will use a pointing
device. It is then possible to develop a set of rules relating users’ range of capabilities
to interface parameters. For example, these rules can be formulated into a web service
that can dynamically adjust font size, cursor size, colour contrast, audio volume and
spacing between interface elements of any displays. These user models are validated
using experimental trials of participants with surveyed ranges of capabilities, for
example, from EU studies [12, 13] of more than 120 older citizens, and more recent
survey data from 33 Indians sampled across India in the IU-ATC project [11].

Figure 10.8 NASA TLX scores with and without the predictive functionality whilst
driving on a harsh terrain [2], i.e., severe experienced in-car vibrations-accelerations.
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10.7.1 The IU-ATC Project

The India-UK Advanced Technology Centre (IU-ATC) was commissioned as a
collaborative programme funded by the UK’s Engineering and Physical Sciences
Research Council (EPSRC), the Government of India’s Department of Science and
Technology (DST) and industrial partners. The project aims to develop next genera-
tion telecommunications networks, leveraging state-of-the-art technologies in sensor
network and multimodal interaction, to provide a plethora of services such as e-
Governance, networked education, e-Health, social networking and communication
in disaster management, for rural and urban populations in both UK and India.
The goal is to make this technology accessible for the widest range of end users and
applications.

The adaptive interface system has also been integrated to one of the application
demonstrators for advanced wireless communication; an ICT based agriculture ad-
visory system that promotes use of technology to increase the agricultural efficiency
through urgent forecasting and crop disease diagnosis. This ICT based agriculture
advisory system has two components:

• The Pest-Disease Image Upload (PDIU) application used by farmers to upload
images of diseased crops, while they are in the field. The uploaded images
are automatically sent to remotely located experts, who advise farmers about
treatments. The application is designed to run on low-end “legacy” mobile
phones or smart phones. It not only makes it easier for farmers who have
difficulty in operating a keypad but also accommodates those suffering from
poor vision or cognitive impairments.

• A web-based dashboard system that runs on a personal computer and is used
by the domain experts to advise farmers. Experts may come from all ages and
capability levels so it is therefore important to design a user interface that takes
into account the degrees of impairments of different kinds.

Figure 10.9 demonstrates the different rendering of the dashboard and PDIU applica-
tion for image capture, and, importantly, the sign-up survey dialogue used to collect
the match of individuals to different survey modelled user profiles.

10.7.2 Mobile Interfaces

The application demonstrators developed for the IU-ATC also included a system
for exploiting the advantages of fast wireless communication in major disasters for
early warning, first response and coordination of governance. Natural disasters are
becoming more and more prominent in our world today, increasing by over 400% in
the last 20 years [1]. For example, in India and the UK, such events have impacted en-
tire cities, as exemplified by the Uttarakhand Flooding of 2013, the Carlisle Flooding
of 2005 and the Terrorist Bombings of London in 2005. To address this growing trend,
many are working on technological solutions to help deal with such situations. One
technology is that of Emergency Warning Systems (EWS). These offer mechanisms to
send information from authorities to the populace during times of crisis. Information
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Figure 10.9 (left) The IU-ATC e-agri application. The text, colour and layout is
modified for each user based on his data from the sign up application in (right).

may include evacuation details, medical advice and precautionary actions to take.
In recent years, several countries have started deploying their own nationwide EWS.
From a technological perspective, the primary challenge comes from the fact that
the country still relies heavily upon GSM networks for cellular connectivity. Hence,
some of the newer approaches like the 4G ETWS and the Commercial Mobile Alert
System (used in the US) are not feasible. From a social perspective, there are two fur-
ther challenges. First, India is a linguistically diverse country; secondly, low literacy
levels, which are only at around 65%–74%, render traditional text broadcast tech-
niques useless. To handle the above concerns, a user modelling application sign-up
has been developed (shown in Figure 10.10) to adapt civilians’ EWS user interfaces.
It is offered as part of the registration procedure and asks users to perform a small
set of tasks that help the system model physical capability and visual acuity. This
generates a user capability profile consistent with EU and ITU standards. The pro-
file is then processed by the smartphone application to dynamically render warnings,
adapting such things as font size, colour contrast, zooming level, button layout and
line spacing. For example, it changes background and foreground colours for colour
blind users, turns on a text-to-speech converter for visually impaired users and in-
creases line spacing and default zooming level for users with a tremor or spasm in
the hand. An example of this can be seen in Figure 10.10.

10.8 DISCUSSION

As human computer interfaces have advanced there has been a need for represen-
tation of increasing amounts of information and consequently the methods to interact
with it, especially for IoT applications. This has been fuelled by development of many
new innovative technologies for input, control and display that utilise more modalities
of human interaction such as speech, sound, 2D and 3D input with multitouch and
gestural inputs. There has been a convergence of requirements and solutions in the
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Figure 10.10 Different Mobile Device renderings of a single Emergency Early Warning
system (EWS) adapted for users with differing capabilities of vision and movement.

two domains dealt with here: that of computer assistive and adaptive displays and
controls for disability and accessibility, and that of advanced interaction support for
pilots and drivers, primarily engaged in controlling a vehicle while carrying out other
tasks, with a range of difficulties from pointing and selection to keypad entry. Recent
engineering solutions to the former have recognised the parallels between designing for
extraordinary individuals with health related impairments and for the general pop-
ulation with situational impairments. Increasingly, these solutions are finding their
way into the latter world of automotive and aerospace engineering design. Mainly, the
solutions lie in the use of provisions of redundant input and control methods based
on the human capability to deal simultaneously with perception of, and reaction to,
stimuli in different physical modes. However, there are related innovations, such as
predictive touch, based on cognitive psychology and modelling. These were originally
designed to address capability impairment but are now yielding novel displays and
controls in touchable, cross-modal, haptic, visual, auditory and spoken forms. Impor-
tantly, the increased interconnectedness of internet enabled systems, IoT, along with
the increased speed and volume of information has made possible a whole new raft of
applications with concomitant increases in complexity. Taken together, these domains
illustrate the convergence of HMI issues arising from similar considerations that have
originated in high performance interfaces and design for accessibility and inclusion.
It may be that these are pointing to a new transdisciplinary approach for the future.
Four case studies have illustrated this convergence for the automotive, aerospace
and mobile device applications. This has shown how the use of multimodal adaptive
displays can successfully benefit the inclusive population: widening the mainstream
design solutions to include those with capability variation due to health or situational
impairment. Furthermore, this has also shown how literacy, language variation and
context information from sensors can be incorporated into adaptive interactions to
further benefit users, in both advanced and developing countries. Although the re-
search communities in HCI, HMI, ergonomics and computer accessibility have been
investigating this convergent area for some time, advances have been steady and the
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level of certainty required for true technology transfer and impact hard to reach. Nev-
ertheless, as the case studies indicate, the multimodal adaptive approach holds great
promise in numerous research applications and has already proved itself effective in
experiments. It is already clear that the future will include interactions of this sort,
including, by design, many people who would have otherwise been unconnected, and
improving the effectiveness of those who wish to take advantage of highly demanding
technologies. The design of interactive interfaces with diverse technologies through
the IoT is undergoing major and revolutionary changes. The designs of the future
will be predictive, multimodal, connected, adaptive, context dependent, integrated
and intelligent.
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As an important application scenario of the forthcoming 5th generation (5G)
system, the Internet of Things (IoT) has attracted a significant interest in recent
years. It is well known that smart IoT devices will have a big impact on our ev-
eryday life. Existing wireless transmission techniques (e.g., Bluetooth, Zigbee, etc.)
can be applied to IoT applications and provide satisfactory data rates for end-user
applications [17]. However, they usually have very limited coverage, which cannot
meet the communications requirements of a massive number of smart devices over
a large area. Low power wide area (LPWA) networks are specially designed to meet
the above requirements due to their long transmission ranges and low energy con-
sumption. Thanks to some key techniques in both the physical layer and medium
access control (MAC) layer, LPWA networks are capable of providing long distance
communication between servers and devices with low costs.

In this chapter, we mainly focus on low power wide area networks (LPWANs) for
IoT applications. First, an overview on the 5G mobile networks is presented. After
that, a detailed introduction to typical LPWANs is given, among which Narrow Band
Internet of Things (NB-IoT) and IEEE 802.15.4k are emphasized. Based on the IEEE
802.15.4k technique, an air quality monitoring system is designed and implemented.
Through a number of PM sensors connected to an access point (AP), air quality data
can be collected and sent to the servers of an IoT cloud. Users are able to access
the real-time air quality information through either webpages or a mobile APP. Our
analysis on the sensed data reveals that the proposed system is reliable in sensing
the air quality.

11.1 OVERVIEW ON 5G IoT

As a focus of global research and development efforts, 5G has been paid an in-
creasing attention from both governments and institutions. Following existing wire-
less communication networks of 4G, 5G is expected to be commercialized around year
2020. It is believed that higher data rates and wider accesses will not only transform
our lives, but also unleash enormous economic potential. The evolution from 4G to
5G focuses primarily on four aspects, i.e., data rate, latency, mobility, and capacity,
which are illustrated in Figure 11.1.

• Data Rate
5G aims to provide a much higher data rate than its 4G counterpart. The target
peak data rate is 10 Gbps, which represents a 10-fold increase over the existing
4G network (1 Gbps). Given this high peak data rate, users can easily enjoy
network services with higher quality, such as downloading high-definition (HD)
movies in a few seconds. Several techniques may be employed to realize the
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Figure 11.1 Requirements of 5G systems.

target data rate, e.g., network densification, massive MIMO, and millimeter-
wave communications;

• Latency
Latency is another important indicator of the performance of a wireless network.
In the 4G era, wireless networks usually suffer from tens of milliseconds, which
severely affect the user’s experience. 5G networks are believed to be able to
reduce the latency to 1 ms. Therefore, more network equipment can be moved
to the cloud, which greatly helps save costs and power consumption compared
with local deployment;

• Mobility
With the rapid development of modern transportation technology, users tend to
surf the Internet in high-speed environments. Due to the Doppler shift, users in
fast-moving vehicles or trains may suffer from poor channel conditions. 5G aims
to tackle this challenging issue by allowing the moving speed of user devices up
to 500 km/h; and
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• Capacity
Industry analysts have predicted that more than 50 billion smart devices will
be connected to the Internet by 2020, posing a serious challenge to the capacity
of the existing network. The target capacity of 5G is 1,000,000 simultaneous
connections per kilometer, which is ten times greater than that of existing 4G
networks.

5G aims to solve the aforementioned challenges stemmed from varying perfor-
mance requirements in various communication scenarios. Generally, there are four
typical scenarios for 5G, i.e., the wide-area coverage scenario, high-capacity hot-spot
scenario, low-power massive-connections scenario, and low-latency high-reliability
scenario [19], where the low-power massive-connections scenario targets primarily
IoT-related services and application.

IoT has been widely utilized in use cases of information acquisition and intelligent
control, such as infrastructure monitoring, intelligent agriculture, and smart city, etc.
Numerous devices are distributed in wide areas, which may consume large amounts of
energy. Therefore, apart from the above 5G requirements, IoT also needs to operate
in a cost-effective and energy-efficient manner.

11.2 OVERVIEW ON LOW POWER WIDE AREA NETWORKS (LPWANS)

Compared with the traditional wireless communications techniques, LPWA tech-
nology is specifically designed with the objectives of wide coverage and ultra-low
energy consumption. This makes LPWAN a promising communications technology
for IoT applications. An overview on LPWANs is given in this section. Both the
application scenarios and classifications will be presented.

11.2.1 Application Scenarios of LPWANs

With the rapid development of the information and communication technology
(ICT) industry, people become more and more dependent on mobile networks and
smart devices. Benefiting from its long transmission range and low power consump-
tion, LPWAN has promising application prospects. Typical application scenarios of
LPWAN are illustrated in Figure 11.2.

Security As one of the most serious aspects of concern of the contemporary society,
security services are developing rapidly in recent years. With the aid of LPWAN
technology, emergency information can be timely transmitted to users, which can
reduce personal property losses as much as possible;

Health care Health care issues can be alleviated to a certain extent if being com-
bined with LPWA techniques. Through developing user-centric and individually tai-
lored devices, health conditions can be monitored for a long period of time. Further-
more, thanks to the rich medical data, diagnosis can be made more accurately and
effectively;
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Figure 11.2 Application scenarios of LPWAN.

Asset Tracking Individuals may be concerned with the safety of their valuable
assets. LPWA-based asset tracking techniques can provide a real-time visibility about
the locations and statuses of their assets, which can be protected from either damage
or theft;

Transportation With the development of modern transportation, an increasing
number of vehicles are driven on the road, which may bring about severe traffic
congestions. Therefore, knowing real-time traffic conditions has become the key to
alleviating the traffic congestion problem. LPWAN can help establish direct commu-
nications between vehicles and information centers, which can not only help relevant
government agencies to improve the efficiency of traffic management, but also to
guide drivers to plan optimum routes to their destinations;

Smart Home LPWA techniques can play a vital role in smart home applications.
For example, by using a mobile APP, a user can easily control the environment
at home from his/her workplace, such as the lighting, heating, ventilation, and air
conditioning. Furthermore, based on the analysis of user behaviors, the preferences
of a certain user can be extracted. This information can instruct the appliances to
operate in a more personalized way without human intervention; and

Smart City Smart city aims to make full use of the urban informatics and tech-
nologies to meet city residents’ needs and to improve the quality of life. Through
LPWA techniques, city officials can easily obtain real-time information about what is
happening in the city, which can greatly improve the efficiency of city management.
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Figure 11.3 Classification of typical LPWAN techniques.

11.2.2 Classification of LPWANs

Typical LPWANs can be roughly classified as the unlicensed networks and li-
censed networks, which are depicted in Figure 11.3. The unlicensed LPWANs mainly
consist of LoRa, On-Ramp, SIGFOX, etc. These networks work in the industrial,
scientific, and medical (ISM) bands, and are ready to be or already being deployed.
Moreover, these standard protocols are only supported by industry alliances. Apart
from the unlicensed ones, the licensed LPWANs include narrow band (NB)-IoT and
EC (Extended Coverage)-GSM, which are upgraded from the existing wireless com-
munications techniques [12]. Details about these LPWA techniques are introduced as
follow.

• LoRa
LoRa is specially designed for battery-operated devices in LPWA networks. It
employs the star topology in which gateways are used to relay messages between
devices and the servers in the backend. Communications between all devices
are secure and bi-directional. In order to adapt to varying communications
requirements, LoRa offers adaptive data rate (ADR) which is managed by the
network server. This helps maximize the battery lifespan.

• IEEE 802.15.4k
IEEE 802.15.4k is regarded as a promising technology for LPWANs. It was
founded and developed by a famous systems provider for LPWA sensor net-
working and location tracking, i.e., On-Ramp Wireless. One of the features in
this standard is the Random Phase Multiple Access (RPMA), which covers
wide areas and provides robust communications links. The bandwidth of each
channel is 1 MHz, which is larger than other comparative LPWA techniques.

• Sigfox
Sigfox was developed in 2009, and is regarded as the first LPWAN technique
proposed in the IoT market. Compared with the other networks, it has already
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provided nationwide low-power connectivity in a number of European countries.
In the physical layer, the Ultra Narrow Band (UNB) technique is selected as
the modulation scheme, which is effective in improving spectral efficiency. The
protocols of the network layer are not open to the public yet. It is claimed that
up to a million IoT objects can be handled by a Sigfox gateway. The coverage
of Sigfox is 30–50 km in rural areas and 3–10 km in urban areas.

• NB-IoT
As the only LPWA technique standardized by the 3rd Generation Partnership
Project (3GPP), NB-IoT is a narrowband radio technology specially designed
for new requirements in IoT scenarios. The aim of this technology is to provide
cost-effective connectivity to a massive number of devices with low costs and
energy consumption. In particular, indoor coverage is also a focus of this tech-
nology. NB-IoT can easily coexist with the GSM and LTE networks. Through
use of the existing communications infrastructure, both time and money for
deploying this network can be significantly saved.

• EC-GSM
EC-GSM aims to provide high capacity, long distance, and low power consump-
tion communications among IoT devices and co-exist with the existing wireless
networks. This standard is built on the basis of the Enhanced General Packet
Radio Service (eGPRS), which is an improved technique allowing for higher
data rates than traditional GSM networks. A software upgrade is made on the
existing GSM networks. It is supposed that the battery life of IoT devices based
upon this standard can be prolonged to up to 10 years. Furthermore, the com-
munications security is also improved with specific techniques such as entity
authentication, user identity confidentiality, and mobile equipment identifica-
tion.

Brief comparisons among these LPWANs are shown in Table 11.1. Among all
these LPWANs, two are the focus of this chapter, i.e., NB-IoT and IEEE 802.15.4k.

11.2.2.1 LPWAN Based on NB-IoT

NB-IoT was initiated by 3GPP in September 2015, which was promoted by Nokia,
Ericsson, and Intel. In June 2016, the core specifications were completed in Release
13. Till now, it has been supported and improved by many famous communications
companies including Alcatel-Lucent, Huawei, and AT&T. The objectives of this tech-
nique are to address the communications requirements of indoor coverage, support
of massive devices, low cost, low delay, and low power consumption. Requiring only
a software upgrade, NB-IoT can be fully integrated into the existing GSM and LTE
networks, saving large amounts of time and money for building new infrastructure.
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Figure 11.4 Spectrum deployments for NB-IoT.

NB-IoT has widely reused existing techniques in 4G LTE, e.g., downlink orthog-
onal frequency-division multiple-access (OFDMA), uplink single-carrier frequency-
division multiple-access (SC-FDMA), interleaving, the subcarrier spacing, OFDM
symbol duration, subframe duration, etc [3]. Therefore, the development time re-
quired for NB-IoT devices can be greatly reduced based on existing LTE products. A
detailed introduction to NB-IoT will be given focusing on the following aspects, i.e.,
spectrum deployment, physical channels, and radio protocols.

Spectrum deployment It is well known that spectrum is one of the most valuable
natural resources for the telecommunications industry. Thus nearly all the wireless
communication systems regard spectral efficiency as one of the most important perfor-
mance indicators of their networks. In order to coexist with existing wireless networks
(e.g., GSM, WCDMA, and LTE), the spectrum deployment of NB-IoT is designed to
be more flexible. Three deployment options are provided for the network operators,
i.e., the standalone, in-band, and guard-band, which is depicted in Figure 11.4.

Standalone: Each NB-IoT carrier occupies a 180 kHz bandwidth for both uplink
and downlink, which is narrower than a GSM carrier (200 kHz). Therefore, network
operators can select one of their GSM carriers to deploy NB-IoT with little impact on
their current business thanks to the orthogonality among the carriers. This method
is known as standalone deployment.



332 � From Internet of Things to Smart Cities: Enabling Technologies

In-band: In-band spectrum deployment is specially designed for existing LTE tech-
niques. The bandwidth of a NB-IoT carrier is the same as the LTE physical resource
block (PRB) in the frequency domain. This provides a feasible way to replace one
of the PRBs with the NB-IoT carrier. It has been evaluated that a single NB-IoT
carrier can support up to 200,000 devices per cell. With the increasing density of
IoT devices, more than one PRB can be replaced with NB-IoT carriers in accordance
with the configuration of the network.

Guard-band: For the sake of reducing the interference, a guard-band is inserted
between adjacent carriers in LTE. These unused resources can be utilized to deploy
NB-IoT carriers. Specific physical layer designs are needed to reduce the resultant
interference under this deployment.

Physical channels Physical channels in NB-IoT resemble their LTE counterparts
to a large extent. Both the downlink and uplink are introduced in detail as follows.

Downlink: Several physical channels or signals are presented in NB-IoT for down-
link transmission, i.e., the Narrowband Primary Synchronization Signal (NPSS), Nar-
rowband Secondary Synchronization Signal (NSSS), Narrowband Physical Broadcast
Channel (NPBCH), Narrowband Physical Downlink Control Channel (NPDCCH),
and Narrowband Physical Downlink Shared Channel (NPDSCH).

• NPSS and NSSS
These two signals are responsible for providing time and frequency synchro-
nization information for devices. After the devices receive these signals, they
can perform the cell search task including frequency synchronization and cell
identity detection;

• NPBCH
NPBCH carries configuration information about the network and cell. The eNB
broadcasts these signals to every user’s equipment in the cell. It is located in
subframe #0 in every frame;

• NPDCCH
NPDCCH is designed to transmit the scheduling information in response to
random access by the devices. Furthermore, the HARQ acknowledgment is also
transmitted through this channel; and

• NPDSCH
NPDSCH carries data from higher layers including the system information and
paging messages.

The transmit block diagram of the NPBCH, NPDCCH, and NPDSCH is de-
picted in Figure 11.5. The cyclic redundancy check (CRC), forward error correction
(FEC), and interleaving are state-of-the-art methods in improving data reliability.
Rate matching is responsible for matching the bit number to the allocated resource.
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Figure 11.5 Transmit block diagram for the NPBCH, NPDCCH, and NPDSCH.

After that, constellation mapping is invoked based on the modulation scheme, e.g.,
BPSK, QPSK, and 16QAM. Finally, symbols are mapped to the physical resource
before the IFFT.

Uplink: Uplink physical channels mainly consist of the Narrowband Physical Ran-
dom Access Channel (NPRACH) and Narrowband Physical Uplink Shared Channel
(NPUSCH).

• NPRACH
NPRACH is specially designed for the purpose of random access in NB-IoT.
Unlike the PRACH in LTE with 1.08 MHz, the NPRACH occupies four symbol
groups, each of which includes one CP and five symbols, which is modulated
on to a 3.75 kHz band; and

• NPUSCH
Two formats are provided for the NPUSCH. Format 1 carries uplink data with
a maximum transport block size of 1000 bits. Format 2 is responsible for HARQ
acknowledgment.

The transmit block diagram of the NPUSCH is shown in Figure 11.5. Similar to
the downlink procedures, FEC and rate matching are also needed for uplink. Then
the symbols are scrambled by a certain logical operation. The pilot is produced using
the Gold sequence which is generated at the beginning of each burst. Two modulation
schemes are utilized for the uplink, i.e., the Gaussian-shaped Minimum Shift Keying
(GMSK) and Phase Shift Keying (PSK).

Radio protocols

Random access: Access schemes have a great impact on the performance and ca-
pacity of the network. Traditional LTE systems employ the contention-based random

Figure 11.6 Transmit block diagram for the NPUSCH.
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Figure 11.7 Main procedures of random access in NB-IoT.

access method, which usually needs four procedures for a new user equipment to be
accessed by the system. As illustrated in Figure 11.7, the four procedures are:

• Procedure 1: Preamble transmission
When a UE enters a certain cell, it needs to transmit a random access preamble
to the eNB to notify its arrival. These messages are sent using the NPRACH;

• Procedure 2: Random access response
The eNB allocates time-frequency resources to this UE for uplink transmission.
Then it transmits the scheduling and timing information back to the UE;

• Procedure 3: Scheduled transmission (UE identity)
Using the resources obtained in Procedure 2, the UE sends its identity infor-
mation to the eNB; and

• Procedure 4: Contention resolution
The eNB deals with possible contentions or collisions among multiple devices
and then transmits the contention resolution messages to the UEs.

Based on the traditional random access scheme adopted in LTE networks, some
improvements are made in NB-IoT due to the different coverage classes of UEs. The
configuration of NPRACH used to send the random access preamble becomes more
flexible and adjustable, e.g., the number and offset of the subcarriers in the frequency
domain, as well as the starting time and periodicity in the time domain [16].

Device Operation Modes: In order to save energy and prolong the battery lifetime,
three operation modes are enabled in NB-IoT devices, i.e., the connected mode, idle
mode, and power saving mode, as shown in Figure 11.8.

In the connected mode, a NB-IoT device can communicate normally with the eNB.
However, it inevitably consumes a large amount of energy. Once a specified activity
has not taken place for a certain period of time determined by the Connected Mode
Release Timer, the NB-IoT devices can be placed into either the idle mode or the
power saving mode. The choice is based on the configuration of the Active Timer.
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Figure 11.8 Device operation modes in NB-IoT.

Devices can also be accessed by the network even if they are in the idle mode.
Instead of monitoring the downlink control channel all the time, devices in the idle
mode only need to listen to the paging messages from the network. This mechanism
helps save energy because power consumption in the idle mode is much lower than
in the connected mode. Upon receiving a paging message, the devices move back to
the connected mode. Moreover, they can also move to the power saving mode after
the Active Timer expires.

Unlike the above two modes, devices in the power saving mode can no longer
be reached by the network. This is a “deep sleep” mode in which even the paging
messages are not listened to. When new traffic arrives, devices need to wake up and
initiate a random access to the eNB. Then it will move to the connected mode ready
for data transmission.

11.2.2.2 LPWAN Based on IEEE 802.15.4k

IEEE 802.15.4k is proposed in [18] to provide a feasible means to handle the prob-
lem of long range communications with low energy consumption. Specific techniques
in the physical and media access control (MAC) layers are designed and implemented
for improving the transmission reliability and minimizing the network infrastructure
and maintenance. This specification mainly works in three frequency bands, i.e., 868
MHz, 915 MHz, and 2.4 GHz, which is plotted in Figure 11.9. Different from the
other LPWA solutions, this protocol can work in the 2.4 GHz band. However, thanks
to a robust physical layer design, it operates well over a long-range wireless link and
under the most challenging RF environments. New advanced techniques are proposed
to meet these requirements in both the physical and MAC layers [9]. Key techniques
in the two layers are introduced in detail as follows.

Physical Layer As depicted in Figure 11.10, the physical protocol data unit
(PPDU) is composed of a synchronization header (SHR) and a physical service data
unit (PSDU). The SHR is responsible for retrieving frequency, symbol, and frame
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Figure 11.9 Frequency bands for IEEE 802.15.4k.

synchronization information, which includes the preamble and the start of the frame
delimiter (SFD). The PSDU is the data field of the PPDU. The PPDU processes
in the physical layer are illustrated in Figure 11.10. The major functional blocks
employed in the physical layer are introduced in detail below:

• Convolutional FEC and interleaving
Convolutional FEC encoding and interleaving are conducted at the PSDU.
According to the protocol, the convolutional code rate and constraint length are
set to be 1/2 and 7, respectively. The encoded data are then interleaved using a
pruned bit reversal interleaving algorithm. Data reliability can be significantly
improved by using these techniques;

• DSSS
The direct sequence spread spectrum (DSSS) enables the receiver to detect
signals with a very low carrier-to-interference ratio. The process gain depends
highly on the type and length of the spreading code. As one of the most com-
monly utilized spreading codes, the Gold code is chosen by IEEE 802.15.4k, and
the spreading factor is up to 215 in order to provide a sufficient link budget.
However, as the computational complexity of the DSSS transceiver increases
exponentially with the length of the spreading sequence, high efficient digital

Figure 11.10 Key functional blocks in the physical layer.
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signal processing algorithms are need to be designed for this LPWA system;
and

• Modulation
According to IEEE 802.15.4k, the modulation scheme is usually BPSK or O-
QPSK. In addition, Gaussian frequency shift keying (GFSK) is an option owing
to its good performance in overcoming the effect of the frequency or phase
offset. Although performance degradation is unavoidable due to non-coherent
demodulation, the DSSS is able to tolerate an acceptable frequency offset at
very low SNRs.

MAC Layer LPWANs often need to support massive IoT device accesses with low
energy consumption. Therefore, specific techniques in the MAC layer are designed to
tackle these issues [9]. These MAC techniques focus primarily on two aspects, channel
access and network topology.

• Channel Access
Channel access plays a vital role in improving the capacity of LPWAN. Along
with a rapid increase in the number of devices, the selection of channel access
schemes becomes particularly important. Channel access schemes are commonly
classified into two broad categories, i.e., the reservation-based and contention-
based methods.

Reservation-based methods are designed to divide radio resources in various
dimensions (e.g. time, frequency, etc.), and then distribute these resources to
various devices. The reservation of radio resources is relatively fixed, which can
effectively reduce possible collisions. However, an increasing number of devices
may cause a shortage of radio resources, which is proven to be the bottleneck
of the network’s capacity.

In order to improve the capacity of the network with limited radio resources,
contention-based methods have been paid an increasing attention for LPWA
systems. The contention-based methods take advantage of the fact that the
common medium is shared among devices and devices need to compete for ac-
cess to the medium according to certain rules. The contention-based methods
are effective especially when there are massive and unpredictable access activ-
ities. Without strict synchronization between the transmitter and receiver, the
energy consumed by synchronization signaling is reduced. Devices can enter into
the sleep mode to save energy, and be woken up once data transmission takes
place. However, due to the competition mechanism, collisions are inevitable
when devices compete for the access to the common medium. Several techniques
have been designed to tackle this issue, of which the most widely used one is the
Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA). In order
to reduce channel collisions, this method employs a carrier sensing mechanism
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which is responsible for sensing occupied carriers and choosing free ones. How-
ever, this mechanism is not suitable for some extreme scenarios. When signals
from remote devices are severely attenuated attributed to a large path loss,
the target device is difficult to detect these signals which may ultimately result
in collisions. Furthermore, a CSMA-based system may become inefficient when
there are massive simultaneous connections to the LPWAN. As a result, the
CSMA/CA mechanism is not always practical for massive access scenarios.

Apart from CSMA-based systems, Aloha-based protocols perform better with
the additional physical techniques in LPWANs. For instance, the DSSS tech-
nique enables an LPWAN to detect and identify multiple arriving packets simul-
taneously. Based on specific spreading sequences, data packets from multiple
devices can be successfully decoded even if their transmission periods overlap
completely. Moreover, some overhead caused by carrier sensing, such as the re-
quest to send (RTS) and clear to send (CTS) control messages, can be saved
in Aloha-based protocols, making it more energy-efficient for LPWANs.

• Star Topology
As is known to all, topology is of great importance to the performance of wire-
less networks. A proper topology can greatly improve the network’s efficiency,
reliability, scalability, etc. Traditionally, multi-hop relay topologies including
the mesh, tree, cluster, and chain are widely utilized in IoT networks, such as
the wireless sensor network (WSN) [20]. Based on the multi-hop mechanism,
the communications coverage of these networks can be greatly extended. How-
ever, these topologies have to face some serious issues. As some devices are
responsible for relaying the data from remote ones, a breakdown of one device
may have a severe impact on multiple devices. Furthermore, the problems of
high transmission latency and large signaling overhead are also nonnegligible
for multi-hop networks.

Thanks to the physical layer techniques in the 802.15.4k specification, the com-
munications range of a single hop from the devices to the AP is greatly ex-
tended, which is large enough to cover a wide area. On this occasion, the star
topology is superior to its multi-hop counterpart. In the star topology, devices
are distributed around the AP and communicate directly with the AP through
single-hop links, which is shown in Figure 11.11. As there are no extra relaying
tasks for the devices, both energy consumption and signaling overhead can be
greatly reduced. In addition, the operation conditions of a certain device are
not reliant on the other devices, which makes the entire system more robust to
possible failures and easier for scalability.
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Figure 11.11 Star topology of the LPWAN.

11.3 IMPLEMENTATION OF LPWAN BASED ON IEEE 802.15.4K

Based on the IEEE 802.15.4k specification, we have designed and implemented
a prototype LPWAN. In our prototype, the network mainly consists of an AP and
several devices. Devices are usually embedded systems which are responsible for data
collection, signal processing, and signal transmission. These signals are received by
the antenna of the AP and then decoded for further use. The two crucial components
are introduced as follows.

11.3.1 Access Point (AP)

The AP is implemented using a software-defined radio (SDR) platform, which is
based on the concept that communications modules should be developed in software
as much as possible. Thanks to this SDR platform, our prototype LPWA system can
be deployed rapidly with low costs [15].

As depicted in Figure 11.12, the AP includes a universal software radio periph-
eral (USRP) and a general purpose processor (GPP) [14]. The Ettus USRP B210 is
selected due to its wide frequency range covering all the operating frequency bands
of IEEE 802.15.4k. The GPP is a common computer in this system. A photo of the
AP is shown in Figure 11.13.

After receiving signals via the antenna, the USRP is used for essential signal
conversion, such as frequency conversion, RF band selection, and AD/DA conversion.
Then the signals are transmitted to the GPP through the USB interface for baseband
signal processing. All the processing procedures are implemented by software in the
C++ language. The codes can be greatly simplified through using specific open-
source function libraries. Moreover, the AP uses multi-thread processing to handle
concurrence data transmission from multiple devices.
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Figure 11.12 Framework of the AP.

11.3.2 Devices

Devices are used to gather useful data and transmit them to the AP through a
wireless channel. As shown in Figure 11.14, the LPWA device mainly includes: 1)
Controller module; 2) Sensor module; 3) LPWA transmitter module; and 4) Power
module.

• Controller module
The controller module is based on a powerful microcontroller unit (MCU),
i.e., STM32F103RC. This MCU is widely used in signal processing due to its
powerful hardware, e.g., a 32-bit Cortex-M3 microcontroller operating at the
72 MHz frequency, a Flash memory up to 512 Kbytes, and an extensive range
of enhanced I/Os and peripherals connected to two APB buses [2]. Signals
processed by the MCU are sent to the RF transceiver through a general-purpose
input/output (GPIO) interface.

Apart from the RUN mode, this controller module also provides several low
power consumption modes for energy saving, i.e., the SLEEP, STOP, and
STANDBY modes. Once a monitoring node is powered or reset, the controller

Figure 11.13 Photo of the AP.
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Figure 11.14 Main functional components of the LPWA device.

enters in the RUN mode. Under this circumstance, the monitoring node works
at full capacity for data processing and thus consumes a lot of energy. Thus,
the monitoring node may enter into the low power modes until being woken
up, and then enter into the RUN mode either periodically or evoked by events.
In the SLEEP and STOP modes, all the I/O pins maintain the same state as
those in the RUN mode, and the contents in the SRAM and register are kept,
which consumes some power to a certain extent. Moreover, the STANDBY
mode needs the least amount of power but loses the contents stored in the
SRAM and register, which is preferred in our design.

Furthermore, computing the spreading sequences has become one of the most
energy-consuming procedures with a spreading factor (SF) up to 32,768. Thanks
to the flash memory of the MCU, the spreading sequence is only calculated once
and then stored in the memory. This information can be kept in any mode.
Next time when the node is wakened from the low power modes, the spreading
sequence can be easily read from the flash memory.

• Sensor module
LPWA devices are widely used in wireless sensing applications due to their
low cost and long battery life. Data are collected using specific sensors such as
the position sensor, temperature sensor, and air quality sensor. Thanks to the
variety of the sensors, physical information is converted into electrical signals
and then processed by the MCU.

• LPWA transmitter module
The RF transceiver is based on the Texas Instruments (TI) CC1125 chip, which
has ultra-high performance in the narrowband. Signals from the MCU are mod-
ulated in this chip and sent to the AP through a wireless channel. This pow-
erful transceiver offers common modulation techniques (e.g., 2-FSK, 2-GFSK,
4-GFSK, etc.) and can work in several frequency bands (e.g., 169 MHz, 433



342 � From Internet of Things to Smart Cities: Enabling Technologies

MHz, 950 MHz, etc.) [23]. In addition, it has very high receiver sensitivity, i.e.,
−129 dBm at 300 bps, −123 dBm at 1.2 kbps, and −110 dBm at 50 kbps.

• Power module
The energy of all the components is supplied by the power module. This module
is based on a lithium battery which can be recharged via a solar panel. A solar
charge controller is used in this module to control the voltage generated by
the solar panel and to store electrical energy in the battery safely. With the
aid of this controller, the battery is protected from both over-charging and
over-discharging.

11.3.3 Experimental Results

For the purpose of validating the performance of the proposed LPWAN, several
field tests are carried out in the urban environment. The AP with a wipe antenna is
deployed on the roof of a 15-floor building and the devices are distributed around the
AP. Through a 10-meter cable, the antenna is connected with the USRP B210 board
located in the laboratory. Key parameters of our experiments are stated as follows.
The operation frequency of the system is 433 MHz and the symbol rate is 200 k
symbols per second. The PPDU of all data packets consists of a four-octet preamble
and a 16-octet PSDU, which is spread by the Gold code with an SF of 32,768.
The transmit power of the devices is set to be 15 dBm. The CRC is implemented
in this system to ensure data integrity. The carrier-to-interference (C/I) is selected
as the performance metric of our experiments, which is defined as the ratio of the
normalized peak output of the preamble detector to the received signal power. A
higher C/I implies more reliable communications. These experiments are designed
to validate the LPWA system in various scenarios, e.g., the outdoor scenario, indoor
scenario, underground scenario, etc. The multi-user performance of the network is
tested as well. Furthermore, experimental results reveal that when the C/I value is
greater than −30 dB, the AP can decode the received packets correctly.

Outdoor/indoor In this experiment, the C/I values of 20 spots around the AP are
measured, which include both the outdoor and indoor scenarios. The deployment of
the LPWA system and the measured C/I values are illustrated in Figure 11.15. Due
to the complicated radio propagation characteristics, the C/I values do not always
decrease with the increase of the communication distance. However, it is clear that
even the furthest spot, which is 3.4 km away from the AP, still has a C/I value larger
than −30 dB. Therefore, it can be concluded that this LPWA system provides over
3 km coverage in both the indoor and outdoor scenarios.

Underground The performance of detecting underground devices may be different
from the overground ones due to the penetration loss. Hence the underground scenario
is tested in this experiment. Five devices are installed in the underground car park of
the building, which are 300 meters away from the AP on the roof. The deployment
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Figure 11.15 Coverage performance of the developed LPWA prototype in in-
door/outdoor scenarios.

of this experiment is plotted in Figure 11.16. The C/I values labeled in the figure
indicate that the LPWAN is still able to cover reasonable underground areas.

Multi-user performance Five devices are distributed in the scenario illustrated
in Figure 11.16. All the devices are set to send data at the same time. Therefore the
transmission timing of each device can be regarded as nearly simultaneously. After
that, the preamble of each packet is detected in the AP, which is shown in Figure
11.17. It is easily seen that the preambles of all the devices are distinguishable, which
buttresses the excellent multi-user performance of our developed LPWAN.

11.4 LPWA-BASED AIR QUALITY MONITORING SYSTEM

Air pollution has recently become a serious problem because of rapid develop-
ments in industry and transportation of the modern society. When people are exposed
to air pollutants for an extended period of time, they are more likely to suffer from
a series of severe diseases [5]. There is therefore increased monitoring of air quality
interest in which is considered effective to reveal the trend of the air condition and
guide human’s daily activities. However, due to the high cost and large volume, tra-
ditional air quality monitoring stations are unlikely to be widely deployed. Moreover,
complicated calculation is needed offline so as to obtain precise measurements, which
usually consumes a large amount of time. These challenges explain the low spatial
and temporal resolution of current air quality data [8].

Alongside a rapid development of wireless sensor networks (WSNs), air quality
sensors can be widely deployed with much lower costs [4] [13] [7]. However, due to the
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Figure 11.16 Coverage performance of the developed LPWA prototype in the under-
ground scenario.

Figure 11.17 Multi-user performance of the developed LPWA prototype.
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limited transmission range of traditional wireless techniques (e.g., GPRS, Bluetooth,
Zigbee, etc.), air quality sensors can not be deployed too far away from the gateway.
Therefore, these methods cannot meet the communications requirements of a massive
number of air quality sensors deployed over a large sensing area.

Thanks to the advance of LPWA techniques, ubiquitous connectivity between
low-cost sensors and the AP can be established with low energy consumption [11].
Due to the special design in the physical and MAC layers, LPWANs based on IEEE
802.15.4k can provide suburban and urban transmission ranges of around 20 km and
5 km, respectively, which is fairly enough for the purpose of monitoring local air
quality [10].

In this section, an LPWA-based air quality monitoring system is designed and
implemented. This system focuses on one of the main air pollution sources, i.e., the
Particulate Matter (PM) 2.5. Data collected by the sensors are sent to the AP using
the IEEE 802.15.4k specification. In order to store and process the sensed data, an IoT
cloud with a variety of servers is established. Users can obtain real-time or historical
air condition information through the display application conveniently.

11.4.1 System Architecture

As depicted in Figure 11.18, a three-layer hierarchical architecture is proposed in
the air quality monitoring system, i.e., the sensing layer, network layer, and applica-
tion layer.

11.4.1.1 Sensing Layer

As an indispensable component of the system, the sensor layer is mainly respon-
sible for air quality sensing and data reporting. In order to improve the extensity of
the air quality data, the monitoring nodes are usually deployed widely across a large
geographical area. Thus, large-scale air quality data can be collected by these nodes.
Compared to the traditional ultra-red sensors, the PMS5005 sensor uses laser to de-
tect the Particulate Matter 2.5 (PM2.5), which can provide high precision without
calibration. Therefore, it is selected for our system. In addition, SHT20 is used to
sense real-time temperature and humidity information, which can greatly enrich the
gathered data. The photo of the PM2.5 sensor is shown in Figure 11.19.

Since the air quality usually does not vary too much, the monitoring node can be
woken up to sense the air quality and transmit data every ten minutes by default.
An adaptive mechanism is also designed and implemented. If the difference between
two successive air quality data readings exceeds a given threshold, the sensing cycle
becomes shorter automatically. Otherwise, the cycle may be increased.
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Figure 11.18 Architecture of the LPWA-based air quality monitoring system.

Figure 11.19 Photo of the PM2.5 sensor.
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11.4.1.2 Network Layer

In the network layer, an LPWAN based on the IEEE 802.15.4k specification is
employed to provide ubiquitous connectivity between the monitoring nodes and the
AP. A star topology is adopted in this network, which can reduce maintenance and
deployment costs of the system. Without having to function as relays in the multi-hop
topology, significant energy consumption can be saved by the sensor nodes. Further-
more, a particular DSSS technique is adopted in the physical layer so as to extend
the coverage of single-hop communications. Details about the IEEE 802.15.4k-based
LPWAN are presented in Section 1.2.3.

11.4.1.3 Application Layer

An IoT cloud is implemented in the application layer with the objective of hosting
and processing the sensed data. When the AP receives air quality data reported from
the sensor nodes, it first stores the data in the IoT cloud. After that, necessary
processing is conducted on these data such as data aggregation and data cleaning.
Moreover, client applications are supported by the IoT cloud which can provide a
convenient means for users to access the air quality information. Both a web access
interface and a smartphone APP is developed in this system.

With the help of the sensor node, the system can obtain rich air quality data.
Then, the IoT cloud is in demand to provide a speedy and convenient way to store
these data and visualize the data when required.

Server: Three types of servers are used in the IoT cloud with different functions,
i.e., the data processing server, storage server, and HTTP server. Thanks to the devel-
opment of virtualization techniques, these servers can be hosted on visual machines
so as to make full use of physical resources, e.g., CPU, memory, etc. The servers
deployed in the IoT cloud are introduced in detail as follows.

• Data processing server
Raw data cannot be directly utilized in the presence of the possible transmission
errors or machine failures. Some pre-processing procedures are needed to detect
and clean the “dirty data” so as to ensure the integrity and reliability of the
dataset. These procedures are carried out in the data processing server;

• Storage server
Storage server is responsible for storing the air quality data into the database.
Traditionally, relational databases are commonly employed in IoT clouds. How-
ever, with a dramatic increase in both data volumes and types, the read-write
speed of the relational database has become the bottleneck for the performance
of the cloud. Consequently, non-relational databases have received growing at-
tention. This system employs Redis as the database. As one of the most promis-
ing non-relational databases, Redis stores all key-value data in the memory. As
a result, both the flexibility and the I/O speed of the database can be greatly
improved;
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• HTTP server
Based on the traditional request-response mechanism, the HTTP server is
able to accept user requests and respond to them accordingly. In our pro-
posed system, the HTTP server is developed using Servlet and JSP (JavaServer
Pages) [24]. For the sake of managing the lifecycle of servlets, a web container
termed Tomcat is deployed in this server. Air quality data can be obtained by
a web browser or a mobile APP through the HTTP protocol, which provides a
convenient means for user access from varying OS platforms.

Display Applications: Users with various kinds of clients can have access to the
air quality information, either through a website or a mobile APP. Figs. 11.20 (a) and
11.20 (b) depict the GUI interfaces of the website and the mobile APP, respectively.

Through the display applications, the air quality information can be shown in
real-time including:

• Current Air Quality Indicator (AQI);

• AQI trend of the present day;

• AQI trend in last week/month.

11.4.2 Experimental Results and Analysis

11.4.2.1 Experimental Configurations

In order to verify the reliability of this air quality monitoring system, field tests
are carried out in a typical urban environment. The AP is located on the roof of a
15-floor building with a whip antenna which is connected with a USRP B210. Our
system is deployed using star topology illustrated in Figure 11.21 (a), which consists
of five monitoring nodes distributed over an area of around a radius of 3 km from the
center of our university campus. A photo of the monitoring node is shown in Figure
11.21 (b). Key parameters of our experiments are listed in Table 11.2.

As one of the most commonly used air quality indicators, the AQI is selected
as the metric of this system. It is calculated based on the concentration of six air
pollutants, i.e., PM2.5, PM10, carbon monoxide (CO), sulfur dioxide (SO2), nitrogen
dioxide (NO2), and ozone (O3) [21]. A number of government agencies or research
institutions publish the real-time AQI based upon these six pollutants, and then
advise residents on daily activities accordingly. As the AQI increases, the probability
for residents to be harmed by the air pollutant becomes higher.

It is noted that different countries have their own AQI calculation methods. Ac-
cording to China’s Ministry of Environmental Protection in [21], the AQI is calculated
as follows.

ip =
Ahigh −Alow

Bhigh − Blow
(βp − Blow) + Alow, (11.1)

where ip is the Individual Air Quality Index (IAQI) of the pth pollutant, βp is the
concentration of the pth pollutant, Bhigh is the nearest concentration point larger
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Figure 11.20 Examples of the GUI interface of the air quality monitoring system: (a)
Webpage; (b) Mobile APP.

than βp, Blow is the nearest concentration point smaller than βp, Alow is the IAQI
point corresponding to Blow, and Ahigh is the IAQI point corresponding to Bhigh.

The critical points for six air pollutants are given by China’s Ministry of Envi-
ronmental Protection in [21]. For example, the critical points for PM2.5 and PM10

are listed in Table 11.3, which are the only two metrics concerned in our air qual-
ity monitoring system. Then, the AQI can be given as the highest value of all the
measured IAQIs, i.e.,

α = max{i1, i2, ..., in}. (11.2)

11.4.2.2 Results and Analysis

Data from Mar. 1st to 14th 2016 are chosen for further analysis. The concentration
of PM2.5 changed dramatically during this period of time. Air quality information
including PM2.5, PM10, and AQI are depicted in Figure 11.22. As can be observed
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Figure 11.21 Field deployment of the LPWA-based air quality monitoring system: (a)
Location of the monitoring nodes in the field trial; (b) Photo of the monitoring node.

from the figure, there is a strong relationship between the concentrations of PM2.5 and
PM10. In order to verify the reliability of this system, another dataset is also obtained
from a PM2.5 historical data platform as in [25]. The comparison between these two
datasets is shown in Figure 11.23. It can be clearly seen that the trends of the two lines
accord well with each other, and the difference may be due to the different measure
locations. Therefore, the air quality data gathered from the proposed system can
satisfy the accuracy and reliability requirements.

It is well known that air quality is highly related to some meteorological condi-
tions, such as the temperature, humidity, and wind speed. This experiment is con-
ducted in order to reveal the relationship between PM2.5 and the wind speed. Wind
speed data can be obtained from a well-known meteorological data website [22]. As
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Table 11.2 Key parameters of the LPWA-based air quality monitoring system
Parameters Value

SDR hardware Ettus Research USRP B210
CPU Intel Core i7-3632QM 2.2GHz / i7-3770 3.4GHz

Operating system Ubuntu 12.04 LTS, 64 bit
GNU Radio Version 3.7.x

IT++ library Version 4.3.1
AP location On the 15th floor of the main building in BUPT
Frequency 433 MHz

Symbol rate 200 ksym/s
Devices Tx power 5, 15 dBm

Spreading factor (SF) 32768
Preamble 4 bytes

PSDU 16 bytes

Table 11.3 Concentration points for PM2.5 and PM10

IAQI PM2.5 (µm/m3) PM10 (µm/m3)

0 0 0
50 35 50
100 75 150
150 115 250
200 150 350
300 250 420
400 350 500
500 500 600

plotted in Figure 11.24, during April 3–7, 2016, the wind speed was slower than 4
m/s, which helped gradually increase the PM2.5 concentration, and reached the peak
on the noon of April 7, 2016. Then, it dropped rapidly and kept low during April
8–11, which was due to the dispersal of air pollutants by strong winds. From the
above analysis, it can be concluded that strong winds help greatly with the dispersal
of air pollutants.

11.5 CONCLUSION AND OUTLOOK

This chapter focuses mainly on the LPWAN. First, we gave an overview of IoT in
the 5G era. Next, a brief introduction to LPWANs was presented. Both the applica-
tion scenarios and classifications were introduced in detail. Among all the LPWANs,
we mainly focused on the NB-IoT and IEEE 802.15.4k. After that, an LPWAN based
on IEEE 802.15.4k was designed and implemented. Several field tests were conducted
to test the performance of our system. Experimental results show that the system per-
forms well in the indoor, outdoor, and underground scenarios. Furthermore, through
applying multi-thread processing, the AP is able to support massive device access.
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Figure 11.22 Air quality data including PM2.5, PM10, and AQI.

In addition, we implemented an air quality monitoring system by using the advanced
LPWA techniques. Laser PM sensors were used to collect real-time air quality data
and then send the sensed data to the AP for further processing. The reliability of
the gathered data was verified compared with a well-known air quality database.

Figure 11.23 Comparison between the measured and reference data on the PM2.5 con-
centration.
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Figure 11.24 Relationship between the PM2.5 concentration and the wind speed.

Based on the analysis of the air quality data, some interesting facts were revealed.
For example, there exists a strong correlation between the concentrations of PM2.5

and PM10. Moreover, air quality is highly related to meteorological conditions, e.g.,
the wind speed.

Further studies on LPWANs are still needed in certain aspects. For instance, the
capacity of the LPWAN can be further improved using methods such as channel
diversity and adaptive transmission strategies. Moreover, LPWANs usually have lim-
ited data rates, which cannot fully satisfy the requirements of 5G systems. Therefore,
other IoT techniques, such as Wi-Fi, Bluetooth, and Zigbee, are likely to cooperate
with the LPWA ones in the forthcoming 5G era.
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N
owadays, smart environments (e.g., smart home, smart city) are built heav-
ily relying on Cloud computing for the coordination and collaboration among

smart objects. The Cloud is typically centralized but smart objects are ubiquitously
distributed; thus, data transmission latency (i.e., end-to-end delay or response time)
between Cloud and smart objects is a critical issue especially to the applications
that have strict delay requirements. To address this concern, a new Fog computing
paradigm has been recently proposed by the industry. The key idea is to bring the
computing power from the remote Cloud closer to the users, which further enables
real-time interaction and location-based services. In particular, the local process-
ing capability of Fog computing significantly scales down the data volume towards
the Cloud, and it in turn has great impacts on the entire Internet. In this chapter,
smart living as one of the primary elements of smart cities has been conceptualized
to EHOPES, namely smart Energy, smart Health, smart Office, smart Protection,
smart Entertainment and smart Surroundings. And then the data flow analysis has
been investigated to disclose a variety of data flow characteristics. Based on these
studies, a data-centered Fog platform has been developed to support smart living.
Case studies are also conducted to validate and evaluate the proposed platform.

12.1 INTRODUCTION

12.1.1 Smart City

Some ancient people are believed to have lived in a variety of caves. The cave
dwellers lived on fishing, hunting and primitive agriculture. People gathered with the
developing of productivity to dwell in villages, towns and cities, as shown in Figure
12.1. City dwellers today heavily rely on public services such as water, electricity, gas,
telephony and the Internet. However, no matter where people live, the human pur-
suit of a dreamlike living environment never stops in terms of affordability, security,
comfort and automation. In 2008, the abstraction of smart cities was introduced by
IBM, as a part of its Smarter Planet initiative. By the start of 2009, the idea had cap-
tivated the imagination of lots of nations in Europe, America and Asia. Interestingly,
all of a sudden, numerous cities announced their plans to turn into smart cities (to
name a few, Melbourne, Beijing, Vienna and Amsterdam). Globally, new cities such
as Masdar outside of Abu Dhabi, Paredes in Portugal and Songdo in South Korea
label themselves as smart and older cities (such as Silicon Alley in New York City,
Silicon Roundabout in London and Akihabara in Tokyo) regenerate themselves as
smart.

According to Wikipedia, “a smart city is an urban development vision to in-
tegrate multiple information and communication technology (ICT) and Internet of
Things (IoT) solutions in a secure fashion to manage a city’s assets. The city’s assets
include, but are not limited to, local departments information systems, schools, li-
braries, transportation systems, hospitals, power plants, water supply networks, waste
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Figure 12.1 From cave dwellers to smart city residences
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management, law enforcement, and other community services.” “ICT allows city offi-
cials to interact with the community and the city infrastructure and to monitor what
is happening in the city, how the city is evolving, and how to enable a better qual-
ity of life. Through the use of sensors integrated with real-time monitoring systems,
data are collected from citizens and devices—then processed and analyzed.” In brief,
a smart city can be defined as a city in which ICT is merged with its infrastructures
and integrated using new hardware and software technologies.

Their target on building a smart city is to improve quality of life by using technol-
ogy to improve the efficiency of services to meet the requirements of city dwellers. The
city services can be tailored to the needs of individual citizens by using technology to
integrate the information systems provided by different service delivery agencies to
enable better services. Furthermore, a smart city may reduce crime and respond faster
to public threats by processing information in real time. For example, in Chicago, a
new public safety system has been in use that allows real time video surveillance and
faster, more effective responses to emergencies. In addition, a smart city may monitor
and manage an entire water system from rivers to pipes at home. In Galway, Ireland,
all the stakeholders from government to family can acquire up-to-date water forecast
information. Last but not least, a smart city can help residents to bring down their
living costs by reducing consumption. The scope of this study has engaged diverse
research fellows in the domains that include city planning, sustainable environment,
transportation engineering, public health, economic forecasting and mobility.

12.1.2 Internet of Things

In order to achieve various services required by all kinds of citizens, the Internet
has been extended from connecting computers to smart objects in an unthinkable
manner, which is called the Internet of Things. The IoT is the network of smart
objects, physical devices, vehicles, buildings and things embedded with electronics,
software, sensors, actuators and telecommunication connectivity that enable these
objects to process data. IoT is defined as “the infrastructure of the information so-
ciety” by the Global Standards Initiative on Internet of Things (IoT-GSI) in 2013.
IoT is increasing the ubiquity of the Internet by integrating every object for interac-
tion via embedded systems, which leads to a highly distributed network of devices
communicating with human beings as well as other devices. In brief, IoT is the key
physical foundation of smart cites.

The term smart city has been developed as a catchphrase for the way global
ICT leaders such as IBM, Cisco, Intel and others, are beginning to generalize their
products as they see markets in cities representing the next wave of product inno-
vations. Intel predicts there will be 26 things per head at average globally by 2020.
Cisco forecasts IoT is a trillion-dollar level market and advocates 90 percent of things
have not been connected in its Internet of Everything (IoE) white papers. IBM has
invested billions of dollars to improve its networking products family. The reality is
that so many intertwined and multi-faceted networks have been designed and im-
plemented between people, institutions, places and social networks. We argue that
the key insight for understanding the smart city is in understanding the structure

www.ebook3000.com

http://www.ebook3000.org


A Data-centered Fog Platform for Smart Living � 361

of these coupled networks and how this structure evolves. From ICT point of view,
data is the chief element in terms of network planning, design, implementation and
maintenance.

Internet of Things (IoT) is connecting billions of people and things in an unprece-
dented manner. Machine-to-Machine (M2M), Machine to People (M2P) and People
to People (P2P) network would be interconnected globally, which is significantly
changing our society in terms of more comfortable living conditions, unimpeachable
healthcare systems, customized relaxation and enjoyable working surroundings. The
Internet is considered as the backbone network to link these heterogeneous and per-
vasive sensor networks. In order to be more affordable, sensors are widely made with
limited capability in terms of processing, storage, communication, etc., which lead
to a variety of ad hoc networks among those sensors such as Zigbee networks for
home appliances and UWB network for home entertainment systems. These ad hoc
networks have limited or no capability of supporting TCP/IP while the Internet has
been built on a TCP/IP protocol suite thoroughly. Thus today’s internetworking
of sensor networks can be reviewed as a gateway or proxy based network. Within
each ad hoc network, the sensors can be either IP-innocent or limited IP-awareness
nodes, i.e., the fully fledged IP feature has not been supported. Those networks can
be ZigBee, RFID and BACnet. The losses of transparency cause a number of issues,
especially when the interaction is required among different ad hoc networks.

From the perspective of a service provider, we can see that a variety of ad hoc
network of things exist on the Internet as a mixed instead of an integrated system.
The network protocol used in one may be different from another, which leads to
addressing format, data header structure and path selecting being totally in chaos
during the communication between senders and receivers. Under this circumstance,
the communication among those nodes will have to rely on their gateways. The
network performance will be severely degraded because of this bottleneck and imbal-
anced traffic. Furthermore, this makes the network programming extremely complex
and difficult. For example, a node may be required to have multiple addresses and
names in order to meet the criteria of different ad hoc networks. A number of routing
protocols such as 6LoWPAN, ROLL, CORE, uIP and CoAP have already been in
this arena.

From the customer’s point of view, this disorder can lead to more issues. First
above all, end-to-end transparency loss is a severe issue. As TCP/IP is the predom-
inant protocol on the Internet, any node that cannot support a complete TCP/IP
protocol stack (either caused by IP-innocent or header compression) would be consid-
ered as a troublemaker, which further contributes to a hard security implementation
such as IPSec. Second, the fragmentation and reassembly of data packets consume
large amount of memory, which leads to severe packets drop (both user data and
control messages) if the buffer has no free space. Third, sensor nodes quite often
work in a sleep/wake up/listen to cycle mode in order to save energy, possibly only
waking up 10 seconds a day or even 10 seconds a week. The sensor node will listen to
see if it has any message once woken up; however, the router typically does not save
the message that long. Other known issues are still massive, such as routing packets,
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limited energy supply and processing capability. In brief, reliability is a hard nut to
crack.

12.1.3 Smart Living

In [7], a smart city is well performing in six characteristics, namely smart economy,
smart mobility, smart environment, smart people, smart governance and smart living.
Aiming to improve the quality of life, smart living guides people to a better, more
balanced life with advice and tips by creating homes for families that are functional,
energy-efficient, healthy and secure.

In [9], smart living has been further conceptualized as smart energy, smart health-
care, smart office, smart protection, smart entertainment and smart surroundings
(EHOPES). Smart living networks are developed with a variety of devices and me-
dia, which include mobile phones, tablets, personal computers, TVs, wearable devices,
interactive message terminals, electronic appliances, etc. The explosion of Internet
of Things (IoT) / Internet of Everything (IoE) [6] makes communication and col-
laboration of intelligent home appliances possible and necessary. A network is the
essential component of smart living which is composed of smart objects [8] and a
variety of processors. The smart objects include sensors, actuators, controllers and
inter-connectors. The processors are used to control, communicate with and monitor
the smart objects in the network. Current smart living networks take advantage of
Cloud computing [2] (hereinafter referred to as Cloud) and IoT/IoE, thereby offering
a number of services such as the smart home [16].

12.1.4 Ad Hoc IoT

The Institute of Electrical and Electronics Engineers (IEEE) group has defined
a number of standards for ad hoc networks. Some of the popular wireless ones are
802.15.1 Bluetooth, 802.15.3 UWB, 802.15.4 ZigBee, 802.11 families and their vari-
ants.

The ad hoc networks are application-oriented in general. ZigBee is mostly used in
home appliance and UWB is favored in entertainment systems. They are supposedly
existing in a small area and serve only for one application. As the networks are
designed for specific projects, the network components such as hardware and protocols
can be fine-tuned to reinforce sensors in terms of processing, storage, communication
and power. For example, the sink nodes are introduced to store data on the behalf of
sensors; thus the sensor nodes can work at a sleep/wake up mode to extend the life
of the battery.

Some of these ad hoc networks may not support predominant Transmission Con-
trol Protocol/Internet Protocol (TCP/IP) suites. Hence we call this an IP-innocent
sensor network. The others may support a scaled down version of TCP/IP protocol
suites. Thereby we name them IP-aware sensor networks. However neither of them
supports fully fledged IP features. In the cases that the Internet is employed to con-
nect these remote ad hoc networks, a gateway or proxy is required.
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Figure 12.2 Gateway Based IoT

12.1.5 Gateway or Proxy Based IoT

A gateway or proxy typically supports at least two protocol suites, through which
data packets can be interpreted between different protocols, as shown in Figure 12.2.
As the TCP/IP is the predominant protocol used by the Internet, one of those sup-
ported protocols should be TCP/IP. There are two types of interfaces on this gateway,
namely internal (the one connected to the ad hoc network) and external (the one con-
nected to public network, such as the Internet) interfaces. By taking advantage of a
gateway’s Internet capabilities, the data generated by ad hoc network nodes can be
delivered to a remote site across the Internet.

Some of the gateways have been enhanced in order to improve their capabilities
of local services, such as data processing and internetworking among a number of
ad hoc networks. This type of a gateway is called cognitive gateway. It manages the
entire local ad-hoc network including application management, network management
and network interconnection. As a fact of the concentrated management on access
control, security, quality of service (Qos) and radio frequency channel, it serves best
in a small office home office (SOHO) network.

However, there is a single point of failure in this type of network architecture.
The network downtime not only causes financial and informational loss, but also
leads to severe issues. One example is that a patient may lose his life if some emergent
health care data cannot be processed immediately. Additionally, the capability of local



364 � From Internet of Things to Smart Cities: Enabling Technologies

processing and storage is limited. Moreover, the data security is hard to maintain.
Last but not least, multi-tenancy is very poor. Thus Cloud based IoT has been
introduced to overcome the above issues.

12.1.6 Cloud Computing Based IoT

According to Berkeley RAD, “Cloud computing refers to both the applications
delivered as services over the Internet and the hardware and systems software in
the datacentres that provide those services. The services themselves have long been
referred to as Software as a Service (SaaS). The datacentre hardware and software
is what we will call a Cloud.” Evolved from Grid Computing, the Cloud aims to of-
fer on-demand-self-service, broad network access, resource pooling, rapid elasticity,
measured service in a “pay-as-you-go” manner. For the reason that the Cloud can be
considered as an unlimited capability for processing and storage, it is supposed to
be an ideal platform for heterogeneous and pervasive sensor nodes. Some researchers
contributed to develop the Cloud base IoT architecture, application, as well as mea-
surement, and a number of service providers (Amazon, Microsoft, etc.) offer service
globally on the Internet. For example, a cognitive gateway [16] is employed to link
smart objects to the Cloud data center when external interactivity is required. In this
chapter we call it a Cloud model.

Although the Cloud is super powerful in terms of storage, processing and big
data services, the Cloud based IoT has many limitations. First and foremost, neither
a centralized Cloud nor distributed IoT sensor nodes can guarantee QoS, which makes
the Cloud based IoT less appealing. In a real time data analytics scenario such as a
smart traffic light control system, the traffic data should be collected and processed,
then decision making and action taken should be completed within a few seconds. It
is nearly impossible for the Cloud to offer such services. Second, it is mandatory to
have Internet services to utilize the Cloud, but the Internet connection is less reliable
and dependable in many places. Third, a majority of sensor nodes are considered
as resource-constrained devices particularly for telecommunications. The trade-off
to link ubiquitous sensor nodes to the centralized Cloud is persistent. In order to
address the above issues, Fog computing is introduced as a complementary paradigm,
as shown in Figure 12.3.

12.1.7 Fog Computing

Fog computing [5] (hereinafter referred to as Fog) is a newly proposed computing
paradigm that offers certain local processing capability, which is able to address the
above issues. In contrast to the Cloud, Fog has four unique features [4] to greatly
support smart living, which are:

• Low latency, i.e., Fog offers millisecond to subsecond level latency, while it is
in the minutes level in the Cloud.

• Proximity, i.e., Fog adopts the decentralized model, which is closer to smart
objects. Cloud adopts the centralized model.
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Figure 12.3 From cave dwellers to smart city residence

• Real-time interaction, i.e., Fog computing offers quick, even real-time, interac-
tion. Cloud is perfect at batch processing.

• Multi-tenancy, i.e., both Fog and Cloud support multi-tenancy, but Fog per-
forms better for applications that require low-latency.

Fog is a hierarchical network paradigm composed of two types of Fog nodes in
terms of functionality, i.e., Fog Server (FS) and Fog Edge Node (FEN). An FS hosts a
variety of management, collaboration, and coordination services between Cloud and
FENs. An FEN provides adjacent computing for ubiquitous and heterogeneous smart
objects in terms of processing, storage and communication.

In this chapter, smart living coverage to disclose EHOPES in terms of definition,
involved devices and dataflow analysis will be investigated. This investigation shows
the necessity of local processing for the majority of EHOPES data. Thus Fog is fit
to EHOPES. Then the Fog paradigm and its relation to the Cloud is going to be
explored. Next we study how Fog can be employed to support EHOPES. Based on
the analysis of dataflow, the variety of interplay of Fog nodes (more details in Section
12.3.2) and Cloud will be elaborated. Then a data-centered Fog platform for smart
living will be put forward. Following the work above, a case study and the evaluation
have been conducted. This case study focuses on the actual latency in the two cases.
Case 1: Cloud is employed; case 2, Fog is employed as the platform for EHOPES.
A number of EHOPES applications (same amount of data) are conducted on the
two platforms. The results demonstrate that Fog can significantly reduce latency in
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sharp contrast to Cloud. Then finally we conclude this chapter and list a few potential
research directions.

12.2 EHOPES ELEMENTS AND DATAFLOW

In this section, we investigate the definition, devices and dataflow of EHOPES.
Each EHOPES application brings up a subnetwork.

12.2.1 EHOPES and Dataflow

• Smart Energy

Smart energy systems are committed to supplying customers with the best
standard of service and quality in the energy industry. We define smart energy
(electricity, gas and water) [12] in terms of energy generating [10], energy con-
suming, energy delivery [13] and billing [15]. Smart energy refers to using IoT
and networking technologies to dynamically distribute energy in order to max-
imizes energy as well as minimize their cost, which involves decision-making
and action-taking subsystems. In the smart energy network, metering devices
pushed the usage data to and retrieved the billing information out from a num-
ber of energy providers intermittently. Residents are happy to know their energy
consumption at real time from a variety of devices such as personal computers,
tablets or mobiles; together they can learn, share, adapt, optimize and reduce
their energy usage. A local Fog Server (FS, refer to Section 12.3.3) that helps to
minimize energy costs will delight consumers by bringing timely benefits. For
example, a program on FS can work out the cost for hot water supply through
using different energy sources and take actions to minimize the cost. In a smart
energy subnetwork, dataflow mainly exists between energy provider (Cloud)
and local decision maker (FS).

• Smart Health care

Health care is the keeping or improvement of health of resident via the diag-
nosis, treatment, prevention of injury, disease and other physical and mental
impairments. A smart health care system seeks to intervene early in maximiz-
ing health and well-being of a population. Smart health care devices refer to
wearable Body Area Network (BAN) devices, health care apps, medical robots,
etc. They play an important role in terms of daily monitoring, data collection,
tele-diagnostic processes and medical services. For example, BAN device pro-
vides live feedback on the wearer’s health that helps to alert professionals and
consumers to potential risks before they become serious. In the above example,
massive repetitive data such as heart monitor stream can be filtered in the Fog
Edge Node (FEN, refer to Section 12.3.2). A brief periodic report is stored on a
FS and in Cloud as backup. Live data stream can be sent to professionals when
telediagnostic services are in action. In this case, a majority of the dataflow
exists between BAN devices and FEN. A small portion of data is transferred
to FS and Cloud.
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• Smart Office

The home is increasingly being used as an office by homeworkers and telework-
ers employers, employees and the community can benefit from a number of
advantages such as reduced cost, improved motivation, freedom from traveling,
and so on. Smart office is about aspects of business processes that drive daily
operations in the office on the basis of projects and scheduled work tasks that
are regularly performed by office employees. This subnetwork communicates
with various project management systems, databases and information systems
that control a regular office work [1]. The hardware infrastructure includes lap-
tops, printers, scanners, mobiles, etc. Depending on its business type, dataflow
varies significantly among home, Fog and Cloud. For example, a lawyer may
conduct a professional legal practice from home using technologies such as word
processing and printers, e-mails and billing software. A number of home-based
lawyers may partner to become a medium or large syndicate to enforce their
competency. In this case, a large portion of dataflow exists between FEN and
Cloud.

• Smart Protection

Security and safety are always the most important factors no matter where you
are and home is not an exclusion. Smart protection focuses on physical secu-
rity in terms of hazard recognition, invasion detection, alarm, surveillance, and
protection robots for homes. The elements such as sensors, actuators, cameras,
and robots work jointly on a protection project which aims to secure personnel
and property from damage or harm (such as espionage, theft, terrorist attacks,
etc.). Massive data are processed at the proximity of properties. For example,
an FEN stores videos for a certain period. The video can be removed or pushed
to an FS if required. In case a hazard is recognized, the FEN with consultancy
of FS can inform corresponding robotics to take actions. When external assis-
tance is required, the FEN reports to Cloud with detailed information such as
location and required services. Thus a majority of dataflow exist between FEN
and FS.

• Smart Entertainment

City dwellers get pleasure and delight or get rid of pressure and depression from
entertainment activities such as music, games and films. Smart entertainment
allows people to customize their amusement and relaxation at home with a
family cinema on demand, gaming, karaoke and so on. As video streaming is
at random and bursting, the dataflow heavily relies on the Cloud at the stage
of initialization, which means the latency level may be minutes above in the
beginning. FS can host a large amount of data prior to service to scale down
the latency. In this subnetwork, the busted dataflow exist between FEN and
Cloud.

• Smart Surroundings

Surroundings are the area around a particular physical point of place, which
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Table 12.1 Dataflow analysis and their requirement on Fog edge nodes
EHOPES Ser-
vice

Dataflow Characteristics Processing Storage Communication

Energy Net-
work

FEN pushes data to Cloud.
FS retrieves billing infor-
mation from Cloud. FS
makes decisions and FEN
takes actions.

Medium Small Medium

Health Care
Network

FEN filters repetitive data.
Brief report is sent to FS,
also to Cloud as backup.
Live data stream occasion-
ally exists between FEN
and Cloud.

Large Small Medium

Office Net-
work

Heavily relying on Cloud,
dataflow varies from one
business to another.

Large Small Large

Protection
Network

Dataflow mainly exists
between FEN, FS and
robotics.

Medium Medium Medium

Entertainment
Network

During the initialization
stage, burst dataflow
mainly exists between
FEN and Cloud. After-
wards, FS can host a large
amount of data (Cloud to
FS).

Medium Large Large

Surroundings
Network

Dataflow mainly exists
within this network.

Large Medium Small

refers to biophysical, biological and physical factors that affect a city dweller’s
life. Smart surroundings involves making decisions and taking actions that are in
the interests of protecting sustainable living conditions to support human life.
Smart surroundings devices include heaters, coolers, air conditioners, lights,
windows, doors, cleaners, hot water supplier, waste/recycle rubbish bin, etc.
Those devices may work independently or collaboratively with other devices
within this subnetwork. This subnetwork involves a number of sensors, actu-
ators, controllers and robotics. A vast majority of the dataflow exist between
the above smart objects and FEN.

12.2.2 Summary

Next, we summarize the dataflow characteristics of EHOPES in Table 12.1. We
further divide the computing into processing, storage and communication. Accord-
ingly, we investigate the EHOPES network data requirement on FEN and presented
in this table.
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Through the analysis above, we recognize that the majority of EHOPES data
can be processed at the proximity to data source. In contrast to Cloud, Fog brings
more benefits in terms of low latency, proximity, real-time response and multi-tenancy
with diminished latency. Local processing on incoming dataflow from numerous smart
objects not only scales down the latency, thus improving quality of experience, but
also notably attenuates the traffic on the Internet. As a result, Fog has an outstanding
impact on the entire Internet infrastructure.

12.3 FOG PLATFORM FOR EHOPES

In this section, after outlining the state of the art for Fog computing and its
relations with smart objects and Cloud, we explore the required Fog elements in order
to support EHOPES applications. The roles of FEN, FS and Foglet are explored.

12.3.1 State of the Art

The term “Fog computing” was initially proposed by the industry. Cisco, HP and
IBM collectively contributed to its motivation, paradigm and high-level architecture
[14]. Due to its proximity to smart objects, Fog is able to offer appealing features
such as mobility support, location-awareness, minimum latency and multi-tenancy. It
provides ubiquitous connectivity for heterogeneous smart objects and allows them to
directly access, control and manage resources on Fog nodes. Those resources include
CPU, memory, network, environment, energy, hypervisors, OSes, service containers,
server instance, security, etc. [11]. Fog serves both wired and wireless devices as Cloud
does; however, it is much closer to users. In general, Cloud is good at centrally batch
processing while Fog is targeted to offer distributed local processing with minimized
and predictable latency.

Instead of replacing Cloud, Fog is complementary to Cloud by providing real-time
interaction between distributed smart objects and a centralized server farm. On the
other hand, Cloud backs up Fog for its unlimited computing power and storage.

Furthermore, Fog is also excellent in resilience and robustness. Fog users (smart
objects, apps, people, etc.) do not necessarily rely on the Internet accessibility any
more. FS still works even disconnected from the Internet. Table 12.2 reviews user’s
perspective towards Cloud and Fog. Next, we investigate Fog elements in terms of
hardware and middleware.

12.3.2 Fog Edge Node (FEN)

An FEN is adjacent to smart objects, aiming to provide Fog edge computing in
terms of processing, storage and communication. As an endpoint of Fog, FEN provides
a variety of wired and wireless access methods to empower immediate communication
with smart objects. Repetitive data collected from smart objects are filtered. Decision
making and action-taking emerge immediately to provide real-time interaction. It has
sufficient processing, storage and communication power to run instances of Foglet
(refer to Section 12.3.4), through which FEN collaborates with other Fog nodes.

FENs can be mobile phones, set-top boxes, access points, edge routers or switches
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Table 12.2 User’s perspective to Cloud and Fog
Evaluation Metrics Cloud Fog

Distance to the provider Remote from Adjacent to

Service Reachability Relying on Internet access Relying on local network
infrastructure

Variety of Information Unlimited Limited from FEN

Latency Minutes to yearly [6] Milliseconds to second [6]

Cost High Low

Deployment Speed Slow Fast

Network Requirement of De-
vice

High, i.e., the Internet ac-
cess capability is manda-
tory.

Low, i.e., the Internet ac-
cess capability is not nec-
essarily required.

(even some smart sensors) located at one-hop proximity of FS. FENs have enough
computing power to accommodate immediate operation for smart objects and in-
stances of Foglet, thereby extending the large computing power further to the smart
object level.

An FEN is capable of creating, receiving and transmitting information over a
dedicated Fog communication channel. It has certain capability of self-configuration,
routing, security and QoS. In brief, FEN focuses on local processing of incoming and
outgoing IoT dataflows. Generally, FEN varies significantly in terms of its capability
of processing, storage and communication. According to EHOPES data characteristics
(refer to Table 12.1), different FEN can be deployed for each sub-network.

12.3.3 Fog Server (FS)

Different from FEN that focuses on the interplay among smart objects, another
type of Fog node is FS which focuses on the interplay between FEN and Cloud data
centers. An FS refers to both underlying hardware and running instances of required
software capable of accepting requests and responding to FENs. It hosts predefined
applications and stores a large amount of information to support local FENs. It
associates with Cloud when required in order to take the advantage offered by Cloud.
FS can work both independently and jointly without/with the support of Cloud.

As Fog varies in size, functionality and surroundings, one or more FS can be de-
ployed in one Fog. Some FS provides large storage to host data and applications, some
FS provides advanced routing and switching for FENs and others provide services
such as configuration, QoS, security and more. Ideally, FS can be remotely accessed
from external networks for management and other operations, which include but not
limit to application-deployment, data offloading, network configuration, optimization
and billing.

To offer one-hop proximity to FEN, the distributions of FS are well organized to
provide a seamless coverage of FENs. An individual or combination of permanent,
seasonal and temporary FSs may work respectively or collaboratively to support a
variety of FENs in an established community. FSs are facilitated with high-speed
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uplink to the Internet, so once requested, it can quickly pull and push large amount
of data to support local FENs. When necessary, FS can organize some of its redundant
resources (processing, storage and more) and lease to an FEN for on-demand services
or burst traffic (such as telediagnosis and entertainment program watching).

An FS (physically or virtually) can be advanced routers, switches, robotics and
servers with large capabilities of processing, storage and communication. It supports
state of the art of routing protocols such as segment routing [3], Layer-7 switching
and security implementation such as IEEE 802.1x and IPv6 features such as Anycast.

It is worth noticing that as long as a device is able to run Foglet, it can serve as
an FEN. For instance, a smart phone can work as an FEN once Foglet is in place in
entertainment. This phone may still have resources available for other Fog or non-
Fog applications. The device could be run as an FEN, but such operation is not
preemptive. Sometimes an FS and an FEN may be interchangeable. One device may
be an FEN and an FS simultaneously.

12.3.4 Foglet (Middleware)

Foglet is a reasonably small agent software that can be easily and smoothly em-
ployed by Fog nodes. Foglet helps a smart object to enjoy dynamic, dependable and
scalable Fog services. These Fog services include network management and hosted
applications. Foglet is capable of bearing the orchestration functionality and perfor-
mance requirements. It can be running on any Fog nodes when required or on-request.
It can be used to monitor the health (physical machine and service deployed on it) and
control resources (VMs, service instance, etc.), and negotiate to establish, maintain
and tear down sessions between Fog nodes and Fog abstraction APIs.

As a middle-ware, Foglet must offer a cross-platform capability and allow smart
objects to take advantage of fruitful Fog services without knowing any infrastructure
of Fog. An FEN can utilize Foglet to detect Fog resources (such as CPU, memory,
bandwidth, real-time throughput, etc.) and proactively select the best path to de-
liver data units. Fog nodes also use Foglets to collaborate interactively to liaise and
organize related resources to offer customizable service based on SLA.

In summary, smart objects are linked to an FEN to form a sub-network. An FEN
runs Foglet to collaborate with other FEN and FS. Some FENs may need to talk
to Cloud occasionally while the others do not. Figure 12.4 illustrates the interplay
between smart objects, FEN, FS and Cloud.

12.4 CASE STUDY AND EVALUATION

Some EHOPES applications are run on Cloud and Fog in order to compare their
latency performance for the same amount of smart living data.

12.4.1 The Scenario

We first present data volume in the given scenario followed by the network topol-
ogy when either Cloud or Fog is employed.
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Smart objects link up to FEN. FEN hires Foglet to collaborate with other FEN and FS. FEN talks to Cloud occasionally.

Figure 12.4 Interplay between IoT, Fog and Cloud

At an impairment BAN user’s home, Tom is enjoying his smart living services.
His BAN sensors generate an average of 8900 bps amount of data by monitoring his
vital signs. We assume that his health care apps and medical robots generate a similar
amount of data, respectively. The total throughput is about 3375 bytes per second.
The security camera resolution is CIF (704x480) level, which generates about 34,290
bps per camera. There are six cameras implemented, altogether generating 25,938
bytes per second. He usually watches TV for four hours each day at home for enter-
tainment. The throughput is about 500 kilobytes per second. Meanwhile, he works
as an editor for eight hours each day, five days per week. The average throughput is
then about 125 kilobytes per second. The above scenario involves typical EHOPES
applications such as smart health care, protection, entertainment and office, whose
throughputs are summarized as follows:

Case 1: Cloud computing model
In this case, the data are required to be stored in a centralized Cloud as shown

in Figure 12.5. According to Akamai 2014 rankings, the average download data rate
is 6.9 Mbps in Australia. Hence, we assume Tom has this speed with the latency
between the Cognitive Gateway and Cloud about 250 ms.
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Table 12.3 Data volume in the scenario
Application Throughput (byte/second)
Smart Health care 3375
Smart Office 125000
Smart Protection 25713
Smart Entertainment 500000
Total 654088

Case 2: Fog computing model
In this case, the data are only required to be stored in the local Fog, as shown in

Figure 12.6. He has a 1 Gbps link between his FEN and FS. All his FENs share this
bandwidth.

12.4.2 The Simulation

The simulation is carried out in the OPNET Modeler 14.5. Cloud and Fog scenario
has been set up respectively. For the Cloud model, we use an IP-32 Cloud to simulate
the Internet (refer to Figure 12.3), a PPP client to simulate the Cognitive Gateway
and a PPP server to simulate the Cloud server that hosts those services required in
Section 12.4.1. DS-3 PPP links are used to facilitate the connections. The DS-3 PPP
link between Cognitive Gateway and Cloud is fine-tuned to 6.9 Mbps. For the Fog
model, we use four Ethernet nodes to act as FENs, and an Ethernet server to act as
an FS that hosts required services.

High load e-mail is used to simulate smart health care traffic. To match the traffic
volume, we run 42 trials of this application in this simulation. Heavy database query
(five trials) is used to simulate smart protection traffic. Image browsing (62 trials) is
used to simulate smart entertainment traffic. Heavy load file transferring (297 trials)
is used for smart office traffic. The above setting generates the required traffic volume
as listed in Table 12.4.

Figure 12.5 Cloud model diagram
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Figure 12.6 Fog model diagram

Table 12.4 Data volume in the simulation
Application Simulating Application Average Throughput

(byte/second)
Smart Health care High load e-mail 2800
Smart Office File transfer 85000
Smart Protection Database query 28000
Smart Entertainment Image browsing 530000
Total 645800

12.4.3 Simulation Results

The latency (response time) has been collected for each application. The following
are those collected values on a weekly basis.

Figure 12.7 shows instantaneous and average response time for the smart pro-
tection network. The blue curve shows this application occurring at that moment in

Figure 12.7 Latency curve comparison
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Table 12.5 EHOPES latency value on Cloud and Fog
Application Average Response

from Cloud (seconds)
Average Response
from Fog (seconds)

Smart Health 2.8 0.8
Smart Protection 4.4 1.2
Smart Entertainment 1.9 0.6
Smart Office 2.8 0.7

Cloud while the red one shows as in Fog. The green curve shows the average response
time in Cloud. The cyan curve shows average value in Fog. From the figure, the av-
erage delay is 4.4 seconds in Cloud. In sharp contrast, the average delay is about 1.2
seconds on the Fog platform. This result shows that the latency drops 73 percent
on average when Fog is employed. Regarding two instantaneous response times, the
blue one is a jiggling curve, which implies the latency is unstable in Cloud. While
Fog is employed, the latency is relatively stable as shown in the red flat line. Thus
the latency on Fog is easier to be predicted.

We can see a significant latency dropping from Cloud to Fog for the same amount
of data. The Table 12.5 outlines all the results from the data we have collected.

12.5 CONCLUSION

This chapter investigates Fog computing as a platform for a smart living concept,
namely, EHOPES. Because of Fog’s proximity to the users, it improves the efficiency
and quality of user experience in supporting smart living. As Fog architecture has
not been clearly defined, we suggest the required Fog elements such as FEN, FS and
Foglet from the IoT user’s perspective. Various aspects of FEN and FS in terms of
processing, storage and communication are considered for EHOPES. Two use cases
are proposed to show the effectiveness of reducing the latency for the same amount of
data on Fog compared to Cloud. Although this chapter focuses on Fog platforms for
smart living, the framework is ready to be generally applied to other IoT applications
wherever Fog is employed. As Fog is merely in its infancy stage, a lot of work is still
required to be done, e.g., workload mobility between Cloud and Fog, Fog routing and
switching, Fog deployment, Fog security and QoS, interplay between smart object,
Fog node and Cloud as well as data storage (pull and push).
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In
PREVIOUS chapters, authors described the technologies that enable the tran-
sition from Internet of Things to Smart City. The topics covered communica-

tions, networks, data mining, security, and human-machine interface. In this chapter,
we focus on practical problems in the smart city: innovative usage of existing resources
for challenges in the smart city and practical consideration in deployment.

379



380 � From Internet of Things to Smart Cities: Enabling Technologies

13.1 INTRODUCTION

As can be interpreted, the smart city is a complex concept which integrates diverse
technologies to resolve the new problems in cities. On the one hand, new technologies
enable new applications such as intelligent transportation and smart building man-
agement. On the other hand, the new applications raise challenges for the current
technology. For example, the increasing deployment of autonomous systems such as
UAV, self-driving car, and robots need high accurate real-time location information
service and context awareness and anomaly detection for decision making. Also, we
need better human physical activity information for the purpose of improving se-
curity, understanding the human behavior models in the city and health condition
monitoring. In this chapter, we discuss how to use the existing resources in the city
to resolve these new demands in smart city applications. At the end of this chap-
ter, we will discuss the factors—cost, development and deployment issues needed to
implement the smart city in practice.

13.2 NOVEL USAGE OF RADIO RESOURCES

13.2.1 Current Situation and Challenges

In the modern city, licensed and unlicensed radio signals are widely used indoor
and outdoor for multiple purposes: from wireless communications, broadcasting to
localization, navigation and remote sensing. Here, we generally summarize existing
radios’ resources and current applications and then describe how the novel signal pro-
cessing technologies leverage these resources to resolve the challenges in the smart
city.
Communication: The most common application of radio signals in urban settings
is communications, including the mobile communications over licensed carrier bands
and wireless access over ISM bands. Nowadays, these wireless communication radio
signals cover urban outdoor areas seamlessly and most indoor areas for bidirectional
information exchange. Hence, this pervasive coverage provides a good chance for de-
tecting, localizing and keeping track of the targets of interest within the covered area.
Broadcasting: Broadcasting including AM/FM radio, the analog television signal
may be the earliest widely service that carried on radio signals. Recently, DAB and
DVBT signals have gradually replaced the transitional analog signal. These broad-
casting signals are often emitted in the licensed bands having the comparable high
power to cover wider and high altitude areas. These signals will be ideal probes
in surveilling low-altitude aircraft and UAVs which may experience an explosion of
growth in the near future.
Localization/Navigation: GPS, one of the GNSS systems, is the most used naviga-
tion purpose radio signal. The current GNSS system, which also includes GLONASS,
Galileo and Beidou, provides convenient navigation service in urban settings. How-
ever, coverage of the high density and indoor areas still are an open challenge for the
GNSS system.
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As can be easily seen, the radio signal provides diverse applications in a mod-
ern city. However, new challenges keep on emerging and requiring novel solutions in
the coming smart city epoch. Here, we discuss two topics that are involved in many
smart city applications that potentially can be resolved with novel RF technologies:
accurate short range localization and sensing.
Short Range Localization: The GNSS system almost perfectly resolved the lo-
calization and navigation problem in outdoor open air areas, but for the areas with
building density and indoor areas, the GNSS signal is not easily accessible. In the
meantime, these areas have high demands on smart city services such as traffic in-
formation gathering, shopping navigation and security surveillance. In this situation,
the short range RF signals, for example, the mobile signal from the GSM/LTE base
station and WiFi AP signal emission, are often used in locating the device or assist
the GNSS to improve the accuracy.
Passive Sensing: Besides position, motion information is also in demand in the sce-
narios such as intelligent transpiration, health care and smart building/environment.
The real-time detection of target motion information will provide information as to
instant traffic/crowd flow and density, activity model of chronic health condition or
behavior model in a certain environment. The ubiquitous radio signal existing in
modern urban space provides media to interpret target motion.
In the rest of this section, novel applications of existing indoor/outdoor radio signals
are introduced to inspire further research on the smart city.

13.2.2 Use of Outdoor Radio Signals

Localization: The mobile signal, either GSM, CDMA or LTE, has been consid-
ered as a complement to the GNSS signal in an urban area to provide rough location
information for subscribers by using a cell association relation [41]. For the cell as-
sociation based method, the location service can be provided conveniently without
additional signal processing or change in hardware or software. However, the loca-
tion accuracy of this method depends on several factors: density of base stations, the
integrity of the database and users’ preference for uploading location information. In
addition, there is difficulty in delivering an analytic performance for the cell associa-
tion based method.
Thus, recently the signal based localization attracts more attention in both research
and industry. The type of signal based localization in outdoor scenarios is Positioning
Reference Signal (PRS) in the LTE system [12]. PRSs are a downlink signal sent by
NBs to allow the UEs to measure time-of-flight (ToF) of signals from different cells.
Then, the localization algorithms like Observed Time Difference Of Arrival (OTDOA)
are used as shown in Figure 13.1.

Different from data transmission, UEs need to hear PRSs from multiple cells in
order to perform OTDOA. The signal sequence, and transmitting scheme on time,
frequency and space resources are clearly defined in the LTE Release 9. In addition, a
muting mechanism between the LTE cells is introduced in the LTE for PRSs to ensure
the UE can hear PRSs from “weak” cells and in the meantime avoid interference
from “strong” cells [12]. To ensure a proper performance of OTDOA, not only in
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Figure 13.1 Multilateration in OTDOA UE localization. The NBs need to be synchro-
nized in order to use the time delay difference.

LTE OTDOA, another essential requirement is network synchronization, which means
PRS occasions in all cells should be aligned in time; usually the cell time alignment
is achieved by GPS clock synchronization. The resources for PRS are defined and
allocated in the standard. There is still space for the researchers and manufacturers
to design the specific waveform for PRS. A typical example can be found like power
allocation in [10].
With the timing estimation from PRS, UE can easily obtain its location in the LTE
networks. Compared with the GPS signal source, the LTE base stations are easier to
access, especially NBs often deployed in very high density in the urban area. Thus,
the LTE NBs will be a good complement for the GPS positioning.

Sensing/Tracking: Besides the localization, existing outdoor radio signals can
also be used for capturing the instant motion status of targets of interest by using
passive detection. As described above, the signal based localization method needs the
target to be connected with the network. The target of interest may not always be
equipped with the necessary connectivity modules. Thus, passive detection technology
is proposed in the research community to resolve the problem, as objects will always
reflect the radio signal when the radio signal presets. The passive detection interprets
the motion status, such as moving direction, moving speed, even movement trace, by
collecting the reflected signals from the objects. In other words, the non-cooperative
radio signal source and receivers form a passive bistatic radar. In urban areas, there
are adequate radio signal sources to perform passive detection. By extracting the time
and frequency differences of the reflected signal from the object and reference signal
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from the signal source (usually called cross-ambiguity analysis [37]), the receiver can
interpret the distance (from the time delay) and speed (from Doppler shifts). In [21],
vehicles are captured from space by using the GSM base station signal emission. In
actuality, the passive system not only accurately captured speed and moving direction
of vehicles, but also discriminated the different types of vehicles from heavy truck
to motorbike. In [7], the train is detected when using the GSMR signal along the
railway track. Furthermore, to better monitor the increasing amount of UAV in the
city, NASA and Verizon have launched a work to use the LTE NB to detect and
track the UAV [15]. In future smart transportation, passive sensing data will provide
comprehensive data that show the instant motion status.

13.2.3 Use of Indoor Signals

Similar to the outdoor applications, accurate position and instant motion are also
important for indoor applications like health care, indoor navigation and robotics.
The indoor environment is more severe for radio signal propagation than the outdoor
scenario. Thus, actively or passively localizing and tracking the indoor targets and
capturing the instant motion status become emerging topics in both research and
industrial communities.
Localization: The indoor area is an even more challenging area to receive the GNSS
signal due to the lack of the light-of-sight (LoS) propagation path to satellites when
compared to the high building density outdoor area. Thus, the indoor radio’s signal
becomes a good candidate to locating targets in either an active or passive mode. The
RF based indoor localization can generally be categorized into two groups: statistics
method and signal based method.
The statistics based method, which is also called fingerprint method, uses the statis-
tics relation between receiving signal strength (RSS) and location. Assume there are
multiple radio signal sources in the area of interest. Each signal source will result in
different RSS in a specific location, e.g., signal source Si will generate RA

i on location
A. RA

i is often presented as random Gaussian distribution (µA
i , δA

i ). µA
i is determined

by statics environment facts such as the distance between signal source and receiver,
as well as the obstacles during the signal propagation like walls in the building. δA

i

is often impacted by the dynamic situation of the environment, for example, moving
objects may generate a shadow effect to the receiver. RSS measurements of one spe-
cific location from different signal sources can be considered as a unique fingerprint of
this location. A typical fingerprint indoor localization system is shown in [18]. Then,
the fingerprint information can be stored in the database as reference to locate the
receiver who is taking the new RSS measurements. The statistics indoor localiza-
tion methods just require the based signal strength measurement function, which is
the basic function of most COTS radio receivers. However, this method has some
obvious drawbacks of practical deployment. First, it needs pre-measurement of RSS
information on each potential location in the area of interest. Second, it requires a
certain amount of signal sources in order to achieve accuracy level. Last, the method
is vulnerable to changes in the environment, for example, change of the layout of the
objects in the concerned space and change of the signal sources.
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To overcome the drawbacks of the fingerprint methods, people started to investigate
the signal based method to locate the indoor targets. Different from PRS in LTE,
indoor localization often uses the ISM band signals for timing or direction estimation
that is used for localization. In [11], the authors use the phase lock loop (PLL) in a ra-
dio receiver to estimate the fractional time delay for better precise distance estimation
between transmitter and receiver. The estimated distances of different transmitters
are used for locating the receiver by using the TDOA or OTDOA in [12]. The frac-
tional delay method in [11] claims nanosecond timing estimation by using 802.11b
signal, however, it requires network synchronization to guarantee the localization ac-
curacy, which means all transmitters in need to be synchronized. Besides the timing
measurement, the angle of arrival (AoA) is another parameter often used for indoor
localization. [46] is a typical AoA based localization system using the MUSIC algo-
rithm [34]. The AoA based method exempts the requirement of high level network
synchronization, but it requires the multiple antennas to form up a phased array
to enable the angle estimation function. There is also the COTS system [32], using
AoA for high accurate indoor localization. Recently, more and more researchers have
started to use the Intel 5300 [16] network interface card (NIC) to perform the AoA
estimation as the NIC outputs the channel status information (CSI) that can be used
for performing AoA estimation. As a subspace method, the MUSIC algorithm can
also be applied for ToF estimation. The concept has been proved in [47] for XX level
range estimation. Furthermore, the work in [19] performs joint angle and time delay
estimation by using CSI output from Intel 5300 NIC for XX level indoor localization
accuracy, which meets the requirements of many different types of smart home ap-
plications.
Sensing: Similar to the outdoor scenarios, instant motion also has wide application
potential for the indoor scenarios. In future smart home or health care applications,
physical activity information of residents will be valuable data for analyzing chronic
health conditions and activity levels; a behavior model can even predict dangerous
activities like falling. Currently people have tried a different type of sensor to collect
this activity information. For example, accelerometers are widely used on the smart
band or smart watch to monitor the user’s daily activity. The optical systems like
MS Kinect [45] are used for capturing human body gestures for both gaming and
health care purposes. However, these body gestures cannot provide seamless activity
monitoring due to issues of privacy or use. Thus, indoor radio signal starts to be an-
other emerging candidate to provide pervasive monitoring of residents’ activity. The
researchers in [39], [1] and [31] have proved that with the common WiFi signal, the
design sensing system can capture the human movement with LoS and through-wall
condition, which is suitable for whole home surveillance. In [38], the authors proved
they can use detailed Doppler information to recognize human gestures by using the
COTS WiFi AP emission. Furthermore, the work in [22] and [6] captured the accu-
rate human respiration rate by using indoor energy harvesting signals and WiFi AP
emission, respectively. In particular the respiration rate was captured with COTS
WiFi AP signal in a through-wall situation in a layout. The novel passive/active
sensing technology turns the short range indoor radio signal into media to probe a
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Figure 13.2 Deployment of a passive sensing device in a house to monitor human daily
activities for security and health care purposes.

large range of residents’ activities that are valuable for the health care and smart
home applications as shown in Figure 13.2.

13.2.4 The Trend

From the above sections, we can see diverse novel applications of radio signals
in urban areas beyond communications. The applications mainly focus on accurate
localization and instant motion sensing for potential outdoor and indoor applications.
In addition to the applications mentioned above, here we point out some future
research direction on innovative applications of the urban area radio signals:

• Ultra short range: A recent experiment [3] has shown that tiny human limb
movements, even hand waving and finger tapping, can generate signal distortion
that can be captured by radio receivers in a very short distance. This short range
information has the potential to be used as the new human machine interaction
media for contactless control or gaming.

• Target recognition: In experiments, researchers have found that different mo-
tion will result in different sensing results when using Doppler as the metric.
These differences can be used as a signature to identify different motion sta-
tus and meanwhile can be potentially used to identify individuals as initially
shown in [13]. The individually identified data will be more valuable from the
application side.
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• Robotics: Using the accurate location information for navigating the au-
tonomous system, especially in building robots will also be an emerging area
to explore applications of the indoor radio signals.

• Security: As the radio signal can work in any light condition with panoramic
coverage and through-wall propagation capability, it will also be a good media
for security and surveillance applications in a hostage situation in urban areas,
especially in a building.

In summary, the urban area radio signals have wide applications in the context of
the smart city and a smart home beyond communications. Novel signal processing
technologies need to be developed to combat the multipath propagation and inter-
ference elimination in the complex urban environment for the purpose of leveraging
the benefit of these existing resources.

13.3 VIDEO RESOURCES

13.3.1 Introduction

With the enrichment of the physical space and infrastructures of cities, along
with the increased capability of smart devices and agents across different scales, the
idea of a smart city has moved towards reality. Among a wide variety of sensing
technologies, visual sensors have the potential to address several limitations and may
play an important role in some contexts. Specifically, they don’t require the user to
wear them, and they are able to detect multiple events simultaneously. In fact, due to
the low-complexity approaches of the state-of-the-art video analytic solutions, they
can be implemented on low-cost devices, and they are available on the market at a
low price. Such solutions allow the computer vision approaches to deploy for real-time
applications.

Intelligent visual monitoring has received a great deal of attention in the past
decade, and has already contributed in many ways to the development of smart cities
in both indoor and outdoor environments. The video component of the smart cities
is tasked with developing real-time multicamera systems for human activity and
behavior analysis, crowded scene understanding, environmental monitoring, traffic
control, etc. Apparently, a single camera is unable to achieve these goals. Hence,
multi-camera architectures are widely exploited. Two main architecture schemes have
been presented so far; they are centralized and distributed networks [50]. Various
types of camera sensors are considered to be used in different scenarios. Nowadays,
standard video cameras are broadly used for surveillance purposes due to their low-
cost and ability to integrate with other sensing modalities [2], but RGB data are
highly sensitive to viewpoint variations, human appearance and lighting conditions,
and thus stand very little chance of capturing useful information in many scenarios,
whereas recent depth sensors have helped to overcome some of these limitations. Some
commercial devices such as the Microsoft Kinect and Asus Xotion are available, for
which the depth is computed from structured light. However, to track and detect
pedestrians in an outdoor environment at night, thermal cameras can be used [44],
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Figure 13.3 Overview of visual sensor-based applications featured in this part

as thermal cameras work on the basis of temperature instead of on reflected light.
Thus thermal based vision techniques are less susceptible to lighting.

In the following, we describe applications and the latest advances in intelligent
visual monitoring for smart cities and provide our insights and perspectives on fu-
ture directions. An overview of the applications included in this part is presented in
Figure 13.3.

13.3.2 Applications and Current Systems

Smart Homes: Developing a reliable home monitoring system has drawn much
attention in recent years due to the growing demands for integrated health care.
Existing approaches to current home monitoring systems often include custom-fit
environmental, physiological and vision sensors, such as in [50]. Such systems can
enable several types of applications, to increase personal safety for elderly patients and
to facilitate clinicians to diagnose and monitor patients. This new patient-clinician
interactive mode improves the reliability and effectiveness of diagnosis and to some
extent significantly shortens the travel time and hospital stay for patients and reduces
the workload for clinicians [5].

Fall detection is one of the major challenges in health care for the elderly, with
video based technologies offering many advantages over popular wearable alarms
because they don’t require user action and they are always active. RGB-depth (RGB-
D) devices have successfully outperformed other sensing technologies for fall detection
[25]. In addition, musculoskeletal problems and recovery progress can be reflected by
assessing the quality of motion, which is increasingly in demand by clinicians in health
care and rehabilitation monitoring of patients. Researchers have recently proposed a
general method for online estimation of the quality of movement on stairs, walking
on a flat surface and transitions between sitting and standing [40]. Visual sensors
also can be used together with other sensors to complement each other in smart
home systems, such as the work in [24] that presented a system using a combination
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of non-invasive sensors to assess and report sleep patterns: a contact-based pressure
mattress and a non-contact 3D image acquisition device.

Surveillance systems: With the rapid growing of the Internet and storage capac-
ity, video monitoring for security purposes has become a popular application. As net-
work video technology has improved, the cost of installing a surveillance system has
dropped exponentially, leading to a significant increase in the use of security cameras.
An infrastructure for smart surveillance systems already exists with the availability of
conventional CCTV systems for surveillance. The computer vision field is nowadays
mature enough to demonstrate its possibilities beyond the convention which run by
human operators who are prone to distraction.

For indoor systems, such as in smart buildings, cameras can provide a more
efficient solution for building evacuation than the conventional evacuation systems
which assume that people are aware of the routes to leave the building, while smart
evacuation systems are able to direct people through the quickest routes to the exits
based on the real-time congestion information obtained and analyzed from computer
vision techniques [14].

In the instance of gatherings in outdoor environments, unusual or abnormal events
detection is one of the most important issues to be addressed in the development of
the intelligent surveillance systems. To encode such high level understanding, one
aims at using crowd motion characteristics including the motion directions and the
particle energy. The former one is mostly applied to a scene with a small number
of people, in which the motion direction can be measured by tracking individuals.
Realizing the movements of pedestrians are not completely random, as they tend to
move with the intention of reaching their destination and to avoid other pedestrians
and obstacles, it is possible to detect abnormal or suspicious individual behaviour
when the observed information deviates from the expected model, or even predict
an object’s motion [27]. An extensive survey in [30] reviews methods for visually
recognizing human interactions and predicting rendezvous regions in both observable
and unobservable areas. The particle energy can be determined by estimating crowd
density and computing optical flow derived from two consecutive frames [26].

Intelligent Transportation Systems (ITS): With the aim of creating an effec-
tive solution in next-generation pervasive ITS, interest towards a new field of research
and application has been triggered, including vehicle detection and counting, intel-
ligent traffic management and automatic vehicle driving. Several requirements must
be addressed such as computational performance, cost, size, power consumption, etc.,
to increase road traffic safety.

Vehicle detection and counting is one of the most fundamental tasks. A real-time
vehicle counting system was recently presented in [33], describing a prototype based
online sensor camera as a low-complexity and low-cost solution. A reconfigurable
embedded vision the system was described in [42] and was implemented by a system
on chip composed of a programmable logic that supports parallel processing and a
microprocessor suited for serial decision making, which meets the requirement of fast
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pixel-level image analysis. More works attempt to improve the performance from the
algorithm side, based on either detection [9] or clustering [49] or regression [23].

In autonomous driving systems, three of the most crucial elements are sensing,
mapping and planning [36], of which they must be simultaneously handled as they
influence each other. Apart from visual sensors, radars and laser scanners are also
very popular choices. Compared with the above technologies, the camera has much
higher resolution than the others. The state-of-the-art camera has 1.3–1.7 MegaPixels
running at 36 frames per second (fps), which is equivalent to 41–67 M per second
while in the meantime, LiDAR technology can only run about 60–300 K per second.
Most advanced future radar (e.g., MIMO) would go up to 300 K points per second.
High resolution enables the detailed description of complex scenes. Furthermore, the
camera is the only sensor that provides not only shapes but appearance. In fact,
most complex situations are defined based on appearance more than on shapes. For
example, road marking, traffic signs and traffic lights are based on textures. Mapping
is a more challenging but not well-defined problem. A very detailed map is needed for
gathering all the information on the road. The task includes detecting lane boundaries
of all drivable paths even when the lanes are not existent, attaching semantic meaning
to each path and detecting the key action points (merge, split, etc.). Planning deals
with deciding on what immediate actions to take so as to optimize a long term
objective. It is essential to learn other vehicles’ behaviors and to negotiate in a multi-
agent environment. A most recent work [35] gives an example of when a car tries to
merge in a roundabout, of handling the policy learning problem with the notions of
multi-agents games.

13.3.3 Future Trends

While visual-based applications for smart cities have been an active research area
for quite some time the video-based technology provides an optimal solution for a
wide field of smart city applications in IoT, open challenges still remain. Most current
systems are proposed based on individual projects, while there is still much potential
in spreading the technology to a large number of cameras which are already being used
for current video surveillance but are monitored by humans. In the short term, these
cameras could be used for the purpose of developing automatic video surveillance
systems.

Although target-oriented deployment is preferable at the moment, the observa-
tions/decisions made by one system could potentially benefit the others. In the long
term, the ultimate goal will be to detect complex events based on longer temporal
and large spatial scales. Addressing the limitations of current systems demands more
robust and intelligent solutions. New areas still need to be considered to keep
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13.4 PRACTICAL CONSIDERATIONS

13.4.1 Pervasive Sensing

Despite the fact that there are many designs and research on frameworks or
architectures of overall smart city platforms [17, 43], there is not (or not yet) a fine
and solid definition for Smart Cities, mainly due to many reasons, such as:

• employing heterogeneous IoT technologies;

• driven by diverse service requirements;

• embodied in the diversiform and combined applications;

• under existing city policies and agreements compulsorily

Nevertheless, in such a comprehensive topic, there is indeed one thing which can
manifest: one of the cornerstones of complex smart city platform is the capability
of pervasive sensing âĂŤ collecting information from the target objects anywhere,
anytime in the urban areas. It requests heterogeneous network connectivity where
previous chapters have had enough discussion, as well as rich sensing source [29]. A
landscape of potentially applied sensing source across applications is shown in Table
13.4.1.

Application Fields Sensing Source

Structural Condition Crack detection, crack propagation, ac-
celerometer, water detection, ice detection,
ultrasound

Environment Noise level detection, temperature, humid-
ity, luminosity, solar radiation, ultraviolet
radiation, PM10/2.5/1, air pollution detec-
tion (optional from CO, CO2, NO2, O2, O3,
NH3 and other gases)

Public traffic Magnetic field, GPS, distance detection by
infrared

Energy consumption Electricity metering, water metering, gas
metering

Parking Magnetic field, infrared, RFID
Atmosphere and weather Temperature, humidity, luminosity, atmo-

spheric pressure, anemometer, pluviome-
ter, wind vane

Surveillance and security Camera
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There are certainly more sensing sources existing in addition to this tables and
more dedicated ones for specific applications. It has to be remembered that it is ar-
tificial by any means to classify those sensing sources associated to the applications.
Eventually, the boundary between them become blurred in practical cases. Although
there is rich sensing source available, practical considerations on design and deploy-
ment should be raised for allowing pervasive sensing implementation. Gathering so-
called “big data” for smart cities will never be easy in reality in terms of several
aspects not limited to:

1. Cost vs. Sensing accuracy
Because of a large number of sensors and sensor nodes (including access points)
covering the urban region, the affordable solution is desired where rich and a
large number of data are collected for further data manipulations and services.
There is a massive body of off-the-shelf sensor selections available in the market,
which have different costs based on their sensing accuracy, quality, properties,
etc. Moreover, more data points and larger deployment in the areas increase
cost.

2. Energy source vs. power consumption
After sensors, sensor nodes, and sensor networks with the Internet connection
have been deployed, the high expectation is upon long-term (even as longer as
possible) operation of smart city systems. In this scenario, sensor nodes which
are mounted by sensors, microcontrollers with their analogue/digital periph-
erals; communication modules request extra low power consumption. Different
energy sources ranging from green energy by energy harvesting technologies to
batteries can be applied, adoption of which depends on the requirement of en-
tire hardware modules and the service. A. Zanella, et el. [48] give a fine example
of the Padova Smart City project and summarize available energy sources in
the individual applications.

3. Deployment challenge
Hardware modules including sensors are unavoidably deployed in the outdoor
(even harsh) environments. Protection solutions normally encapsulate all com-
ponents in IP-standard (i.e., IP67) enclosures against corrosion to the circuitry.
However, many of the sensors are required to be exposed to the air, open to con-
tact with measurement objects in order to gain the best sensing performance.
Huge engineering efforts have to be invested in practical deployment.

13.4.2 Smart Cities in Reality

Comprehensive surveys were conducted from different perspectives to dissect
smart cities [48]. An ideal smart city would be a generic platform, given a more
conceptual characterization—a dynamic platform of hybrid systems. It should be of
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some essential functionalists within a single system, for examples, compatibility, re-
configurability, scalability and interoperability. Many endeavors have been invested
worldwide in order to achieve a smart city paradigm [28], but design, deployment,
operation and maintenance of such smart city platforms in practice are encountering
enormous challenges. As also discussed in Section 13.4.1, the characteristics of smart
cities determine that they should fulfill several essential requirements. Therein, the
first consideration is the usage of heterogeneous IoT technologies to integrate hybrid
devices or/and subsystems provided by different vendors, especially in the situations
when they provide diverse services for the diversiform and even for combined applica-
tions. Easy integration and cross-platform compatibility in a Plug-and-Play manner
are highly expected for effortless deployment in practice. However, complexity of inte-
gration and compatibility across the entire smart city system falls into many aspects,
which are mainly involved in:

• adaptation of different hardware modules and their I/O ports for various sen-
sors;

• composability of heterogeneous wired/wireless communication protocols;

• acceptancy of different data/message forwarding schemes via the backbone net-
work;

• recognition of different data format;

• operation across assorted data storage scenarios;

• cross-platform service in the application layer.

A fine example addressing one of the aspects can be IFTTT, abbreviated as “If
This Then That,” which is a web-based application allowing information exchange
amongst different web service vendors. Recently cross-platform middleware solutions
for multivendor standardizations and consortium are merging. The concept of open
APIs (application programming interfaces) is being accepted gradually. Coronado and
Iglesias in their paper [8] provided a survey comparison of current task automation
services platforms. Although pervasive sensing data can be acquired from sensors and
be transmitted all the way through the networks to the data center, there are other
must have required implements in order that the data can be further manipulated. For
example, associated with the sensing data, descriptive information is needed to label
them, such as timestamps while collecting the raw data, message ID, identification
and location of the data point, network IP, and metadata. Configuring each data
point in such a large deployment is an enormous workload and cost. Additionally,
smart cities are dynamic systems, which means systems should allow leave-end devices
connecting and disconnecting to the system at all times. In that case, the data points
may even need to be reconfigured after deployment. Thus, in regards to the first
consideration discussed above, reconfigurability, or more precisely, reconfigurability
should be considered in smart city platform design. Many research efforts have been
invested to address this, on topics such as reconfigurable networking, software-defined
networks, network visualization, etc. [20, 51].
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There are many other practical considerations to smart cities’ design and deploy-
ment, for instance, system, scalability allowing additional devices, and systems and
services integrated into the smart city infrastructures dynamically. Maintenance of
large scale networks including wireless sensor networks is a challenge in reality and
usually costly. Additionally, when the router node fails and drops off from the net-
work, the rest of the network should self-heal or self-organize to avoid the failure
of the entire network [4]. Data ownership, security and privacy bonding with their
services and user experience also face further issues as discussed in previous topics.

GLOSSARY

360 Degree Review: Performance review that includes feedback from superiors,
peers, subordinates and clients.

Bibliography

[1] F. Adib and D. Katabi. See through walls with wifi! SIGCOMM Comput. Com-
mun. Rev., 43(4):75–86, August 2013.

[2] J. K. Aggarwal and M. S. Ryoo. Human activity analysis: A review. ACM Com-
puting Surveys (CSUR), 43(3):16, 2011.

[3] K. Ali, A. X. Liu, W. Wang, and M. Shahzad. Keystroke recognition using wifi
signals. In Proceedings of the 21st Annual International Conference on Mobile
Computing and Networking, MobiCom ’15, pages 90–102, New York, NY, USA,
2015. ACM.

[4] A. P. Athreya and P. Tague. Network self-organization in the internet of things.
In 2013 IEEE International Conference on Sensing, Communications and Net-
working (SECON), pages 25–33, June 2013.

[5] B. R. Bloem, Y. A. M. Grimbergen, M. Cramer, M. Willemsen, and A. H. Zwin-
derman. Prospective assessment of falls in Parkinson’s disease. Journal of Neu-
rology, 248(11):950–958, 2001.

[6] Q. Chen, K. Chetty, K. Woodbridge, and B. Tan. Signs of life detection using
wireless passive radar. In 2016 IEEE Radar Conference (RadarConf), pages 1–5,
May 2016.

[7] K. Chetty, Q. Chen, and K. Woodbridge. Train monitoring using GSM-r based
passive radar. In 2016 IEEE Radar Conference (RadarConf), pages 1–4, May
2016.

[8] M. Coronado and C. A. Iglesias. Task automation services: Automation for the
masses. IEEE Internet Computing, 20(1):52–58, Jan 2016.

[9] P. Dollar, C. Wojek, B. Schiele, and P. Perona. Pedestrian detection: An evalua-
tion of the state of the art. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 34(4):743–761, 2012.



394 � From Internet of Things to Smart Cities: Enabling Technologies

[10] M. Driusso, M. Comisso, F. Babich, and C. Marshall. Performance analysis of
time of arrival estimation on OFDM signals. IEEE Signal Processing Letters,
22(7):983–987, July 2015.

[11] R. Exel. Receiver design for time-based ranging with IEEE 802.11b signals. In
International Journal of Navigation and Observation, page vol. 2012, March
2012.

[12] S. Fischer. Observed time difference of arrival (OTDOA) positioning in 3GPP
LTE.

[13] O. R. Fogle and B. D. Rigling. Micro-range/micro-Doppler decomposition of hu-
man radar signatures. IEEE Transactions on Aerospace and Electronic Systems,
48(4):3058–3072, October 2012.

[14] G. P. Hancke, G. P. H. Jr., et al. The role of advanced sensing in smart cities.
Sensors, 13(1):393–425, 2012.

[15] M. Harris. NASA and Verizon plan to monitor US drone network from phone
towers, 2015.

[16] Intel. Intel ultimate n wifi link 5300.

[17] J. Jin, J. Gubbi, S. Marusic, and M. Palaniswami. An information framework
for creating a smart city through internet of things. IEEE Internet of Things
Journal, 1(2):112–121, April 2014.

[18] K. Kaemarungsi and P. Krishnamurthy. Modeling of indoor positioning systems
based on location fingerprinting. In INFOCOM 2004. Twenty-third Annual Joint
Conference of the IEEE Computer and Communications Societies, volume 2,
pages 1012–1022, March 2004.

[19] M. Kotaru, K. Joshi, D. Bharadia, and S. Katti. Spotfi: Decimeter level local-
ization using wifi. SIGCOMM Comput. Commun. Rev., 45(4):269–282, August
2015.

[20] D. Kreutz, F. M. V. Ramos, P. E. VerÃŋssimo, C. E. Rothenberg, S. Azodol-
molky, and S. Uhlig. Software-defined networking: A comprehensive survey. Pro-
ceedings of the IEEE, 103(1):14–76, Jan 2015.

[21] P. Krysik, P. Samczynski, M. Malanowski, L. Maslikowski, and K. S. Kulpa.
Velocity measurement and traffic monitoring using a GSM passive radar demon-
strator. IEEE Aerospace and Electronic Systems Magazine, 27(10):43–51, Oct
2012.

[22] W. Li, B. Tan, and R. J. Piechocki. Non-contact breathing detection using pas-
sive radar. In 2016 IEEE International Conference on Communications (ICC),
pages 1–6, May 2016.

www.ebook3000.com

http://www.ebook3000.org


Resources and Practical Factors in Smart Home and City � 395

[23] X. Liu, Z. Wang, J. Feng, and H. Xi. Highway vehicle counting in compressed
domain. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 3016–3024, 2016.

[24] V. Metsis, D. Kosmopoulos, V. Athitsos, and F. Makedon. Non-invasive analysis
of sleep patterns via multimodal sensor input. Personal and Ubiquitous Com-
puting, 18(1):19–26, 2014.

[25] M. Mubashir, L. Shao, and L. Seed. A survey on fall detection: Principles and
approaches. Neurocomputing, 100:144–152, 2013.

[26] Y. Nam and S. Hong. Real-time abnormal situation detection based on particle
advection in crowded scenes. Journal of Real-Time Image Processing, 10(4):771–
784, 2015.

[27] S. Pellegrini, A. Ess, and L. V. Gool. Predicting pedestrian trajectories. In Visual
Analysis of Humans, pages 473–491. Springer, 2011.

[28] S. Pellicer, G. Santa, A. L. Bleda, R. Maestre, A. J. Jara, and A. G. Skarmeta.
A global perspective of smart cities: A survey. In Innovative Mobile and Internet
Services in Ubiquitous Computing (IMIS), 2013 Seventh International Confer-
ence on, pages 439–444, July 2013.

[29] C. Perera, A. Zaslavsky, P. Christen, and D. Georgakopoulos. Sensing as a service
model for smart cities supported by internet of things. Trans. Emerg. Telecom-
mun. Technol., 25(1):81–93, January 2014.

[30] F. Poiesi and A. Cavallaro. Predicting and recognizing human interactions in
public spaces. Journal of Real-Time Image Processing, 10(4):785–803, 2015.

[31] Q. Pu, S. Gupta, S. Gollakota, and S. Patel. Whole-home gesture recognition
using wireless signals. In Proceedings of the 19th Annual International Confer-
ence on Mobile Computing &#38; Networking, MobiCom ’13, pages 27–38, New
York, NY, USA, 2013. ACM.

[32] Quuppa. Unique technology, 2015.

[33] C. Salvadori, M. Petracca, S. Bocchino, R. Pelliccia, and P. Pagano. A low-cost
vehicle counter for next-generation ITs. Journal of Real-Time Image Processing,
10(4):741–757, 2015.

[34] R. Schmidt. Multiple emitter location and signal parameter estimation. IEEE
Transactions on Antennas and Propagation, 34(3):276–280, Mar 1986.

[35] S. Shalev-Shwartz, N. Ben-Zrihem, A. Cohen, and A. Shashua. Long-term plan-
ning by short-term prediction. arXiv preprint arXiv:1602.01580, 2016.

[36] A. Shashua. The three pillars of autonomous driving. 20th International
Congress on Advances in Automotive Electronics, 2016.



396 � From Internet of Things to Smart Cities: Enabling Technologies

[37] S. Stein. Algorithms for ambiguity function processing. IEEE Transactions on
Acoustics, Speech, and Signal Processing, 29(3):588–599, Jun 1981.

[38] B. Tan, A. Burrows, R. Piechocki, I. Craddock, Q. Chen, K. Woodbridge, and
K. Chetty. Wi-fi based passive human motion sensing for in-home healthcare
applications. In Internet of Things (WF-IoT), 2015 IEEE 2nd World Forum on,
pages 609–614, Dec 2015.

[39] B. Tan, K. Woodbridge, and K. Chetty. A real-time high resolution passive wifi
Doppler-radar and its applications. In 2014 International Radar Conference,
pages 1–6, Oct 2014.

[40] L. Tao, A. Paiement, D. Damen, M. Mirmehdi, S. Hannuna, M. Camplani, T.
Burghardt, and I. Craddock. A comparative study of pose representation and
dynamics modelling for online motion quality assessment. Computer Vision and
Image Understanding, 148:136–152, 2016.

[41] u-blox. CellLocate - enhance GNSS positioning indoors.
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