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Preface

This book addresses the practical issues of electrochemical impedance spectroscopy
(EIS), which arise when the technique is employed as an online condition moni-
toring tool for electrochemical devices. The main focus is the proposed fast EIS
technique, with a special application on proton exchange membrane (PEM) fuel
cells. The applicability of the method is presented on various types of electro-
chemical devices, such as a Lithium-ion battery, a Li-S cell, and an industrial grade
PEM fuel cell.

The first part of the book addresses the theoretical aspects of the fast EIS
technique. It includes topics on stochastic excitation signals, time—frequency signal
processing, and statistical analysis of the impedance measurements. Based on this, a
unit-free condition indicator is designed, whose value directly reflects the state of
health of the electrochemical device.

In the second part, an application of the fast EIS technique for condition mon-
itoring is proposed. The material addresses each point in the process of designing
and commissioning a condition monitoring system. Based on the derived proba-
bility density function of the impedance components, alarm thresholds are specified
based on the desired probability of false alarm. Finally, the overall performance of
such a condition monitoring system is evaluated on an industrial-grade PEM fuel
cell system for detecting and evaluating various water management faults.

The final chapter of the book provides the necessary link for practical applica-
tions by proposing hardware components for an embedded condition monitoring
system that consists of a multichannel high-resolution voltage monitor and a
DC-DC converter capable of generating the required excitation signals. Special
attention is given to the difficulties of accurate measurements of low voltage values
superimposed on high potentials as well as energy efficiency of the DC-DC con-
verter. The provided hardware implementation together with the detailed method-
ology represent a solid base for building an effectual condition monitoring system.

Unlike many other publications addressing the issues of electrochemical impe-
dance spectroscopy that only cover the theoretical aspect, this book additionally
provides practical guidelines for implementation as well as for commissioning and
exploitation of the results. The presentation of the proposed fast EIS technique
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significantly focuses on difficulties that arise from real-world implementations. The
material offers a balanced overview of both the theoretical and practical aspects of
performing EIS and online condition monitoring of electrochemical devices, thus
offering new, valuable information attractive to both researchers and engineers.

Ljubljana, Slovenia Pavle Boskoski
September 2016 Andrej Debenjak
Biljana Mileva Boshkoska
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Chapter 1
Introduction

Electrochemical impedance spectroscopy (EIS) is a technique used in various fields of
electrochemistry. Itis frequently employed for the characterisation and diagnostics of
electrochemical devices [1]. Such devices involve a combination of electrochemical,
electric, transportation, and thermodynamic processes. The true power of EIS lies in
its capability to recognise and to analyse the majority of the inherent processes of an
electrochemical device solely by employing directly measurable quantities, such as
voltage and electric current.

EISis an active characterisation tool that requires external excitation of the electro-
chemical device under test. Traditionally, small-amplitude sinusoids are employed as
excitation signals [ 1-3]. With such excitation signals, one can assume time-invariance
and linearity of the electrochemical device’s dynamics around the operating point [4].
Under such an assumption, sinusoidal current excitation with frequency fj results
in sinusoidal voltage change with particular amplitude | Vj| and phase ¢ at the same
frequency fy. The ratio between the output voltage and the excitation current in the
frequency domain is the impedance of the device at the excited frequency fp.

Single frequency sine excitation provides precise impedance measurements!
because all the energy of the excitation signal is condensed at a single frequency.
The price for such a performance is the required time for measurements. This draw-
back becomes even more prominent in cases when the impedance characterisation is
performed either at very low frequencies or over a wide frequency band. The focal
point of this book is to provide an enhancement to the EIS technique that overcomes
the measurement time issues while at the same time sufficiently preserving accurate

!In the concept of information theory, measurement is defined as a set of observations that reduces
uncertainty where the result is expressed as a quantity [5]. Such a definition of a measurement
process makes the distinction between a measurement and estimation somewhat vague. Throughout
this book the term measurement, in the context of information theory, is used for describing the
process of determining impedance values by means of EIS.

© The Author(s) 2017 1
P. Boskoski et al., Fast Electrochemical Impedance Spectroscopy,
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impedance measurements. Such an enhancement is especially convenient in cases
when there are hard time constraints for performing EIS. Typical examples include
online characterisation and condition monitoring of electrochemical devices.

The issues of the EIS have already been addressed by numerous authors. The
proposed approaches predominantly target the design of excitation signals, whereas
the signal processing is limited to Fourier transform based methods. The most promi-
nent approaches include multi-sine excitation [6, 7], broadband frequency-amplitude
optimisation [8], and (pseudo-)stochastic signals [9].

The fast EIS technique presented in this book employs discrete random binary
sequence (DRBS) as an excitation signal waveform and continuous wavelet transform
(CWT) with complex Morlet wavelet as a signal processing tool [10]. The combina-
tion of DRBS and CWT offers several advantages. First, the DRBS waveform can
be easily generated as a pseudo-random binary sequence (PRBS). Secondly, com-
pared to other time-frequency methods, CWT with Morlet wavelet provides superior
time-frequency resolution. This is especially important when impedance has to be
measured at low frequencies. Additionally, the time required for performing EIS over
a wide frequency band is substantially shorter than with the classical approaches.
Finally, CWT with complex Morlet wavelet can be implemented in a computationally
efficient manner, which is convenient for embedded applications.

In addition to the fast EIS technique itself, this book also provides:

e An in-depth analysis for optimal parameter tuning of the Morlet wavelet and
PRBS waveform. These parameters are essential for the accuracy of the fast EIS
technique.

e A comprehensive statistical analysis of the measured impedance characteristics
by employing the framework of complex random variables. As a result, the cor-
responding probability density functions (PDFs) of the measured impedance are
derived in a closed form.

e A framework for condition monitoring of electrochemical devices based on fast
EIS and its statistical properties. The proposed condition monitoring approach
fuses the EIS information into an overall condition indicator. The main benefit of
this approach are significantly simplified commissioning procedures and enhanced
maintenance decision support.

e A design of an embedded condition monitoring system for an industrial grade
proton exchange membrane (PEM) fuel cell system built on top of the fast EIS
technique.

e Case studies of impedance measurements for RC circuits, lithium-ion (Li-ion)
batteries, lithium-sulphur (Li-S) cells, and PEM fuel cells.

e An application of condition monitoring on an industrial PEM fuel cell system.
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1.1 EIS as a Tool for Condition Monitoring

According to Isermann and Ballé [11], the term condition monitoring is defined as
follows:

A continuous real-time task of determining the conditions of a physical system, by recording
information, recognising and indicating anomalies in the behaviour.

In the context of electrochemical devices, the degradation phenomena that affect
the system’s condition can be grouped in three broad categories [12, 13]:

(i) phenomena affecting electrodes, such as ageing and corrosion [14-21],

(i) phenomena affecting chemical and physical composition of the constituent
parts, such as particle size growth [22], dendrite growth mechanisms [23],
membrane poisoning [18-21], water management faults (i.e., flooding of gas
channels and membrane drying) [24-26], etc., and

(iii)) mechanical degradation.

These degradation phenomena have a profound effect on the impedance charac-
teristic of an electrochemical device, making the EIS technique a viable candidate
for condition monitoring [2, 27-31].

The EIS technique has already been applied as a condition monitoring tool for var-
ious electrochemical devices, such as PEM fuel cells [27, 32—-36] and lithium based
batteries [37, 38]. In comparison to other diagnostic methods, EIS is less invasive, is
capable of differentiating among different types of faults, and is able to distinguish
various causes for condition deterioration. Moreover, it can be performed during
operation of an electrochemical device with only a slight amount of perturbation,
which is of great practical value in real-world applications.

Despite the apparent benefits, current EIS implementations have four major draw-
backs:

1. The application of sine waves as excitation signals is time-consuming, hence
inappropriate for online condition monitoring.

2. Determining appropriate diagnostics threshold values requires a priori character-
isation of a fuel cell, which in many cases is infeasible.

3. Performing EIS characterisation over a large number of frequencies results in a
feature set with large cardinality.

4. EIS is performed by using expensive and sophisticated equipment that is predom-
inantly designed for laboratory use.

This book proposes a solution for all four issues. The focal point, the fast EIS
technique, provides a way for impedance characterisation over a wide frequency band
in a timely manner. By using DRBS as excitation signal, the statistical properties of
the impedance values can be specified in a closed form. Since the impedance values
are usually regarded as feature values, this allows straightforward calculation of
the diagnostics thresholds based on the desired probability of false alarm (PFA)
[39]. Having specified the features’ statistical properties in a closed form can be
exploited for fusing the information from the multidimensional feature set into a

vww.ebook3000.con)
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Data Signal Statlstlcal Information Condition
acquisition processing analysis aggregation indicator

3 g
Time Re(Z) mQ]
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Fig. 1.1 Schematic representation of the complete condition monitoring process

single condition indicator. The information fusion technique used in this book is
based on copula functions [40]. The complete process, from the data acquisition to
the calculation of the condition indicator, is shown in Fig. 1.1.

The last building block of the proposed condition monitoring process is a hardware
setup that allows simultaneous excitation of the electrochemical device and data
acquisition [41, 42]. For true online operation, such a setup is capable of performing
both tasks without affecting the normal operation of the tested electrochemical device.
The developed hardware consists of a fuel cell voltage monitor coupled with an
excitation enabling DC-DC converter.

1.2 Book Structure

This book has two distinctive parts. In the first part, the theoretical background
of the proposed fast EIS technique is presented. Chapter 2 contains the algorithm
for selecting the appropriate structure of the DRBS excitation as well as the signal
processing method based on CWT with complex Morlet wavelet. Chapter 3 presents
the complete statistical analysis of the estimated impedance components. It provides
analytical derivation of the corresponding probability density functions and cumu-
lative distribution functions. The applicability of the proposed fast EIS technique is
shown on several test cases presented in Chap. 4.

The second part of this book presents methods for applying the fast EIS technique
for the purpose of condition monitoring and the corresponding results. Chapter 5
presents the theoretical derivation of the described condition indicator and method
for determining optimal diagnostic thresholds based on PFA. The results of the
evaluation of the proposed condition monitoring algorithm are presented in Chap. 6.
Finally, Chap. 7 presents the developed hardware platform for condition monitoring
and power conditioning.
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Chapter 2
Fast Electrochemical Impedance
Spectroscopy

EIS is a widely adopted method for the characterisation and diagnostics of electro-
chemical devices [1-5]. The impedance characteristic is measured at a fixed oper-
ating point defined by current /;.. The conventional EIS approach utilises a sinu-
soidal waveform as an excitation signal (i.e., single-sine approach) [6, 7]. In order
to measure the impedance in a frequency band of interest at frequencies f; € §2,
the procedure of applying single-sine electric current excitation has to be repeated
multiple times for each frequency f;. Assuming linearity of the electrochemical
device’s dynamics around a fixed operating point, the device responds with sinusoidal
voltage change with the same frequency f; and particular amplitude and phase. The
impedance of the electrochemical device at frequency f; is the ratio between voltage
and current in the frequency domain. Commonly, the transformation from time to
frequency domain is performed by fast Fourier transform (FFT). Consequently, the
impedance is the ratio between the complex FFT coefficients.

With the single-sine excitation approach, the impedance characteristic of an elec-
trochemical device is constructed at discrete frequencies f; € £2. The approach
provides precise impedance measurements because all of the energy of the excitation
signal is condensed at a single frequency only. Such an excitation provides maximal
perturbation at the selected frequency f; at the expense of lengthy measurements.

Despite the simplicity of the excitation and the signal processing step, perform-
ing EIS with such an approach is inefficient. First, applying single-sine excitation
signals is time consuming, which is tightly linked to the lower frequency limit of
the frequency band. Secondly, the application of FFT as a signal processing tool
provides solely time average impedance estimates thus failing to provide any addi-
tional information required for further processing, for instance confidence intervals.
Consequently, there is an apparent need for an improved EIS approach that will allow
shorter measurement time while at the same time providing richer output than simply
time-averaged values.
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10 2 Fast Electrochemical Impedance Spectroscopy

Addressing these two issues, this chapter presents an approach based on DRBS
as an excitation signal and CWT with Morlet mother wavelet as a signal processing
tool. The DRBS is well-established as an excitation signal in the field of system iden-
tification since it has white-noise-like spectral properties in a predefined frequency
band. The main advantage of using DRBS as excitation compared to the conven-
tional one, is shorter probing time. Furthermore, with properly tuned parameters,
CWT provides optimal time-frequency resolution. Consequently, it provides reliable
impedance measurements along the entire frequency band. Additionally, it yields
statistical information about confidence intervals of the impedance measurements.

The application of a more complex excitation signal, such as the proposed DRBS,
offers several advantages. First, the time required for performing EIS is significantly
shorter.! Secondly, as the electrochemical device is perturbed by the broadband
signal, the value of impedance can be computed at any frequency of interest by
properly adjusting the parameters of CWT and DRBS. Additionally, the frequency-
domain representation of the Morlet wavelet exists in a closed form, therefore the
required time-domain convolution can be efficiently conducted in the frequency-
domain as a multiplication. This implies a significant practical advantage for the
implementation of the algorithm on embedded systems, where the computation
resources are limited.

Employing the fast EIS technique in the optimal manner requires proper tuning
of the CWT parameters. Additionally, DRBS excitation is usually implemented as a
PRBS whose parameters also affect the overall performance of the fast EIS technique.
For PRBS, these parameters include the order n, sampling period A¢, and amplitude a.
For the CWT with the Morlet mother wavelet, the key parameters are the length of
the signals, central frequency wy, cone of influence e. In what follows, methods
for optimal parameter selection and computationally efficient implementation of the
proposed fast EIS technique are presented.

2.1 Discrete Random Binary Sequence

The fundamentals of the DRBS origin from continuous-time random binary signal
has the following two properties:

e the value of the signal can either be a or —a, and

e switch from one value to the other can occur at any given time.’

However, for the implementation and signal processing by means of digital comput-
ers, the discrete random binary sequence is much more convenient. In contrast to
the continuous-time random binary signal, the changes in value of the discrete one
occur only at discrete points in time kA (k € N°), where A is the length of the time
interval. Time interval A is the time between two consecutive points where the signal

1For detailed comparison see results presented in Sect.4.4.

2In a given period of time, the probability of the number of changes of the signal’s value is distributed
according to Poisson distribution [8, pp. 161-162].
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Fig. 2.1 DRBS waveform
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can change its value. The generating process for DRBS has the following form:

X(t) =Y anp(t —nk—a),a ~ %[0, ], 2.1)

where p(t) is the probability describing the binary change of amplitude a and «
is random phase shift, making process X (¢) stationary. A single realisation of the
DRBS defined by (2.1) is shown in Fig.2.1.

The power spectral density of the DRBS defined by (2.1) is

sin (2) |
wh
2

() = a*x (2.2)

The power spectral density shown in Fig. 2.2 has zeros exactly at integer multiples
of the frequency 1/A. Since the beneficial properties of the DRBS are present only
in a limited frequency band, the signal has to be applied with care. Out of this band,
the device under examination is perturbed with substantially lower energy and thus
it can not be characterised (identified) with sufficient accuracy. The useful frequency

Fig. 2.2 Power spectral
density of the DRBS
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band fp is approximately determined by the -3 dB frequency limit as [9]

1

fo= 35 2.3)

Pseudo-Random Binary Sequence

Mainly due to the ease of implementation, the PRBS is most often employed as a
sufficiently close approximation of the DRBS. According to Ljung [10], PRBS is
a periodic and deterministic signal with white-noise-like properties. As such, it is
highly appropriate as an input test (i.e., excitation) signal for system identification
purposes.® The maximum length PRBS is generated by employing feedback shift
registers [8, 9]. The PRBS is characterised by

e the amplitude a, and
e the order n of the shift register,
e the length of the time interval A.

The order n of the underlying shift register determines the maximum length N
of the PRBS. In other words, it determines the number of discrete points in time
when the PRBS signal can change its value. The relation between the order and the
maximum length is as follows:

N=2"-1. (2.4)

Order n, together with the length of the time interval A, defines the maximum
length period T), of the PRBS:

T,=(2"—1)i=Nx. (2.5)

The discrete power spectrum density ®¢ of the maximum length PRBS with
amplitude a and maximum length N is

2 N—1
@d(m) — a2 _ a_ Ze—j%’mr;
N

=1

2 (2.6)
g m=o
B —a2(1]\/v+1) O<m<N.

Therefore, the power spectrum of a periodic PRBS with the length of the time

interval X is 5

2 1 sin 2%
or (m—”) = — ol (m) | X~ 2.7)
N:) TN mx

The power spectral density can be obtained by dividing the power spectrum (2.7)
by 1/T as

3From the systems theory’s point of view, EIS is a system identification technique.
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T sin 7z |2
@%wr=ﬁ¢%mﬂ<ﬁi
N

2m
- T

2.8)

w)»z

sin
= 1®4(m) ‘ 2

wh
2

By letting N — o0, the periodic PRBS signal becomes a signal with properties
of the DRBS. The relation (2.6) becomes

®4(m) = a°. (2.9)

As a result, the power spectral density of the PRBS (2.8) becomes the same as the
power spectral density of the DRBS (2.2).

It should be noted that PRBS is generated through a deterministic state machine
and as such it can be created without any random number generator. However, true
random generators are not rareness anymore in present-day microprocessors and
therefore one can directly employ DRBS. The remaining analysis is valid regardless
of whether PRBS or DRBS is used as an excitation signal.

2.2 Frequency Analysis

The straightforward way of extracting impedance data from the signals is by cal-
culating the ratio of the Fourier transform of the excitation electric current and the
resulting voltage as [7]

_UGo) _ Fuw)
1) ~ Zli@)

Z(jw) (2.10)

The resulting complex impedance characteristic Z(jw)* is incomplete. The biggest
deficiency when calculating impedance using (2.10) is the lack of variance i.e.,
a general estimation of confidence intervals. The Fourier transform provides only
time averaged amplitude and phase for the calculated frequencies. This issue can be
resolved by employing time-frequency signal processing methods.

2.3 Time-Frequency Analysis

Unlike Fourier analysis, which allows only time-averaged analysis, the
time-frequency methods enable analysis in a two dimensional time-frequency

“Throughout this book, the symbol j is used instead of i = +/—1I, since in the area of electrical
engineering the symbol i is established as a symbol for electrical current.
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plane [11]. As a result, the signal’s spectral evolution in time can be observed.
Typical examples of such methods are short-Time Fourier transform, Wigner—Ville
distribution, Wavelet transform, etc. The biggest challenge is achieving optimal time-
frequency resolution.

Theoretically, in the time domain the signals can be regarded as having “infinite”
time resolution, i.e., one can zoom infinitely many details at an arbitrary time moment,
at a cost of having no information about the signal’s frequency. The opposite is valid
for the pure frequency analysis, where the signal’s spectrum contains all the frequency
components but is lacking information regarding the time of their occurrence and
duration. It should be noted that, by performing digital signal processing, even these
methods have limited resolution that is directly connected to the sampling frequency.

Time-frequency analysis methods are bound to a limited time-frequency reso-
lution regardless of the sampling frequency. There is an upper limit for the time-
frequency resolution depending on the algorithm and its parameters. Therefore, the
main goal is to determine the most suitable signal processing algorithm with such
parameters that will result in optimal time-frequency resolution.

2.3.1 Short-Time Fourier Transform

A quite straightforward way of introducing time information bound to a particular
spectrum is through the so-called short-time Fourier transform. It is defined as [12]

+o0
F(t,w) = FOw —t)e“dr, (2.11)

—00

where w(t) is a window function. As such, (2.11) can be regarded as a time localised
Fourier transform.

The selection of the window function w(z) is the only parameter. The goal is to
have a window function with good time and frequency localisation. The selection of
the window and its duration defines the time-frequency resolution of the short-time
Fourier transform. The main drawback of the short-time Fourier transform method
is that this resolution is fixed.

2.3.2 Wavelet Transform

Wavelet transform resolves the problem of fixed time-frequency resolution by intro-
ducing the concepts of scaling a particular waveform with compact support called
wavelets. A wavelet function 1 (¢) can be scaled and translated by introducing two

parameters s and u as
1 t—u
Yus(t) = ﬁlﬂ ( P ) . (2.12)
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CWT of a square integrable function f(¢) € L>(R) is defined as [12]

W (s, ) = / FOWE (0 dr, 2.13)

where 1, ;(¢) is defined by (2.12).

Similarly, like the short-time Fourier transform, CWT also offers a way of time-
frequency analysis but with adjustable time-frequency resolution. The wavelet coef-
ficients (2.13) depend on the time and frequency characteristics of the function f (¢)
in the region where the energy of the mother wavelet v, () is concentrated. This
region can be described as a rectangle with fixed area, with size scaled with 1/s.

Strictly speaking, the CWT transform (2.13) describes the analysed signal f(¢)
on the time-scale plane. The conversion between scale s and actual frequency f is
straightforward and depends on the selection of the mother wavelet, the only design
parameter in this approach. Each scaling s alters the time-frequency resolution of
the mother wavelet. High frequency resolution is preserved for lower frequencies,
whereas high time resolution is preserved for higher frequencies.

2.3.3 The Morlet Wavelet

Similarly, like the selection of the window function for the short-time Fourier trans-
form, the selection of the mother wavelet ¥/ (¢) significantly affects the performance
of the CWT for the task at hand. In the context of EIS, both amplitude and phase are
required. Therefore, the suitable mother wavelet should belong to the family of com-
plex wavelets. Among several choices, two mother wavelets stand out: the Morlet
wavelet and the Lognormal wavelet. Generally, it is regarded that the Morlet wavelet
offers the optimal time-scale (frequency) resolution [13].
The Morlet wavelet is defined as [14]

1 . o} 2
Y(@)=n"¢ (e‘f‘“”’ —e_zo) e 7, (2.14)

where wy is referred to as the wavelet’s central frequency and is usually set to a value
so that the ratio of the highest two peaks of the wavelet is approximately %:

2 \?
wy=mw|—] =~ 5.336. (2.15)
In2

For wy > 5, the second term in (2.14) can be neglected. The shape of the Morlet
wavelet (2.14) is shown in Fig.2.3.

The Morlet wavelet (2.14) is an analytical function, i.e., it has only positive fre-
quencies. Consequently, the wavelet coefficients Wf (s, #) in (2.13) are complex
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Fig. 2.3 The complex
Morlet wavelet

values. As a result, at each time translation u# and scale s, the CWT with Morlet
wavelet gives the instantaneous amplitude and phase of the analysed signal.

Scale to Frequency Transform for the Morlet Wavelet

The frequencies in CWT (2.13) are represented by scale s, which corresponds to a
particular dilatation of the mother wavelet ¥ (¢). Transforming scale to frequency for
the Morlet wavelet is defined as [15]

4
s (2.16)

wo + /2 + W}

~| -

2.3.4 Cone of Influence

The definition of CWT, given by (2.13), specifies infinite length signals. However, the
measured signals always have a finite length. The discontinuities (abrupt changes)
at the beginning and the end of the observation window influence the wavelet coef-
ficients in their vicinity. Due to the compact support of the mother wavelets, the
distortions influenced by these artificial discontinuities affect only a limited number
of wavelet coefficients. The affected wavelet coefficients are located in the so-called
cone of influence that depends on the selected mother wavelet.

These inaccuracies depend on the part of the mother wavelet support that lies
outside of the observation time interval as shown in Fig.2.4. The hatched areas
represent the parts of the wavelet support that span outside of the observation window.
It has to be noticed that such areas exist on both sides i.e., at the beginning as well
as at the end of the observation window. As the mother wavelet is re-scaled for each
analysed frequency, the length of these areas varies. Therefore, only not significantly
affected wavelet coefficients should be taken into account for any further analysis.

There is a general rule for selecting the unaffected wavelet coefficients, defined as
the e-folding time for the autocorrelation of wavelet power at each scale [15]. This
value for the Morlet wavelet reads as
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The boundary value defined by (2.17) is depicted by the dashed line in Fig.2.4. The
grey area below this boundary line is the cone of influence. The naming cone refers
to the shape of influenced area’s edge over all observed scales. From the shape of
the shaded area in Fig.2.4, it can be noticed that all of the low frequency wavelet
coefficients are influenced by the discontinuities occurring on both edges. This in
essence means that there are no relevant data for these frequencies. One can overcome
this limitation by either using a longer signal or by increasing the sampling frequency
of the existing one.

2.3.5 Computationally Efficient CWT with the Morlet Wavelet

The Morlet wavelet allows a computationally efficient implementation of the wavelet
transform (2.13). By substituting the mother wavelet v (¢) with

- 1t
wsm:%w (—;), (2.18)

the relation (2.13) transforms into the following convolution:

1 [ -
Wfu,s) = ﬁ/ fOYs(u—t)dt. (2.19)

In the Fourier domain, the convolution (2.19) becomes

WFu,s) = % / ” F(@)/5V (sw)e!™dw, (2.20)
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where f (w) is the Fourier transform of the original signal f () and @(w) is the
Fourier transform of the Morlet wavelet (2.14) [14]:

~ i f _wep? 29
Y()y=ma+|e 2 —e e 2. (2.21)

Therefore, the most computationally demanding process is performed by a simple
multiplication in the frequency domain. As a result, the algorithm complexity is
governed by the implementation of the FFT algorithm, which has a complexity
of O(nlogn), where n is the number of samples in the signal.

2.3.6 The Lognormal Wavelet

Under certain conditions, the Lognormal wavelet outperforms the Morlet wavelet in
terms of time-frequency resolution [11]. The Lognormal wavelet is inline with the
logarithmic frequency resolution of the CWT, as it has log w as an argument [11].
The Lognormal wavelet is defined as

V(@) = e @182’/2 yhere ¢ > 0. (2.22)

The parameter wq can be regarded as the “central frequency” with similar properties
as the one of the Morlet wavelet presented in Sect.2.5. The shape of the lognormal
wavelet is shown in Fig.2.5.

Similarly, as with the Morlet wavelet, the lognormal wavelet allows computation-
ally efficient implementation of the CWT using the same process of calculating the
convolution in the frequency domain through FFT. The majority of the results in this
book are calculated using the Morlet wavelet unless specified otherwise.

Fig. 2.5 The lognormal
wavelet
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2.4 Impedance Through Complex Wavelet Coefficients

The result of the CWT analysis of the voltage u(¢) and current i (¢), with the Morlet
wavelet, is a set of complex wavelet coefficients:

Wi, f) =R{Wi, )} + jS3{Wi@, )}, (2.23)

Wu(r, f) = W{Wut, )} + jS{(Wu, f)). '
Taking into consideration the cone of influence (2.17) and the linearity of the wavelet
transform, the impedance can be calculated, similarly as in the case of Fourier
transform (2.10), as the following ratio:

Wu(t, f)

Z(, f) = Wi f)

(2.24)

The ratio (2.24) provides the value for both the phase and the impedance amplitude
in every time-frequency pair. Therefore, by fixing the frequency as f = f, one is
able to estimate the mean impedance value, which is the same as with the calculation
through the FFT approach (2.10). However, having the complete time evolution of
the complex impedance in every time instance ¢, one can perform more detailed
analysis on the impedance values, for instance estimating the confidence intervals.

2.5 Parameter Selection

For optimal exploitation of the fast EIS method, two parameters have to be specified:
(i) the bandwidth of the DRBS excitation fp and (ii) the central frequency wy of
the Morlet mother wavelet. These two parameters influence the sensitivity of the
approach with respect to the analysed frequency band, hence their importance for
accurate impedance measurements. The parameter selection can be performed in a
systematic manner thus guaranteeing optimal performance of the fast EIS approach.

2.5.1 Selection of the DRBS Bandwidth

The rationale behind the selection of the bandwidth parameter fp is quite intuitive.
As shown in Fig.2.1, the parameter fp defines the frequency band of the DRBS
signal where its frequency spectrum can be considered as sufficiently close to the
theoretical flat spectrum of the Gaussian white noise. Therefore, when performing
EIS, the frequency band of interest must be contained in the interval (0, f3). It should
be noted that for low frequencies, the previous condition will be always satisfied,
which leads to a wrong conclusion that one should just keep the fp sufficiently high.
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Fig. 2.6 Selection of DRBS -1 —10Hz =1 —200Hz
bandwidths fp and Morlet . Ja M‘A - J: 31&
central frequencies wy for a
frequency band of interest 10~1 10° 10! 102
f ——H ——+H ——+++H—> f [Hz]
wo, = W, =5 wo, =20

Since the energy of the signal is limited, the energy at the individual frequency is
proportional to the frequency band fp. In other words, having high fp values will
cause fast changes in the generated DRBS making it unsuitable for analysing slow
responses of the electrochemical system. Therefore, where EIS is performed at low
frequencies, the fp parameter should have low values as well.

From a practical viewpoint, the whole frequency band of interest should be divided
into several smaller intervals. The individual bandwith of the employed DRBS exci-
tation should include the maximal frequency of the corresponding interval. One
possible way of dividing a frequency band of interest is graphically depicted in
Fig.2.6. The frequency band [10~! 200] Hz is divided into two intervals: the low
frequency interval, spanning from [10~! 10] Hz and the high frequency interval span-
ning from [10 200] Hz. The corresponding DRBS frequency bands are fp, = 10 Hz
and fp, = 200 Hz.

2.5.2 Influence of the Morlet Wavelet Central Frequency

The Morlet wavelet central frequency wy determines its time frequency resolu-
tion [13, 16]. For smaller w, the shape of the wavelet favours localisation of singular
time events, whilst for larger @y more periods of the sine-carrier in the Gaussian win-
dow (envelope) make the frequency localisation better.

The broad frequency band and relatively short duration of measured signals raise
a problem in relation to the variance of the impedance measurements. The issue is
more expressed for lower frequencies. This is due to the fact that at lower frequencies
the whole signal contains less periods than the wavelet itself. As a result, there are
a lower number of samples that can be employed for estimating the measurement
variance. One way of addressing this issue is by lowering the central frequency wy.

For the subsequent analysis performed in the following chapters, the observed
frequency interval is usually divided into several segments. An example of such
a division is presented in Fig.2.6. Each frequency band is then analysed with the
Morlet wavelet whose central frequency is appropriately tuned.
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2.6 Accuracy of the Amplitude and Phase Estimates
from Wavelet Coefficients

According to the analysis performed by Sejdic etal. [17], estimating the instantaneous
amplitude and phase through wavelet coefficients introduces bias. More importantly,
the variance and the bias of these estimates depend on the nature of the analysed
signal. Due to the discontinuities in the employed DRBS excitation signal, the error
in these estimates is further increased.

A simple solution is to make a band-limited version of the DRBS excitation
covering only the frequency interval of interest. This can be simply achieved by low-
pass filtering the DRBS excitation in such a manner that only the first two lobes of its
amplitude spectrum are preserved, i.e., filtering the DRBS signal up to a frequency
of 2/X, as shown in Fig.2.2.

2.7 Summary

The chapter outlines the fast EIS technique based on discrete random binary sequence
excitation and continuous wavelet transform. Unlike the time-averaged impedance
values provided by the Fourier transform, the fast EIS technique allows calculation
of instantaneous impedance values for an arbitrary set of frequencies. The fast EIS
technique is, in the terms of computational complexity, comparable with the Fourier
approach. This is achieved by calculating the CWT convolution in the frequency
domain.

Optimal impedance results are achieved by using the CWT Morlet mother wavelet.
As aresult, the fast EIS technique depends on two parameters, the wavelet’s central
frequency wy and the bandwidth of the excitation signal. The selection of these
parameters is straightforward, adding to the applicability of the approach.

Finally, the time-frequency analysis opens the possibility of detailed statistical
analysis of the impedance values. Such an analysis is impossible when solely using
frequency domain analysis. As it will be shown in the following chapters, the sta-
tistical analysis will offer insight on the measurement accuracy as well as open the
possibility of using the impedance values for performing various tasks of condition
monitoring.
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Chapter 3
Statistical Properties

Due to the nature of the DRBS excitation signal and the Morlet mother wavelet, the
resulting impedance values can be treated as complex random variables. This chapter
addresses the issue of specifying the complete statistical properties of impedance
components at a particular frequency. It exploits the fact that the calculated wavelet
coefficients are complex Gaussian circular random variables [1]. As a result, the
impedance values are a ratio of two dependent circular complex Gaussian random
variables. The following sections present a complete derivation of the correspond-
ing PDFs and cumulative distribution functions (CDFs) of the impedance real and
imaginary components as well as its module.

3.1 The Concept of Complex Circular Random Variable

A Gaussian complex random variable can be analysed through its real and imaginary
components
C=A+jB, (3.1)

where both A and B are independent real Gaussian random variables. In order for the
complex Gaussian random variable C to be circular, the following condition has to
be fulfilled [2]:

E[C?] = E[A%] — E[B*] + JE[AB] = 0. (3.2)

If A and B are Gaussian random variables, fulfilling (3.2) implies the following:

E[A%] = E[B*]

E[AB] = 0. 3
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The relations (3.3) state that the Gaussian random variables A and B are independent
with same variance.

3.1.1 Circularity of Spectral Components

The spectral components of stationary random signals are also complex circular
random variables. This can be easily shown by representing a stationary random
signal using the Cramer representation [1]:

x(f) = / e/l dX (w), (3.4)

o]

where dX (w) are complex random variables directly related to the signal’s power
spectrum. The random variables dX (w) have the following properties:

E[dX(w)] =0, E[dX(w))dX(w2)] =0, for w; # ws. (3.5)

Following the definition of circularity defined by (3.3), the relation (3.5) shows that
the spectral components dX (w) of the stationary random signals are circular complex
random variables [2].

This property becomes even more evident by directly exploiting the stationary
property of the signal (3.4). The PDF of both x(#) and time translated version
x(t + At) are the same. Following the time translation theorem of the Fourier trans-
form, the Cramer representation of the translated version has spectral components
located at dX (w)e 7“4, yet still having the same PDF as the original dX (w). This
shows that the PDF of the complex spectral components of a stationary random signal
are rotation invariant, i.e., these random variables are complex circular ones.

3.1.2 Circularity of DRBS Spectral Components

Being a stationary random signal, the frequency components of DRBS are cir-
cular complex Gaussian random variables. This is graphically shown in Fig.3.1.
Figure3.1a shows the DRBS signal in the time domain with arbitrary units. The
complex CWT coefficients of the DRBS signal for a single frequency are shown
in Fig.3.1b. It is obvious that the resulting distribution is rotation invariant, hence
the complex circularity of the spectral component. This is further supported by the
histograms of the real and imaginary components of the wavelet coefficients shown
in Fig.3.1c and d, respectively. Both components are distributed according to the
Gaussian distribution with zero-mean and same variance.

As noted in Sect.2.1, DRBS is often implemented as PRBS. For the performed
statistical analyses to be valid, the observation window must be longer than the period
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Fig. 3.1 Graphical presentation of the complex Gaussian circularity of DRBS’ frequency
components

of the PRBS excitation. Furthermore, by using only the low frequency part of the
PRBS signal (f < 3%\), the excitation can be treated as a stationary random one [3].

3.2 Statistical Properties of Measured Impedance

According to (2.10), the impedance of an electrochemical device is a complex vari-
able that is defined as a frequency domain ratio of the voltage to the current. By
considering an electrochemical device as a linear and time invariant system, the
electrical impedance can be referred as its transfer function, which has a determin-
istic nature for each frequency.

Following the procedure described in Chap.2, the impedance characteristic can
be efficiently measured by using the CWT complex wavelet coefficients of the elec-
trochemical device’s current i(¢) and voltage u(¢) using the Morlet mother wavelet.
Analysing the DRBS signal with CWT preserves its statistical properties within
the wavelet coefficients (2.23). Consequently, the wavelet coefficients for a partic-
ular frequency can be regarded as a zero-mean Gaussian circular complex random
variable [2] with the following properties:
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WIWi(t, )}, SIWit, )} ~ N (o, “—") ,
(3.6)

2
RWu(t, )}, S(Wut.f)} ~ N (o, "—") ,

where the corresponding variances o2 and o? are parameters that should be estimated.

3.2.1 Probability Distribution of the Measured Impedance

According to (3.6), the wavelet coefficients Wi(t, f) and Wu(z, f) at a particular
frequency f = fy are Gaussian complex circular random variables. Therefore, the
impedance Z(t, f) defined by (2.24) is a ratio of two complex random variables. The
PDF of the ratio of two random variables can be derived by defining two transfor-

mations, such as

U
Z=5 Y=1I 3.7

Therefore, the joint PDF f; y(z, y) can be obtained through the joint PDF of the
original two variables fy ;(u, i) as

Sfzv = Ulfur (hi(z,y), ha(z, ), (3.8)

where
hi(z,y) =2y ha(z,y) =y (3.9

and |J| is the Jacobian determinant as
ohy(z,y) 9hi(z.y)

a9z dy
I (z,y) dha(z,y)
az dy

1| = =yl (3.10)

Therefore, the PDF of the ratio can be obtained by integrating out the dummy variable
y from (3.8) as

[ee]

f2(@) =/ [ fu.r (hl(z,y),hz(Z,Y))d)’:/ Iylfv.i(zy, y)dy. (3.11)

[e.¢] —00

In the context of impedance measurement, the variables U and [ in (3.8) are the
wavelet coefficients Wu(t, fy) and Wi(z, f), respectively. Using the wavelet coeffi-
cients, the joint PDF fy; ;(u, i) in (3.8) is the bivariate complex Gaussian distribution
with the following covariance matrix:
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Fig. 3.2 Contour plot of the 4
probability density function

(B.13)foro?2 =4,07 =1 31
and p = % +J %

2 )
¥ :[ %u """2"!] (3.12)

*
pro,0; O]

where p = p, + jp; is the complex correlation coefficient, where |p| < 1. Under
these conditions, the integral from (3.11) has a close form solution as [4]

11— 2 -2 1 r<r — Miki -
ol (IZI 0rZ pz) , 3.13)

= —+— -2
2@ nolo? \ o} + of 0,0,
where z, and z; are real and imaginary components of the random variable Z. The
location of the mode of f7(z) depends on the correlation coefficient p. The shape of

(3.13) is shown in Fig.3.2.

3.2.2 Probability Distribution of Impedance Components

The PDFs of the real z, and imaginary z; components of the impedance can be derived
from the PDF (3.13). The PDF of the imaginary component z; reads [4]

(1 - |,O|2) GXZGy
2((1 = p2) 0 + 2zpiocoy +z702) 32

fa@ilor, o) = (3.14)

For the real component z, the PDF has the same shape and reads
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Fig. 3.3 Examples of PDFs 19
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The shape of the (3.14) and (3.15) are shown in Fig.3.3a and b.
According to Baxley et al. [4], integrating out z, from (3.13) results in the follow-
ing CDF:

1 Pioy + Zi0;
F.(ilpr, pr) = = + . (3.16)

2 2\/(1 — p?) 02 + 2zipi0,0; + 7707
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3.2.3 Probability Distribution of the Impedance Amplitude

For the circular Gaussian complex random variables (3.6), their corresponding mod-
ules |Wu(t, fo)| and |Wi(t, fo)| are distributed with Rayleigh distribution as

|Wu(z, fo)| ~ Rayleigh(ay,)

. . (3.17)
|Wi(t, fo)| ~ Rayleigh(a;).

As the current i(f) and voltage u(t) are correlated, the PDF of the module of the
ratio (2.24) reads [5]

2070, (1 = p*)zl(07 |zl + 0;7)

Jzl =0 (3.18)
(02122 + 02) — 4pa202 (2]

Jz(lz]) =

where |p| < 1 is the correlation coefficient as defined in (3.12). The PDF (3.18) is
positively skewed and defined on the non-negative semi axis. A typical realisation
of the probability distribution function (3.18) is shown in Fig.3.4.

The CDF that corresponds to (3.18) reads [5]

02 — 72 0
Fiz1(2) = , (3.19)
2\/41 1— p?) 0202 + (02 — 2022
where z > 0.
Fig. 3.4 Example of PDF of
the module of the 12 +
impedance (3.18)
10 b
St
6 .
4 b
2 L
0.2 013 0.4 OJ5 ().‘6 0.7 0.8 (JJQ 1

Amplitude |Z| [©]
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3.2.4 Parameter Estimation

The PDF (3.13), (3.14) and (3.18) depend on three parameters o, ;, and the correla-
tion coefficient p. These parameters can be easily estimated through the covariance
matrix (3.12) by using the calculated wavelet coefficients as

0.2
E{Wu(t, f) Wu(t, fo)*} = 7
2
EIWilt, Wit fo)') = % (3.20)
E(Witt, o Wult.fo)') = 25"

3.3 Summary

Having specified the PDFs and CDFs in closed form has specific practical merits.
First, one can directly assess the measurement accuracy and correspondingly tune
the CWT parameters. Secondly, the maximum likelihood estimation of the PDF
parameters exists in closed form, which significantly reduces the computational load
of the whole process. The results presented in this chapter will serve as the base in
the development of an optimal condition monitoring system.
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Chapter 4
Test Cases

The fast EIS technique, presented in Chap.2, is applicable to all types of elec-
trochemical devices and beyond. The goal of this chapter is to demonstrate the
applicability and effectiveness of the fast EIS by means of both simulations and
in-the-field measurements. Therefore, this chapter includes impedance measurement
results performed by the fast EIS technique on the following types of devices:

RC circuits,

an industrial PEM fuel cell system,
a Li-ion battery, and

a laboratory-grade Li-S cell.

4.1 RC Circuits

RC circuits offer a straightforward way for validating impedance measurement tech-
niques. Generally, an RC circuit can be regarded as a truly linear and time-invariant
system. Furthermore, the impedance of such a circuit is simple and can be derived in
a closed form. Therefore, the applicability of the fast EIS technique can be validated
both on simulated as well as on real RC circuits. For that purpose, two different RC
circuits are used:

1. a simple first-order RC circuit (low pass filter with cutoff frequency at approxi-
mately 1.6 kHz), and

2. asecond-order cascaded RC circuit (with impedance characteristic similar to that
of a PEM fuel cell).

The simulated results for the RC circuits are obtained using noise-free signals. After-
wards, the same procedure is repeated for real implementation of those two RC
circuits with real signals (with noise present).
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4.1.1 Measurement Equipment

A custom made electronics circuit was built for performing impedance measure-
ments on low-power devices, which was used with the RC circuits and Li-S cells.
The electronics consists of a bidirectional current source (i.e., source and load) and
signal condition circuitry. The bidirectional source provides small-amplitude current
signal excitation superimposed on top of a DC component. At the same time, the
signal conditioning part of the circuit filters and amplifies all the relevant AC signals
allowing very accurate measurements over a wide frequency range.

The block diagram of the circuit is shown in Fig.4.1. The current through the
device under test is controlled over two inputs. The DC current reference input
is used to control the DC component of the current and the AC current excitation
reference input is used for imposing the excitation waveform. A shunt resistor is used
for measuring the electrical current that passes through the tested device. Only the
AC components of the current and voltage signals are relevant for EIS. Therefore,
the signals are first high-pass filtered and then amplified in order to achieve high
resolution. Additionally, the circuit provides low-pass filtered outputs for monitoring
the DC component of the signals. All the signals are fed to a data acquisition device
(e.g., National Instruments USB DAQ module) for A/D conversion.

To To
DAQ DAQ

DC Current DC Voltage

LPF
AC Current
Excitation ——»|

Reference @
DC Current
Reference

RC Circuit or
Electrochemical Cell

Bidirectional Current HPF HPF
Source

AC Current AC Voltage

To To
DAQ DAQ

Fig. 4.1 Block diagram of the electronics circuit for performing impedance measurements on
low-power devices (LPF — low pass filter, HPF — high pass filter)
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Fig. 4.2 First-order RC u(t)
ircuit —
circui R

o—>—o o

4.1.2 First-Order RC Circuit

A first-order RC circuit is the simplest form of an RC circuit. Such a circuit consists
of a single resistor R and a capacitor C connected in parallel as shown in Fig.4.2. In
the complex domain, its impedance reads as follows:

Z(jw) = (4.1)

1+ joRC’
The parameters of the tested first-order RC circuit are R = 500.2 and
C = 202.38nF. The resistance R and capacitance C values determine the time

constant t of the circuit,
T = RC = 101.2 ps, 4.2)

and the corresponding cutoff frequency feu0f,

1
fcutoff = 2— = 1572 Hz. (43)

Tt
The theoretical impedance characteristic is shown in Fig. 4.3.
Simulation

The simulation is performed in three steps. First, the DRBS excitation signal is gen-
erated using the Octave/Matlab script given in Listing A.1. Secondly, the generated
excitation signal is used as an input for simulation of an RC circuit system with
transfer function given with (4.1). The simulation is given in Listing A.2. Finally, the
impedance characteristic is computed by employing CWT using the code presented
in Listing A.3. All other depending scripts are listed in Appendix A.

The comparison between the theoretical impedance characteristic of the RC circuit
and the one computed through fast EIS is presented in Fig.4.3. The impedance is
computed at 20 points in the frequency interval from 15Hz to 15kHz. At each
frequency the contour plot depicts the shape of the complex distribution (3.13). As
expected, the values of the theoretical impedance coincide with the mean value of
the complex distribution at the corresponding frequency. The simulation results are
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Fig. 4.3 Theoretic impedance characteristic of the first-order RC circuit and fast EIS impedance
measurements (R = 500.2 2 and C = 202.38nF)
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Fig. 4.4 Partition of the frequency band for impedance measurement of the cascade RC circuit

obtained with signals without any additive noise. Therefore, only a single DRBS
excitation signal is used with sufficiently high bandwidth f5.

Measurement

The parameters of the real RC circuit are the same as with the simulated one
(R = 500.2Q and C = 202.38nF).! The measurements were carried out using
the electronic circuit described in Sect.4.1.1. The impedance was measured in the
frequency band f € [0.2, 1500]Hz. This frequency band was divided into three
segments. For each segment, a different combination of DRBS bandwidth fz and
wavelet central frequency wy was used, as shown in Fig. 4.4. The measurement time
for each DRBS excitation was 7.5, resulting in 22.5s required for complete char-
acterisation.

The impedance obtained with the fast EIS technique is shown in Fig. 4.5, where the
diamonds represent the computed mean value of the distribution (3.13). As expected,
the measured impedance values coincide with the theoretical ones.

n fact, the RC values for the simulation were chosen based on the values of the real resistor and
capacitor values used for measurements.
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Fig. 4.5 Measured 50
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4.1.3 Cascaded RC Circuit

Typically, electrochemical energy systems are modelled with equivalent, high-order
circuits that are a combination of first-order RC circuits. The general architecture
includes several RC circuits connected in series with additional non-linear compo-
nents. Following the same idea, a linear, cascaded, second-order RC circuit was
employed, as shown in Fig.4.6.

The impedance of the circuit shown in Fig.4.6 reads

R R
Z= : + : )
1+](J)R1C1 1+]a)R2C2

4.4)

The parameters of the cascaded RC circuit are Ry = 500.22, C; = 202.38nF,
R, = 1000.32, C, = 4.9645 uF.

Simulation

For the simulation of the cascaded RC circuit, the same excitation signals are used as
in the case of the first-order RC circuit presented in Sect.4.1.2. The only difference
is in the simulation code, i.e., the Listing A.2 is replaced with the Listing A.4.

Fig. 4.6 Cascaded u(r)
- 1 1 /—\>
second-order RC circuit R, R,
o—>—o o
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The impedance is computed in the frequency interval from 1.5 Hz to 15kHz. The
measured impedance characteristic is shown in Fig.4.7. The contour plots depict the
80% confidence interval for each impedance estimate. The confidence intervals were
calculated using the corresponding complex probability distribution function (3.13).
As the simulations were performed without any noise, similar to the first-order RC
circuit, only one DRBS signal was used with sufficiently high bandwidth.

Measurement

The impedance characteristic of the cascaded RC circuit was measured using the
same measurement equipment as in the case of single RC circuit (see Sect.4.1.1).
Following the same procedure as in the case of the first-order RC circuit, the same
partition of the frequency band f € [0, 1500] Hz was also used for this circuit (see
Fig.4.4).

The resulting impedance characteristic is shown in Fig. 4.8. The plot includes the
measured mean values of the PDF (3.13) and the corresponding confidence intervals
at 80%. The changes of the parameters of f and wy are clearly visible via changes in
the measurement variance. In the lowest frequency band, the variance is sufficiently
low. However, it gradually increases as the frequency of the measured impedance
becomes closer to the limit frequency f3,. As the second DRBS is employed, there is
a sudden decrease of the measurement variance. The variance of the high frequency
semicircle is even smaller predominantly due to two factors. The first factor is the
change to f, and wy,. The second is that, for high frequencies, there are significantly
more periods for shorter observation time.

4.2 Li-Ion Battery

The measurements were performed on an industrial grade 20 Ah Li-ion battery with
4 cells connected in series. The approximate terminal voltage of the battery is 12'V.
The impedance characteristic was measured in the frequency interval from 0.5Hz
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Fig. 4.8 Measured
impedance characteristic of
the cascaded RC circuit

Fig. 4.9 Impedance
characteristic of the Li-ion
battery
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up to 1.5kHz. The measurements were performed using an Amrel PLW9K-120
electronic load and general purpose data acquisition module. The electronic load
provided the DRBS excitation required for the fast EIS technique. The estimated
battery impedance characteristic is shown in Fig.4.9.

The impedance characteristics shown in Fig. 4.9 exhibit two semicircles, as antic-
ipated for Li-ion batteries [1, 2], where the low-frequency semicircle is much less
expressed compared to the high-frequency one [3]. Since the measurements were
carried out down to 0.5 Hz, only the start of the low-frequency semicircle is visible.
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4.3 Li-S Cell

Due to its high energy density, the Li-S battery technology is considered as a prospec-
tive candidate particularly for automotive applications. Since industrial grade Li-S
batteries are currently unavailable, the fast EIS technique was applied to a small-
capacity laboratory prototype Li-S cell. The used Li-S cell has a capacity of approx-
imately 2mAh and a nominal voltage of 2.4 V. Due to the low capacity of the used
laboratory grade Li-S cells, the induced current perturbation has an amplitude of a
few wA. The impedance characteristic of the Li-S cell was measured using the same
measurement equipment as in the case of the single RC circuit (see Sect.4.1.1).
Three DRBS signals were employed. The first one with bandwidth fp, = 20kHz
was applied for 7.5 s. The second one with bandwidth fz, = 400 Hz was applied for
30s. And the last one with bandwidth fp, = 40Hz was applied for 120s. Accord-
ingly, three different wavelet central frequencies wy were used wy € {1.25, 12, 15}.
The partitioning is shown in Fig. 4.10. The measured impedance characteristics of the
Li-S cell in the frequency interval from 0.0.2Hz up to 20kHz is shown in Fig.4.11.
The impedance characteristics clearly shows both high and low frequency semi-
circles [4]. The three segments corresponding to the three different DRBS excita-
tion signals become distinct by observing the measurement confidence intervals. As
expected, the measurement variance is the biggest for the low frequency part of the
impedance (the right semicircle). The second DRBS excitation covers the segment in
which the real component of the impedance is in the interval R[Z] € [120, 200] 2.

fp, =40 Hz f5, =400 Hz f3, =20 kHz
- A —A— - A ~
1072 107! 10° 10! 102 10° 10*
—— e — s Y]
~ v~ " v~ ~
o, =1.25 W, =12 wo, = 15.7

Fig. 4.10 Partition of the frequency band for impedance measurement of the Li-S cell

Fig. 4.11 Impedance 40
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The variance gradually increases as the impedance frequency becomes closer to the
limit value f,. The last segment covers the high frequency values. As a result, the
initial measurement variance is high. This is mainly due to the higher wavelet cen-
tral frequency wy = 15rad/s used for this frequency interval. The variance is then
gradually reduced as the frequency increases.

4.4 PEM Fuel Cells

The impedance measurements on PEM fuel cells were performed using an industrial
grade Hydrogenics HyPM-HD 8-200 fuel cell system. During the impedance mea-
surement, the fuel cell was kept at constant operating and environmental conditions.
The stack’s temperature and the stoichiometry were kept constant by the built-in
controller supplied by the fuel cell manufacturer at 50°C and 2.5, respectively. The
fuel cell stack was fed with pure and dry hydrogen at a constant temperature of 20 °C.

The DC current operating point was set to 70 A resulting in the stack voltage of
55V, whereas the amplitude of the superposed DRBS excitation waveform was set
to 2A. As such, the peak-to-peak amplitude was 4 A and, therefore, small enough
in order to preserve the local linear behaviour of the fuel cell. Figure4.12 shows
time plots of current and voltage signals of a PEM fuel cell during measurements.
The current was measured as an absolute value, whereas the fuel cell voltage was
measured as a differential value.

Two DRBS signals were consecutively applied, one after the other, to the fuel
cell system. The first DRBS signal ( fp, = 166 Hz) was applied for 45 s and the sec-
ond (fp, = 660Hz) for 15s; therefore, one individual measurement of impedance
characteristic took 60s. The first DRBS signal was applied for a longer time period
since it excites lower frequencies. For comparison, Fouquet et al. [5], who used a
conventional single-sine approach, reported that an approximately 5 min long mea-
surement was required to estimate the impedance characteristic, whereas with DRBS

Fig. 4.12 Measured current 53
and voltage signals during 521
the experiment —
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excitation and wavelet transform, the same results are obtained in less than 60s, in a
comparable frequency band.

Figure 4.12 shows an example of the current and voltage signals of a PEM fuel cell
during the experiment. It can be noticed that the actual fuel cell current is not of an
ideal DRBS waveform. The shape is affected by the presence of the other balance of
plant components. The impedance characteristics obtained by the fast EIS technique
is presented in Fig.4.13.

The impedance characteristic in Fig.4.13 contains the expected two semicircle
arcs. The high-frequency arc ranges from approximately 5Hz up to high frequen-
cies. The low-frequency arc starts at approximately 0.5 Hz and extends up to 5Hz,
where the high-frequency arc starts. The biggest measurement variance is present
for the low frequency part. The low frequency part includes slow varying dynamics
of the control loops of the tested PEM fuel cell, hence high variance. The influence
of the control loops is also visible around 100 Hz (i.e., for impedance values around
1.2-70.6 2). Outside of this interval the measurement variance decreases as the fre-
quency increases.

4.5 Discussion

The results presented in this section confirm the applicability of the proposed fast EIS
technique for various types of electrochemical devices including low-power devices
as well as industrial grade Li-ion battery and PEM fuel cells. As shown by the results,
there are three main practical benefits of the fast EIS technique:

1. The time required for measuring the complete impedance characteristic is sig-
nificantly shorter compared to the time required by the conventional (multi-)sine
based methods.

2. The impedance characteristic can be calculated at an arbitrary set of frequencies
without any impact on the measurement time.

3. Impedance measurements are always accompanied by the measurement variance.
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Due to the short measurement time, the fast EIS method is particularly suitable for
measuring impedance on batteries during normal operation. While discharging (or
charging) a battery breaches the time invariance requirement since its state-of-charge
directly influences its impedance characteristic, by having a method that allows for
a fast measurement process, one can assume that the changes in the state-of-charge
are insignificant thus preserving the important time invariance property.

Due to the broad frequency excitation, the calculation of the impedance can be
performed at an arbitrary set of frequencies as long as they are included in the
frequency band f < 1/3X.The calculation process is done offline, i.e., the processing
is performed after the data acquisition process has been completed. As aresult, the fast
EIS technique enables calculation of impedance at an arbitrary frequency resolution.
Therefore, the fast EIS technique has a potential for performing online impedance
measurements that can be used for continuous monitoring of electrochemical energy
systems. The applicability of fast EIS for condition monitoring is covered in the next
two chapters of this book.
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Chapter 5
Statistical Condition Monitoring Tool

The effectiveness of a condition monitoring (CM) system depends on two main
characteristics:

1. high diagnostic sensitivity while at the same time retaining sufficient diagnostic
stability, and

2. simplified presentation of the diagnostic results in a form understandable by the
operator and/or high-level control system.

The crucial parameters for the effectiveness of a CM system are the threshold
values that define when a specific alarm is to be raised. Usually, the specification of
the threshold values is performed during the commissioning phase of a new system
or tuned after a maintenance activity. Improperly tuned threshold values may result
either in an excessive number of false alarms, or in a reduced sensitivity of the CM
system to deviant conditions (i.e., faults). From the point of view of the user (or
control system), having either too high of an alarm rate or missed alarms reduces
the reliability of the CM system. Therefore, a method for tuning the CM system’s
threshold values is of great practical merit.

The tuning of a CM system is usually performed by characterising the monitored
system over various fault modes. However, such an approach usually leads to irre-
versible damage and is therefore generally inapplicable. Moreover, due to variation
in parameters from one electrochemical device to another, there is no straightforward
way of transferring a CM system’s parameters among devices without conducting a
new complete set of characterisation procedures. Therefore, a vital question arises of
how to design a condition monitoring system employing measurements conducted
solely under fault free (normal) operation.

The second requirement, a simplified presentation of the diagnostic results, is
particularly important when dealing with electrochemical devices, since the main
source of diagnostic information is impedance values. As impedance is measured
at numerous frequencies, the resulting feature set has high cardinality. The biggest
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44 5 Statistical Condition Monitoring Tool

challenge is to aggregate the information from such a feature set into a tractable form.
Going one step further, this would mean providing a single, so-called, condition
indicator that can sufficiently and accurately describe the overall condition of the
monitored system.

This chapter presents solutions for both of the identified issues by exploiting the
statistical properties of the measured impedance values as described in Chap. 3. As
a result, the boundaries of the fault free region can be determined by specifying the
desired false alarm rate, which is intuitive and very well understood even by non-
specialists in the area of CM. Addressing the issue of information aggregation, this
chapter provides an approach of estimating the multidimensional joint CDF of the
measured impedance values through the concept of copula functions. This approach
exploits the fact that the impedance components are dependent complex random
variables and that marginal distributions of each impedance component is known in
closed form. As a result, one is able to construct a multi dimensional copula structure
that provides a sufficiently accurate approximation of the actual joint CDF of the
complete impedance characteristic. Therefore, the output of such a copula structure
is a value in the interval [0, 1] and can be treated as a unit-free overall description of
the electrochemical system’s condition, i.e., an overall condition indicator.

5.1 Optimal Alarm Thresholds Based on the Probability of
False Alarm

Determining proper alarm thresholds is an essential step in designing an effectual
CM system. Too high thresholds decrease the sensitivity of the diagnostic system
to faults and hence increase the probability of missed alarms. Too low thresholds
increase the chances of false alarms, which can easily ruin the credibility of the
monitoring system. Instead of using the well established way of explicitly stating
the threshold values, the presented approach employs the concept of specifying the
permitted probability of false alarm (PFA) [1].

PFA determines the acceptable rate of Type I errors when deciding whether a
fault has occurred. In the context of electrochemical devices, this can be done by
calculating the probability of observing a particular impedance value. Employing
the derived corresponding PDFs and CDFs from Chap. 3, the alarm threshold values
can be calculated as

T, =F;' (1—%)=inf{FZ(Z)Z1_%}7 .1y

where Fz(z) is the corresponding CDF. Since the impedance Z is complex, it is
generally more intuitive to monitor the real and imaginary parts separately or on
some case its modulus. Note that expression l% is used to split the PFA between
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both ends of the PDF since the presence of different faults can increase or decrease
the value of impedance.

In the case of electrochemical devices, the parameters of the corresponding CDF
can be estimated by using data solely from fault free operation through relation (3.20).
As a result, the tunning of a CM can be performed in a timely manner without the
need for complete characterisation of the electrochemical device over a wide range
of fault modes. The only design parameter is an easily interpretable PFA value.

Threshold Values for z; and z,

The threshold values for z; (or z,) can be calculated by solving the inverse CDF (3.16)
at arbitrary PFA y = PFA as

2 = 220 = Dypiowoi
" 2(=1+y)yo?
Ja=2920 = Dy (1P — 1) 0207 62
* 2(—1+y)yo}? '

Threshold Values for |z|

In a similar approach, by solving the inverse CDF of |z| (3.19) for a specific PFA
y = PFA, the threshold value reads

(—1 +2y — 2y% + (1 — 2y)?p?
=0y 3
2(=1+y)yo;

R N e D A
2(—1+y)yo} '

(5.3)

This approach was used for calculating the thresholds values in Fig. (6.2) for
PFA=10%.

5.2 Single Frequency Based Condition Indicator

Selected threshold values (5.1) can be additionally used for mapping the complex
impedance values into a so-called condition indicator (CI). It is an abstract feature
defined on the interval [0, co) that can be directly related to the condition of a
system [1]. For a healthy system, CI should acquire low values, typically CI = 0.
As the condition deteriorates, the value of CI should increase in accordance with the
severity of the fault(s) present in the system. Using the PFA value, the value of CI
are typically scaled in such a way that values close to one should indicate imminent
failure. Having such a feature value with a fixed threshold determining imminent
failure has two major advantages:
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1. It gives a unified and unit-free view of the overall system condition; and
2. its trend can be used for prognostics, i.e., estimation of the remaining useful life.

In the context of electrochemical devices, the presence of fault can either increase
or decrease certain impedance components. Therefore, for fault free operation, the
value of the CI will be in the middle of the region bounded by thresholds at a certain
PFA.

The mapping into the corresponding CI can be easily achieved by using the cumu-
lative distribution functions of either (3.14) or (3.18) for the corresponding impedance
components. As a result, the impedance components of the fault free region will
acquire values in the vicinity of 1/2. Setting the maximal value for the CI to be the
chosen PFA, the final scaling relation reads

CI =2 x (1 — PFA)™! 'F(z) — % , (5.4)

where F(z) is the cumulative distribution function of the corresponding impedance
component.

The steps of the proposed method for threshold selection are listed in Algo-
rithm 1. The threshold values have to be separately calculated for each individual
electrochemical system. The algorithm has to be performed for each system only
once (e.g., when commissioning a new system), under fault-free conditions. The
only design parameter is the desired PFA value.

Algorithm 1 Determining threshold values

1: Apply DRBS excitation signal.

2: Measure voltage u(¢) and current i(¢) signals under fault-free condition.

3: Estimate impedance z(7) using (2.24).

4: Estimate covariance X using (3.12).

5: Compute CM thresholds (5.1) using CDF (3.19) and the desired PFA value.

5.3 Dependence Among Complex Random Variables
as a Condition Indicator

Following the procedure described in Sect. 5.2, each frequency at which impedance
is measured can be associated with one CI (5.4). This leads into a set of CIs with the
same cardinality as the set of frequencies at which the impedance is measured. Such
a set of CIs has little practical value. Therefore, the goal is to define an overall CI that
will aggregate all of the calculated CIs from each frequency into a single value. A
possible solution to this problem can be found by employing the concepts of copula
function.
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As derived in Sect. 3, the impedance values measured through the fast EIS tech-
nique are complex random variables. Furthermore, for different frequencies, the mea-
sured impedance values are dependent. The dependence originates directly from the
physical characteristics of the electrochemical device. Within the statistical analysis
framework, the most informative way of analysing dependent random variables is
through their joint CDF (or PDF).

Specifying the joint CDF is a difficult task especially for a large number of dimen-
sions [2], such as with the issue at hand. Copula functions offer a solution to this
problem by estimating the joint CDF using the marginal distributions. In the context
of fast EIS, the marginal distributions are the CDFs of impedance at the selected fre-
quencies of interest. The multivariate joint CDF, specified in such a way, is capable
of describing various types of dependences, including nonlinear ones.

The resulting copula structure will model the dependence among the impedance
components under fault-free operation. The output of the multi-dimensional copula
structure expresses the probability of observing particular impedance values with
respect to the initial fault-free condition. By its very nature, its sensitivity to the
changes of the underlying marginal distributions enables the detection of the depar-
ture from the fault-free condition region described by the original copula structure.

Copula functions have been successfully applied in various fields [3-10]. To
the authors’ knowledge, this is the first application of this concept for condition
monitoring of electrochemical energy systems.

5.3.1 Basics of Copula Functions

The joint PDF of two continuous random variables X; and X, is equal to

Sxox (X1, x2) = fiox, (G lx)fx, (1) = fxx, (1x2)fx, (x2), (5.5

where fx, (x1) and fx, (x2) are the marginal PDFs, and fx,x, (x1|x2) and fx,x, (x2|x1)
are the corresponding conditional PDFs. The marginal distributions either are known
or can be easily estimated from the available data. On the other hand, when x; and x;
are dependent, the conditional PDFs are generally unknown and are usually difficult
to estimate. Consequently, the derivation of the joint PDF is not trivial. An elegant
way to connect the marginal PDFs of the random variables with their joint PDF is
given through copulas.

For two random variables X; and X,, which are defined on the same probability
space, the joint CDF FY, x,(x1, x2) defines the probability of events in terms of
the simultaneous occurrences of X; and X,. Sklar [11, 12] proved that the joint
distribution function F¥, x, (x1, x2) of two random variables is equal to the copula
C(u,v).

Theorem 5.1 (Sklar’s theorem) Let Fy, x, (x1, x2) be a two-dimensional distribution
Sfunction with marginal distribution functions Fx, (x1) and Fx,(x;). Then a copula
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48 5 Statistical Condition Monitoring Tool
C(u, v) exists such that for all x;, x, € X2,
Fx, x,(x1,x2) = C(u, v), (5.6)

whereu = Fx, (x1) andv = Fx, (xp). Moreover, if Fx, (x1) and Fx, (x,) are continuous,
then C(u, v) is unique. Otherwise C(u, v) is uniquely determined on the Cartesian
productIm(Fx,) x Im(FY, ). Conversely, if C(u, v) is a copula and Fx, (x) and Fx, (x,)
are distribution functions then Fx, x, (x1, X2) is a two—dimensional distribution func-
tion with marginals Fx, (x1) and Fx, (x3).

A bivariate copula function C : [0, 1> — [0, 1] is an aggregation function that
satisfies [13]:

1. C(x,0) =C0,x) =0 and C(x, 1) = C(1,x) = x for all x € [0, 1] (boundary
conditions);

2. C(xi,y1) — C(x1,¥2) — C(x2,y1) + C(x2, y2) = 0, for all xy, y1, x2, y2 € [0, 1]
such that x; < x, and y; < y, (2-increasing property).

According to Sklar’s theorem [12, 13], there exists a multivariate CDF Cy (1, v),
where 6 is a parameter that has to be estimated, and u and v are uniformly distributed
random variables on the unit interval [0, 1]. Therefore, the joint CDF Fy, x, (x1, x2)
reads as follows:

Fx, x,(x1,x2) = Co(Fx, (x1), Fx, (x2)) = Cy(u, v), (5.7
where u and v are obtained by using the inverse probability integral transform [14]:

u=Fy,(x1), u~%(,1),

(5.8)
v=Fx,(x2), v~%(0,1).
From (5.7), it follows that copula Cy(u, v) is a function that couples the marginal
CDFs Fy, (x1) and Fy, (x2) of the random variable X = (X, X,) with its joint distri-
bution Fy, x, (x1, x2).

From the large collection of bivariate copulas, the analysis in this book is focused
on the Archimedean family, where copulas are constructed by using the following
relation [15]:

Cou, v) = o (s () + 9o (), (5.9)

where u = Fy, (x1), v = Fx,(x2), and ¢y (-) is called a generator function and (pf[f” )
is
—1 .
1 _ | @5 (O, 0 <17 =<¢s0);

9o (1) = 0, if g (0) <t < o0. (5.10)
The generator function @y(f) : [0, 1] — [0, co] must be continuous and strictly
decreasing. Table5.1 shows different types of Archimedean copulas constructed
with the different generators ¢y () [13]. Each of the families in Table 5.1 describes a
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Table 5.1 Archimedean copulas

Cou,v) 0] Solve (2502) — g, v)
—-1/6 1
Clayton [max (u‘a + vt — 1, 0)] / 7 (t_g — 1) 1 - u? +
0
(qui+t) ") "8
1 e — e -1 e 1 Ly —ef(1—g4qe™)
Frank —eln(l + 0 ] —In 0 1 g log T qel —gelu
1/6 1—6(1—1¢
Gumbel- | exp (f [(ln w? + (—In v)e] / ) In # Only numerical solution
Hougaard !
Fig. 5.1 Regions of best 014
performance for different 012 -
Archimedean copulas 01

0.08

0.06

Clayton Gumbel

different dependence structure. The selection is performed intuitively. As shown
in Fig.5.1, Clayton and Gumbel copulas exhibit the best results in the tails of the
distribution, while Frank copula performs best under the bell of the distribution.

5.3.2 Estimation of the Parameter )

The PDF and CDF are connected with the derivative (integral) relation. In terms of
copulas, the joint CDF is H(x, y) = C(u, v), hence to obtain the joint PDF one uses

the relation )
0-C(u,
ol v) = €Y. (5.11)
oudv

As an example, one may consider the Clayton copula. Starting from its CDF, one
gets PDF as

146
c(u,v) = u" 0D (—%) W + vt — 1) O, (5.12)

The rearrangement of the last equation leads to

1426

cu,v) =1 +0)) OV v — =7 . (5.13)
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One way to determine € in (5.13) is through maximum likelihood estimation. By
definition, the likelihood function of a random sample of size n is the joint probability
density (mass) function denoted by [16]

L) = L(O; x1, X2, ey Xp) = F (X1, X2, oeey X3 0). (5.14)

For a random sample consisting of independent, identically distributed random vari-
ables, (5.14) gets the form

L(0) = L(O; x1, X2, ..., X)) = f(x15 0)f (x2; 0)..f (%3 0), (5.15)

where 6 is a vector of parameters. In order to estimate 6 that maximizes the likelihood
function (5.15), we take the derivative of L(6) with respect to 6 and set it equal to
Zero: L0
9L©®) =0. (5.16)
00

The function log(L(6)) varies monotonically with its argument, or in other words,
log(L(0)) increases and decreases when L(0) increases and decreases respectively.
This is because both functions are monotonically related to each other, leading to the
same maximum estimate for both functions [17]. Hence, the maxima of the likelihood
function and the logarithm of the likelihood function are the same. We use this fact
in cases when it is easier to find the maxima of a logarithm likelihood function, such
as when exponents are involved in the density function, as it is in our case. The
logarithm of the density function c(u, v) is

1+ 26 o 0
log c(u, v) =log(l +6) — (6 + 1) log(uv) — — log(u™" +v 7 —1). (5.17)

Finally, 6 is determined as the minimum negative log likelihood [18, 19]. The same
procedure may be applied to all copulas that belong to the Archimedean family.

5.3.3 Higher-Dimensional Copulas

The copula, as defined by (5.7), couples two random variables into their joint CDF,
hence the name bi-variate copula. However, the majority of problems are multidi-
mensional, and thus, the bivariate copulas should be extended to accommodate mul-
tidimensional cases. There are two approaches to extending to higher dimensional
copulas [4, 20]:

1. The first approach extends the bivariate copula to multivariate copula using
only one dependence parameter 6. Such copulas are known as exchangeable
Archimedean copulas [21]. The main drawback is that copulas for higher dimen-
sions are tedious to derive [22].
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2. The second approach uses bivariate copulas to form a hierarchical structure with at
most n — 1 dependence parameters 6; for n random variables. This construction
of multivariate copulas is called a fully nested Archimedean copula (FNAC)
[21, 23].

As shown in Fig.5.2, a FNAC is a treelike structure that is obtained using an
iterative procedure that starts with coupling two random variables. For this particular
FNAC structure, u; and u, are coupled into copula Cy, (1, u») with parameter 6;. In
all subsequent iterations, the obtained copula is coupled with a new random variable;
for example, copula Cy, is coupled with u3 into Cg, (Cy,, up) with parameter 6, and
so on. The final output of the topmost copula reads

Co, (U1, Uz, u3, ug, us) =

5.18
= Cy, (us, Co, (us, Co, (u3, Co, (u1, 2)))) . o189

Generally, a FNAC structure with # input variables has n — 1 parameters 6;. The
final function (5.18) represents a valid copula only if the following condition is
fulfilled [24]:

01 >0, > >0,1, (5.19)

where 6, is the parameter of the most nested copula, 6, is the parameter of the second
most nested copula, and so on. The estimations of the values of 6;, i = 1,...,n— 1
are obtained using the maximum likelihood algorithm.

Sometimes, it is not possible to build a FNAC structure that satisfies the condition
(5.19) for the desired order of variables in the FNAC. In such a case, a valid FNAC
could be found in the set of all FNACs obtained by permuting the order of the
variables entering the FNAC [25].

5.4 Copula Based Condition Indicator

The process of computing the CI by using the impedance joint CDF is composed of
several steps. First, from the available frequency range, a low cardinality frequency
set is selected in a way that the fuel cell characteristic is preserved. Secondly, the
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impedance values are calculated at the selected frequencies by using CWT (3.6).
Afterwards, the parameters of the PDFs (3.13)—(3.18) are estimated by employing
relation (3.20). It has to be noted that for each frequency f;, the PDF of the wavelet
coefficients (3.6) has different parameters. As a result, n different sets of parameters
are calculated, one for each frequency f;. In order to use the copula concept, the
selected impedance values are transformed into a uniform random variable by using
the CDF (3.19). Finally, the CI is computed as the output of the estimated multivariate
copula.

5.4.1 Selection of the Appropriate Frequencies

Impedance is measured over a broad frequency range and the results are represented
as a Nyquist plot. Usually, the number of selected frequencies is quite large. This
number can be reduced by analysing a subset of frequencies that capture the generic
shape of the Nyquist plot for the electrochemical device at hand. As an example, in the
context of PEM fuel cells, the shape of the Nyquist plot suggests that the characteristic
is predominantly capacitive, and it embodies two depressed semicircles:

e the low-frequency semicircle, which is attributed to diffusion processes, and
e the high-frequency semicircle, which is attributed to kinetic processes.

Therefore, it is reasonable to choose a similar number of impedance values from
both frequency regions sampled at logarithmically equal intervals. As a result, the
final feature set consists of Ny impedance values that preserve the information about
the impedance shape. This feature set with reduced cardinality is subsequently used
for the estimation of the system condition. A possible future improvement of the
feature selection process can be achieved by employing, for instance, correlation-
based feature selection methods, sequential forward (backward) feature selection, or
minimum redundancy maximum relevance feature selection [26, 27].

5.4.2 Estimating Copula Parameters

For each impedance measurement, a complex matrix Z(¢, ) is obtained as a result
of the CWT (2.24). The complex matrix Z(t,f) has dimensions m x Ny, where
m = sampling frequency X duration is the number of time moments at which u(¢)
and i(¢) were measured. The parameter Ny is the number of frequencies at which the
impedance was measured.

By using the calculated impedance values at each of the selected frequencies f;,
i=1,..., Ny, the parameters (3.20) of the CDFs are estimated. Afterwards, using the
corresponding CDF, each value of the matrix Z(z, f) is transformed into its uniform
feature. As a result, a matrix U with dimension m x Ny is obtained. Finally, the
copula 6; parameters (5.19) are estimated by employing the matrix U.
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5.4.3 Copula Output as an Aggregated Condition Indicator

Since the copula function is a CDF, its output is a probability of observing a particular
combination of uniformly distributed values U = [uy, ..., uy,]. Through the exper-
iment, for each measurement sequence ¢, a FNAC structure is built using uniform
matrix Uy,. The process is shown in Fig.5.3.

The calculated values from the initial fault-free measurements g = 1 are used
as a baseline for CI. Since a deterioration in the condition will alter the impedance
statistical characteristics, for the initially calculated copula, such a state will be
regarded as a random event with a low likelihood. The low likelihood events (i.e.,
faults) lie in the tails of the PDF. As the output of CDFs is the probability P[U < u],
the output of the copula will be close to one for events that lie in the tail that is in
the (+, +, ..., +) hyperoctant.! On the other hand, the output of the copula will be
close to zero for events that lie in the tail that is in the (—, —, ..., —) hyperoctant.
For a two-dimensional PDF, the (+, +) quadrant is marked with 1 and the (—, —)
quadrant is marked with 2 in Fig. 5.4. The CI baseline will be located somewhere in
between.

I'The notation (+, +, . . ., +) specifies the area determined by positive semiaxes in all dimensions.
A two-dimensional special case is shown in Fig.5.4.
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5.5 Summary

The derived analytical marginal PDFs allows the application of copula functions for
data aggregation. As a result, information contained in the Nyquist plot, comprising
the impedance values at an arbitrary frequency interval, can be reduced into an
overall condition estimate. The condition of an electrochemical device is hidden
in the dependence structure of the impedance values, which are, in the case of the
fast EIS, complex random variables.

The resulting multidimensional CDF directly provides the probability of observ-
ing a certain form of the Nyquist plot with respect to the fault free one. Consequently,
the calculated CI, defined as the output of the copula structure, is a probability of
observing particular impedance values and is directly related to the electrochemical
system condition as well as the severity of the present fault.

The proposed approach has several practical merits. First, for the purpose of fault
detection, the proposed CI can be implemented without any prior characterisation of
the electrochemical system under various faults. The CI baseline can be estimated
from data acquired solely from measurements under a fault-free operation. Second,
the approach is computationally efficient. Finally, the estimation of PDF parameters
and the transformation of the acquired data into uniform random variables exist in
closed form. This makes the proposed approach a suitable solution for an embedded
CM system.

Determining the threshold values using the probability of false alarm has sig-
nificant practical merit. For each of the measured impedance components one can
calculate the probability of false alarm and use this value as an indicator of confi-
dence that the current condition of the system has sufficiently departed from the fault
free region. Furthermore, the proposed condition indicator scaled with the chosen
PFA is directly related to the fault severity.
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Chapter 6
Condition Monitoring of PEM Fuel Cells

In order to show the potential of the proposed CM method beyond laboratory usage,
this chapter presents the complete process of tuning and evaluation of a CM system
for a PEM fuel cell under various water management faults. The evaluation was
performed on a commercially available PEM fuel cell system, the HyPM HD 8
produced by the Hydrogenics Corporation. The stack consists of 80 PEM fuel cells
each with a surface area of 200 cm?, providing 8.5 kW of electric power in total. The
fuel cell system operates on pure hydrogen and ambient air.

6.1 Experimental Setup

The electronic load was connected to the fuel cell system and it was used to perturb
the system with a DRBS perturbation signal in galvanostatic mode. The waveform
of the load current was controlled by an arbitrary function generator. The generator
was generating the DRBS reference signal, which was feed to the electronic load as
a reference signal for the load current. The block diagram in Fig.6.1 presents the
experimental setup. In the presented configuration, all signal flows can be distinctly
observed.

For the impedance calculation, the voltage of each cell of the stack was measured
separately using a 90 channel fuel cell voltage monitor (FCVM). An FCVM provides
wide frequency measurements of the electrical current delivered by the fuel cell stack
as well as the corresponding voltages of each individual stack. The details about the
hardware implementation of the FCVM are given in Chap. 7.
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Fig. 6.1 Block diagram of the experimental setup

6.2 Experimental Profile

Two types of artificial faults were included in the evaluation process, i.e., flooding
and drying of the stack. The rationale behind the selection of these two faults is
twofold. First, both faults are short term and more importantly reversible. Secondly,
they have a profound effect on the fuel cell performance. Therefore, the changes in
the fuel cell condition are sufficiently fast and the performance of the proposed CI
can be promptly evaluated. The experiment went through five stages:

nominal inlet air humidity for 11 min,
dried inlet air for 10 min,

nominal inlet air humidity for 10 min,
100% humid inlet air for 10 min, and
nominal inlet air for the last measurements.

A

The interim inlet air with nominal humidity was fed in order to cancel the influence
of the previous fault and monitor the recovery of the fuel cell. According to the
procedure described in Chap. 5, the electrical current and voltage were sampled with
frequency f; = 5 kHz. A single data acquisition segment lasted 60 s. Measurements
were performed 40s apart.

In the stages with nominal air humidity, the relative humidity of the inlet air was
kept at 9% (which at 50°C corresponds to 7.5 g/m? - grams of water per cubic meter
of air). In order to induce drying, air fed to the fuel cell was slightly dried down
to a relative humidity of 5% (4.1 g/m?) for about 10 min, between the 12™ and the
22" min. The first interim “recovery” period was between the 22" and the 34" min.
The flooding was introduced between the 34™ and the 58" min. During that time,
saturated air with a relative humidity of 100% (83 g/m?), was fed into the fuel cell
system inducing flooding of the fuel cells. At the final stage, the air humidity was
decreased down to the initial 9%.
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6.3 Time Evolution of Particular Impedance Components
at a Single Frequency

The impedance values were calculated according to the fast EIS procedure described
in Chap.2. The analysis was performed in the frequency band [0.5, 500] Hz. The
thresholds in the plots in Fig. 6.3 were calculated according to (5.1) for four PFA
values PFA = {25, 20, 15, 10%} using the corresponding CDFs (3.16) and (3.19).
The corresponding parameters o, 0; and p were estimated from the fault free sig-
nals during the first stage of the experiment by employing (3.20). The histogram
of the impedance components from the first stage of the experiment are shown in
Fig.6.2. The plots additionally show the theoretical PDFs using the estimated para-
meters o, 0; and p. It is clearly visible that the theoretical PDFs closely describe the
empirically calculated histograms.

The time evolution of the impedance at 153 Hz is shown in Fig. 6.3. The changes in
the impedance values clearly indicate the five experiment stages. The first departure
from the fault free condition was between the 12" and the 22™¢ min when the fuel cell
was fed with somewhat drier air (5% relative humidity). In that particular region, the
real component of the impedance increased and surpassed the threshold of 70%, as
shown in Fig.6.3a, b. A similar observation can also be made for the module of the
impedance, as shown in Fig. 6.3c. Despite the minute changes in the relative humidity
of the inflow air, there is an apparent change in the value of the impedance, with 30%
probability of false alarm. Without the threshold values, such a quantification would
have been impossible.

Unlike the minor changes caused by the mild decrease in the humidity, the flooding
with 100% saturated air inflow shows significant changes in all three impedance
components. The values of 9(z) and |z|, between the 34" and the 58™ minute,
indicate that the condition of the fuel cell departed from the fault free area, with less
than 10% probability of false alarm, as shown in Figs.6.3a and c. The change in
the imaginary component J(z) is somewhat smaller; the probability of false alarm
is less than 30%. Finally, when the relative humidity of the air inflow was returned
to normal, the impedance components returned to the initial values within the fault
free region.

6.4 Time Evolution of the Condition Indicator at a Single
Frequency

Following the procedure described in Sect. 5.2, a CI based on the impedance module
|z| was calculated for each measurement. Its time evolution is shown in Fig. 6.4. The
values of the CI were calculated using the mapping relation (5.4) with PFA = 90%.

By analysing this time evolution, one can notice that during the fault free operation
the CI acquires low values. As the first fault was induced, the values of the CI
increased up to 0.5, which indicates that the condition of the fuel cell deteriorated.
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Fig. 6.2 Probability distribution functions of particular impedance components

The acquired value of 0.5 clearly shows departure from fault free operation, while at
the same time is inline with the low severity of the induced drying, relative humidity
change of 8%. Unlike the low severity of the drying fault, during the flooding phase
of the experiment, the value of CI surpasses the limit value of 1. The overwhelming
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flooding of the system is directly reflected in the high value of the CI. Finally, at the
end of the experiment, when the air condition was back to nominal, the values of the
CI decreased indicating almost fault free operation.
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The results confirm the behaviour of the CI. It is sufficiently sensitive on deviation
in the condition of the water management. At the same time, its value is directly
related to the severity of the deviation with respect to the selected PFA.

6.5 Time Evolution of the Aggregated Condition Indicator

Following the procedure described in Sect. 5.4, the CI was computed for each of the
q € [1, 105] measurements. The time evolution of the CI is presented in Fig.6.5,
where the experiment time is represented on the x-axis.

At the beginning of the experiment, the copula value defines the CI baseline of a
fault-free condition. Dry inlet air of 5% relative humidity causes fuel cells to dry out,
hence the increase of the CI. This indicates that some of the impedance components
changed, and consequently, the observed measurements belong to a low likelihood
tail. On the other hand, the saturated inlet air with a relative humidity of 100% causes
the flooding of fuel cells. As a result, the CI reaches almost zero. At the end of the
experiment, the humidity of the inlet air was set back to nominal values, resulting in

Fig. 6.5 Evolution of the
condition indicator (copula
output)

Copula output
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fuel cell recovery, causing the CI to return to the baseline values similar to the values
from the beginning of the experiment.

It has to be noted that the experiment was performed on an industrial-grade fuel
cell system. As such, the built-in controls managed various parameters such as air and
fuel flow (stoichiometry) as well as temperature. Therefore, these parameters were
not strictly held within sharp boundaries with laboratory precision. As a result, some
fluctuations can be observed in the CI values throughout the experiment (Fig.6.5).
Regardless of these fluctuations, the fault regions are distinctly visible, which con-
firms the link between the CI and the actual fuel cell condition.

The results show that the proposed CI (i.e., copula output) can also be directly
related to the fault severity. The departure of the copula values for the drying fault
from the baseline level is smaller compared with the copula values during the flooding
fault, which corresponds to the induced fault severity.

6.6 Summary

The results in this chapter are a clear presentation of the applicability of the proposed
fast EIS approach for CM of electrochemical energy systems. Furthermore, it is
shown that real-world measurements conform with the theoretical results. The capa-
bility of setting accurate diagnostic thresholds based solely on fault free operation
significantly diminishes the commissioning efforts and increases the practicality and
reliability of the proposed CM approach. The final chapter of this book will present
a complete, production ready, embedded CM system for PEM fuel cells based on the
proposed fast EIS approach.



Chapter 7
Hardware Components for Condition
Monitoring of PEM Fuel Cells

The fast EIS technique presented in the previous chapters is a generic tool applicable
to various electrochemical devices. The biggest obstacle for real-world implemen-
tation is the available data acquisition equipment. Usually, impedance measurement
devices are predominantly designed for laboratory usage (i.e., frequency response
analysers) and therefore are unsuitable for online CM applications.

Typically, when performing EIS on an operational device, the device is discon-
nected from the load and the procedure of applying the excitation signals and the
actual measurement are performed offline. Addressing this issue, this chapter presents
a hardware solution for CM of PEM fuel cell systems capable of performing fast EIS
without interrupting the normal operation of the electrochemical device under test.

The proposed hardware setup consists of a modular step-down direct-current-to-
direct-current (DC-DC) converter and a 90-channel fuel cell voltage monitor. Besides
its basic capability of electric power conversion, the DC-DC converter is capable of
injecting current excitation signals of arbitrary waveform to the input device (i.e.,
PEM fuel cell stack). On the other side, the designed voltage monitor enables precise
voltage measurement of all individual cells in the fuel cell stack. The interconnection
between the DC-DC converter and the voltage monitor provides a platform for an
embedded CM system that can operate in online mode without interrupting the normal
operation of the underlying electrochemical system. The architecture of the designed
system is presented in Fig.7.1.

7.1 DC-DC Converter

Contemporary commercial fuel cell systems are equipped with DC-DC converters
and voltage monitors that fulfil only basic requirements for output power conditioning
(e.g., [1-9]) and monitoring (e.g., [10, 11]). The designed DC-DC converter is a
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conversion module that converts the output voltage of a fuel cell power module
into the voltage of an energy storage device (e.g., rechargeable lithium battery or
storage capacitor). The input device (i.e., fuel cell stack) and the output device (i.e.,
secondary battery) are current source and current drain, respectively. Therefore, the
DC-DC converter should be treated and designed as a current-transforming device.
Yet, this is uncommon for nearly all commercially available converters, which mostly
operate as voltage-transforming devices.

Having a DC-DC converter as a current-transforming device makes the stack
current under the primary control variable, while the stack voltage is monitored in
order to ensure safety and operation in an appropriate range. The same applies to
the output side, where the current is under primary control, and the output voltage is
supervised in order to stay in the predefined range.

To achieve high conversion efficiency, topology with the lowest number of power
components is preferred. The conversion topology employed is the step-down con-
verter. For such a converter, the main energy flow goes only through a single-pole,
double-throw, electronic switch and the power inductor. As a result, only a small
amount of energy is cycled in the power inductor during each conversion cycle.

Given the current mode of operation, several DC-DC converter modules can be
paralleled to obtain higher output currents. The external master controller can be
programmed to dynamically share the load between several parallel converters in
order to fulfil the current load requirements and to optimise the efficiency of conver-
sion. At low current loads, the master controller can switch off some of the modules
and drive the others to a higher conversion power. In this way, the switching losses
of the less loaded modules are eliminated and the overall conversion efficiency is
increased.

In the present configuration, the solution is limited to a maximum of eight parallel
DC-DC converter modules, each handling up to 80 A of output current. When eight
units are paralleled, the overall current reaches up to 640 A, attaining the capacity of
power conversion of nearly 16 kW in 24 V systems. An example of an implemented
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Fig.7.2 Assembly of three DC-DC converter modules paralleled together providing 5 kW of power
conversion capability

5 kW conversion block is shown in Fig.7.2. The assembly consists of three parallel
DC-DC converter modules, two capable of delivering 80 A and one 40 A of current.

By paralleling several DC-DC converter modules, a lower input current ripple
is achieved by the asynchronously operated modules. The current mode step-down
converter with constant OFF-time inherently operates with variable frequency. As
confirmed by the performed test, three paralleled modules have never fallen into
synchronism, even if they were driven by the same current set-point. This allows
further optimization (i.e., reduction) of the size of the input capacitor bank.

The block diagram in Fig. 7.3 depicts the conceptual arrangement of the DC-DC
module. Roughly, the module can be divided into three functional blocks, namely,

e multichannel power supply,
e microcontroller circuitry, and
e step-down power output stage.
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Fig. 7.3 Block diagram of the DC-DC module

7.1.1 Microcontroller Circuitry

The microcontroller circuitry is powered by a multichannel power supply. The supply
voltages are generated by a fly-back converter topology. The multichannel power
supply must be enabled by an external digital signal. With this signal, the external
master controller can switch ON or OFF the complete DC-DC converter module.
This enables isolation of the defective module as well as increases in the efficiency
of operation at low loads.

The DC-DC module is managed over a controller area network (CAN) commu-
nication bus. The primary task of the microcontroller is to receive CAN messages
with set-point values for the DC-DC converter and to adjust the peak current of the
output stage accordingly. The set-points that can be sent to the microcontroller of
a DC-DC converter module via the CAN bus are (i) the peak value of the output
current, (ii) the maximum output voltage, (iii) the amplitude of the excitation signal
for the impedance measurements, and (iv) the frequency of the excitation signal.
The only way the embedded microcontroller can affect the power stage is by means
of a control signal through an external 12-bit D/A converter. The microcontroller
supervises the operation of the DC-DC conversion across four analogue inputs (see
Fig.7.3).

7.1.2  Power Output Stage

The step-down power output stage is designed as a self-sufficient block. It needs no
microcontroller intervention to oscillate and to control the output current. Hence,
the safety of the power control is not affected by possible software errors or strong
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Fig. 7.4 Power output stage of DC-DC converter

external transients, which would cause the microcontroller to operate temporarily in
an undefined state.

The energy flow of the power output stage of the DC-DC converter is controlled
by pulse-width modulation (PWM). The design of the output stage is presented
in Fig.7.4. PWM cycles power metal-oxide-semiconductor field-effect transistors
(MOSFETS) in a synchronous mode. This mode reduces power dissipation during
the OFF cycle of the converter. The power inductor L filters the modulating current
variations and, together with the output capacitor C,,,, provides necessary low-pass
filtering. Input current variations are filtered out with an input capacitor bank C,,,
which eliminates fuel cell stack current ripple. Stack current is delivered through the
Schottky diode D, intended to prevent back current flow that would otherwise cause
irreparable damage to the fuel cell stack.

The standard current mode converter with constant frequency is most often
employed, although it suffers from inherent low-frequency instability [12—15]. As
the stack voltage is frequently close to the required output voltage, the DC-DC con-
version is subjected to operation at high PWM duty cycles. The constant-OFF mode
of the current control is a particularly convenient method for this purpose. Therefore,
at the design of the DC-DC converter, a current mode step-down converter with a
constant OF F-time and synchronous switching mode was used. The constant-OFF
type encounters no inherent instability problems and enables cycle-by-cycle peak
current control of the output stage.

Figure 7.4 shows that the output pair of N-type MOSFETs is driven by a high-
side/low-side MOSFET driver. When the upper MOSFET bank is switched ON,
electrical current starts to flow from the fuel cell stack and the input capacitor bank
into the output capacitor bank and the load. The current in the inductor increases
until the current sensor detects a set-point value, as shown in Fig.7.5. When output
current exceeds the set-point value, the Comp; triggers the monostable flip-flop.
This causes the top MOSFET bank to switch OFF and the bottom MOSFET bank to
switch ON (the driving signals for the MOSFET banks are shown in Fig.7.5). The
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Fig. 7.5 Key waveforms of the DC-DC converter operating at two different input voltages U;,
and the same output current /,,; (CH1 [blue]: LI signal, CH2 [magenta]: HI signal, CH3 [brown]:
voltage of the power inductor’s entry point, CH4 [cyan]: power inductor current)

inductor current recirculates through the lower transistor bank and decreases linearly
for a defined amount of time (constant-OFF). When the predefined time elapses, the
top MOSFETs switch ON again and allow the passage of stack current to the output.



7.1 DC-DC Converter 71

The OFF-time is determined by the RC constant of the monoflop constant. The
ON-time is variable and depends on the input voltage. If the input voltage from the
stack is high, the ON-time becomes short, and vice versa. When the input voltage
approaches the output voltage, the oscillation ceases away, and the current goes
straight through. With the present design, the OFF-time is set to 4 us. When the fuel
cell stack output voltage is near twice the required DC-DC converter output voltage,
the output stage oscillates at 125 kHz. The switching frequency increases with the
input-output voltage ratio. When the input voltage is only a few volts above the output
voltage, the switching frequency drops to a few kilohertz. At the ultimate situation,
the switching stops completely. In this way, a very wide range of input voltages are
covered. Given the backflow protection diode D, the input voltage must be at least
one diode drop higher than the output voltage. To illustrate the constant-OFF mode,
the waveforms shown in Fig. 7.5 were acquired under the same output current /,,,, but
at two different input voltages U;,. The OFF-time is identical in both cases, whereas
the ON-time is longer in the case of lower input voltage U;, (i.e., Fig.7.5b) in order
to fulfill the requirements of the output current.

When a battery is connected to the output of the converter, the implementation of
the synchronous mode is not a straightforward task. The backflow current might flow
from the battery back through the power inductor and the lower bank of MOSFETSs
(e.g., at zero current set-point). In such a case, the inductor current would rise to
values at which the circuitry would be damaged instantly. To avoid this, the circuitry
actually switches between the normal mode (when the diode D, is used to recirculate
the inductor current) and the synchronous mode (when low-side MOSFETs are used
instead). The switchover is performed by the comparator Comp,. At low output
currents, the output stage operates in normal mode, and lower MOSFETS are never
switched ON. At higher output currents, the synchronous mode takes over and keeps
the switching losses low.

The DC-DC converter strictly operates in current-transforming mode. However,
when the output voltage reaches the gassing level of the battery, the output current is
reduced. In this situation, the output voltage limiter (see Fig. 7.4) reduces the current
set-point. It operates as a secondary voltage control loop and fixes the battery voltage
at the set-value by forcing lower output current as demanded.

7.2 Fuel Cell Voltage Monitor

A significant voltage drop is an indication that either the operating conditions or the
health of the fuel cell is seriously impaired. Therefore, even low-cost, fuel cell-based
power systems require some kind of cell voltage monitoring. A significant discrep-
ancy exists between the laboratory-grade and the commercially available diagnostic
and measurement equipment. The trade-off is between the capability of handling
fast and precise measurements on the one hand and the price on the other [16, 17].
Most of the commercially installed FCVM systems are capable of measuring only
the joint voltage of two or more adjacent fuel cells with a rather low sample rate and
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Fig. 7.6 FCVM connected to an 8.5 kW PEM fuel cell system Hydrogenics HyPM-HD 8-200 (top
view FCVM’s PCB; side view realization of contacts to all of the fuel cells)

resolution. Notwithstanding the cost-effectiveness, such equipment suffices only for
detecting severe deteriorations in the fuel cell condition. As a result, it is incapable
of performing total stack monitoring or providing more sophisticated diagnostic
information.

The proposed solution bridges the gap between the laboratory-grade measure-
ment equipment and the contemporary commercial diagnostic systems. The proposed
FCVM is a low-cost data acquisition device capable of performing a precise voltage
measurement of individual cells inside a fuel cell stack that consists of up to 90 cells.
Additionally, it provides a platform for conducting EIS measurements on every cell
of the stack. Figure 7.6 shows a typical implementation of the FCVM connected to a
PEM fuel cell stack of a commercially available power unit via spring contact pins.
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7.2.1 Resolving the High Common-Mode Voltage Potential
Issue

One of the biggest issues when measuring the voltage of an individual cell within a
larger stack is a high common-mode potential, which builds up from the potentially
low cell to the highest cell in the stack. The signal acquisition system must be capable
of measuring only a few millivolts superimposed on several tens of volts. Such a high
common-mode potential poses two limiting factors: the ability of a multiplexer to
select the individual cell within this very wide common-mode voltage range and
the ability of instrumentation amplifiers or floating A/D converters to extract the
relatively small cell voltage in the presence of high voltage offset [18].

The issue of high common-mode voltage range of multiplexers remains unsolved
by readily available low-cost measurement devices. The proposed solution employs
standard CMOS analogue multiplexers. By proper biasing and using an isolated DC-
DC power supply, making a floating analogue multiplexer is possible. Figure7.7
shows that an isolated DC-DC converter provides voltage supply to the multiplexer.
Two Zener diodes regulate the bias for the multiplexer for maximum input range,
while an NPN transistor supplies current to a digital signal isolator, which selects the
particular input. The selected voltage is then transferred to the difference amplifier
for further signal preparation and A/D conversion. One such circuitry is capable of
handling signals from up to 30 fuel cells.

To decrease the number of multiplexers, two multiplexers are interlaced as shown
in Fig.7.8. In this way, only one input is effectively used per cell. Thus, selecting 30
cells is possible by using a pair of standard 16-to-1 multiplexers. One spare channel
is used for automatic autozero measurement, which eliminates the offset voltage of
the difference amplifier.

An ARM Cortex-based microcontroller performs synchronization among differ-
ent AD channels required for proper data acquisition. Additionally, the microcon-
troller controls the communication interfaces and provides the necessary computa-
tional resources for the execution of the diagnostic algorithms.
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7.2.2 FCVM Measurement Modes

The FCVM can perform two types of measurements:

e voltage monitoring of all the cells of the stack and
e impedance measurement of individual cells.

In the first mode, the FCVM measures the voltage of each individual cell inside a
stack with a resolution of 62.5 V. The stack voltage and current are also measured
with a resolution of 24 mV and 10 mA, respectively. The stack voltage and current
are measured through a simple voltage divider and Hall-effect current transducer,
respectively. In the monitoring mode, the refresh rate is 400 ms.

The second measurement mode provides a powerful tool for performing measure-
ments intended for EIS-based diagnostics. The relevant AC diagnostic signals are
superimposed on the operational DC signals of the fuel cell and have small ampli-
tudes with respect to the DC component. Measuring such low-amplitude AC signals
at low noise is of utmost importance.

To achieve the required high resolution at low noise, the voltage of an individ-
ual cell undergoes two preprocessing steps. In the first step, the DC component is
subtracted by employing the analogue subtraction circuit. In the second step, the
remaining AC component of the signal is amplified by a factor of 10 in order to
attain low noise and a higher resolution of A/D conversion, as shown in Fig.7.9.
Consequently, the FCVM measures the AC voltage of sequentially selected cells
inside a stack with a high resolution of 80 uV at a sampling rate of 5 kHz. Special
care was taken to keep the frequency response of voltage and current measuring
paths as equal as possible as the impedance is actually proportional to their ratio in
the amplitude/phase space.

Normally, extraction of AC signals in the presence of a DC signal is performed
by using a high-pass analogue filter. However, switching among cells would cause a
long settling time of the filter, which would significantly prolong the data acquisition
time. Since the DC voltage of the cell obtained by the first measuring mode is already
known to the microcontroller, the value is sent to the subtraction circuitry via the D/A
converter, as shown in Fig.7.9. The result is the AC component of the signal with a
small DC residue caused by circuit imperfections and slow cell voltage variations.
This composite signal is then amplified to gain higher resolution and to keep a high
signal-to-noise ratio. As the DC residue is also amplified, it is removed later by digital
signal processing within the microcontroller.
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Fig. 7.9 Block diagram of the FCVM

7.2.3 DC-DC Converter and FCVM as a Condition
Monitoring System

To perform online EIS-based CM of PEM fuel cells, the DC-DC converter module
and the FCVM were interconnected into a CM system. The interconnection enables
the performing of measurements that are required for the fast EIS technique. The
FCVM performs the voltage and current measurements, and conducts the signal
processing tasks. The DC-DC converter performs the DC-DC conversion, and when
prompted by the FCVM, it executes the current excitation of the fuel cells. The
scheme of the interconnected condition monitoring system is shown in Fig.7.10.

To perform the current excitation of the cells, the DC-DC converter module is
equipped with a firmware-based excitation pattern generator, as shown in Fig.7.10.
Using the selected pattern, the microcontroller modulates the output current of the
DC-DC converter. As this variation of the output current is filtered out by the output
capacitor bank, the modulation does not significantly affect the load. On the input
side of the DC-DC converter, the current modulation affects the current through the
fuel cell stack. The stack becomes excited enough to respond with minute variations
of the cells’ voltages. By measuring these variations with the FCVM, the information
on the impedance of the cells is obtained.

The excitation of the electrochemical device is affected by the presence of the
input capacitor bank of the DC-DC converter and its dynamics. The capacitor bank
must be present to reduce stack current ripple. This capacitance is paralleled to the
stack, and its influence is most prominent at high frequencies, while the information
on the cells’ condition is present at low frequencies.
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Fig. 7.10 Connection scheme between the FCVM and the DC-DC converter for online condition
monitoring

7.3 Summary

The presented hardware components provide a platform for a versatile, online CM
system. All things considered, such a CM system bridges the gap between the
laboratory-grade measurement equipment and contemporary commercial diagnos-
tic systems. The designed electronics use innovative design solutions by employing
industry-standard components. Consequently, the constructed system is both (i) com-
mercially viable and (ii) precise enough to perform sophisticated diagnostic mea-
surements. The combination of the designed DC-DC converter with the 90-channel
FCVM represents a capable platform for accurate online CM.

The system comprises a DC-DC converter with diagnostics capabilities, a
90-channel voltage monitor, and embedded algorithms for signal processing and
condition monitoring. The developed DC-DC converter module can be grouped in
parallel with what the overall output power is increased. Besides power condition-
ing, the DC-DC converter enables system probing with arbitrary signals that can
be used for diagnostic purposes. Together with the FCVM, it provides the basic
hardware platform for online condition monitoring of various types of electrochem-
ical devices. Both devices are built to meet tight requirements regarding size and
costs imposed by commercially oriented applications and at the same time to fulfil
accuracy requirements set by the diagnostic methodology.
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Chapter 8
Conclusion

EIS is a well established technique for the characterisation of electrochemical
devices. However, conventional EIS approaches have two main deficiencies: (i)
a long measurement time due to usage of naive excitation signals, for instance
(multi-)sine signals, and (ii) suboptimal signal processing algorithms that provide
only time averaged impedance values. These two deficiencies are the main limiting
factors that diminish the applicability of the conventional EIS technique for online
condition monitoring of electrochemical devices. The fast EIS technique presented
in this book addresses the aforementioned issues with the following improvements:

e the employment of a broad-band excitation signal,
e atime-frequency analysis technique, and
e specifying the statistical properties of the impedance values in closed form.

The fast EIS technique employs a DRBS waveform as an excitation signal, where
the impedance is computed through CWT with Morlet mother wavelet. The combi-
nation of the DRBS excitation and the CWT signal processing enables timely mea-
surements and provides high time-frequency resolution of the impedance results.
The main advantage of the approach, compared to the conventional one, is shorter
probing time thus decreasing the invasivity level subjected to the electrochemical
device under test.

Performance of the fast EIS depends on two parameters: the DRBS bandwidth and
Morlet wavelet central frequency. These values can be determined in a systematic
manner, which guarantees optimal performance of the fast EIS technique.

The employed time-frequency analyses provides richer information about the
measured impedance. Unlike the conventional frequency domain based approaches,
which provide only time-averaged impedance values, the fast EIS technique allows
thorough statistical analysis. As a result, statistical properties of the impedance val-
ues can be derived in a closed form due to the properties of the DRBS signal. Being
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arandom signal, the spectral components of the DRBS are complex circular random
variables. These statistical properties are preserved within CWT coefficients. There-
fore, the corresponding PDFs and CDFs of the impedance can be derived as a ratio
of two complex circular random variables.

The fast EIS, performed together with the statistical analysis, is a suitable tool for
online condition monitoring of electrochemical devices. Having derived the CDFs
and PDFs of impedance components, the alarm thresholds for a CM system can be
specified based on the desired probability of false alarm. The benefits of this process
are twofold. First, the problem of alarm thresholds tuning is solved analytically. Sec-
ondly, PFA based threshold tuning is performed using data collected solely under
fault-free operation. This removes the requirement for characterisation of the electro-
chemical device behaviour under various fault modes. As a result, the commissioning
phase of a CM system is significantly simplified.

Based on the derived CDFs, a unit-free CI is specified. It reflects the departure of
the particular impedance component from its reference value. This indicator serves as
a broad indication of the state-of-health of an electrochemical device. The unit-free
Cl is constructed from a set of impedance values at various frequencies. It is derived
as a result of an information aggregation process performed by copula functions,
where the Cl itself is defined as the output of the copula. The proposed CI describes
the probability of observing a particular combination of the impedance values with
respect to the reference ones. Thus, the value of the proposed CI is directly related to
the condition of the electrochemical device as well as to the severity of the present
fault.

The fast EIS technique was evaluated on RC circuits in simulation and with real
measurements, as well as on several types of electrochemical devices:

e an industrial-grade 20 A h Li-ion battery,
e alaboratory-grade Li-S cell, and
e an 8.5 kW PEM fuel cell system.

The results confirm the applicability of the fast EIS technique for impedance mea-
surement of various types of electrochemical devices. Furthermore, the performance
of the CM system based on the fast EIS technique is shown to be sufficiently accurate
when detecting various faults occurring in PEM fuel cell systems.

A detailed hardware description of a CM system for a PEM fuel cell system
is included. The hardware setup consists of a modular DC-DC converter and
90-channel FCVM. Such a configuration enables joint injection of excitation signals
and acquisition of measurements that are required for an impedance measurement.
The systems bridges the gap between the laboratory-grade measurement equipment
and the commercial diagnostic systems. It is both commercially viable and accurate
enough to perform the measurements required for diagnostic purposes.
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Appendix A
Listings

Listing A.1 Generation of the DRBS excitation

fs = 100000;
t = 0:1/fs:10—-1/fs;

w = 2%pix100;
s = sin(wxt);
u = [];
N = 100;

fs = 100000;
f_prbs = fs/N

for idx = 1:9999

x = round (rand);
if x == 0

x = —1;
end

u( (idx —1)*N+1 : idx*N) = x;
end

Listing A.2 Simulation of the RC circuit

s = u;
t (0:length(u)—1)/fs;
R = 1000 %Ohm

C = le—6 %Farads

Z = R/(RxCxjsw+1)

phi = angle(Z)

sX = abs(Z)xsin(wxt+phi);
sys tf ([R], [RxC, 11])

y Isim (sys, s, t);
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Listing A.3 Impedance characteristics via CWT

c_freq=logspace(0,1,20);
for qq=1:length(c_freq)
f0 = 2xpixc_freq(qq);
MorletFourierFactor = 4xpi/(fO+sqrt(2+f012));

f_max = 333;
f min 1;

WAV={ "morl0” ,f0 };

nb = 15;
sO = 1/(f_max * MorletFourierFactor);
mx = 1/(f_min *x MorletFourierFactor);

ds = log(mx/s0)/log(2)/(nb—1);
scales = struct(’s0’,s0, ds’,ds, nb’ ,nb, type’, pow’, pow’,2);

cwi = cwtft({s,1/fs}, wavelet’ WAV, 'scales’,scales);
cwu = cwtft({y,1/fs}, wavelet’ WAV, 'scales’,scales);

for ii=1:size(cwi.cfs,1)
cws = cwi.cfs(ii,:);
cwy = cwu. cfs(ii,:);
cwz = cwy./cws;
[rr, ssl, ss2]=estimate_pdf(cwy, cws );
Zh = conj(rr)*ssl/ss2;
w = 2kpixcwi.frequencies(ii);
Z = R/(R+Cxisw+1);
r_rat(qq,ii) = real(Zh)/real(Z2);
i_rat(qq,ii) = imag(Zh)/imag(Z);
end
disp(c_freq(qq));
end

Listing A.4 Simulation of the cascade RC circuit

s = u;
t = (0:length(u)—1)/fs;

R1 = 1000 %Ohm
Cl = le—6 %Farads
R2 = 1000 %Ohm

C2 = le—6 %Farads

Z = R1/(RI1%Clxjsxw+1) + R2/(R2xC2xjxw+1);
phi = angle(Z)

sX = abs(Z)*xsin(wkxt+phi);

sys = tf ([R], [RxC, 1])

y = Isim(sys, s, t);
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Listing A.5 Estimation of PDF according to (3.13)

function [new_rho,sl,s2]=estimate_pdf(u_cof, i_cof)

Xx=u_cof;

y=i_cof;

z=u_cof ./i_cof;

C=[mean(x.%xconj(x)) mean(y.*conj(x));
mean(x.xconj(y)) mean(y.xconj(y))];

rho = C(1,2)/sqrt(C(1,1))/sqrt(C(2,2));

sl = sqrt(C(1,1));

s2 = sqrt(C(2,2));

sx=s1;

sy=s2;

r=abs(z);

new_rho = fminsearch(@(xx) mle_ray_rat(xx, r, s2, sl), 0);
rho_r=—imag(rho)+lix(—1)xreal (rho);

new_rho = rho;

Listing A.6 Support function for maximum likelihood estimation of parameters for (3.13)

function mle = mle_ray_rat(rho, r, sl, s2)
N = length(r);

if rho>1 Il rho<—I
mle = inf;
else
mle = Nxlog(2) + Nxlog( (sl%s2x(l—rho”2))72) + sum(log(r)
)+ sum(log (s1”2x%r. A2 + s272)) — ...
(1/2)ssum( log( ((s1”2%r."2 + s272)."2 — 4xrho”2xsl
A2x82/2x1 . N2). N3 ),
mle = —sum(log(2%(1—rho”2)*(sl1*s2)"2.x1.%(s1"2%r."24+52/2)
Jsqrt (((s1A2%r.A2+48272) A2 — 4xrho”2xs1/2%s2/2%r."2)
A3)))s

end
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