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Dedication

To sum up Gert Heinrich’s scientific lifetime achievement in one word, “networks”

would be the most accurate description. The molecular networks he worked on

during his career were mostly those in filled elastomers and his studies ranged from

their theoretical physical description to the testing of tire materials, so we titled this

special issue in honor of Gert Heinrich “Designing of Elastomer Nanocomposites:
From Theory to Applications.”

Gert Heinrich (Photo by Kai Uhlig, Dresden)
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Gert Heinrich’s roots are in the Vogtland, a region reaching across the German

free states of Bavaria, Saxony, and Thuringia, where he was born in 1950. Even

when busy in other parts of the world, he kept faith with his origins, for example, by

holding an annual extended weekend with his PhD students in his home town of

Pausa. After finishing school and an apprenticeship as bricklayer, he started studies

in physics at the Friedrich Schiller University in Jena and graduated as physicist in

theoretical physics (applied quantum physics) in 1973. At the Technical University

(TH) Merseburg, Department of Polymer Physics, G. Heinrich gained his doctorate

in 1978 on the topic “Mechanical properties of polymer networks and statistical-

mechanical approaches.” As assistant professor at the TH Merseburg he taught

polymer physics, experimental physics, and theoretical physics, qualifying as full

professor (Habilitation and facultas docendi) in 1986 with the post-doctoral dis-

sertation “Theory of polymer networks and topological constraints of network

chains.” He continued his teaching activities as Associate Professor for Theoretical

Physics until 1990. After the political changes in East Germany and German

reunification, he was eager to apply his extensive and comprehensive knowledge

of polymer physics to more application-oriented tasks and accepted a position at the

tire manufacturer Continental AG in Hanover as senior research scientist. In

addition to his tasks as Head of Materials Research/Strategic Technology at Con-

tinental, G. Heinrich also continued his academic activities as lecturer in “Physics

and technology of polymers” at the University of Hanover and “Elastomer mate-

rials and testing” at the Martin Luther University Halle/Wittenberg. In 2003, he was

appointed as full professor for “Polymer materials science” at the Technical

University Dresden and, simultaneously, as head of the Institute of Polymer Mate-

rials at the Leibniz Institute of Polymer Research Dresden e. V. (IPF). Gert Heinrich

was also offered the Professorship for Micro- and Nanostructure-Based Polymer

Composites at the Martin Luther University Halle/Wittenberg and the Fraunhofer

Institute for Mechanics of Materials (IWM) in 2009. However, he declined the

position because his chair at TU Dresden became more distinguished and was

designated “Professorship for Polymer Materials and Rubber Technology.” In

2015 he was honored three times, receiving the George Stafford Whitby Award

for distinguished teaching and research from the Rubber Division of the American

Chemical Society; the Colwyn Medal for outstanding services to the rubber indus-

try from the Institute of Materials, Minerals and Mining (IOM3); and the Carl

Dietrich Harries Medal from the Deutsche Kautschuk-Gesellschaft (German Rub-

ber Society).

Gert Heinrich’s contribution to elastomer research covers several topics. The

most prominent works in polymer physics are probably his contributions on the

non-affine tube model of rubber elasticity, developed during his time in Merseburg

[1]. A first rigorous statistical-mechanical network theory for filled rubbers was

published together with Thomas Vilgis [2]. An extension of the Merseburg model to

account for the finite extensibility of network chains was made in his first collab-

oration with Manfred Klüppel, showing that the non-affine tube deformation is well

suited for describing the stress–strain response of technical sulfur-cured rubbers [3,

4]. Later, together with Michael Kaliske in Hanover, the non-affine tube model was
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further extended and implemented into a finite element code [5, 6]. In a comparison

of 20 hyperelastic models for rubber-like materials [7] this extended tube model

gave the best fit to experimental data and, moreover, involves only four parameters

and its derivation is physically motivated. In his work on the physics of tires, Gert

Heinrich authored several papers that generated the interest of specialists across the

broad field of tire and rubber technology. His high-impact contributions on this

topic range from the influence of filler networking on tire performance [2, 8] to the

wet skid, wear, and rolling resistance of tire materials [9, 10], to name just a few.

Within this framework, a rigorous and fundamental theory of rubber friction on

rough surfaces was also developed that accounts for the multiscale excitation of

skidding tires on wet tracks [11]. It is less well known that several fundamental

results in all these fields were incorporated into R&D projects of Continental AG,

recorded in more than 40 internal research reports by G. Heinrich and in several

patent applications. In Dresden, intense activity began together with A. Das and K.

W. St€ockelhuber on the development and understanding of new elastomeric mate-

rials incorporating several species of nanoparticles (layered silicates [12], carbon

nanotubes [13], layered double hydroxides [14], haloysite nanotubes [15], graphene

nanoplatelets [16]) as fillers. In addition, G. Heinrich delivered significant contri-

butions on the fracture mechanics of elastomers [17] as organizer and spokesperson

of research unit FOR 597, Fracture Mechanics and Statistical Mechanics of

Reinforced Elastomeric Blends, of the German Research Foundation (DFG). Eval-

uation of the dynamic properties of rubber composites based on a theoretical,

physically motivated multiscale approach [18] is another important point on his

scientific agenda. Finally, it should be noted that in Dresden G. Heinrich supervised

dozens of graduate students in engineering science and more than 40 PhD students

in several branches of polymer materials, polymer processing, and modeling, with

topics ranging from elastomers, thermoplastics, thermoplastic elastomers and vul-

canizates, and biopolymer materials to composites for lightweight applications.

When Gert Heinrich was awarded the Colwyn Medal, it was stated about his

time in Dresden: “He has grown the activity in elastomer research from a relatively

modest beginning to be the largest academic group of researchers in Europe. He

currently has the greatest publication record of any researcher in the EU with more

than 330 journal papers listed on the Web of Science and he has the highest h-index
of any academic in the EU who works in traditional elastomer/rubber materials.”

For the magazine Tire Technology International, he was just “Mr. Tire Materials.”

Gert Heinrich has been married to his wife Nelly since 1975 and has two grown-

up daughters.

For the up-coming stage of life, we wish him an ideal balance between repose

and relaxation in his private life and continuing professional activities as advisor

and consultant for science and industry.
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Preface

Rubber plays an important role as a material in modern technologies for mobility,

production, and resource extraction. The unique elastic properties of this material

facilitate a multitude of technologies to produce items as diverse as car tires,

conveyor belts, sealings, bushes, and bearings. It is not the rubber polymers alone

that give elastomeric materials their special elastomeric properties, but the combi-

nation of crosslinked macromolecules and solid, reinforcing nanoscale filler parti-

cles that confer these outstanding characteristic profiles to modern rubber parts for a

multitude of applications. Any industrially used rubber can, therefore, be consid-

ered a nanocomposite material.

This special issue of Advances in Polymer Science, “Designing of Elastomer

Nanocomposites: From Theory to Applications,” is dedicated to Gert Heinrich, one

of the great researchers in the field of elastomeric materials, on the occasion of his

65th birthday.

The first chapter of this book is devoted to the non-affine tube model of rubber

elasticity, derived by Gert Heinrich during his time in Merseburg. The model has

been extended to account for the finite extensibility of network chains and

implemented into a finite element code. Various engineering applications of this

model are reviewed by Behnke and Kaliske.

The reinforcement of rubber is examined in terms of filler network dynamics at

small strains in the chapter by Tunnicliffe and Busfield. The concepts of filler

networking, breakage, Payne effect, and physical ageing are discussed in the

context of thermoviscoelasticity and taken as the basis for explanation of results

for filled systems.

Persson et al. contribute a chapter on the contact mechanics, friction, and

adhesion of rubber at rough surfaces. Using the approach of multiscale contact

mechanics, the authors discuss different important practical applications such as the

leak rate of static seals and the friction force of dynamics seals, as well as friction

experiments and the interpretation of the resulting friction coefficients in dry and

lubricated states.
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A multiscale approach for the modeling of dynamic-mechanical properties of

unfilled and filled elastomers is presented in the chapter by Ivaneiko et al. The

proposed theoretical approach allows simultaneous and precise modeling of the

frequency dependence of the dynamic-mechanical moduli of elastomer

nanocomposites across a broad frequency domain, giving so-called master curves.

Not only rubbers show viscoelastic behavior, these properties are also of great

importance in our daily food. Zielbauer, Vilgis et al. investigate network theories

for unfilled and filled rubbers and compare these soft materials with the structure

and properties of food systems. The common points between elastic materials and

food gels are fundamentally discussed and the close connections are explained.

Most rubber materials are crosslinked by covalent bonds. However, Basu et al.

give a review of elastomers that are crosslinked by a different mechanism. Nano-

structured ionomeric elastomers show fascinating properties; maybe one of the

most impressive examples is the self-healing ability of some of these rubbers.

Modern nanoparticles are very promising filler particles for novel elastomeric

nanocomposites, providing outstanding features. Graphene is the youngest member

of the carbon allotrope family and is sometimes referred to as the mother of all

carbon nanomaterials. Two contributions in this issue of Advances in Polymer
Science deal with this nanofiller system. Mondal et al. describe techniques for

functionalization of graphene-like nanofillers by means of small molecules and

macromolecules. Different strategies, in particular mixing in latex, solution mixing,

and melt mixing, are introduced and the morphology and physical properties of the

obtained graphene-based elastomeric nanocomposites are presented. The chapter

by Klüppel et al. gives an overview of the potential of nanocomposites based on

graphene nanoplatelets and their hybrid systems with industrial fillers. A variety of

different application-oriented experimental methods such as static gas adsorption,

gas permeation measurements, fracture mechanics, and friction experiments show

the potential of these new materials for different purposes.

The fracture of materials is mostly an undesirable process that dramatically

reduces the service life of structural components. Stoček et al. review advanced

experimental methods for characterizing crack initiation in technical rubbers, crack

propagation, and rubber wear under practical loading conditions.

Finally, we would personally like to express our thanks for the time, passion, and

energy devoted by all contributing authors, from both academia and industry. Also

very deserving of thanks are the reviewers for their excellent service and feedback,

as well as the editorial team of Advances in Polymer Science, who assisted all of us
through the editing and processing of manuscripts.

We are confident that the readers of this volume will find valuable and useful

information on various aspects of such a fascinating material as elastomeric

nanocomposites.

Dresden, Germany Klaus Werner St€ockelhuber
Dresden, Germany and Tampere, Finland Amit Das

Hanover, Germany Manfred Klüppel
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Abstract This chapter is devoted to a summary of the so-called extended

non-affine tube model. First, general model approaches for representation of the

behavior of elastomers within numerical simulations are discussed. Second, the

extended non-affine tube model is considered in the context of hyperelastic material

models. Starting from molecular-statistical considerations, a Helmholtz free energy

function is derived and formulated in terms of continuum mechanical quantities of

the macroscale. Furthermore, combination with a model approach to represent

continuum damage and time-dependent effects is addressed. The free energy

function of the model approach is further set into the context of thermomechanics

to account for temperature-dependent behavior of elastomers within numerical

simulations. Finally, finite element implementation of the extended non-affine

tube model and its application to uniaxial and biaxial tension tests performed on

elastomer specimens are presented.
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1 Introduction

Elastomers offer favorable mechanical characteristics to engineers; polymer sci-

ence even allows the specific design of outstanding characteristics by blending

different elastomer compounds or adding different types of fillers. It has become

obvious that a deep understanding of their polymer structure and mechanical

behavior can only be reached by a combination of polymer science, to describe

the molecular scale, and computational mechanics, to predict the mechanical

behavior of complex elastomer components at the structural scale.

The outline of this chapter is as follows: In Sect. 2, different model approaches

for representation of the mechanical behavior of elastomers are described. In this

context, the polymer-physical origin of the extended non-affine tube model is

discussed in Sect. 3. In Sect. 4, combination of the extended non-affine tube

model with a representation of inelastic material properties is demonstrated. To

be specific, continuum damage and time-dependent effects of nonlinear viscoelas-

ticity are addressed. The presence of inelastic features leads to energy dissipation
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during loading of elastomer components. To account for the triggered self-heating

of cyclically loaded elastomer components and to take into account their

temperature-dependent behavior, a non-isothermal framework is discussed in

Sect. 5. In Sect. 6, application of the extended non-affine tube model within finite

element (FE) analyses of elastomer specimens is shown. Finally, conclusions and

an outlook are provided in Sect. 7.

2 Constitutive Descriptions of Elastomers

In this section, attention is paid to the molecular structure of elastomers to allow a

physical model interpretation. Different model approaches for representation of the

mechanical behavior of elastomers within numerical simulations are discussed.

2.1 Molecular Background of Elastomers

The microstructure of elastomers can explain, from a physical point of view, their

material characteristics on the macroscale, as outlined by Behnke et al. [1] and

Kaliske and Behnke [2]. Elastomers show both geometrical and physical strongly

nonlinear mechanical behavior upon loading. Experiments on elastomers reveal

that the main features of elastomers are:

• Nonlinear finite elasticity

• Stress softening

• Rate-dependent inelasticity

• Rate-independent inelasticity

2.1.1 Unfilled Elastomers

Elastomers are amorphous polymeric materials, formed by macromolecules on the

molecular scale. Macromolecules are composed of chain-forming monomers,

which are long entangled chains of hydrocarbons or other molecules. Chemical

crosslinks between the molecules give rise to a wide-meshed network of polymer

chains. These crosslinks are formed during the vulcanization process (heating of the

uncured elastomer material). The crosslink density can be designed by adding

crosslink-forming elements (e.g., sulfur) to the uncured elastomer material and by

selecting an appropriate curing time for the vulcanization process. At the end of the

vulcanization process, the characteristic network of polymer chains is formed,

which is subjected to further topological changes during the elastomer’s lifetime.

These alterations of the inner structure are triggered, for example, by externally

applied mechanical constraints, transport of chemical agents via diffusion, ultravi-

olet radiation, and temperature.
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The mechanical properties of elastomers are a function of temperature. One can

distinguish between the glassy brittle state, the rubbery state, and the liquid state.

The glass transition temperature ΘG separates the glassy state of the elastomer from

its rubbery state. In analogy, the melting temperatureΘM separates the rubbery state

from the liquid state. We focus on the rubbery state of the elastomer, in which

rubberlike behavior is observable. Hence, the temperature range of ΘG<Θ<ΘM is

considered for the model setup.

Despite the network structure of crosslinked or entangled polymer chains, free

molecular chain segments can rotate in combination with Brownian motion as a

result of the free volume in the network. The corresponding energetic interpretation

of these configurational changes of polymer chains in the temperature range of

ΘG<Θ<ΘM leads to a large entropy elasticity. Furthermore, molecular chains can

be constrained by the presence of crystallized domains, which are formed by

aligned polymer chains in an amorphous environment of disordered polymer

chains. The crystallization is dependent on temperature and can be also triggered

by externally applied mechanical constraints (strain-induced crystallization).

2.1.2 Filled Elastomers

Elastomer blends can be reinforced by adding fillers. Fillers (e.g., carbon black,

silica) enable the enhancement of a specific property of the final elastomer (e.g.,

wear resistance). In contrast to the polymer chains, fillers show mechanical behav-

ior that is characteristic of solids. The fillers consist of primary particles, which

form aggregates when they are added to the elastomer blend. The final properties of

the elastomer are strongly influenced by the chemical reactivity of the fillers (active

or inactive), their size, and the shape of filler aggregates.

The free volume of the polymer network is partially occupied by the nearly rigid

filler. In consequence, polymer chains are more extended during external loading

because the free relative motion of polymer chains is restricted by chemical or

physical links. Filler–elastomer links are formed by molecular chain bonds, chem-

ical bonds, or entanglements of chain segments with filler aggregates, which lead to

physical bonds. It becomes obvious that the crosslinking density of the filled

elastomer increases and the length of free chain segments decreases. Furthermore,

filler–filler linkages appear as a result of interaction of filler particles with filler

particles.

2.2 Material Properties

Material properties on the macroscale originate from the molecular structure and

related micromechanical processes such as chain reptations, rearrangement of

crosslinks between polymer chains, and irreversible sliding of filler–filler and

filler–matrix contacts during external loading.
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After the vulcanization process, the elastomer can be regarded on the macroscale

as an isotropic, homogeneous solid. In the temperature range of ΘG<Θ<ΘM,

elastomers show a pronounced nonlinear elastic behavior upon large deformation,

which can be explained by entropy elasticity. Entropy elasticity originates from the

relative motion of polymer chains of the disordered polymer network. As a result of

the applied deformation, a more ordered state of the initially unordered polymer

network is reached. In consequence, the order of the system increases, which leads

to a decrease in its entropy by nearly unchanged inner molecular energy.

With rising temperature, the stiffness of unfilled elastomers increases as a result

of enforced Brownian molecular motions, which lead to an increased degree of

order of the system. The presence of fillers in the network can partially or

completely remove this property. In this case, the filler–chain interactions prevent

relative motions of the polymer chains and a loss of stiffness with increasing

temperature occurs if the energy elasticity of the filler network is more pronounced.

The processes of relative chain motions and rearrangement of the inner network

structure are of dissipative nature; internal friction occurs, which is linked to a loss

of mechanical energy. On the macroscale, these processes give rise to a nonlinear

inelastic material behavior because the relaxation kinematics of the chains are

nonlinear with respect to the deformation state and the temperature state.

If fillers are present in the polymer network, their interaction with polymer

chains triggers stress softening (Mullins effect) during the first loading of the

elastomer. Stress softening is caused by breakage and re-formation of highly

stretched polymer chains, changes in the filler–chain contacts, and rupture of the

filler network. After several load cycles at constant deformation amplitude, the

mechanical properties stabilize and the polymer–filler network reaches a new

dynamic equilibrium.

Furthermore, the so-called Payne effect is observable for filled elastomers. The

Payne effect describes the viscoelastic behavior of filled elastomers, which is

characterized by an amplitude dependency. With increasing deformation ampli-

tude, the dynamic stiffness decreases as a result of changes in the filler network.

Hence, the relaxation kinematics depend on the deformation state nonlinearly. In

consequence, the Payne effect leads to a distinct dynamic material response in the

case of small and large dynamic excitations.

Another characteristic belonging to the inelastic properties of filled elastomers is

rate-independent and yield-surface-free plasticity. Plasticity is related to the time-

independent and irreversible breakage and modification of the filler–chain and

filler–filler contacts. Typical yield-surface-free plasticity originates from the rela-

tive slip of polymer chains on the filler particles and plastic deformations of filler

particles. Another explanation of the yield-surface-free plasticity is that polymer

chains in the network have different lengths and, in consequence, different critical

lengths at which sliding and irreversible network rearrangements start.

In summary, filled elastomers show nonlinear stress–strain dependencies, stress

softening, rate-dependent inelasticity, and rate-independent inelasticity. For more

details, the reader is referred to, for example, Grambow [3].
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2.3 Model Approaches

With the help of a numerical model, the experimentally observable material

behavior can be represented by numerical simulations in a continuous manner for

arbitrary loading conditions within a defined range of verification and validation of

the model. In general, only a limited set of pairs (input and output quantities) can be

provided by experimental measurements. Furthermore, the model is an idealization

of real material behavior, in which assumptions with respect to the most significant

material characteristics have to be made. In consequence, the material characteris-

tics to be represented are task-specific.

The model defines the qualitative description of the most significant phenomena

of the material behavior, whereas the model parameters allow quantitative calibra-

tion of the qualitative model response to experimental measurements. Several

approaches exist for establishing a link between input quantities and output quan-

tities of the model. Figure 1 illustrates several modeling approaches and strategies.

Phenomenological models use the framework of rheological elements to repre-

sent distinct properties of elastomers, as discussed in Sect. 2.2, on the macroscale.

Models that consider the inner structure and the related processes of its evolution

on the micro- or mesoscale offer the advantage of being able to directly take into

account specific properties stemming from the microstructure of the material (e.g.,

anisotropy, voids, and defects). Furthermore, the model parameters might be

directly related to measurable physical quantities. As an example of this model

approach, the extended non-affine tube model for elastomer hyperelasticity and its

continuum mechanical formulation are addressed in Sect. 3. To formulate a mac-

roscopic model, different homogenization techniques are available to accomplish

the micro-to-macroscale transition. The molecular-statistical theory of polymer

networks, considering one single molecular chain with respect to possible positions

and deformation characteristics via statistical thermodynamics, can be used to

analytically bridge the gap between micro- and macroscales. Gaussian statistics,

Langevin statistics, and tube concepts are used to describe the free motion of single

a)

b)

c)

ANN

Fig. 1 Constitutive approaches: (a) generalized model with rheological elements; (b) analytical

model derivation (micro–macro transition) or numerical homogenization via a representative unit;

(c) artificial neural network
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chains with or without constraints resulting from entanglements with surrounding

polymer chains. First, micromechanical quantities are used for the description.

Second, the micromechanical quantities are finally related to continuum-

mechanical quantities on the macroscale.

Another formulation is the so-called model-free approach (e.g., in the form of

artificial neural networks (ANN) with or without memory effects), which does not

require the selection of properties to be modeled because input and output infor-

mation are related without any underlying physical model.

3 The Extended Non-affine Tube Model for Elastomer

Hyperelasticity and Its Continuum Mechanical

Formulation

The extended non-affine tube model takes into account topological constraints as

well as the limited chain extensibility of network chains. Similar to the tube model,

the extended non-affine tube model offers a physical interpretation of the strain

energy function on the macroscale in terms of quantities associated with the

polymer network on the molecular scale.

The extended non-affine tube model requires a different formulation than used

for the basic tube model (Heinrich et al. [4], Edwards and Vilgis [5]), to which the

Valanis–Landel hypothesis [6] is only applicable. In the contributions by Heinrich

and Kaliske [7, 8], the FE formulation and its implementation into FE analysis

codes have been addressed. In many of today’s commercial codes, the extended

non-affine tube model for hyperelasticity is implemented as a basic constitutive law

for elastomer hyperelasticity (see, for example, Bergstr€om [9]).

Other important developments of the extended non-affine tube model are

reported, for example, by Kl€uppel and Schramm [10], who discuss combination

with a damage model of stress-induced filler cluster breakdown (stress softening).

The framework of the model takes into account the tubelike topological constraints

(packing effects) as well as the finite chain extensibility of filler-reinforced polymer

networks. Further details are also provided by Kl€uppel [11].
The following section first summarizes the polymer-physical basics of the

extended non-affine tube model, based on the original contributions from Heinrich

and Kaliske [7, 8]. Second, the Helmholtz free energy function for isothermal

elastomer hyperelasticity is derived, which sets the basis for FE implementation

in terms of continuum mechanical quantities.

3.1 Polymer-Physical Basics of the Extended Non-affine
Tube Model

The basic property of elastomers, hyperelasticity, is first addressed. In the extended

non-affine tube model, the elastomer hyperelasticity can be derived from
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molecular-statistical concepts. In general, affine or phantom networks are thought

to explain fundamental relations. More advanced molecular-statistical concepts

include the network theories of constraint junction fluctuations and different theo-

ries of constraint segment fluctuations (see, for example, Heinrich and Straube

[12]). Within the latter group of concepts, a tube model of elastomer hyperelasticity

has been proposed (see, for example, Heinrich et al. [4], Edwards and Vilgis [5],

Heinrich and Straube [12–14]). Furthermore, experimental results obtained from

small angle neutron scattering (SANS), mechanical testing, and numerical simula-

tions have proved the admissibility of the extended non-affine tube model for

elastomer hyperelasticity.

To highlight the polymer-physical background of the extended non-affine tube

model, the basic ideas are briefly summarized next. Unfilled polymer networks with

elastic characteristics are regarded as disordered systems with a constant topology

of crosslinks and entanglements. The crosslinks and entanglements originate from

the vulcanization process and do not change during the deformation process,

according to the theory of elasticity.

The tube model for elastomer hyperelasticity considers a topology T given by a

set of wormlike network-chain paths R(s), as depicted in Fig. 2. The wormlike

network chain paths are parametrized by the contour variable s and crosslink

positions Ri, where the latter can be interpreted as average conformations or

positions. The current conformations of the chains are analogously represented by

the quantities r(s) and ri. The Helmholtz free energy

F λð Þ �� F λð Þ �¼
X
T

wT < F λð Þ>T !
Z

dwT < F λð Þ>T ð1Þ

for a macroscopic specimen in its deformed state is introduced according to

Edwards [15] as the statistical averaging, where � . . .� stands for the structure

and the thermodynamic averaging and < . . .>T denotes the thermodynamic aver-

age for the considered topology T. The deformation-independent probability of the

occurrence of topology T is termed wT. Furthermore, the expression <F(λ)>T

characterizes the free energy of a network with topology T. The symbol λ stands

for the stretches in the principal directions, assuming incompressibility (i.e.,

λ1λ2λ3� 1). From this basic assumption, the tube model assumes that topology

T is given by a set of wormlike network chain paths R(s).
The tube approach is motivated by the large degree of coil interpenetration of

network chains, which increases the Flory number NF in the case of moderately

r(s)

R(s)

Fig. 2 Average tube

conformation R(s) and
current network chain

conformation r(s)
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crosslinked networks. The Flory number is the number of network chains within a

coil volume of a network chain of size
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
< r2>0

p
. The Flory number can be

calculated in terms of molecular quantities,

NF ¼ nsb
3
ffiffiffiffi
N
p

; ð2Þ

where b stands for the Kuhn statistical segment length, ns characterizes the number

of statistical segments per unit volume, and N denotes the average number of

statistical segments of a network chain. According to the model approach intro-

duced by Edwards [15], a chain is confined to the neighborhood of its initial or

mean conformation R(s) by a (harmonic) constraining potential. For the case

NF� 1, it can be assumed that the contributions to the confining potential are

controlled by the local topology of the neighboring chains. In this case, the

probability of the conformation R(s) is represented by the random walk distribution

P R sð Þð Þ � exp � 3

2b

ZL
0

ds
∂R sð Þ
∂s

� �2
0@ 1A ð3Þ

with L being the stretched contour length of the polymer under consideration.

The constraints stemming from the neighboring chains, as depicted in Fig. 3, are

represented by an entropic harmonic potential. The free energy

< F λð Þ>T ¼ �kBΘ ln ZT λð Þð Þ ð4Þ

is expressed with the help of the canonical partition integral,

ZT λð Þ ¼
Z

fixed T

D r sð Þ½ � exp � H

kBΘ

� �
; ð5Þ

constraining chain

constrained chain

R = 0

R = R0

X

Y

Z

r(s)

R(s)

Fig. 3 Displaced segment

of a tube-constrained

network chain from position

R¼ 0 to R¼R0
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which makes use of the Hamiltonian

H

kBΘ
¼ 3

2b

ZL
0

ds
∂r sð Þ
∂s

� �2

þ
X

μ¼x, y, z

ZL
0

dsΩ2
μ rμ sð Þ � Rμ sð Þ
� �2

; ð6Þ

where kB is the Boltzmann constant and Θ the absolute temperature. The potential

parameters Ωμ take into account the change in entropy of the constraining chains as

a result of displacement of a segment of the chain under consideration,

Ωμ ¼
ffiffiffi
b
p

d2μ
; ð7Þ

see Heinrich and Straube [12–14] for more details. In the case of tube models, the

parameter d2μ can be calculated by the square root of the mean square deviation of

the position of a segment r(s) from its average position R(s)

d2μ ¼� rμ sð Þ � λμRμ sð Þ
� �2 � ð8Þ

with the limits 0< s< bN. According to Heinrich and Straube [12–14], the defor-

mation dependency of the tube parameter can be given as the power law

dμ ¼ d0 λ
αβ
μ , μ ¼ x, y, z ð9Þ

with α¼ 1/2, an empirical fit parameter β physically bounded by 0< β� 1, and the

relation

d0
b
¼ a nsb

3
� ��1

2: ð10Þ

The theory of tubelike constraints leads to the basic result of α¼ 1/2, also known

as the square root deformation law of the deformed confining tube. The value of the

parameter α reflects the non-affine relation between the lateral tube dimension and

the local stretch ratios at the microscale in terms of λμ (change in the radius of

gyration of network chains in the case of a macroscopically imposed deformation

with λ).
The parameter β represents the influence of the global rearrangements of

crosslinks upon deformation and, in consequence, the release of topological con-

straints. The parameter β can be physically derived for a given polymer network as

a function of the amount of solvent, sol fraction, network defects, and filler. In this

case, the physically imposed limits 0< β� 1 hold. As a result, the parameter β acts

as an indicator of the completeness of the crosslinking reaction. As suggested by

Kaliske and Heinrich [8], other values with 0< β can be selected for β during the
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parameter identification process. It should be pointed out that this wider range

clearly contradicts the physical explanation of the parameter (i.e., for β> 1), but

still satisfies the thermodynamic admissibility of the model. In this case, β becomes

a fitting parameter (phenomenological parameter) of a generalized model approach.

3.2 Helmholtz Free Energy Function of the Extended
Non-affine Tube Model

The elastic free energy can be derived with the help of the statistical mechanics of

unfilled polymer networks. Details are provided by Heinrich et al. [4] and Heinrich

and Straube [12–14]. For weakly and moderately crosslinked networks, the elastic

free energy change per unit volume is obtained as

W ¼ ΔF λ1, λ2, λ3ð Þ � F λ1, λ2, λ3ð Þ � F 1, 1, 1ð Þ

¼ Gc

2

X3
A¼1

λ2A � 1
� �

þ 2Ge

β2
X3
A¼1

d0
dA

� �2

� 1

 !

¼ Gc

2

X3
A¼1

λ2A � 1
� �

þ 2Ge

β2
X3
A¼1

λ�βA � 1
� �

¼ We þ Le;

ð11Þ

which is composed of two additive terms. Gc stands for the crosslink contribution

and Ge takes into account the constraint contribution to the total shear modulus.

From the previously discussed molecular considerations, these parameters can be

linked to the molecular network parameters by

Gc ¼ AkBΘ v � 2

f � 2

ρNA

Mn

� �
ð12Þ

and

Ge ¼
kBΘ
4
ffiffiffi
6
p β2ns

b

d0

� �2

: ð13Þ

It can be observed that the shear modulus Ge results from the deformation depen-

dency of the tube diameter as a function of the network chain density v, the number

of average molecular mass Mn of the primary chains, the number of statistical

segments ns per unit volume, and the fluctuation range of a segment or tube

diameter d0. In addition, the microstructure factor A is a function of the ratio

between the fluctuation range dc of a crosslink and the end-to-end distance Rc of

a network chain,
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A ¼ 1� 2

f
1� 2ffiffiffi

π
p K exp �K2

� �
erf Kð Þ

� �
, K ¼

ffiffiffiffiffi
3f

2

r
dc
Rc

ð14Þ

with the Gauss error function erf(K ). Furthermore, the length of the fluctuation

range of a chemical junction is given by dc, whereas Rc and f stand for the end-to-

end distance of a network chain and the functionality of a crosslink, respectively.

For the case of small strains characterized by λ! 1, the small-strain modulus

G ¼ Gc þ Ge ¼ v � hμð ÞkBΘþ G*
eβ

2 ð15Þ

is obtained, where

G*
e ¼

1

4
ffiffiffi
6
p ns kBΘ

b

d0

� �2

¼ 1

2
kBΘne ð16Þ

includes ne as the apparent number of elastically effective physical crosslinks per

unit volume stemming from the conformational constraints with

ne ¼
1

2
ffiffiffi
6
p np

bL

d20
¼ 1

2
ffiffiffi
6
p ρNA

Mn

R2

d20
: ð17Þ

In the latter relation, np is the number of primary chains per unit volume, L is the

contour length of a primary chain, and R2 denotes the mean squared end-to-end

distance of the chain. Furthermore, the polymer density is given by ρ and

Avogadro’s number by NA.

To take into account the effect of strain amplification induced by the presence of

filler particles within the basics of tube theory, the simplest model for the singu-

larity in the chain entropy was proposed by Edwards and Vilgis [16] as

P R sð Þð Þ ¼ N exp � 3

2 b

ZL
0

ds
R0 sð Þð Þ2

1� R0 sð Þð Þ2
þ γ R0 sð Þð Þ2

 !0@ 1A ; ð18Þ

whereN denotes an outstanding normalization and R0 denotes the partial derivative
of R with respect to s. The quantity γ represents the constant chain stiffness (see

Freed [17]). IfR02 is replaced in the denominator by its mean values, as proposed by

Edwards and Vilgis [16],

P R sð Þð Þ ¼

exp � 3
2 b

ZL
0

ds R0 sð Þð Þ2

1�<R0
2
>
þ γ R

00
sð Þ

� �2� �0@ 1A
Z

D R sð Þ½ � exp � 3
2 b

ZL
0

ds R0 sð Þð Þ2

1�<R0
2
>
þ γ R

00
sð Þ

� �2� �0@ 1A ð19Þ
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is obtained, where the normalization is included to be consistent with the model.

The mean value of R02 is computed via

< P R sð Þð Þ >

¼

Z
D R sð Þ½ �R02 exp � 3

2b

ZL
0

ds
R0 sð Þð Þ2

1� < R0
2
>
þ γ R

00
sð Þ

� �2 !0@ 1A
Z

D R sð Þ½ � exp � 3
2 b

ZL
0

ds
R0 sð Þð Þ2

1� < R0
2
>
þ γ R

00
sð Þ

� �2 !0@ 1A :

ð20Þ

Finally, the relation

δ2 �< R0
2
>	 q20b

2 ¼ α2
b

d0

� �2

ð21Þ

is derived, where α is an additional parameter of the model and a measure of the

inextensibility of the network chains. The crosslinking part of the free energy or

entropy under deformation can be calculated from

Fc λ1; λ2; λ3ð Þ
kBΘ e � Z d3RP Rð Þ ln P λ1R1, λ2R2, λ3R3ð Þð Þ ð22Þ

by substituting R with the relations P(λ1R1, λ2R2, λ3R3) in ln(P). Evaluation of the

integral in the finite condition q< q0 (see Edwards and Vilgis [16]) yields the final

result for the crosslinking part of the strain energy function

We ¼ ΔFc λ1, λ2, λ3ð Þ � Fc λ1, λ2, λ3ð Þ � Fc 1, 1, 1ð Þ

¼ Gc

2

1� δ2
� �

D� 3ð Þ
1� δ2 D� 3ð Þ

þ ln 1� δ2 D� 3ð Þ
� �	 


ð23Þ

with

D �
X3
A¼1

λ2A: ð24Þ

It should be pointed out that with the help of the continuum mechanical quantity D,
a Helmholtz free energy function on the continuum scale is obtained.

To summarize, the final expression of the elastic energy of deformation of filled

networks is given by the equation
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W ¼ We þ Le

¼ Gc

2

1� δ2
� �

D� 3ð Þ
1� δ2 D� 3ð Þ

þ ln 1� δ2 D� 3ð Þ
� �	 


þ 2Ge

β2
X3
A¼1

λ�βA � 1
� �

: ð25Þ

4 Combination of the Extended Non-affine Tube Model

with Inelastic Material Properties

In this section, the derived Helmholtz free energy function for isothermal condi-

tions is used to represent the ground state hyperelasticity of elastomers, in combi-

nation with other inelastic material properties as discussed in Sect. 2.2. To be more

specific, continuum damage and time-dependent phenomena in the form of finite

nonlinear viscoelasticity are addressed and modeled by the concept of internal

variables, which is briefly introduced.

4.1 Macroscopic Modeling and the Concept of Internal
Variables

As outlined in Sect. 2.2, elastomers are characterized by nonlinear elasticity, local

damage, rate-dependent and rate-independent dissipative properties, and resulting

thermomechanical coupling phenomena. Various constitutive material models for

elastomers have been developed that mainly focus on representation of the mechan-

ical material behavior. A brief overview is provided next.

4.1.1 Hyperelasticity

Hyperelastic constitutive models are suitable for representation of the equilibrium

ground state elastic response of elastomers. Treloar [18] gives an overview of

hyperelastic material models for elastomers, the kinetic theory of chain motions,

and network theory. As one of the basic constitutive models for elastomers, the

Neo–Hooke material formulation can be derived from polymer-physical consider-

ations. Arruda and Boyce [19] proposed the eight-chain model, which represents

the macromolecular network of elastomers by eight chains and only two material

parameters. As discussed before, the tube model (Heinrich et al. [4], Edwards and

Vilgis [5]) considers the interactions of a polymer chain with its surroundings

(termed tube confinement), which stem from crosslinks and other restrictions

such as entanglements. Derived from molecular-statistical considerations, the

tube model has been applied to numerical mechanics by Heinrich and Kaliske [7]
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and has been further developed to the extended non-affine tube model (Kaliske and

Heinrich [8]) to account for the limited chain extensibility of network chains. The

comparison of several elastic models for elastomers by Marckmann and Verron

[20] revealed the very good predictive capabilities of the extended non-affine tube

model. Other models for hyperelasticity are the Ogden model (Ogden [21]) and the

microsphere model (Miehe et al. [22]). A more detailed overview of constitutive

models for hyperelasticity of elastomers is provided, for example, by Bergstr€om [9]

and Kaliske and Behnke [2].

4.1.2 Viscoelasticity

To describe the time-dependent material behavior of elastomers, two approaches

have been developed. Transient-network theory explains stress relaxation as a result

of the breakage and re-formation of crosslinks (see Drozdov and Dorfmann [23]).

Originally introduced by Green and Tobolsky [24], several authors developed this

theory further (e.g., Tanaka and Edwards [25, 26]). Reptation-type tube models

(De Gennes [27], Doi and Edwards [28]) focus on the behavior of a single chain in a

polymer gel. The motion of the chain is restricted by tubelike constraints, whereby

Brownian motion appears within the tube and reptational motion along the tube.

The mathematical representation of viscous phenomena in the form of evolution

equations on the macroscale is another challenging task. Bergstr€om and Boyce [29]

applied reptational motion to finite viscoelasticity and derived an evolution law

describing the experimentally observed elastomer behavior. The theoretical and

numerical aspects of this approach as well as its FE implementation are discussed

by Dal and Kaliske [30]. Furthermore, a newly proposed FE formulation for

viscoelasticity has been given by Areias and Matouš [31]. Miehe and G€oktepe
[32] represented the time-dependent material behavior by means of two

microkinematic scalar internal variables within the microsphere approach (Miehe

et al. [22]). An overview of nonlinear viscoelastic elastomers and solids is given by

Wineman [33]. Recently, Freund et al. [34] proposed a microstructure-based

one-dimensional (1D) material model for the uniaxial inelastic mechanical behav-

ior of filled elastomers, which is similar to the microsphere approach. In this

context, the concept of representative directions was employed for the generaliza-

tion to three dimensions.

To propose models for the small and finite viscoelasticity of elastomers, differ-

ent computational approaches have been made. An overview is provided, for

example, by Kaliske [35]. In general, one can distinguish between stress- and

strain-type internal variables for modeling deviations away from equilibrium

(ground state response). Stress-type internal variables were used by Simo [36],

Govindjee and Simo [37] and Kaliske and Rothert [38]. Strain-type internal vari-

ables require the additive or multiplicative decomposition of total strain. A multi-

plicative decomposition of the deformation gradient stems from the field of

elastoplasticity (see Lee [39]) and has also been applied to viscoelasticity (see,
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for example, Sidoroff [40], Lubliner [41], Simo [42], Reese and Govindjee [43],

and Dal and Kaliske [30]).

4.1.3 Continuum Damage Mechanics

The formation of microcracks leads to irreversible alteration of the material.

Microcracks can evolve further to form macrocracks. In the ultimate state, material

failure occurs. As an irreversible thermodynamic process, material damage is

another source of energy dissipation and results in an additional thermal contribu-

tion to the total energy balance.

Continuum damage mechanics (CDM) describes the formation of microdamage

in a material using a continuum approach. The theory goes back to Kachanov [44],

Chaboche [45, 46], and Lemaitre [47] among others. Chagnon et al. [48] gave a

critical overview of the use of CDM, in particular for describing the Mullins effect

in elastomers. An elastoplastic damage model with internal state variables as a

strain- or stress-based formulation was developed by Simo and Ju [49, 50]. Kaliske

et al. [51] discussed the evolution of scalar damage, where the approach for

continuous softening makes use of spline functions (polynomial damage functions).

This approach was motivated by Nasdala et al. [52]. G€oktepe and Miehe [53]

developed the microsphere network model further to also represent deformation-

induced softening effects in elastomers by a micromechanically motivated two-

network-based constitutive approach for anisotropic damage.

Next, we present an isothermal viscoelastic material model based on the

extended non-affine tube model potential. The model includes a CDM approach

to account for irreversible thermodynamic processes related to the ground state

elasticity of the material. Subsequently, Sect. 5 is dedicated to the temperature-

dependent formulation for thermomechanical coupling based on the isothermal

terms derived in Sect. 4.

It is worth mentioning that the model development described is only one

possible way to combine the extended non-affine tube model with other model

parts, taking into account stress softening, damage, viscoelasticity, temperature

dependence, etc.

4.2 Continuum Mechanical Basis of Isothermal
Viscoelasticity

An isotropic and undeformed bodyB is considered. The body is formed by material

points with the position vector X 2 B 
 ℝ3 of the so-called reference, initial, or

material configuration at time t¼ 0. The position vector X is expressed via the fixed

Cartesian basis EI. At time t> 0, the material points of the deformed body b occupy

the positions x 2 b 
 ℝ3 of the so-called current or spatial configuration. The
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position vector x is associated with the Cartesian basis ei. The position vectors x and

X of a material point in both configurations are related by

x ¼ φ X, tð Þ; ð26Þ

where φ B, tð Þ : B�ℝ3 ! b�ℝ3 denotes mapping of the motion and associated

deformation. As a result, the material configuration and the current configuration

are linked by the relations x¼φ(X, t) and b ¼ φ B, tð Þ. The deformation gradient

F is introduced as the gradient of the mapping,

F ¼ ∇Xφ X, tð Þ ¼ ∂xi
∂XJ

ei � EJ ¼ FiJ ei � EJ; ð27Þ

and is used as a basic kinematic quantity for constitutive material modeling. The

operator rX⃞ denotes the gradient operator with respect to the reference config-

uration, whereas rx⃞ stands for the gradient operator with respect to the current

configuration. The determinant of the deformation gradient

J ¼ detF > 0 ð28Þ

can be interpreted as the ratio of volume change

J ¼ dv

dV
or J dV ¼ dv; ð29Þ

where the infinitesimal volume element dv of the current configuration is compared

with its counterpart (i.e., the infinitesimal volume element dV of the reference

configuration).

To describe the distinct volumetric and isochoric material behaviors of elasto-

mers, the deformation gradient is multiplicatively decomposed into a volume-

preserving, isochoric (deviatoric) part F and a volumetric (spherical) part Fvol,

F ¼ FFvol, F ¼ J�
1
3 F, Fvol ¼ J

1
31; ð30Þ

where isochoric quantities are marked by an overline. The idea of the multiplicative

decomposition of the deformation gradient goes back to Flory [54], Simo et al. [55],

and other authors. Finite viscous material behavior with finite deviations far away

from the equilibrium is represented by a further multiplicative split of the isochoric

part F into elastic and inelastic contributions,

F ¼ FeFi: ð31Þ

As a result, an intermediate fictitious elastic configuration is introduced, as shown

in Fig. 4. In the present approach, the viscosity is assumed to be purely isochoric in

nature because a further multiplicative split is only applied to F.
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4.3 Stress Response and Rheology

A unit reference volume at constant temperature is considered. Its isothermal

volumetric-isochoric Helmholtz free energy function is the sum of the volumetric

and isochoric free energies,

Ψ 0 ¼ U0 Jð Þ þ Ψ 0 Fi,Fe, d
� �

: ð32Þ

In Eq. (32) and in the following, subscript 0 denotes evaluation of the quantities at a

fixed reference temperature Θ0. In analogy to the further split of the isochoric

deformation, the isochoric free energy function is composed of equilibrium and

non-equilibrium contributions,

Ψ 0 ¼ 1� dð ÞΨ e
0 C Fi;Fe

� �� �
þ Ψ

v
0 Ce Fe

� �� �
; ð33Þ

where C ¼ F
T
F and Ce ¼ F

T
Fe are the unimodular parts of the right Cauchy–

Green tensor and the elastic right Cauchy–Green tensor, respectively. 0� d� 1

denotes a scalar damage variable, which is used to represent isotropic damage of the

equilibrium material response.

The material stress response to deformation is the sum of volumetric and

isochoric Kirchhoff stresses,

τ0 ¼ τ evol,0 þ τiso,0; ð34Þ

which results from the introduced isochoric-volumetric split and Eq. (32) with

Fig. 4 Configurational setting (isochoric deformation part)
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τ evol, 0 ¼ J p01, τiso, 0 ¼ 1� dð Þτ e
iso,0 þ τ viso,0

¼ 1� dð Þℙ : τ e0 þ ℙ : τ v0
¼ 1� dð Þ dev τ e0 þ dev τ v0 :

ð35Þ

In this case, p0 ¼ U00 Jð Þ denotes the volumetric pressure and τ0 stands for the

fictitious Kirchhoff stresses. With the help of the fourth order deviatoric projection

tensorℙabcd ¼ 1
2
δacδbd þ δadδbc½ � � 1

3
δabδcd, the Helmholtz free energy functions are

directly evaluated with respect to the unimodular quantities (e.g., C, Ce ). The

isochoric stresses τiso,0 are obtained by a deviatoric projection applied to the

fictitious stresses τ e0 and τ v0 (see, for example, Miehe [56]). δab denotes the

Kronecker symbol, which is associated with the current configuration. The fictitious

stresses

τ e0 ¼ 2∂
b
Ψ

e

0 b
� �

b and ð36Þ

τ v0 ¼ 2∂
be
Ψ

v

0 be
� �

be ð37Þ

originate from the further multiplicative decomposition of F into elastic and

inelastic parts. b ¼ FF
T

and be ¼ FeFe
T

denote the unimodular left Cauchy–

Green tensor and the elastic left Cauchy–Green tensor, respectively. The relation

be ¼ FC
�1
i F

T ð38Þ

can be verified using Eq. (31) together with the definition of the unimodular inverse

inelastic right Cauchy–Green tensor

C
�1
i ¼ F

�1
i F

�T
i : ð39Þ

In Fig. 5, the isochoric part of the material model is illustrated together with the

stresses in the equilibrium and non-equilibrium branches. The equilibrium branch is

formed by a hyperelastic spring, and the non-equilibrium branch consists of a

Maxwell element with a nonlinear dashpot. The evolution law of the dashpot is

discussed in Sect. 4.6.

Fig. 5 Rheology of the isochoric part of the material model
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4.4 Free Energy Function

For the Helmholtz free energy function U0(J) of the volumetric part, a standard

expression

U0 Jð Þ ¼ κ0 J � ln J � 1ð Þ ð40Þ

is used; see, for example, Simo and Taylor [57] for more details and admissible

function types. κ0 denotes the bulk modulus evaluated at the reference temperature.

In this approach, the bulk modulus has to be large enough to enforce the rubberlike

incompressibility.

The isothermal isochoric free energy functions are

Ψ
e

0 C
� �
¼ We I

b

� �
þ Le λa

� �
; ð41Þ

Ψ
v

0 Ce

� �
¼ Wv I e

b

� �
; ð42Þ

where the functionsWe I
b

� �
and Le λa

� �
were derived by Kaliske and Heinrich [8] in

the form of the extended non-affine tube model. Thus, the following expressions are

used for the equilibrium branch

We I
b

� �
¼ Gc

2

1� δ2
� �

I
b
� 3

� �
1� δ2 I

b
� 3

� � þ ln 1� δ2 I
b
� 3

� �� �" #
; ð43Þ

Le λa
� �

¼ 2Ge

β2
X3
a¼1

λ
�β
a � 1

� �
ð44Þ

and for the non-equilibrium branch

Wv ¼ Gv
c

2

1� δ2v
� �

I e
b
� 3

� �
1� δ2v I e

b
� 3

� � þ ln 1� δ2v I e
b
� 3

� �� �24 35 ð45Þ

to describe the stress response of particle-reinforced elastomers according to the

results obtained in Eq. (25). As already introduced in Eq. (24), D ¼ I
b
¼ trC ¼ λ

2

1

þλ22 þ λ
2

3 ¼ trb and I e
b
¼ trCe ¼ λ

e2

1 þ λ
e2

2 þ λ
e2

3 ¼ trbe are the first invariants of

the unimodular and elastic Cauchy–Green tensors, respectively. Gc, Ge, β, and δ are

material parameters of the equilibrium partΨ
e
C
� �

: The elastic isothermal potential

of the non-equilibrium part contains Gv
c and δv as material parameters. For the

non-equilibrium branch in the present model, only a function in terms of Wv I e
b

� �
is chosen as a simple ansatz. λa denotes the principal unimodular stretch

20 R. Behnke and M. Kaliske



corresponding to the eigenvector Na of the unimodular right Cauchy–Green tensor

C in the reference configuration,

C ¼
X3
a¼1

λ
2

aNa � Na: ð46Þ

The corresponding eigenvector in the current configuration is termed na and

belongs to the eigenspace of b;

b ¼
X3
a¼1

λ
2

ana � na: ð47Þ

The influence of the model parameters of the free energy functions on the stress

response is studied in Figs. 6 and 7. As an example, a uniaxial extension test of an

incompressible elastomer cube is addressed. The stress contribution of partWe I
b

� �
at constant temperature is depicted in Fig. 6 for variation of parameter δ, whereas
Fig. 7 shows the stress contribution of part Le λa

� �
for variation of parameter β.

4.5 Thermodynamic Consistency for Constant Temperature

The second axiom of thermodynamics, also known as the dissipation inequality, for

an isothermal setting reads
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Fig. 6 Stress response of a

uniaxial extension test on an

incompressible elastomer

cube: engineering stress

contribution of part We I
b
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as a function of parameter

δ (Gc¼ 0.1867 MPa)
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D ¼ τ0 : d� _Ψ 0 
 0 ð48Þ

and stipulates that the external power (τ0 : d) in the form of the overall Kirchhoff

stress tensor τ0 and the deformation rate tensor

d ¼ 1

2
lþ lT
� �

¼ 1

2
liso þ lvol½ � þ liso þ lTvol

� �� �
¼ 1

2
lvol þ lTvol
� �

þ 1

2
liso þ l T

iso

� �
¼ dvol þ diso

ð49Þ

has to be larger or equal to the rate of the free energy _Ψ 0 stored in the material

during the applied deformation. Ψ is the Helmholtz free energy per unit reference

volume.

The dissipation inequality can be separately considered for isochoric and volu-

metric processes

D ¼ Dvol þDiso 
 0; ð50Þ

which is an even stronger restriction than that formulated in Eq. (48). Hence, the

volumetric and isochoric notation of Eq. (48) are written as

Dvol ¼ τ evol,0 : dvol � _U0 Jð Þ 
 0; ð51Þ

Diso ¼ τiso,0 : diso � _Ψ 0 
 0: ð52Þ

The volumetric dissipation inequality can be instantaneously verified,
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Dvol ¼ τ evol,0 : dvol � ∂bU0 Jð Þ : _b 
 0

¼ τ evol,0 : dvol � ∂bU0 Jð Þ : lbþ blT
� �


 0

¼ τ evol,0 : dvol � 2∂bU0 Jð Þb½ � : d 
 0

¼ τ evol,0 : dvol � τ e
vol,0 : dvol ¼ 0;

ð53Þ

noting that τevol;0 is only a spherical second-order tensor and that viscous or damage

effects are only considered in the isochoric part of the material model. To evaluate

the isochoric dissipation inequality stated in Eq. (52), the material time derivative

of the isochoric potential is carried out

_Ψ 0 ¼ 1� dð Þ∂
b
Ψ

e

0 : _b � Ψ
e

0
_d þ ∂

be
Ψ

v

0 : _b e: ð54Þ

A further evaluation of Eq. (54) yields

_Ψ 0 ¼ 1� dð Þ∂
b
Ψ

e

0 : lisobþ blTiso
� �

� Ψ
e

0
_d þ ∂

be
Ψ

v

0

: lisobe þ bel
T
iso þℒv be

� �h i
; ð55Þ

where the material time derivative of be is used,

_b e ¼ lisobe þ bel
T
iso þℒv be

� �
: ð56Þ

The spatial time derivativeℒv be
� �

of the elastic stretchbe is calculated by a volume-

preserving pull-back operation of be to the reference configuration, differentiation

with respect to time of this material quantity, and a push-forward operation to

obtain the spatial time derivative. This procedure is commonly referred to as the Lie

time derivative. In the present case, a modified form of the Lie time derivative is

employed, which uses the isochoric deformation gradient F;

ℒv be
� �

¼ Φ*
d

dt
Φ

*
be
� �� �	 


¼ Φ*
d

dt
F
�1
beF

�T� �	 

¼ Φ*

_
C
�1
i

	 

¼ F

_
C
�1
i F

T
:

ð57Þ

By recalling Eq. (55), a further manipulation yields

_Ψ 0
¼ 1� dð Þ 2∂

b
Ψ

e
0b

� �
: diso �Ψ

e
0
_d þ 2∂

be
Ψ

v
0be

h i
: diso þ

1

2
ℒv be
� �

b
�1
e

	 

¼ 1� dð Þτ e0 : diso �Ψ

e

0
_d þ τ v0 : diso þ

1

2
ℒv be
� �

b
�1
e

	 

: ð58Þ

If the obtained result of Eq. (58) is inserted into the isochoric dissipation inequality

given in Eq. (52),

The Extended Non-affine Tube Model for Crosslinked Polymer Networks 23



Diso ¼ Ψ
e
0
_d þ τ v

0 : �1
2
ℒv be
� �

b
�1
e

	 


 0 ð59Þ

¼ Ψ
e

0
_d � τ viso,0 :

1

2
ℒv be
� �

b
�1
e 
 0 ð60Þ

¼ Ψ
e

0
_d þ τ viso,0 : edi 
 0 ð61Þ

is obtained. With the expression of Eq. (57), the inelastic deformation rate tensor di

is formulated in terms of the inelastic velocity tensor, li ¼ _F iF
�1
i ;

1

2
ℒv be
� �

b
�1
e ¼

1

2
FeFi

_
F
�1
i F

�T
i þ F

�1
i

_
F
�T
i

� �
F

T

i F
T

e

	 

b
�1
e

¼ �1
2
Fe li þ l

T

i

� �
F
�1
e

¼ �edi:

ð62Þ

The following section discusses a constitutive evolution law for the inelastic

network stretches governed by the fictitious inelastic deformation rate tensor edi.

4.6 Evolution Law of the Inelastic Deformation

On the macroscale, the observable viscous material behavior is represented by a

constitutive evolution law. Different phenomenologically and physically motivated

approaches have been proposed in the literature, as mentioned in Sect. 4.1. The

approach proposed by Bergstr€om and Boyce [29] describes evolution of the inelas-

tic deformation rate tensor in the current configuration

edi ¼ _γ 0NP ð63Þ

by a physically based derivation for the effective creep rate _γ 0 > 0.

NP ¼
τ viso, 0
k τ viso, 0 k

with τ viso,0 ¼ ℙ : τ v0 ; ð64Þ

k τ v
iso,0 k¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ viso, 0 : τ

v
iso,0

q
ð65Þ

projects the creep process to the viscous stress directions. Because τviso;0 is a

function of the elastic left Cauchy–Green tensor, its eigenspace coincides with

the eigenspace of be and be.

Dal and Kaliske [30] describe the micromechanical motivation and show the

derivation of the effective creep rate expression on the macroscale,
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_γ0 ¼ _γR λ ichain � 1
� �c τv, 0

τ̂

� �m
: ð66Þ

In this case, the effective creep rate considers contributions stemming from the

inelastic deformation, represented by the inelastic network stretch λichain, and the

isochoric viscous stresses in the form of τv,0,

λ ichain ¼

ffiffiffiffiffi
I i
b

3

s
, τv, 0 ¼

k τ viso,0 kffiffiffi
2
p : ð67Þ

I i
b
¼ trCi is the first invariant of the inelastic right Cauchy–Green tensor Ci ¼

F
T

i Fi : _γ R denotes the reference effective creep rate and τ̂ is a parameter with

stress units to render the
τv,0
τ̂

� �
ratio non-dimensional. The power terms c and

m govern the kinetics of chain relaxation and the energy-activated inelastic flow,

respectively. The thermodynamic consistency is satisfied for _γ R=τ̂
m > 0 and

m> 0. In contrast to Doi and Edwards [28] and Bergstr€om and Boyce [29], Dal

and Kaliske [30] proposed a less restrictive choice for c, with c< 0. Alterna-

tively, Dal and Kaliske [30] discussed the substitution of λichain by the ratio of the

total and elastic network stretches,

λ ichain ¼
λ

λe
, λ ¼

ffiffiffiffi
I
b

3

r
, λe ¼

ffiffiffiffiffi
I e
b

3

s
: ð68Þ

Again, the first invariants can be calculated by I
b
¼ trC and I e

b
¼ trCe. However,

the quantities C and Ci do not lie in the same eigenspace as τviso;0 and be: To

overcome this numerical problem, a further development of the evolution law has

been recently proposed by Dal [58].

In the present contribution, in contrast to Dal and Kaliske [30], a modified

effective creep rate expression

_γ 0 ¼ _γ Rλ
c
e

τv, 0
τ̂

� �m
ð69Þ

is introduced with quantities lying in the same eigenspace. In the following, _γ 0

always refers to the definition given in Eq. (69). In this case, the thermodynamic

consistency is fulfilled for _γ R=τ̂
m > 0 and m> 0. From Eqs. (66) and (68), it can be

concluded that for the modified effective creep rate in Eq. (69), c
 0 holds. In

addition, the inelastic network flow directly depends on the elastic network stretch

in its absolute value and is not scaled by the total deformation in the form ofC: For
the parameter combination c¼ 0 and m¼ 1, an evolution law is obtained that

linearly depends on the isochoric stresses.
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Figures 8 and 9 show the influence of the evolution law model parameters c and
m. As an example, an elastomer unit cube was considered. After an initial uniaxial

tensile loading applied within 1 s, a subsequent relaxation phase of 10 s at constant

deformation level was used to demonstrate the relaxation behavior. The isothermal

material model parameters (ground state elastic response) are summarized in

Table 1. The evolution law parameter c is varied in Fig. 8, whereas the influence

of the parameter m is shown in Fig. 9.

To reveal the different shapes of the hystereses as a function of the parameters

c and m during cyclic uniaxial loading, a cyclic tension–compression test was

carried out. Again, a unit elastomer cube was considered and subjected to an
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Fig. 8 Uniaxial tension test on an elastomer cube (see Table 1 for varying parameter c and

constant parameter m¼ 1) with loading phase of 1 s and relaxation phase of 10 s: (a) maximum

tensile stretch λ¼ 2; (b) maximum tensile stretch λ¼ 3
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Fig. 9 Uniaxial tension test on an elastomer cube (see Table 1 for constant parameter c¼ 0 and

varying parameter m) with loading phase of 1 s and relaxation phase of 10 s: (a) maximum tensile

stretch λ¼ 2; (b) maximum tensile stretch λ¼ 3
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excitation frequency of f¼ 1 Hz. The resulting engineering stress response as a

function of the strain state is depicted in Fig. 10.

4.7 Algorithmic Setting for the Isothermal Constitutive
Model

A closed-form description of the resulting stress response as well as the consistent

tangent moduli are next derived for the equilibrium and the non-equilibrium parts.

By considering volumetric and isochoric decomposition, the total stress response

τ0 ¼ τ evol, 0 þ τiso, 0 ð70Þ

Table 1 Model parameters for study of relaxation behavior

Mass density ρ0 (g/cm
3)

1.120

Equilibrium branch κ0 (MPa) Gc (MPa) δ (�) Ge (MPa) β (�)
1,000.0 0.1867 0.09693 0.2169 0.2

Non-equilibrium branch i Gc
v (MPa) δv (�) _γ 0=τ̂

m (MPa�ms�1) c (�) m (�)
1 1.45 0.0 0.00145 Variable Variable

Damage parameters ηα (�) ηβ (�) fd,α (�) fd,β (�)
1.0 1.0 0.0 0.0
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Fig. 10 Cyclic uniaxial tension-compression test on an elastomer cube (see Table 1), with loading

frequency f¼ 1.0 Hz: (a) for varying parameter c and constant parameter m¼ 1; (b) for constant

parameter c¼ 0 and varying parameter m
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is computed, where the isochoric stresses have already been given in Eq. (35) as

τiso,0 ¼ 1� dð Þτ eiso, 0 þ τ viso,0: ð71Þ

The total tangent moduli in their volumetric and isochoric decomposition read

ℂ0 ¼ ℂ e
vol,0 þ ℂiso,0: ð72Þ

Furthermore, the deviatoric tangent moduli of the isochoric equilibrium and

non-equilibrium branches are

ℂiso,0 ¼ 1� dð Þℂ e
iso,0 þ ℂ e

iso,d, 0 þ ℂ v
iso,0; ð73Þ

with

ℂ e
iso,0 ¼ ℙ : ℂ

e

0 : ℙþ 2

3
tr τ e0
� �

ℙ� 2

3
dev τ e0
� �

� 1þ 1� dev τ e0
� �� �

; ð74Þ

ℂ v
iso,0 ¼ ℙ : ℂ

v
0 : ℙþ 2

3
tr τ v0
� �

ℙ� 2

3
dev τ v0
� �

� 1þ 1� dev τ v0
� �� �

: ð75Þ

The total isochoric tangent moduli are obtained as the sum of the isochoric

equilibrium response 1� dð Þℂ e
iso,0 þ ℂ e

iso,d, 0 and the isochoric non-equilibrium

response ℂv
iso;0. The additional tangent term ℂe

iso;d;0 stems from the (1� d ) CDM

approach. In the following steps, the stress and moduli expressions of the equilib-

rium response are given for the free energy functions defined in Eqs. (43) and (44).

Subsequently, the stress and moduli terms of the non-equilibrium response are

analogously derived.

4.7.1 Stress and Moduli Terms for the Equilibrium Branch

First, the equilibrium response, which consists of volumetric and isochoric parts, is

investigated. Emphasis is given to the volumetric response and the isochoric

response of the equilibrium branch.

The volumetric Kirchhoff stresses and the Eulerian tangent moduli as deriva-

tives of U0(J ) are

τ evol, 0 ¼ 2∂bU0 Jð Þb; ð76Þ

ℂ e
vol, 0 ¼ 4b∂2

bbU0 Jð Þb: ð77Þ

Evaluation of the derivatives in Eqs. (76) and (77) results in

τ evol,0 ¼ J p01 and ð78Þ
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ℂ e
vol, 0 ¼ J p0 þ J2 s0

� �
1� 1� 2J p0; ð79Þ

where abcd ¼ 1
2
δacδbd þ δadδbc½ � is the fourth order identity tensor. The scalars J p0

and J2 s0 denote the hydrostatic Kirchhoff stresses (negative pressure) and the

corresponding modulus, respectively. They are defined as derivatives of U0(J)
with respect to J,

p0 ¼ U00 Jð Þ and s0 ¼ U
00

0 Jð Þ: ð80Þ

If the derivatives are carried out by exploiting Eq. (40),

p0 ¼ κ0
J � 1ð Þ
J

and s0 ¼
κ0
J2

ð81Þ

are obtained.

To represent continuously distributed, isotropic damage of the material in the

isochoric response of the equilibrium branch, a CDM approach with a scalar

damage variable d,

0 � d ¼ f d,αdα αð Þ þ f d,β dβ βð Þ � 1 ð82Þ

is applied. Figure 11 depicts a 1D representation of the (1� d ) CDM approach.

d¼ 0 corresponds to a virgin, undamaged material, whereas d¼ 1 represents total

failure of the equilibrium branch. Limiting coefficients 0� fd,α� 1� fd,β and

0� fd,β� 1� fd,α are introduced to scale the discontinuous damage

dα αð Þ ¼ 1� exp � α

ηα

� �
, dα αð Þ 2 0; 1½ �; ð83Þ

and the continuous damage,

(1 − d) τe
iso,0

(1 − d) τe
iso,0

τe
iso,0

1

d

Fig. 11 Modeling of stress

softening as a result of

formation of microdefects

(e.g., around filler

aggregates)
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dβ βð Þ ¼ 1� exp � β

ηβ

 !
, dβ βð Þ 2 0; 1½ �; ð84Þ

see, for example, Miehe [59]. In the present case, simple exponential softening

functions have been chosen as defined in Eqs. (83) and (84), where more sophis-

ticated and more material-appropriate monotonic function types are also possible

(see, for example, Kaliske et al. [51]). ηα and ηβ are material-specific shape

parameters of the softening functions, while the softening parameters α and β

α tð Þ ¼ max
s2 0;t½ �

Ψ
e
0 sð Þ

� �
; ð85Þ

β tð Þ ¼
Z t

0

∂Ψ
e

0 sð Þ
∂s





 



ds; ð86Þ

evolve with time t as a function of the isothermal isochoric potential Ψ
e

0 tð Þ. An
algorithmic representation of Eqs. (85) and (86) for a finite time stepΔt ¼ tnþ1 � tn
yields

αtnþ1 ¼ Ψ
e, tnþ1
0 if Ψ

e, tnþ1
0 > αtn

αtn else

�
ð87Þ

and

βtnþ1 ¼ βtn þ Ψ
e, tnþ1
0 � Ψ

e, tn
0




 


: ð88Þ

Figure 12, shows the influence of the model parameters governing discontinuous

damage evolution. For a purely elastic unit elastomer cube at constant temperature,

a uniaxial tension test and a uniaxial compression test were carried out. The
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Fig. 12 Uniaxial tension test on an elastomer cube with discontinuous damage – variation of ηα
(constant parameters ηβ¼ 0, fd,α¼ 1, fd,β¼ 0): (a) compression; (b) tension
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isothermal ground state response of the material is represented by the model

parameters summarized in Table 2.

Furthermore, to highlight the influence of the parameters governing the contin-

uous damage approach, uniaxial cyclic loading of the unit elastomer cube is

addressed in Fig. 13. It can be observed that the damage and, in consequence, the

stress softening evolves with each loading and unloading process although a

previously seen maximum loading situation is not exceeded during the cyclic test

at constant deformation amplitude.

Table 2 Model parameters for study of stress softening

Mass density ρ0 (g/cm
3)

1.120

Equilibrium branch κ0 (MPa) Gc (MPa) δ (�) Ge (MPa) β (�)
1,000.0 0.1867 0.09693 0.2169 0.2

Damage parameters ηα (�) ηβ (�) fd,α (�) fd,β (�)
Variable Variable Variable Variable
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Fig. 13 Cyclic uniaxial tension-compression test on an elastomer cube with continuous damage –

variation of ηβ (constant parameters ηα¼ 0, fd,α¼ 0, fd,β¼ 1), with loading frequency f¼ 1 Hz,

10 cycles: (a) undamaged material; (b) ηβ¼ 10; (c) ηβ¼ 1; (d) ηβ¼ 0.1
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For further derivations, the isochoric dissipation inequality given in Eq. (52) for

an isothermal isochoric free energy function Ψ 0 Fe;Fi; d
� �

is recalled,

Diso ¼ τiso, 0 : diso � 1� dð Þ∂
b Ψ

e

0 : lisobþ blTiso
� �

þ Ψ
e

0
_d

� ∂
be
Ψ

v

0 : lisobe þ bel
T
iso þℒv be

� �h i
; ð89Þ

where the free energy rate expression of Eq. (55) has been inserted. By defining

DEQ, iso as the dissipation related to the equilibrium branch, the use of Eq. (89) yields

DEQ, iso ¼ τEQ, iso,0 : diso � 1� dð Þ ∂
b Ψ

e
0 : lisobþ blTiso
� �

þ Ψ
e
0
_d

¼ τEQ, iso,0 � ℙ : 2 1� dð Þ ∂
b
Ψ

e
0b

� �� �
: diso þ Ψ

e
0
_d ð90Þ

¼ Ψ
e
0
_d :

The equilibrium stresses of the equilibrium branch are

τEQ, iso,0 ¼ 1� dð Þℙ : 2∂
b
Ψ

e

0b
� �

¼ 1� dð Þτ eiso, 0;
ð91Þ

which renders the first term in brackets of Eq. (90) zero and yields the stress

definition (see, for example, Coleman and Gurtin [60]). The thermodynamic

remaining dissipation inequality of the equilibrium branch,

Ψ
e

0
_d 
 0; ð92Þ

is related to the CDM approach and quantifies the irreversibly dissipated rate of

mechanical energy during microdamage formation.

The tangent moduli of the isochoric equilibrium branch ℂEQ,iso,0 in the reference

configuration are defined by the time derivative of the second Piola–Kirchhoff

stresses _S EQ, iso,0 ¼ ℂEQ, iso,0 : 1
2
_C . The material time derivative reads

_S EQ, iso,0 ¼ 2∂CSEQ, iso,0 :
1

2
_C þ ∂dSEQ, iso,0 _d

¼ 2∂CSEQ, iso, 0 þ 2∂dSEQ, iso,0∂C d½ � : 1
2
_C

¼ 1� dð Þℂ e
iso, 0 þ ℂ e

iso,d, 0

� �
:
1

2
_C

¼ ℂEQ, iso,0 :
1

2
_C ;

ð93Þ

where the chain rule has been employed for the material time derivative
_d ¼ ∂C d : _C . By recalling Eqs. (73) and (74) and evaluating the free energy

functions given in Eqs. (43) and (44), a loading-independent part
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ℂ
e
0 ¼ ℂ

e
W þ ℂ

e
L

� �
ð94Þ

and a second loading-dependent part can be identified, which for the case of loading

is αtnþ1 > αtn

ℂ e
iso,d, 0 ¼ � ∂dα

∂α
þ ∂dβ

∂β
sign Ψ

e, tnþ1
0 � Ψ

e, tn
0

� �	 

� dev τ eW þ τ eL

� �
� dev τ eW þ τ eL

� � ð95Þ

and for the case of unloading is αtnþ1 ¼ αtn

ℂ e
iso,d, 0 ¼ � ∂dβ

∂β
sign Ψ

e, tnþ1
0 � Ψ

e, tn
0

� �	 

� dev τ eW þ τ eL

� �
� dev τ eW þ τ eL

� �
:

ð96Þ

τ e0 ¼ τ eW þ τ eL represents the isothermal fictitious Kirchhoff stress of the undamaged

equilibrium branch. A straightforward exploitation of Eq. (36) yields

τ eW ¼ 2We0 I
b

� �
b; ð97Þ

τ eL ¼ �
2Ge

β

X3
a¼1

λ
�β
a na � na: ð98Þ

For the sake of completeness, the corresponding tangent moduli in the current

configuration are

ℂ
e

W ¼ 4We
00
I
b

� �
b� b ð99Þ

and

ℂ
e

L ¼
X3
a¼1

X3
b¼1

ecab � 2eτaδabð Þna � na � nb � nb

þ 1

2

X3
a¼1

X3
b6¼a

2
eτaλ2b � eτbλ2a
λ
2

a � λ
2

b

na � nb � na � nb þ nb � nað Þ;
ð100Þ

with

ecab ¼ 2Geλ
�β
a δab, eτa ¼ � 2Ge

β
λ
�β
a : ð101Þ

The derivatives with respect to I
b
are given as
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We0 Ib
� �
¼ ∂I

b

We I
b

� �
¼ Gc

2

1� 2δ2 þ δ4 I
b
� 3

� �
1� δ2 I

b
� 3

� �� �2
" #

; ð102Þ

We
00
I
b

� �
¼ ∂2

I
b
I
b

We I
b

� �
¼ Gc

2

2δ2 � 3δ4 þ δ6 I
b
� 3

� �
1� δ2 I

b
� 3

� �� �3
" #

: ð103Þ

Note that Eqs. (98) and (100) are written in terms of the spatial eigenvectors n of b.

For equal principal stretches λb ! λa, the second term of Eq. (100) can be evaluated

via l’Hôpital’s rule to give

lim
λb!λa

eτaλ2b � eτbλ2a
λ
2

a � λ
2

b

¼ 1

2
ecaa � eτa: ð104Þ

Note that the tensor defined in Eq. (100) is expressed with respect to the eigenspace

na. For transformation of the tensor components to the Cartesian basis ei, the

relation

na ¼
X3
i¼1

Taiei ð105Þ

is used, where Tai are the Cartesian components of na (see, for example, Bonet and

Wood [61]).

4.7.2 Stress and Moduli Terms of the Non-equilibrium Branch

The fictitious viscous Kirchhoff stresses are derived from Eq. (42),

τ v0 ¼ 2∂
be
Ψ

v
0 be
� �

be ¼ 2Wv0 I e
b

� �
be; ð106Þ

where the derivatives of the free energy function Wv I e
b

� �
are defined as

Wv0 I e
b

� �
¼ ∂I e

b

Wv I e
b

� �
¼ Gv

c

2

1� 2δ2v þ δ4v I e
b
� 3

� �
1� δ2v I e

b
� 3

� �� �2
264

375; ð107Þ

Wv
00

I e
b

� �
¼ ∂2

I e

b
I e

b

Wv I e
b

� �
¼ Gv

c

2

2δ2v � 3δ4v þ δ6v I e
b
� 3

� �
1� δ2v I e

b
� 3

� �� �3
264

375: ð108Þ

Computation of the fictitious Kirchhoff stresses in Eq. (106) involves the current

value of be in the time step t¼ tn+1. The current isochoric elastic stretches be are
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computed by considering the elastic stretches of the previous time step at t¼ tn and
their evolution up to the time t¼ tn+1, which is defined by the proposed evolution

law given in Eqs. (63) and (69). Next, the time integration is addressed and

considered in more detail.

For integration of the evolution law, an operator split of the material time

derivative of be is employed. It consists of an elastic predictor (EPRE) and an

inelastic corrector step (ICOR),

_be ¼ lisobe þ bel
isoT|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

EPRE

þℒv be
� �|fflfflfflffl{zfflfflfflffl}

ICOR

: ð109Þ

In Fig. 14, the operator split technique is illustrated for a 1D setting. During the

elastic trial step depicted in Fig. 14b, the inelastic deformation is considered to be

fixed and, as a result, its material time derivative is zero,

EPRE :
_

C
�1
i ¼ 0: ð110Þ

Hence, the unimodular operator ℒv be
� �

defined in Eq. (57) is also zero,

EPRE : ℒv be
� �

¼ F
_

C
�1
i F

T ¼ 0: ð111Þ

The elastic trial or estimation for be at time tn+1 can be obtained by making use of

Eq. (38)

EPRE : b
tr

e ¼ F
tnþ1

C
�1, tn
i F

T, tnþ1 ð112Þ

with the unchanged inelastic right Cauchy–Green tensor

EPRE : C
�1, tr
i ¼ C

�1, tn
i : ð113Þ

In the inelastic corrector step illustrated in Fig. 14c, liso is set to zero becauseF does

not evolve any further in the considered iteration in the time step tn+1. This means

that, with the help of Eq. (62), the material time derivative in Eq. (109) becomes

ICOR : _b e ¼ 0þℒv be
� �



b
tr

e
¼ �2edibe





b
tr

e

ð114Þ

If the constitutive evolution law defined in Eq. (63) is inserted for the inelastic

deformation rate tensor edi, the expression for the inelastic corrector step yields

ICOR : _b e ¼ �2 _γ 0NP½ �be



b
tr

e
; ð115Þ
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which is an ordinary first-order differential equation with respect to time, with the

initial condition b
tr

e from the elastic trial step. As proposed, for example, by Weber

and Anand [62] or Simo [42], Eq. (115) can be solved by exponential mapping

ICOR : be ¼ exp �2
Z tnþ1

tn

_γ 0NP dt

	 

b
tr

e ; ð116Þ

Fig. 14 Elastic trial and inelastic corrector step for evolution of the elastic and inelastic defor-

mation parts: (a) t¼ tn; (b) EPRE t¼ tn+1; (c) ICOR t¼ tn+1
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where an integration in time from tn to tn+1 is carried out and the result obtained by

the elastic trial step [see Eq. (112)] is used. A linear approximation of the time

integral yields

ICOR : be 	 exp �2 _γ 0NP Δt½ �btre ; ð117Þ

where�2 _γ 0NP is assumed to be constant with respect to time in the current iteration

in the time increment [tn, tn+1]. As a result of the assumption of an isotropic body,

τviso;0 and, therefore, NP commutes with be and also with b
tr

e

b
tr

e ¼
X3
a¼1

λ
etr2

a na � na; ð118Þ

be ¼
X3
a¼1

λ
e2

a na � na: ð119Þ

In this case, Eq. (116) can be written in principal stretch directions na of b
tr

e ,

λe2a 	 exp �2Δt _γ 0

devτ v
0

� �
affiffiffi

2
p

τv

" #
λetr

2

a ; ð120Þ

where

NP ¼
τ viso, 0
τ viso, 0
�� �� ¼X3

a¼1

devτ v0
� �

affiffiffi
2
p

τv
na � na ð121Þ

is a function of be and is expressed in its eigenspace by making use of Eqs. (64),

(65), and (69). If the logarithm is applied to Eq. (120) and if principal logarithmic

stretches ε ea ¼ lnλ
e

a and εtra ¼ lnλ
etr

a are used, we obtain the form

ε ea 	 �
Δtffiffiffi
2
p _γ 0

τv
devτ v

0

� �
a
þ εetra : ð122Þ

Equation (122) is a nonlinear equation because τa and _γ 0 are both functions of the

principal stretchesλ
e

a :The residual expression for the iterative solution technique by
a Newton–Raphson scheme is defined as

ra ¼ ε ea þ
Δtffiffiffi
2
p _γ 0

τv
devτ v0
� �

a
� εetra ¼ 0: ð123Þ

The steps of the local Newton–Raphson iteration are summarized in Table 3. Note

that εe tra is constant during the iteration.
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Once the current unimodular elastic left Cauchy–Green tensor be is known from

the result of the Newton–Raphson iteration (Table 3) and Eq. (119), the viscous

stresses τviso;0 can be computed. In addition, the consistent tangent moduli for the

non-equilibrium branch have to be formulated, as shown by Reese and Govindjee

[43], Wriggers [63], and Dal and Kaliske [30]. The formulation is briefly

summarized next.

In accordance with Eq. (118), the unimodular trial elastic deformation tensor in

its spectral decomposition is given by

F
tr

e ¼
X3
a¼1

λ
etr

a na � eNa: ð124Þ

A fictitious second Piola–Kirchhoff stress tensor is defined from Eq. (106) in

principal directions as

eS v
0 ¼ F

tr�1

e τ v0F
tr�T

e ¼
X3
a¼1

τ va

λ
etr2

a

eNa � eNa; ð125Þ

which is based in the intermediate reference configuration with the eigenvectors eNa.

Furthermore, the incremental rate equation in terms of the consistent tangent

moduli ℂ
v

0 is defined by

ΔeS v
0 ¼ ℂ

v

0 :
1

2
ΔCtr

e with ℂ
v

0 ¼ 2
∂eS v

0

∂C
tr

e

: ð126Þ

The expression for the moduli in principal directions can be found by a straight-

forward evaluation of Eq. (126),

Table 3 Steps of the local

Newton–Raphson iteration
1. Set initial values k ¼ 0, εe,ka ¼ εetra
DO

2. Residual equation ra ¼ εa þ Δtffiffi
2
p _γ 0

τv
devτ v0
� �

a
� εetra ¼ 0

3. Linearization Lin ra ¼ ra



εe,k þ ∂ra

∂ε e
b





εe,k

Δεe,kb ¼ 0

4. Computation Kab ¼ ∂ ra
∂ε e

b





εe,k

5. Solve Δεe,kb ¼ � Kabð Þ�1ra
6. Update εe,kþ1a  εe,ka þ Δεe,ka

k k þ 1

WHILE TOL � rak k
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ℂ
v

0 ¼
X3
a¼1

X3
b¼1

cvab � 2τ vaδab

λ
etr2

a λ
etr2

b

eNa � eNa � eNb � eNb

þ 1

2

X3
a¼1

X3
b 6¼a

2
es va �es vb

λ
etr2

a � λ
etr2

b

eNa � eNb
eNa � eNb þ eNb � eNa

� � ð127Þ

¼
X3
a¼1

X3
b¼1

X3
c¼1

X3
d¼1

eLabcd
eNa � eNb � eNc � eNd ð128Þ

with es va ¼ τ va=λ
etr2

b : The term is evaluated as

cvab ¼
∂τ va
∂εetrb

¼ ∂τ va
∂ε ec

∂ε ec
∂εetrb

; ð129Þ

where the principal fictitious isothermal Kirchhoff stress τ va is obtained from the

notation in its eigenbasis according to Eq. (106),

τ va ¼ 2Wv0 Ie
b

� �
λ
e2

a : ð130Þ

If the residual expression of the local Newton–Raphson iteration is considered

again, the total derivative of the residual expression with respect to the trial

stretches is

dra
dεetrb

¼ ∂ra
∂εetrb

þ ∂ra
∂ε ec

∂ε ec
∂εetrb

¼ 0: ð131Þ

With the help of the intermediate result,

0 ¼ �δab þKac þ
∂ε ec
∂εetrb

; ð132Þ

the relation

∂ε ea
∂εetrb

¼ Kbað Þ�1 ¼ K�1
� �

ab
¼ K�1ab ð133Þ

is computed by taking into account the property of the Kronecker symbol δab. With

the abbreviation Tac; Eq. (129) becomes

cvab ¼ T acK�1cb : ð134Þ
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In Eq. (127), one observes a singularity of the second term for equal eigenvalues

λ
etr

b ! λ
etr

a ; which leads to an undetermined expression 0
0
: Again, in analogy to

Eq. (104), the second term of Eq. (127) is evaluated via l’Hôpital’s rule to give

lim
λb!λa

es va �es vb
λ
etr2

a � λ
etr2

b

¼ 1

2

cvaa � 2τ va

λ
etr4

a

: ð135Þ

The consistent tangent moduli for the current configuration are formulated via a

push forward in terms of F
tr

e from the intermediate reference configuration to the

current configuration,

ℂ
v

0 ¼
X3
a¼1

X3
b¼1

X3
c¼1

X3
d¼1

eLabcdλ
etr

a λ
etr

b λ
etr

c λ
etr

d na � nb � nc � nd: ð136Þ

Note that the consistent tangent moduli expression, given in Eq. (136), is still based

in the eigenspace na. For a transformation of the tensor components to the Cartesian

basis ei, the relation

na ¼
X3
i¼1

Ttr
aiei ð137Þ

is used again, where Ttrai are the Cartesian components of na (see, for example,

Bonet andWood [61]). The eigenvectors in the different configurational settings are

represented in Fig. 15.

Fig. 15 Transformation of

the eigenvectors in the case

of multiplicative

decomposition of the

isochoric deformation

gradient F ¼ FeFi:

eigenvectors Na of the

reference configuration,

eigenvectors Ña of the

inelastic intermediate

configuration, and

eigenvectors na of the

current configuration
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5 Non-isothermal Framework for Temperature-Dependent

Material Behavior

The previous section outlined an isothermal setting for finite viscoelasticity. In this

section, the temperature dependency of the material is addressed. The isothermal

setting for finite viscoelasticity introduced in Sect. 4.2 is generalized to coupled

thermomechanics. For the coupling of mechanical and thermal material behavior in

the material model, the strategy proposed by Reese and Govindjee [64] is adapted

and modified with respect to the heat capacity coefficient of the material model.

5.1 Thermoelasticity and Thermoviscoelasticity

The distinct entropic behavior of elastomers results in a strong coupling between

the mechanical and thermal response, which also holds for polymer networks

(regarded as purely elastic). As an example, the thermoelasticity of tubelike

constrained polymer networks has been discussed by Heinrich [65]. Miehe [66]

provided the basics of the numerical treatment of related thermomechanical pro-

cesses and also discussed [67] the closed-form description for thermoelasticity with

temperature changes upon deformation as a result of thermoelastic coupling. In the

case of inelastic material behavior, the released thermal energy contributes to

dissipative heat build-up in the material. The mechanical and thermal responses

of a filler-reinforced tread compound were investigated, for example, by Lion [68]

and a geometrically nonlinear constitutive theory for thermomechanical behavior

has been presented [69]. Furthermore, thermoviscoelasticity for large deformations

has been considered by Berardi et al. [70], who showed that the source term of

viscous friction cannot be independent of temperature.

The effect of deformation on temperature is much less studied. For bidirectional

coupling, a thermodynamic consistent form of the Helmholtz free energy function

must be derived (Allen et al. [71, 72], Chadwick et al. [73, 74]). The theory of linear

viscoelasticity has been addressed by Haupt [75] and is characterized by small

deviations away from the thermodynamic equilibrium. Viscoelastic models for

small deformations have been proposed by, for example, Morland and Lee [76]

and models for large deformations by Holzapfel and Simo [77], where internal

stress-based (Simo [36]) or strain-based (Reese and Govindjee [64]) variables were

employed. Reese and Govindjee [64] have presented a general framework for fully

coupled thermoviscoelasticity and evaluated the derived general expressions for the

Ogden material model. Reese [78] has discussed a micromechanically motivated

material model. More recently, thermomechanical coupling in elastomers has been

experimentally and numerically studied by Dippel et al. [79].

Internal strain-type variables enable the derivation of an evolution equation

comparable to that presented by Simo and Miehe [80] in the context of associative

elastoplasticity. For its solution, an exponential mapping algorithm (Weber and
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Anand [62], Eterovic and Bathe [81]) is commonly employed, whereas former

methodologies are only applicable for small deformations and small deviations

away from the thermodynamic equilibrium.

Reese and Govindjee [64] proposed a theory for fully coupled finite

thermoviscoelasticity and showed its algorithmic FE implementation to be suitable

for a simultaneous solution scheme. Temperature functions fEQ(Θ) and fNEQ(Θ)
were introduced to represent the temperature dependency of the equilibrium

(EQ) and non-equilibrium (NEQ) branches by multiplying them by the free energy

functions evaluated at a reference temperature Θ0. This theory proposed by Reese

and Govindjee [64] is adopted in this contribution (see also Behnke [82]). However,

in contrast to Reese and Govindjee [64], the extended non-affine tube model is used

here for the hyperelastic features of the model. In addition, a CDM approach is

incorporated in the context of finite thermomechanics. Furthermore, the reference

heat capacity is no longer considered to be constant and can also be a function of

temperature, which is commonly the case, as deduced from experiments.

5.2 Constitutive Equations for Thermomechanics

The second law of thermodynamics, also known as the Clausius–Duhem inequality

or dissipation inequality, is given in the reference configuration by

S :
1

2
_C � _Ψ �η _Θ � 1

Θ
Q � rXΘ 
 0 ð138Þ

and in the current configuration by

τ : d� _Ψ �η _Θ � 1

Θ
q̂ � rxΘ 
 0: ð139Þ

Ψ and η denote the Helmholtz free energy and the entropy per unit reference

volume, respectively. S denotes the second Piola–Kirchhoff stress tensor, C the

right Cauchy–Green tensor, and Θ the absolute temperature. The heat flux Q in the

reference configuration is related to the heat flux q of the current configuration via

the relation

Q ¼ J F�1q ¼ F�1q̂
¼ F�1 �krxΘð Þ
¼ F�1 �kF�TrXΘ

� �
¼ �kC�1rXΘ:

ð140Þ

The spatial Kirchhoff heat flux q̂ is written as

q̂ ¼ J q ¼ �krxΘ; ð141Þ
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where the constitutive relation of Fourier’s law is applied on the Kirchhoff setting.

In this case, the Cauchy heat flux q is identified as

q ¼ �1
J
krxΘ: ð142Þ

The constitutive parameter k
 0 stands for the heat conductivity coefficient of the

material, which is assumed to be independent of temperature and deformation.

To build up a thermomechanical coupled material model for finite

thermoviscoelasticity, including continuum damage, the following dependencies

are assumed:

Ψ ¼ ΨEQ C; d;Θð Þ þ ΨNEQ Ce;Θ
� �

; ð143Þ

S ¼ SEQ C; d;Θð Þ þ SNEQ Ce;Θ
� �

; ð144Þ

η ¼ ηEQ C; d;Θð Þ þ ηNEQ Ce;Θ
� �

; ð145Þ

q ¼ 1

J
FQ C;Θð Þ: ð146Þ

Note that, for example, Ψ stands for the temperature-dependent Helmholtz free

energy function, whereas the isothermal Helmholtz free energy functionΨ 0 (defined

in Sect. 4.2) is labeled with the subscript 0. In Eqs. (143) to (146), the subscripts EQ

and NEQ characterize quantities of the equilibrium and the non-equilibrium

branches, respectively. C and Θ represent the functional dependency of Ψ , S, η,
and Q on deformation (mechanical field) and temperature (thermal field), respec-

tively. Ce and the scalar damage variable d are internal variables of the material

model. Equation (138) is formulated with the help of Eqs. (143) to (146), which in

the reference configuration yields

S� 2
∂ΨEQ

∂C






d¼const:

� �
:
1

2
_C

�∂ΨNEQ

∂Ce

:
1

2
_
C e �

∂ΨEQ

∂d
_d � ∂Ψ

∂Θ
þ η

� �
_Θ

�1

Θ
Q � rXΘ 
 0 ð147Þ

or in the current configuration

τ � 2
∂ΨEQ

∂b






d¼const:

b

� �
: d

�∂ΨNEQ

∂be
: be �

∂ΨEQ

∂d
_d � ∂Ψ

∂Θ
þ η

� �
_Θ

�1

Θ
q̂ � rxΘ 
 0:

ð148Þ
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In Eqs. (147) and (148), the partial derivatives with respect to the strain field in the

form of C or b are carried out for a fixed evolution of d. The evolution of d over

time is taken into account by the partial derivative with respect to the internal

variable d itself. Via the material time derivative of

Ce ¼ F
�T
i CF

�1
i ð149Þ

and Eq. (56), the dissipation inequalities given in Eqs. (147) and (148) become

S� 2
∂ΨEQ

∂C






d¼const:

� ℙ : 2F
�1
i

∂ΨNEQ

∂Ce

F
�T
i

	 
� �
:
1

2
_C

�ℙ : 2F
�1
i

∂ΨNEQ

∂Ce

F
�T
i

	 

:
1

2
�FT

i l
T

i Ce þ Celi

� �
Fi

h i
�∂ΨEQ

∂d
_d � ∂Ψ

∂Θ
þ η

� �
_Θ � 1

Θ
Q � rXΘ 
 0

ð150Þ

and

τ � 2
∂ΨEQ

∂b






d¼const:

b� ℙ : 2
∂ΨNEQ

∂be
be

	 
� �
: d

�ℙ : 2
∂ΨNEQ

∂be
b
�1
i

	 

:

1

2
ℒv be
� �

b
�1
e

	 

�∂ΨEQ

∂d
_d � ∂Ψ

∂Θ
þ η

� �
_Θ � 1

Θ
q̂ � rxΘ 
 0;

ð151Þ

respectively. Because the inequality stated in Eqs. (150) and (151) must be fulfilled

for arbitrary deformation rates ( _C, d) and temperature rates ( _Θ), the terms in the

brackets of Eq. (150) and Eq. (151) should vanish for an arbitrary strain and

temperature evolution. This leads to the general stress and entropy definition,

S ¼ 2
∂ΨEQ

∂C






d¼const:

þ ℙ : 2F
�1
i

∂ΨNEQ

∂Ce

F
�T
i

	 

¼ SEQ þ SNEQ, iso;

ð152Þ

η ¼ �∂Ψ
∂Θ

: ð153Þ

The remaining inequality, for example, in the current configuration

�∂ΨEQ

∂d
_d � 1

Θ
q̂ � rxΘ 
 0 ð154Þ

is fulfilled by enforcing
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∂ΨEQ

∂d
� 0 and _d 
 0; ð155Þ

1

Θ
q̂ � rxΘ ¼ �

1

Θ
krxΘ � rxΘ � 0 with k 
 0: ð156Þ

The condition _d 
 0 in Eq. (155) enforces that the material damage can only be

constant or increase monotonically with time. In Eq. (156), the constitutive relation

for the heat flux defined in Eq. (141) has been inserted.

5.3 Temperature-Dependent Helmholtz Free Energy

In Sect. 4.2, an approach for the Helmholtz free energy of a material model is given

for an isothermal setting, where the functions are evaluated for one special tem-

perature (i.e., the reference temperature Θ0). The Helmholtz free energy is formu-

lated as a function of temperature and, as a result, the stresses and tangent moduli

also include temperature dependency. Therefore, the approach presented by Reese

and Govindjee [64] is applied and adapted with modifications (see also Behnke

[82]).

The Helmholtz free energy Ψ is one part of the internal energy e per unit

reference volume of a body, which represents the mechanical energy stored as a

mechanically reversible energy potential during deformation

Ψ ¼ e� Θη ¼ eþ Θ
∂Ψ
∂Θ

: ð157Þ

In Eq. (157), η is the entropy per unit reference volume for which the relation given

in Eq. (153) has been used. Equation (157) is derived with respect to temperature

∂Ψ
∂Θ
¼ ∂e

∂Θ
þ ∂Ψ

∂Θ
þ Θ

∂2Ψ

∂Θ∂Θ
: ð158Þ

Equation (158) is simplified to

0 ¼ ∂e
∂Θ
� cv ! cv ¼

∂e
∂Θ

ð159Þ

with the heat capacity cv per unit reference volume defined as

cv ¼ �Θ
∂2Ψ

∂Θ∂Θ
¼ cEQ þ cNEQ: ð160Þ
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From Eqs. (159) and (160), the internal energy is written as the integral of the heat

capacity

e ¼
ZΘ
Θ0

cvdeΘ þ e0 ¼ eEQ þ eNEQ ð161Þ

with e0 as the internal energy per unit reference volume at the reference temperature

Θ0. Equation (160) also permits rewriting the Helmholtz free energy Ψ as

∂2Ψ

∂Θ∂Θ
¼ � c

Θ
: ð162Þ

Integration with respect to temperature yields

∂Ψ
∂Θ
¼
ZΘ
Θ0

� ceΘ
� �

deΘþ ∂Ψ
∂Θ






Θ0

: ð163Þ

Equation (157) is formulated with the help of the terms derived in Eqs. (161) and

(163) to become

Ψ ¼
ZΘ
Θ0

cvdeΘ þ e0 þ Θ

ZΘ
Θ0

� ceΘ
� �

deΘ þ ∂Ψ
∂Θ






Θ0

0B@
1CA

¼ e0 þ Θ
∂Ψ
∂Θ






Θ0

þ
ZΘ
Θ0

cv 1� ΘeΘ
� �

deΘ:

ð164Þ

If the terms of Eq. (164) are compared with the terms of Eq. (157), the Helmholtz

free energy at the reference temperature Θ0 is

Ψ 0 ¼ e0 þ Θ0

∂Ψ
∂Θ






Θ0

: ð165Þ

Via the definition of Ψ 0, Eq. (165) is reformulated to

Θ
∂Ψ
∂Θ






Θ0

¼ Θ

Θ0

Ψ 0 �
Θ

Θ0

e0 ð166Þ

and finally inserted into Eq. (164) to give the Helmholtz free energy per unit

reference volume
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Ψ ¼ Θ

Θ0

Ψ 0 1� Θ

Θ0

� �
e0 þ

ZΘ
Θ0

cv 1� ΘeΘ
� �

deΘ ð167Þ

as a function of the isothermal quantities Ψ 0, e0, and the temperature-dependent

heat capacity cv. It is assumed that the heat capacity cv is a function of the

temperature and current deformation via the isothermal free energy functions

ΨEQ,0 and ΨNEQ,0

cv ¼ c Θð Þ � Θ
∂2

gEQ
∂Θ∂Θ

ΨEQ,0 � Θ
∂2

gNEQ
∂Θ∂Θ

ΨNEQ,0: ð168Þ

c Θð Þ is a continuously differentiable positive function of Θ and can be regarded as

the heat capacity per unit reference volume of the stress-free body characterized by

ΨEQ,0¼ 0 and ΨNEQ,0 ¼ 0: In this case, Eq. (168) reduces to cv ¼ c Θð Þ, indepen-
dently of the choice of the temperature functions gEQ and gNEQ. Note that the

function c Θð Þ 
 0 can easily be obtained from experimental measurements on

stress-free material. For further derivation, the integral in Eq. (167) is split into two

parts:

ZΘ
Θ0

cv 1� ΘeΘ
� �

deΘ ¼ ZΘ
Θ0

cvdeΘ
|fflfflfflffl{zfflfflfflffl}

I

� Θ

ZΘ
Θ0

ceΘ deΘ
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

II

: ð169Þ

The first integral on the right-hand side of Eq. (169) can be evaluated as

ZΘ
Θ0

cvdeΘ ¼
ZΘ
Θ0

c eΘ� �
deΘ � eΘ ∂gEQ

∂eΘ ΨEQ,0

	 
Θ
Θ0

þ
ZΘ
Θ0

∂gEQ
∂eΘ ΨEQ,0deΘ

� eΘ ∂gNEQ
∂eΘ ΨNEQ,0

	 
Θ
Θ0

þ
ZΘ
Θ0

∂gNEQ
∂eΘ ΨNEQ,0deΘ;

ð170Þ

where integration by parts has been applied to Eq. (169) after inserting the expres-

sion for heat capacity defined in Eq. (168). The general antiderivative C eΘ� �
to

c eΘ� �
is introduced as

C eΘ� �
¼
Z

c eΘ� �
deΘ: ð171Þ

With this definition at hand, Eq. (170) is simplified to give
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ZΘ
Θ0

cvdeΘ ¼ C Θð Þ � C Θ0ð Þ

� Θ
∂gEQ
∂Θ






Θ

ΨEQ,0 þ Θ0

∂gEQ
∂Θ






Θ0

ΨEQ,0

þ gEQ Θð ÞΨEQ,0 � gEQ Θ0ð ÞΨEQ,0

� Θ
∂gNEQ
∂Θ






Θ

ΨNEQ,0 þ Θ0

∂gNEQ
∂Θ






Θ0

ΨNEQ,0

þ gNEQ Θð ÞΨNEQ,0 � gNEQ Θ0ð ÞΨNEQ,0:

ð172Þ

The second integral term of Eq. (169) is now considered

Θ

ZΘ
Θ0

ceΘdeΘ ¼ Θ

ZΘ
Θ0

g eΘ� �
deΘ � Θ

ZΘ
Θ0

∂2
gEQ

∂eΘ∂eΘ ΨEQ,0deΘ
� Θ

ZΘ
Θ0

∂2
gNEQ

∂eΘ∂eΘ ΨNEQ,0deΘ; ð173Þ

where

g eΘ� �
¼

c eΘ� �
eΘ ð174Þ

has been introduced. In analogy to Eq. (171), the general antiderivative G eΘ� �
to

g eΘ� �
yields

G eΘ� �
¼
Z

g eΘ� �
deΘ ð175Þ

and Eq. (173) can be rewritten as

Θ

ZΘ
Θ0

ceΘdeΘ ¼ Θ G Θð Þ � G Θ0ð Þ
� �

� Θ
∂gEQ
∂Θ






Θ

�
∂gEQ
∂Θ






Θ0

 !
ΨEQ,0

� Θ
∂gNEQ
∂Θ






Θ

�
∂gNEQ
∂Θ






Θ0

 !
ΨNEQ,0: ð176Þ

The total expression of Eq. (169) reads after simplification and taking care of the

minus sign
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ZΘ
Θ0

cv 1� ΘeΘ
� �

deΘ ¼ I� II ¼

gEQ Θð ÞΨEQ,0 þ
∂gEQ
∂Θ






Θ0

Θ0 � Θð Þ � gEQ Θ0ð Þ
 !

ΨEQ,0

þ gNEQ Θð ÞΨNEQ,0 þ
∂gNEQ
∂Θ






Θ0

Θ0 � Θð Þ � gNEQ Θ0ð Þ
 !

ΨNEQ,0

þ C Θð Þ � C Θ0ð Þ
� �

� Θ G Θð Þ � G Θ0ð Þ
� �

:

ð177Þ

Often, the heat capacity c Θð Þ is assumed to be constant,

c∗ Θð Þ ¼ c0, g∗ Θð Þ ¼ c0
Θ
; ð178Þ

where c0 denotes the heat capacity per unit reference volume, evaluated at the

reference temperature for a stress-free specimen. In this case, the general antide-

rivatives from Eqs. (171) and (175) become

C
∗ eΘ� �

¼
Z

c0 deΘ ¼ c0 eΘ; ð179Þ

G
∗ eΘ� �

¼
Z

c0eΘ deΘ ¼ c0ln eΘ: ð180Þ

Using Eqs. (179) and (180) to evaluate the heat capacity terms of Eq. (177) yields

the standard heat capacity term

C
∗
Θð Þ � C

∗
Θ0ð Þ

h i
� Θ G

∗
Θð Þ � G

∗
Θ0ð Þ

h i
¼ c0 Θ� Θ0 � Θ ln

Θ

Θ0

� �
ð181Þ

of the Helmholtz free energy Ψ (see, for example, Reese and Govindjee [64]). In

this case, the temperature-dependent free energy function of Eq. (167) takes the

form

Ψ ¼ eEQ,0 þ eNEQ,0ð Þ 1� Θ

Θ0

� �
þ C Θð Þ � C Θ0ð Þ
� �

� Θ G Θð Þ � G Θ0ð Þ
� �

þ Θ

Θ0

þ gEQ Θð Þ � gEQ Θ0ð Þ þ
∂gEQ
∂Θ






Θ0

Θ0 � Θð Þ
 !

ΨEQ,0

þ Θ

Θ0

þ gNEQ Θð Þ � gNEQ Θ0ð Þ þ
∂gNEQ
∂Θ






Θ0

Θ0 � Θð Þ
 !

ΨNEQ,0;

ð182Þ
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where the integral expression of Eq. (177) has been used. The equilibrium part of

the free energy function Ψ is identified as

ΨEQ C; d;Θð Þ ¼ t Θð ÞeEQ,0 þ f EQ Θð ÞΨEQ,0 þ C Θð Þ ð183Þ

and the non-equilibrium part as

ΨNEQ Ce;Θ
� �

¼ t Θð ÞeNEQ,0 þ fNEQ Θð ÞΨNEQ,0; ð184Þ

where the temperature dependency of the free energy function is written in a more

compact form by introducing temperature evolution functions fEQ(Θ) and fNEQ(Θ),
which are multiplied by the reference free energy functions ΨEQ,0 and ΨNEQ,0:
These functions can be found by comparing Eq. (182) with Eqs. (183) and (184),

f EQ Θð Þ ¼ Θ

Θ0

þ gEQ Θð Þ � gEQ Θ0ð Þ þ
∂gEQ
∂Θ






Θ0

Θ0 � Θð Þ; ð185Þ

fNEQ Θð Þ ¼ Θ

Θ0

þ gNEQ Θð Þ � gNEQ Θ0ð Þ þ
∂gNEQ
∂Θ






Θ0

Θ0 � Θð Þ; ð186Þ

t Θð Þ ¼ 1� Θ

Θ0

ð187Þ

and the general heat capacity term C Θð Þ;

C Θð Þ ¼ C Θð Þ � C Θ0ð Þ
� �

� Θ G Θð Þ � G Θ0ð Þ
� �

: ð188Þ

As dimensionless functions gEQ(Θ) and gNEQ(Θ), a wide range of different function
types are possible for representing the temperature dependency of the investigated

material. For more details, see Reese and Govindjee [64]. With the help of

Eq. (182), the internal energy e is given by

e ¼ eEQ,0 þ ΨEQ,0 f EQ � Θ
∂f EQ
∂Θ

� �
þ C Θð Þ � Θ

∂C Θð Þ
∂Θ

þ eNEQ,0 þ ΨNEQ,0 fNEQ � Θ
∂fNEQ
∂Θ

� �
:

ð189Þ

For the reference internal energy eEQ,0, the form

eEQ,0 ¼ κ0 α0Θ0ln J ð190Þ

is chosen, where κ0 and α0 are the bulk modulus and the thermal volume expansion

coefficient of the equilibrium branch at reference temperature Θ0, respectively. The

same approach,
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eNEQ,0 ¼ κ v
0α

v
0Θ0ln Je; ð191Þ

could be assumed for the non-equilibrium branch, where the superscript v denotes
the viscous parameters in the case of viscous volumetric material behavior with

Fvol ¼ J
1
31 ¼ Fvol,eFvol, i ¼ J

1
3

eJ
1
3

i1: ð192Þ

However, in the proposed material model, only purely isochoric viscous material

behavior is considered as mentioned before; hence, J¼ Je, Ji¼ 1 and κ v
0 ¼ α v

0 ¼ 0,

which leads to eNEQ,0¼ 0.

Figure 16 depicts the volumetric part of the proposed material model by simple

rheological elements. The rheological interpretation of the volumetric part is given

by an equilibrium branch, which is composed of the potentialsU0(J) and eEQ,0(J ) at
reference temperature Θ0. Note that eEQ,0 is also part of the volumetric material

response as a result of its dependence on the volumetric deformation in the form of

J. As a result, the internal energy eEQ,0 can be seen as the potential of a second

volumetric spring in parallel to the first defined by the potential U0(J). An alterna-

tive approach for the equilibrium branch is depicted in Fig. 17, in which the

determinant of the deformation gradient J is also multiplicatively decomposed

into a purely stress-free volume change JΘ as a result of a temperature increase or

decrease and a stress-generating volume change Jm as

Fvol ¼ J
1
31 ¼ Fvol,mFvol,Θ ¼ J

1
3

mJ
1
3

Θ1: ð193Þ

For this alternative approach, the constitutive equation for the volume dilatation as

a result of a temperature change

Fig. 16 Rheology of the volumetric part of the material model

Fig. 17 Alternative rheology for volumetric part
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JΘ ¼ 1þ α0 Θ� Θ0ð Þ ¼ 1þ α0ΔΘ ð194Þ

is given via the thermal volume expansion coefficient α0.
If a stress-free state of the volumetric rheology depicted in Fig. 16 and a

homogeneous temperature increase of ΔΘ¼Θ�Θ0 are considered, the body

dilates, which leads to J> 1 and, hence, to a volumetric stress response stemming

from the potential U0(J ). However, the total stress response must remain zero,

τvol ¼ J p1 ¼ f EQ Θð Þτ evol, 0 þ t Θð Þτe, 0 ¼ 0 ð195Þ

or, for one direction, the hydrostatic Cauchy pressure

p ¼ f EQ Θð Þ∂U0 Jð Þ
∂J

þ t Θð Þ∂eEQ,0 Jð Þ
∂J

¼ f EQ Θð ÞU00 Jð Þ þ t Θð Þe0EQ,0 Jð Þ

¼ f EQ Θð Þκ0
J � 1

J
þ�κ0α0ΔΘ

J

ð196Þ

can be derived, where Eqs. (32), (40), (183) and (190) have been used. Multiplica-

tion by J yields the volumetric Kirchhoff stress

J p ¼ f EQ Θð Þκ0 J � 1ð Þ þ �κ0α0ΔΘð Þ ¼ 0: ð197Þ

A further reordering of the terms in Eq. (197) results in

α0ΔΘ ¼ J � 1ð Þf EQ Θð Þ ð198Þ

with

ΔΘ ¼ Θ� Θ0: ð199Þ

Finally, the unknown volume dilatation is derived as

J ¼ 1þ 1

f EQ Θð Þ α0ΔΘ: ð200Þ

For the given relation

J ¼ 1þ αv Θð ÞΔΘ; ð201Þ

the temperature-dependent constitutive parameter αv(Θ) denotes the thermal vol-

ume expansion coefficient and can be identified for the present model approach by

comparison with Eq. (200) as
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αv Θð Þ ¼ 1

f EQ Θð Þ α0: ð202Þ

The volumetric response to a temperature change ΔΘ of the second rheology

given in Fig. 17 would lead to

J ¼ JmJΘ ¼ 1þ α0ΔΘ; ð203Þ

where Jm¼ 1. It can be seen that the result of the first approach from Eq. (200)

corresponds to the result obtained from the second approach given in Eq. (203),

besides the inverse factor fEQ(Θ). Hence, it can be concluded that the derivative of

the internal energy with respect to deformation acts as a negative pressure [see

Eq. (197)] and also that the volume expansion is governed by the temperature

function fEQ(Θ), as stated in Eq. (200).

5.4 Balance Equations

The general balance equations of thermodynamics are addressed next. These must

be fulfilled for any material, no matter what constitutive material law is assumed.

First, their strong or local forms are presented and developed for the given consti-

tutive material equations. Second, the strong forms are integrated over the volume

of the body to derive their weak forms.

5.4.1 Strong Form

Investigation of a thermomechanical problem involves the linear and angular

balance of momentum (displacement field)

J div
τ
J

� �
þ ρ0 gv � €uð Þ ¼ 0 with τ ¼ τT ð204Þ

and also the balance of energy (temperature field)

_e � τ : d� r þ J div q ¼ 0; ð205Þ

which has to satisfy the restrictions with respect to energy flux and energy trans-

formation given by the dissipation inequality. In Eq. (204), gv denotes the acceler-
ation due to gravity and €u stands for the acceleration vector of a material point. In

Eq. (205), e and r represent the internal energy and a heat source per unit reference
volume, respectively. The relation e¼Ψ +Θ η and Eq. (153) lead together to
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_e ¼ _Ψ þ _Θηþ Θ _η ¼ _Ψ � _Θ
∂Ψ
∂Θ
þ Θ _η

¼ τEQ þ τNEQ, isoð Þ : dþ τNEQ, iso :
1

2
ℒv be
� �

b
�1
e

þ ∂Ψ
∂d

_d þ ∂Ψ
∂Θ

_Θ � _Θ
∂Ψ
∂Θ
þ Θ _η

ð206Þ

with

Θ _η ¼ �Θ∂ _Ψ

∂Θ
¼ �Θ ∂τEQ

∂Θ
þ ∂τNEQ, iso

∂Θ

� �
: d

� Θ
∂τNEQ, iso

∂Θ
:
1

2
ℒv be
� �

b
�1
e

� Θ
∂2Ψ

∂d∂Θ
_d �Θ ∂2Ψ

∂Θ∂Θ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
þcv

_Θ :

ð207Þ

If the expressions of Eqs. (206) and (207) are inserted into Eq. (205), the balance of

energy becomes finally

� Θ
∂τEQ
∂Θ
þ ∂τNEQ, iso

∂Θ

� �
: d

þ τNEQ, iso � Θ
∂τNEQ, iso

∂Θ

� �
:
1

2
ℒv be
� �

b
�1
e

þ ∂Ψ
∂d
� Θ

∂2Ψ

∂d∂Θ

 !
_d

þcv _Θ � r þ J div q ¼ 0;

ð208Þ

where the external power wext is identified as

wext ¼ Θ
∂τEQ
∂Θ
þ ∂τNEQ, iso

∂Θ

� �
: d

¼ Θ
∂τ
∂Θ

: d;

ð209Þ

the internal viscous power wv as

wv ¼ � τNEQ, iso � Θ
∂τNEQ, iso

∂Θ

� �
:
1

2
ℒv be
� �

b
�1
e ð210Þ

and the internal damage power wd stemming from the CDM approach as

wd ¼ �
∂Ψ
∂d
� Θ

∂2Ψ

∂d∂Θ

 !
_d : ð211Þ
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As a result, the total internal power wint is reformulated as

wint ¼ wv þ wd ð212Þ

and represents the inner dissipation rate, which stems from the viscous branch and

damage evolution. The expression wv is the thermodynamic coupling term of the

system and vanishes for purely entropy viscoelasticity ( fNEQ(Θ)¼Θ/Θ0!wv¼ 0).

However, wext also includes a viscous stress term of the non-equilibrium branch

because τNEQ,iso is involved. The contribution of τEQ results in thermoelastic

coupling, whereas the contribution of τNEQ,iso constitutes thermoviscoelastic cou-

pling. With the introduced abbreviations, the balance of energy becomes

wext þ wv þ wd þ r � cv _Θ � J div q ¼ 0: ð213Þ

5.4.2 Weak Form

The balance equations stated in Eqs. (204) and (213) are solved on the FE level by

means of a weak formulation. Therefore, test functions δu and δΘ for the displace-

ment and temperature field, respectively, are introduced, fulfilling the boundary

conditions of the body. The global weak formulation of the strong local form is

obtained by multiplication by the test functions and integration over the volume of

the body. As a result, the weak form of the governing equation of the balance of

momentum becomes

GM u; €u;Θð Þ ¼
Z

S :
1

2
DC δu½ �dV

�
Z

ρ0 gv � €uð Þ � δudV �
Z

T � δu dA ¼ 0
ð214Þ

with T¼FSN and the directional derivative DC[δu] of C in the direction δu. The
weak form of the balance of energy is given by

GT u; _u;Θ; _Θ
� �

¼
Z

Q �rXδΘdVþ
Z

wextþwvþwdþ r� cv _Θ
� �

δΘ dV

�
Z

Q �NδΘ dA¼ 0:
ð215Þ

The numerical integration is carried out over the reference volume V and reference

boundary A of the body in the reference configuration. N denotes the unit outward

normal to a surface element dA. GM(u, €u, Θ) and GT u, _u, €u,Θ,Θð Þ also depend on

δu and δΘ, respectively. It is worth mentioning that the test functions δu and δΘ are

constant and non-zero for any changes in u, _u, €u,Θ, or Θ.
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Different solution schemes for the unsymmetric system of equations resulting

from thermomechanical analysis within the finite element method (FEM) exist. In

staggered solution schemes, the displacement field is solved first during an isother-

mal predictor step, followed by an isochoric corrector step for the temperature field

(Felippa and Park [83], Armero and Simo [84]). In simultaneous solution schemes,

the incremental changes in displacement and temperature field are simultaneously

computed, which requires a fully derived system of linearized equations with

respect to displacement and temperature.

Because elastomers in general and particle-reinforced elastomers in particular

are nearly incompressible, an unnatural stiffening of the discretized body under

shear and inhomogeneous deformation modes can appear in the FE simulation,

which is called “locking.” Formulations to overcome this disadvantage of standard

isoparametric displacement-based FE approximations are mixed element

approaches. One of the simplest forms is the mean pressure-dilatation method, in

which the hydrostatic pressure stemming from the volumetric part is assumed to be

constant over the FE volume. The FE formulation is commonly referred to as Q1P0,

which is a standard formulation for the treatment of purely mechanical problems

(see, for example, Bathe [85], Bonet and Wood [61], Dal and Kaliske [86], Miehe

[56], Simo et al. [55], Zienkiewicz and Taylor [87]). For thermomechanically

coupled problems, the pressure is a function of the displacements and the temper-

ature. Therefore, the standard mean-pressure method has to be modified (see, for

example, Simo and Miehe [80], Simo et al. [88]).

Further details regarding the FE formulation (Q1P0 with a mean-pressure

approach depending on temperature) and implementation of the extended

non-affine tube model in the context of thermomechanics are provided by

Behnke [82].

6 Applications Based on the Finite Element Method

The extended non-affine tube model can be used in the context of finite

thermoviscoelasticity to represent the thermomechanical behavior of elastomer

specimens. In the first example, a cyclic uniaxial extension test of an elastomer

specimen is considered. The second example deals with a so-called three-branch

specimen subjected to biaxial loading, which causes heterogeneous displacement

and temperature fields upon loading.

In addition to these two examples, a thermomechanical study of cyclically

loaded dumbbell-shaped elastomer specimens has been provided by Behnke

et al. [89].
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6.1 Uniaxial Extension Test

A thermomechanical simulation of an elastomer specimen is addressed as outlined

by Behnke et al. [90]. The force and temperature response of an elastomer specimen

to cyclic uniaxial loading is experimentally and numerically investigated. Thermal

interactions with the environment are taken into account by using a special finite

surface element formulation (see, for example, Behnke [82] for more details). In

this element formulation, convective phenomena arising from relative surface

motion with respect to the surroundings are captured by a modified Stefan–

Boltzmann law with the constitutive heat flux equation

qn ¼ qþ hc þ hcv Θ; _ucvð Þ _u cv½ � Θ� Θað Þ; ð216Þ

where qn is the norm of the normal outward heat flux qn per unit surface da in the

current configuration,

qn ¼ qnn ¼ q � n, n ¼ x, ξ � x, η

x, ξ � x, η
�� �� ¼ n1

n2
n3

0@ 1A ð217Þ

with the tangent vectors

x, ξ ¼
∂x
∂ξ

, x, η ¼
∂x
∂η

: ð218Þ

_u cv denotes the norm of the tangential surface velocity vector _ucv,

_u cv ¼ _u cvk k 
 0: ð219Þ

In Eq. (216), q denotes a static prescribed heat flux, hc
 0 is the static heat

conduction coefficient of the linear Stefan–Boltzmann law, and hcv Θ; _ucvð Þ 
 0

refers to the dynamic heat conduction coefficient, which is assumed to be a function

of the surface temperatureΘ of the body and its tangential surface velocity _u cv. As a

result, different convective heat exchanges can be phenomenologically modeled by

assuming different functional dependencies for hcv Θ; _ucvð Þ.

6.1.1 Test Setup

The test setup is depicted in Fig. 18 and allows simultaneous recording of the

reaction force and the surface temperature of the specimen during the test. A

cuboidal elastomer specimen with cross-sectional dimensions a¼ 2 mm and

b¼ 4 mm is placed between the grips of a testing machine with an initial

undeformed length of l¼ 22 mm. Information about the material composition of
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the elastomer was taken from Pottier et al. [91]. During the test, the reaction force at

the upper moving grip and the surface temperature in the center of the specimen’s
length are recorded by a load cell and an infrared (IR) camera, respectively, as

shown in Fig. 18. The test was carried out at Laboratoire de Méchanique et

Ingénieries (LaMI) in France, and recorded test data were provided for comparison

with the numerically simulated model response obtained by the research group of

J.-B. Le Cam (IFMA, France).

During the displacement-controlled test, the upper grip of the testing machine is

moved according to the displacement–time diagram given in Fig. 19.

6.1.2 Model Parameters

The measured data for reaction force and surface temperature change are used for

model parameter identification. Additional thermal material characteristics are

reported by Pottier et al. [91]. Because of the lack of additional test data, the
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Fig. 18 Test setup for cyclic tensile test on elastomer specimen
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Fig. 19 Prescribed tensile stretch (strain–time diagram)
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following second-order conditions were used during the parameter identification

process (consisting of the execution of FE simulations of the whole test setup):

• Bulk modulus set to κ0¼ 100 MPa, representing nearly incompressible material

behavior (ν	 0.49)

• Shear modulus Ge set to zero (phenomenological approach)

• Viscoelastic behavior modeled with the help of one non-equilibrium branch

• Parameter δv of the non-equilibrium branch set to zero

To be precise, Ge was intentionally set to zero from a pragmatic point of view

because neither polymer-physical data nor additional test data were available for its

physical derivation (as discussed in Sect. 3.1). If parameter Ge is set to zero, the

value of parameter β has no effect on the result (multiplication by zero). Therefore,

the upper physical limit of β¼ 1 is used in the numerical example. As temperature

coefficient function,

f EQ Θð Þ ¼ Θ

Θ0

� Θ tanh b Θ� Θ0ð Þð Þ½ �3

Θ0 þ a
ð220Þ

is used for the equilibrium branch, whereas fNEQ(Θ)¼ 1 is chosen for the

non-equilibrium branch. Regarding the reference heat capacity of the undeformed

material, a quadratic ansatz of type

c Θð Þ ¼ p2Θ
2 þ p1Θþ p0 ð221Þ

is included in the numerical model, see also Eq. (168). The defined and identified

model parameters are summarized in Table 4.

Thermal boundary conditions on the side faces of the specimen are represented

in the model by finite surface elements with enforced heat convection. The model

parameters of the constitutive heat flux law are summarized in Table 5. The

clamped edges of the test specimen are considered to be thermally insulated.

Table 4 Model parameters for uniaxial extension test

Mass density ρ0 (g/cm
3)

1.130

Equilibrium branch κ0 (MPa) Gc (MPa) δ (�) Ge (MPa) β (�)
100.0 2.750 0.25 0.0 1.0

Non-equilibrium

branch i
Gv

c (MPa) δv (�) _γ 0=τ̂
m

(MPa�ms�1)
c (�) m (�)

1 0.350 0.0 0.27202 10.0 1.65

Temperature dependency

parameters

a (K) b (K�1) Θ0 (K) Θref (K)

69.84 0.196 253.0 292.0

p0 (MPa/K) p1 (MPa/K2) p2 (MPa/K3) α0 (K
�1) k (W/m K)

2.373 0.0 0.0 0.0001854 0.8

Damage parameters ηα (�) ηβ (�) fd,α (�) fd,β (�)
4.0 4.0 0.25 0.25
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6.1.3 Results of Simulation and Experiment

The force–time response and the surface temperature–time response in experiment

and simulation are given in Figs. 20 and 21, respectively. The numerical simulation

was carried out with the model parameter set summarized in Table 4 and time steps

ofΔt¼ 0.05 s. Good agreement between measurement and simulation is observable.

During the unloading phase to regain the specimen’s initial position, buckling of
the specimen occurred as a result of its viscoelastic properties. Hence, IR measure-

ment was not possible for the period when buckling of the specimen and, in

consequence, deflection of its surface occurred. In consequence, data gaps in the

measurement of surface temperature are observable in the temperature–time plot

(see Fig. 21). Via simulation of the surface temperature evolution, the temperature

evolution can be predicted for these time periods. For comparison, the simulation

result for the completely insulated specimen (no heat exchange with ambient air) is

also plotted in Fig. 21.

Table 5 Model parameters for thermal boundary condition for uniaxial extension test

Heat exchange q (W/m2) hc (W/m2K) hcv (W s/m3K) ΔΘinitial (K)

0.0 10.0 2,000.0 0.0
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Figure 22 depicts the surface temperature evolution from the beginning of the

fourth cycle up to the maximum loading of 175% strain amplitude. Because

convection phenomena have been included in the modeling, the surface tempera-

ture field is slightly heterogeneous, depending on the relative velocity of the

considered point during loading of the specimen. In consequence, the upper part

of the specimen near the moving grip shows a slightly lower surface temperature

than the lower part of the specimen near the fixed grip.

Figure 23 shows evolution of the damage variable d as the sum of discontinuous

(dα) and continuous (dβ) damage contributions at a point in the center of the

specimen.
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Fig. 22 Simulation result for surface temperature variation during displacement-controlled load-

ing (displacement rate of 500 mm/min)
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6.2 Three-Branch Test

In the presented example, a so-called three-branch specimen was subjected to a

multiaxial loading state, as reported by Balandraud et al. [92]. During the defor-

mation process, the displacement and temperature field were recorded by full-field

measurement. Finally, simulation results of the test were compared with experi-

mental measurements.

6.2.1 Test Setup

The geometry of the elastomer specimen and the boundary conditions formed by

the test machine are depicted in Fig. 24. Experimental investigation of the three-

branch specimen was realized at LaMI (France) and recorded test data was provided

for comparison with the numerically simulated model response obtained by J.-B. Le

Cam and his research group. The special test setup of the three-branch specimen

was proposed by Guelon et al. [93]. To achieve loading of the specimen at each of

its branches, a tensile test machine was modified to apply biaxial loading in the

form of equibiaxial tension and pure shear in the center of the specimen. The lower

branch is clamped to a fixed grip while displacements in x- and y-directions are

prescribed to the other two branches during two load steps. In the first step, a

displacement of uy¼ 12 mm is applied in the y-direction and a displacement of

ux¼ 30 mm is applied in the x-direction. Subsequently, a relaxation phase follows.

In the first step, a heterogeneous displacement field is generated by deformation of

the specimen. The deformation field on the surface of the sample is recorded by a
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digital camera, which observes the white paint-sprayed surface of the three-branch

specimen. The configuration at the end of the first step and the subsequent relax-

ation phase is referred to as the intermediate configuration. In the second step, a

displacement of uy¼ 47 mm is applied in the y-direction in the form of a displace-

ment rate of 15.66 mm/s to obtain a final global stretch of εx¼ 2.13 and εy¼ 1.85 in

x- and y-directions, respectively. During the second loading step, digital and IR

images are recorded over time.

Because finite displacements occur during the test, the material points of the

surface of the specimens are tracked with the help of a motion compensation

technique, as described by Pottier et al. [91]. Via digital image correlation (DIC)

as a full-field measurement technique (see, for example, Sutton et al. [94]), the

displacement field on the surface of the specimen can be computed. For further

details, the reader is referred to Sasso et al. [95] and Chevalier et al. [96]. In

analogy, temperature variations ΔΘ are computed and plotted with respect to the

initial temperature state and position of points of the reference configuration.

Figure 25c depicts the temperature variation computed for the end of the second

loading step. The maximum temperature rise is located at the edge between the two

moving grips, which coincides with the zone where the highest strain rate is

observable in uniaxial tension mode.

6.2.2 Model Parameters

The material and model parameters for simulation of the three-branch specimen are

taken from the uniaxial extension test described in Sect. 6.1. The model parameters

are summarized in Tables 4 and 6.

6.2.3 Numerical Simulation of the Thermomechanical Response

Using the same model parameters as identified in Sect. 6.1, a thermomechanically

coupled simulation of the three-branch specimen can be carried out.

Figure 24 illustrates the FE mesh and the boundary conditions. Symmetry with

respect to the x- and y-planes is taken into account by only modeling one half of the

specimen in the thickness direction (z-direction) via a layer of finite continuum

elements. The FE mesh includes 384 Q1P0 finite volume elements and 436 finite

surface elements to represent thermal boundary conditions on the free surfaces of

the three-branch specimen. During numerical simulation, adaptive time step control

was used with time steps of Δt¼ 0.1 s for the loading phases and up to Δt¼ 100.0 s

for the intermediate relaxation phase.

With the help of a post-processing algorithm, the simulation results for displace-

ment field and temperature field are projected to the intermediate configuration.

Figure 25 depicts the simulation results computed for the end of the second loading

step. By comparing experimental and simulation results, good agreement between
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measured and simulated fields is observable. Differences between experimental

results and numerical results might be explained by a relative slip occurring

between the specimen and upper grip. In consequence, a larger displacement in

the x-direction at the upper grip is observable in the experimental measurements
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Fig. 25 Full-field measurement (left), simulated displacement (right), and temperature variation

fields at the end of the second loading step: (a) horizontal displacement; (b) vertical displacement;

(c) temperature variation

Table 6 Model parameters for thermal boundary condition for three-branch test

Heat exchange q (W/m2) hc (W/m2K) hcv (W s/m3K) ΔΘinitial (K)

0.0 10.0 0.0 0.0
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compared with the computed displacement field in Fig. 25a, which is based on ideal

boundary conditions throughout the whole test.

7 Conclusions and Outlook

The extended non-affine tube model combines both a molecular physically based

derivation and a numerically attractive and efficient application within the FEM to

represent the hyperelastic behavior of elastomers in a successful way. The extended

non-affine tube model approach for isothermal hyperelasticity can be combined

with other model approaches to account for inelastic phenomena, giving a more

advanced description of time-dependent and time-independent characteristics. With

the help of the FEM, local description of the material response can be integrated to

predict the response of complex and arbitrary elastomer components on the struc-

tural scale, ranging from simple elastomer samples to cord-reinforced pneumatic

tires (as illustrated in Fig. 26). It has become obvious that other fields, such as

elastomer friction and wear, elastomer degradation, and elastomer fracture should

also be considered to physically understand and numerically predict the behavior of

such complex elastomer structures. Application of the extended non-affine tube

model in such advanced thermomechanical simulations of steady-state rolling tires

is described, for example, by Behnke and Kaliske [97, 98].

x

y

zFig. 26 Perspective view

of a FE tire model
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In the design process of future elastomer devices, advanced numerical simula-

tions will play an important role in reducing prototype costs and speeding up the

development of new components. However, these simulations must be reliable in

terms of their predictability and capacity to represent all significant material and

structural phenomena of the problem considered. By using physically inspired

models, such as the extended non-affine tube model, this challenge can be faced

more easily.
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Reinforcement of Rubber and Filler Network

Dynamics at Small Strains
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Abstract Carbon black particulate reinforcement of rubber is examined in terms of

linear viscoelasticity and the dynamics of the filler particle network. First, it is

demonstrated that for the case of purely hydrodynamic reinforcement, the dynamics

of the filled rubber are equivalent to those of the corresponding unfilled material. A

breakdown in thermorheological simplicity is observed with the onset of filler

networking in reinforced compounds. The dynamics of the filler network are

initially examined by strain sweep/recovery experiments performed on

uncrosslinked materials. The role of the surface activity of carbon black in defining

the rate and magnitude of flocculation is explored and various models to describe

this process are reviewed. The dynamics of carbon black filler networks in

crosslinked materials are probed using small strain torsional creep experiments.

Physical ageing (structural relaxation) of filled compounds at temperatures well

above the glass transition temperature of the rubber matrix is observed and the

ageing rate is found to scale with the level of filler networking in the various

compounds. Physical ageing is the result of non-equilibrium, slow dynamics,

which sheds light on the physical origin of the filler network. Furthermore, the

implications of physical ageing of highly filled rubbers on typical linear viscoelastic

time–temperature superposition experiments are discussed.
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1 Introduction

The reinforcement of rubber by particulate fillers is an important phenomenon that

has enabled the development of almost all engineering rubber products. However,

despite the ubiquity of filler particles as reinforcing agents, the precise physical

mechanisms underpinning the observed reinforcement phenomena are still only

partially understood. The term ‘reinforcement’ itself can be used to describe a wide
range of modifications of rubber material properties including linear/non-linear

viscoelastic behaviour, electrical and dielectric properties, and fracture and fatigue

responses.

Considering viscoelastic behaviour, the works of Fletcher and Gent [1, 2] and

Payne [3–5] identified the non-linear strain dependence of the dynamic moduli

imparted to rubber by the incorporation of carbon black (CB). Payne attributed this

effect to the breakdown of a ‘filler network’ under progressive straining, resulting in
softening of the material with concomitant dissipation of energy. The magnitude of

this strain dependence of the viscoelastic moduli (Payne effect) and the reinforce-

ment observed at small strain, G
0
filled/G

0
unfilled, are influenced by the filler particle

volume fraction and quality of dispersion; the particle morphology, surface area and

surface activity [2, 6–8]; and the strain history of the filled rubber [9]. Intriguingly,

it has also been shown that the magnitude of the small strain linear viscoelastic

reinforcing effect and, consequently, the magnitude of the Payne effect, are strongly

temperature dependent in the transition and rubbery regions [3, 10], even at

temperatures far in excess of the bulk polymer glass transition temperature (Tg)
[11] (illustrated in Fig. 1 using data collected on materials studied in this paper).
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Because the magnitude of the Payne effect can dictate the dynamic performance of

rubber products under various service conditions, a sound physical interpretation of

this particular aspect of reinforcement is imperative.

The thermal sensitivity of the Payne effect and small strain reinforcement cannot

be understood by considering the dynamics of unfilled rubber matrix alone because

the modulus of the unfilled rubber increases with increasing temperature as a result

of the entropic origins of rubber elasticity. Various mechanisms have been pro-

posed to account for this behaviour, including thermal dependence of rubber chain–

filler bonding (phase coupling) [12–15], thermal softening of interphase polymer of

restricted segmental mobility located between filler aggregates [7, 16, 17] and the

unjamming of flocculated filler aggregate networks [18] potentially caused by

thermal expansion of the rubber matrix.

The magnitude of these reinforcement effects is dependent on the volume

concentration of filler [8]. It is well established that filler particles such as CB

have a tendency to flocculate during rubber processing, even if the dispersion states

achieved during initial high shear compounding are optimal [19–23]. Approaches to

modelling filler networking have been extensively reviewed elsewhere [24]. In

commercial materials, the filler phase is generally present at a volume fraction

such that a percolating/jammed filler network is established, as evident in reported

dc conductivity and small strain studies [25–28]. The dynamics of such filler

Fig. 1 Temperature dependence of the Payne effect for natural rubber filled with 20% volume

N330 CB and crosslinked with 2 phr dicumyl peroxide. Each strain sweep was collected under

isothermal conditions at a deformation frequency of 1 Hz. The lowest temperature strain sweep

was taken at roughly 20 K above the rubber Tg. The data plotted here are the results after five

preconditioning cycles. Inset: Small strain dynamic tensile modulus plotted versus temperature,

illustrating the masking of entropy elasticity by the filler network
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networks are crucial for the resulting reinforcement and, as such, have been the

subject of intensive study [16, 29, 30].

This paper explores the small strain dynamics of filled rubbers at temperatures

above Tg, using model reinforced rubbers and rubbers reinforced with highly

flocculated CB networks.

2 Hydrodynamic Reinforcement and the Breakdown

of Thermorheological Simplicity

The simplest mechanism of reinforcement of rubber by rigid particles is described

by an analogy with hydrodynamics. In this approach, the reinforcement of rubber

elasticity is, at small strains, shown to be equivalent to the viscosity equation

developed by Einstein, which predicts the viscosity of Newtonian fluids filled

with spherical particles by accounting for the perturbation of the stress field in

the liquid around the rigid inclusion [31, 32]. This viscosity–elasticity analogy has

been the subject of many studies of the reinforcement of rubber, where attempts

have been made to predict, using various analytical equations, the observed small

strain stiffening effect of idealised and commercial reinforcing particles and to

explore boundary condition effects [33–37]. A more general ramification of the

hydrodynamic analogy is that the work of deforming the reinforced rubber is

associated solely with the rubber phase of the composite. Consequently, the

dynamic response of the reinforced rubber must be entirely dictated by the rubber

matrix. In practice, it is difficult to evaluate the validity of this assertion using high

surface area, commercial filler materials where the boundary condition between

filler and rubber is the subject of much debate and the tendency of the filler

aggregates to interact with one another within the rubber matrix is pronounced.

As an alternative, it is very useful to consider the dynamics of model reinforced

rubbers where the filler particle size, shape and boundary condition within the

matrix are strictly defined and filler networking is suppressed. Rubbers reinforced

with glass microspheres fulfil these criteria.

2.1 Dynamics of Unfilled and Model Reinforced Rubbers

Rubber networks reinforced with spherical glass microspheres were prepared by

open milling (Carter laboratory two-roll mill) SMR CV(60) natural rubber

(NR) with E-glass microspheres of 4 μm average diameter (Potter’s Europe,

Spheriglass 7010) at a volume fraction of 0.20. Crosslinked rubber compounds

were prepared by addition of a typical sulphur-based vulcanisation package (zinc

oxide 5 phr, stearic acid 1 phr, N-cyclohexyl-2-benzothiazol sulphenamide 1.5 phr,

elemental sulphur, 1.5 phr) on a two-roll mill and compression moulding 2 mm
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thick sheets on a hot press at 160�C to T100 (the time required for full reaction of

peroxide). An unfilled control material was also prepared.

CB-filled rubber was also prepared by internal mixing of N330 grade CB in a

Banbury-type internal mixer to a volume fraction of 0.20. Further details of the

compounding process are reported elsewhere [20]. A master batch was diluted

through the addition of unfilled NR to provide compounds with various volume

fractions as required. This blending method ensured effective dispersion of filler,

which can be difficult to achieve when compounding at low volume fraction

loadings as a result of reduced mixing torques. Addition of curatives on a

two-roll mill and vulcanisation of the compounds were identical to the procedures

used for microsphere-filled materials.

The particle size distribution of the microspheres, as determined from light

scattering experiments (Malvern Mastersizer 2000), is shown in Fig. 2. The inset

is a scanning electron microscopy (SEM) image of a cryogenic fracture surface

of the crosslinked compound, showing the distribution of microspheres within

the rubber matrix. The micrograph shows a random distribution of spherical

particles within the matrix, with no evidence of microsphere agglomeration or

networking.

The dynamics of the unfilled and model microsphere-reinforced materials were

examined by performing time–temperature superposition (TTS) experiments to

construct viscoelastic master curves. TTS was performed on a TA Instruments

Fig. 2 Particle size distribution of glass microspheres in the model rubber network, as determined

from light scattering experiments. Inset: SEM micrograph of a cryogenic fracture surface of the

model reinforced rubber showing the random distribution of microspheres within the rubber

matrix
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Q800 DMA in tensile deformation mode at a dynamic strain of 0.2%, with a

pre-load force of 0.5 N. A dynamic strain of 0.2% is well within the linear

viscoelastic region for unfilled and microsphere-reinforced compounds and is at

the upper limit of linear viscoelasticity for CB-filled compounds. Frequency sweeps

were performed from 10 to 0.1 Hz at stepped isotherms from 0 to �70�C in �5�C
steps, with a 2 min equilibration time prior to the start of each measurement.

A consequence of purely hydrodynamic reinforcement of rubber is that the

viscoelastic spectrum of the reinforced rubber is solely dictated by the dynamics

of the rubber matrix. Experimental confirmation of this for microsphere-reinforced

rubber is found in the satisfactory TTS of the isothermal frequency domain data of

model reinforced rubbers using the shift factors derived from the unfilled control

material using the Williams–Landel–Ferry (WLF) equation (Eq. 1):

log atð Þ ¼ C1 T � Trefð Þ
C2 þ T � Trefð Þ ð1Þ

where at is the horizontal shift factor, C1 and C2 are material constants, T is the

temperature and Tref is the reference temperature.

Figure 3a, b shows the raw isotherm data and viscoelastic master curves for the

unfilled rubber constructed via TTS, with the extracted horizontal shifting factors

shown in the inset of Fig. 3b. Figure 3c shows equivalent master curves constructed

for the microsphere-reinforced rubber. Satisfactory superpositioning is achieved in

the rubbery region, demonstrating that the dynamics and reinforcement of such

model compounds are dominated by the behaviour of the rubber matrix alone.

Furthermore, the equilibrium modulus, E0, is in good agreement with the Einstein–

Smallwood hydrodynamic equation, confirming that hydrodynamics is the predom-

inant reinforcement mechanism in microsphere-filled compounds.

2.2 Onset of Filler Networking and Breakdown of Time–
Temperature Superposition

Commercially relevant filler particles are usually geometrically complex, often

branched and highly structured pseudo-fractal aggregates with chemically and

physically active surfaces and average aggregate sizes on the sub-micrometre

length scale [38]. At volume fractions of commercial significance, CBs readily

form percolated/flocculated networks, resulting in more complex

thermomechanical behaviours such as the Payne effect and significant strain history

effects. Figure 4 is adapted from the literature [20] and highlights evidence for CB

filler networking by plotting the conductivity of N330-reinforced NR as a function

of volume fraction. At the percolation threshold, φC, a conductive network of filler

particles is established.
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Fig. 3 (a) Isothermal frequency sweep data for the unfilled material. (b) Full viscoelastic master

curves for the unfilled material. Inset: Horizontal shift factors required to construct the master

curves. (c) Viscoelastic master curves for the microsphere-reinforced material in the rubbery

region, showing satisfactory superpositioning. Inset: Full viscoelastic master curves
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Consequently, the presence of filler networking also modifies the viscoelastic

spectrum of the compound, resulting in incomplete horizontal superposition of

isothermal behaviour in the rubbery region. Figure 5a–d shows master curves for

N330-reinforced NR at various volume fractions (as indicated in Fig. 4), where

horizontal shifting has been applied using the shift factors determined from the

unfilled matrix. Clear ‘feathering’ of the master curves in the rubbery region can be

observed, the severity of which increases with increasing N330 volume fraction. To

correct for this effect, either additional horizontal shifting must be applied [29, 39]

or independent vertical shifting of the dynamicmoduli is required [40, 41]. Figure 5d

shows the result of vertical shifting of one of the master curves, resulting in a

continuous master curve. Figure 6 shows the vertical shift factors, vt, of the storage
and loss moduli required for each CB-filled compound, which clearly scale with the

volume fraction of filler.

The collapse of the TTS principle in the rubbery region is the result of a separate

dynamic response arising from the filler network, meaning that the work of defor-

mation can no longer be solely associated with the rubber phase and implying that

reinforcement is no longer purely hydrodynamic.

Fig. 3 (continued)
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3 Flocculation Dynamics of CB-Filled, Uncrosslinked

Compounds

3.1 Characterisation of Flocculation in CB-Filled Rubbers

It is clear from the preceding section that the onset of filler networking is a key

reason for the breakdown of the hydrodynamic description of rubber reinforcement.

To probe the dynamics of the filler network in greater detail, a series of

CB-reinforced NR compounds were prepared using N990, N330 and N134 grades

of CB. Physicochemical data for these fillers are given in Table 1. N990 is a

non-reinforcing, mid-thermal grade with very low aggregate branching and struc-

ture, leading to a near-spherical particle morphology, the average diameter of the

particles being roughly 500 nm. N330 and N134 grades consist of much smaller,

highly structured reinforcing aggregates.

Fig. 4 The dc conductivity of NR filled with various volume fractions of N330 CB. At low

volume concentrations, the CB is present as isolated aggregates or local aggregate subclusters

(localised networks are indicated by dashed circles). At a critical volume fraction, an increase in

conductivity of several orders of magnitude is observed. This dc percolation threshold corresponds

to the percolation of aggregate clusters – permitting charge transfer through the material. Data is

adapted from Tunnicliffe et al. [20]
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Fig. 5 (a) Master curves of NR/N330, φ¼ 0.067. Rubbery region is highlighted. (b) Master

curves of NR/N330, φ¼ 0.134. (c) Master curves of NR/N330, φ¼ 0.2. Breakdown of TTS in the

rubbery region is highlighted. (d) Master curves of NR/N330, φ¼ 0.2 after application of vertical

shifting
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Fig. 5 (continued)
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The spatial distribution of free energy at the surface of regular tyre grade CBs is

highly heterogeneous and predominantly dictated by thermal history in the indus-

trial production method [38, 42]. Depending on the grade of CB there exist, to

varying extents, regions of amorphous carbon interspersed with graphitic crystal

layers and edges. Schr€oder et al. [43] identified four discrete types of energetic

sites: (i) isolated at the lateral surface of the graphitic crystals, (ii) the amorphous

carbon regions between crystallites, (iii) at the crystallite edges and (iv) within slit-

shaped cavities between graphitic layers present on the surfaces of a range of

different CBs. In addition, oxygen-containing chemical functionalities such as

carboxyl, quinonic, phenol and lactone groups have been identified on the CB

Fig. 6 Vertical shift factors as a function of temperature for NR filled with various volume

fractions of N330 CB. Labels indicate the volume fraction of filler relative to the dc percolation

threshold, φC

Table 1 Physicochemical properties of the carbon blacks used

Carbon

black

N2 surface

area (m2 g�1)

Average aggregate

diametera (nm)

dc percolation

volume fraction

Average surface free

energy (mJ m2)

N134 134 70 0.094 39.1

N134g 136 – 0.007 5.2

N330 78 133 0.135 19.0

N330g 78 – 0.042 1.6

N990 8 436 �0.20 17.5

N990g 8 – �0.20 6.9

Values reproduced from [20, 38]
aAverage spherical aggregate diameter from disk centrifuge photosedimentometry [38]
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surface. Both physical and chemical activities have been investigated in terms of

physical interactions with polymer chains, although a quantitative description of

these interactions is still lacking [38]. Several investigations into rubber reinforce-

ment by CB have made use of the ‘graphitisation’ technique to modify the phys-

icochemical activity of the CB surface and alter the nature of the filler–rubber

interfacial interaction [20, 38, 44, 45]. During the graphitisation process, CB is

exposed to high temperatures under an inert atmosphere. This results in a reduction

in the number of high energy sites on the particle surface by crystallisation of

amorphous carbon regions, producing a growth of graphitic layers that results in a

net reduction in the concentration of crystallite edges. The removal of high energy

sites is detrimental to the interaction between CB and rubber polymer.

In addition to the unmodified CB (N134, N330, N990) series, a corresponding

series of compounds containing thermally deactivated (graphitised) CB was also

produced. In the graphitisation process, 200 g of CB was placed inside a Carbolite

STF tube furnace, which was connected to a flushing nitrogen supply. The furnace

chamber containing the CB was purged with nitrogen for a minimum of 6 h before

the temperature was ramped to 1250�C at a rate of 10 K/min. The peak temperature

was held for 1 h before cooling to room temperature. Samples were removed from

the furnace and stored under a nitrogen atmosphere until they were compounded

with rubber. Physicochemical data for the graphitised CBs (N134g, N330g, N990g)

are presented in Table 1 and additional details can be found in a separate publica-

tion. This thermal treatment resulted in significant reduction in the surface activity

of the CB, without measurable changes to the morphology of the particles [20].

CB-filled NR compounds were prepared to a volume fraction of 0.20 in a

Banbury-type internal mixer, as detailed in Sect. 2.1 of this paper and in a separate

publication [20]. CB macrodispersion was qualitatively examined using SEM

imaging of cryogenic fracture surfaces of the compounds, as shown in Fig. 7. The

SEM images show little qualitative difference in macrodispersion state between

compounds filled with CB and graphitised CB. Note that here the term

‘macrodispersion’ is used to refer to poorly dispersed micrometre-sized agglomer-

ates of filler. For N990-based fillers, the CB particles are (relatively) large, near-

spherical particles of between 250 and 1,000 nm diameter and can clearly be

distinguished as individual particles within the rubber matrix.

In highly filled rubber compounds the filler network predominantly develops

during the thermal vulcanisation process [46]. In this process, the thixotropic response

of the compound to processing shear (such as that encountered during injection

moulding) and to an increase in temperature are apparently underpinned by a particle

flocculation mechanism. This section examines flocculation effects in uncrosslinked

CB-filled compounds by probing the rheology of uncrosslinked compounds.

Rheological characterisation of the filled NR compounds prior to the incorpo-

ration of curing chemicals was performed using an Alpha Technologies Rubber

Process Analyser (RPA) 2000. The plate temperature was set to 150�C and samples

were loaded at room temperature. In an attempt to ameliorate strain and the thermal

histories of the samples, a rest period of 10 min was incorporated into the test

procedure prior to the initiation of dynamic testing. Subsequently, a dynamic shear

strain sweep was performed between 0.067 and 10% strain. The shear strain was
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immediately dropped to 0.1% and the dynamic properties were monitored for

20 min. The frequency for all testing was fixed at 1 Hz.

The resulting data are presented in Fig. 8, which plots the recovery of the storage

moduli of the materials following a dynamic shear strain sweep up to 10%.

Fig. 7 SEMmicrographs of cryogenic fracture surfaces of CB-filled compounds. The 10 μm scale
bar is valid for all images
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Materials filled with N134 and N330 grades of CB (as well as their graphitised

analogues) all demonstrated an initially rapid thixotropic recovery following the

imposed shear, which progressively slowed with time. Such a time dependence

cannot therefore be captured by a single exponential process The precise physical

mechanisms underpinning this thixotropy are still somewhat unclear but there is

substantial evidence to suggest that it is related to dynamic flocculation of the filler

aggregates [19] and a progressive, self-limiting jamming of the filler network [21–

23, 47]. The strain sweep/recovery tests shown in Fig. 8 are strong evidence for the

existence, at a volume fraction of 0.20, of localised or percolating filler networks

within these rubber materials. In contrast, the N990-based CBs impart no detectable

time-dependent characteristics to the rheology of the uncrosslinked rubber. This

suggests that the filler networking capacity of this non-reinforcing CB is negligible.

The thixotropic recovery of the filler network is far larger and more rapid for the

graphitised CBs than for their unmodified counterparts, indicating a greater extent

of filler flocculation and network development for these compounds.

3.2 Modelling and Physical Origins of Flocculation

The time-dependent nature of this structural recovery/evolution of the filler network

has been the subject of recent studies [20–23, 48]. Meier and Kl€uppel [19] observed
similar effects induced by thermal annealing of CB-filled solution styrene-

Fig. 8 Strain sweep/structural recovery test data. Plate temperature was 150�C and test frequency

was 1 Hz
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butadiene rubber (S-SBR) and captured the time dependence using a bi-exponential

deconvolution (Eq. 2):

G
0 ¼ G1

0
1� e�kfastt
� �þ G

0
2 1� e�kslowt
� � ð2Þ

where t is the experimental time, kfast is the rate constant corresponding to the initial
rapid contribution and kslow is the rate constant for the slower contribution. Meier

and Kl€uppel proposed that the two fitting constants could be attributed to fast and

slow structural reorganisations of aggregate clusters over different length scales.

Such a model is also found to capture the data presented here (example given in

Fig. 9a, b), indicating that there is a microstructural equivalence between floccula-

tion effects induced by a step change in temperature (annealing) and those induced

by pre-shearing

More recently, Robertson [23] examined flocculation in filled rubbers and

critically reviewed models for capturing the form of the time-dependent recovery

of the filler network, including exponential, stretched exponential and

bi-exponential models. Robertson pointed out that the physical motivation for a

bi-exponential model is still not fully understood and proposed a new model to

capture this time dependence. The model is based on self-limiting jamming of the

filler network through an analogy with physical ageing in glass-forming materials.

Experimental evaluation of Robertson’s model requires a more extensive rheolog-

ical characterisation which is based on the experimental procedure established by

Richter and co-workers [47].

A key observation from Fig. 8 is that where filler networking is apparent,

graphitisation of the CB results in an increase in flocculation magnitude, which

implies a greater extent of filler networking. Additionally, an increase in floccula-

tion rate and corresponding decrease in the electrical percolation threshold are

observed with graphitisation (these aspects are discussed in more detail in a

separate publication [20]). One microstructural rationalisation of these observations

is that the flocculation process is diffusion driven and strongly dependent on the

attractive forces between filler aggregates to drive aggregate clustering. This

process is also dependent on the boundary condition at the filler–rubber interface,

which defines the effective Brownian diffusion coefficient, δ, of the aggregate

[49]. This is given by Eq. (3), the Stokes–Einstein equation for the case of a

spherical particle where ηeff is the effective viscosity experienced at the aggregate

surface and r is the particle radius:

δ ¼ kT

ηeff6πr
ð3Þ

Given the temperatures and timescales relevant for rubber compound processing,

the viscosity of the rubber matrix and average filler aggregate size, it is apparent

that the diffusion distances required to stiffen the matrix must be small, of the order

of a few nanometres.
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The inference from this hypothesis is that post graphitisation, sufficient

aggregate–aggregate interactions remain to drive a dynamic flocculation process,

even though graphitisation reduces the polymer–filler interaction and thereby

reduces the effective Brownian drag of rubber chains on the aggregate surface in

the uncrosslinked melt and increases the aggregate diffusion coefficient. The net

result of these effects is the development of a more flocculated small strain filler

network [7, 20]. This is correlated with reduced interaggregate gap distances for

Fig. 9 Bi-exponential flocculation model fitted to structural recovery data for N134g-filled

compound (a) with a linear time axis and (b) with a logarithmic time axis
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graphitised CB compared with unmodified CB-filled materials, as determined from

dielectric spectroscopy data [45]. However, it should be reiterated that the exact

mechanism of flocculation is still the subject of debate. For example, Schwartz

et al. [50] carried out TEM microscopy studies and found no evidence of CB

aggregate mobility in uncrosslinked rubber.

Rheological experiments provide further evidence that the dynamics of the filler

network are crucial for understanding the observed effects of particle reinforcement

of rubber. The filler network is predominantly established during thermal

crosslinking of filled rubbers through a flocculation process that is highly dependent

on aggregate–aggregate interactions and polymer–filler interactions. The tempera-

ture and strain dependence of the resulting flocculated filler network in the

crosslinked compound is intimately related to the performance of rubber compo-

nents and, as such, has been the subject of much research.

In practice, flocculated filler networks have been found to demonstrate a range of

phenomena reminiscent of glass-forming materials. Such phenomena include strain

memory effects [51, 52], asymmetric network kinetics and moduli crossover effects

[18]. Furthermore, as part of his seminal work on structural relaxation in various

glass-forming materials, Struik demonstrated very clear physical ageing effects in

highly filled rubbers at temperatures well above the polymer Tg, using small strain

creep tests to probe the temporal evolution of their retardation spectra following

thermal quenching [53–55]. This simple observation has far-reaching implications

for the reinforcement of rubber.

4 Physical Ageing of Filled Rubbers: The Role

of Flocculation and the Filler Network

4.1 Physical Ageing in Non-equilibrium Materials

Physical ageing is a phenomenon associated with non-equilibrium and is observed in

a wide range of different materials, such as colloidal suspensions [56, 57], gels

[58, 59], granular powders [60] and,most obviously, polymericmaterials [61]. Figure 10

plots an intrinsic material parameter versus temperature, illustrating physical ageing

as typified by an unfilled, amorphous polymer. In this example, volume is taken as

the parameter but mechanical or thermodynamic properties could equally be used as

a descriptor. In the higher temperature regime, the polymer is in equilibrium. When

the material is rapidly cooled from equilibrium temperature T1 down to temperature

T2, which is below Tg, the timescales for structural reorganisation within the material

increase by several orders of magnitude and deviation from the projected equilib-

rium values are observed. Physical ageing (also called structural relaxation) is

observed as a slow approach towards equilibrium of the material parameter at

temperature T2 as a function of time. Physical ageing can be observed in a wide

range of materials using various experimental techniques such as volumetric studies
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[60], calorimetric measurements, small angle X-ray scattering [58] and dynamic

light scattering [59]. Similarly, rheological or mechanical measurements can be used

to track the evolution of the material retardation spectrum towards equilibrium [55].

The prerequisite for physical ageing is the transition from equilibrium (fast

dynamics) to non-equilibrium (slow dynamics). In polymeric materials this condi-

tion is satisfied by structural arrest at the Tg. In non-polymeric materials such as

colloids or granular materials, such a transition can occur after cessation of high

shear deformations or through changes in material density.

Struik’s observation of physical ageing in filled rubbers at thermal quenches far

above the polymer Tg is therefore intriguing and is of major significance for particle

reinforcement (although it is seldom directly discussed in the literature) [54, 55]. The

implication is that the composite material is in a non-equilibrium condition and exhibits

slow dynamics, even at temperatures well above the Tg of the polymer phase where one

would expect the polymer part of the composite to be in equilibrium. It is important to

note that at the filler loadings used by Struik (e.g., 30% volume of HAF grade CB), the

filler phase would certainly be present in the form of a flocculated particle network

(φ>φc), even though this is not explicitly stated in the text of the reference. Given that

the previous section of this paper andmany other investigations reported in the literature

have inferred that the dynamics of the filler network are distinct from that of the unfilled

rubber matrix [7, 16, 24, 29], it is of interest to probe the correlation between filler

networking and physical ageing in filled rubbers at temperatures above Tg.
The materials used in this section of the study are crosslinked analogues of the

materials prepared for the previous flocculation experiments. Compounds were

crosslinked using 2 phr of dicumyl peroxide added on a two-roll mill. Crosslinking

with peroxide yielded a simple two-phase rubber compound (NR/CB) without the

Fig. 10 Schematic of physical ageing in non-equilibrium materials. The illustrated example is for

an unfilled, amorphous polymer. Black dashed line indicate the projected equilibrium values
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extraneous non-network material that can be associated with sulphur-based vulca-

nisation systems.

4.2 Experimental Characterisation of Physical Ageing
of Filled Rubbers

Small strain creep tests were performed on the crosslinked CB-filled materials

using a custom-built torsional creep apparatus. Strains were small enough to

reliably probe the linear region of the material response – below the onset of the

Payne effect (see Appendix 1 for discussion). A small, constant torsional force was

applied to cylindrical specimens measuring 12 mm diameter and 150 mm in height

using a calibrated non-contact induction mechanism (explained in detail in Appen-

dix 1). The resulting elastic and inelastic responses of the samples were recorded

using a non-contact displacement sensor. Calibrations were performed to ensure

that data were collected in the linear stress–strain response regime for each material

(see Appendix 1).

An experimental program similar to that defined by Struik [55] was used to

examine physical ageing effects in the CB-filled materials at small strains. Cylin-

drical samples of material were held isothermally at 70�C for 18 h before being

rapidly quenched to 25�C and mounted in the torsional creep rig. Note that this

‘quench’ sequence is performed at temperatures well above the glass transition of

the materials (corresponding to Tg + 130 K! Tg + 80 K). Creep tests lasting 103 s

were performed at specified time intervals after the thermal quench. Note that the

creep experiment timescale was short in contrast to the ageing time steps between

sequential creep tests, allowing any superposition of the test histories to be ruled

out. Time steps for the creep experiments post-quench, te, were 0.75, 1.5, 3, 6,

12 and 24 h. The constant torsional stress imposed on the samples during creep

testing was 835 Pa for the least compliant samples (N134, N134g, N330, N330g)

and 148 Pa for the more highly compliant samples (N990, N990g).

It is crucial to note that all the creep tests were performed at small strains

(between 0.009 and 0.04% maximum strain during any individual creep experi-

ment) and that the sample cylinders were not subjected to deformation during

handling and mounting of the samples. Appendix 1 gives an extended discussion

of how the materials were handled and mounted without straining. It is therefore

possible to rule out any contributions to the apparent physical ageing response

arising from strain-induced damage and subsequent structural recovery (thixotropy)

of the materials.

4.3 Physical Ageing of the Creep Response of Filled Rubbers

Compliance–time data are presented in Fig. 11b–f for each material in this study

together with data digitised from Struik [55] for comparison (Fig. 11a). Creep data
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Fig. 11 (a) Data reproduced from Struik [54] for CB-filled SBR at a filler volume fraction of 0.30.

(b–f) Creep data for material filled with (b) N134, (c) N134g, (d) N330, (e) N330g and (f) N990

and N990g
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Fig. 11 (continued)
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Fig. 11 (continued)
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are presented for each ageing time. Physical ageing is identified as a shift to longer

timescales of the creep response with increasing ageing time, te. This corresponds to
a progressive shifting of the retardation spectrum of the material towards equilib-

rium. Also shown are creep master curves produced by horizontal shifting of each

creep data set by a shift factor, at, relative to the te¼ 24 h data set (shifting is simply

achieved using Eq. (4), where the shift in ageing time is from te to t
0
e):

Jt0e tð Þ ¼ Jte attð Þ ð4Þ

All materials displayed clear physical ageing except materials filled with N990 and

N990g, which displayed no evidence of physical ageing within the precision of the

experiment. Note that data for the most compliant materials (N990 and N990g) was

curtailed at short timescales as a result of inertial ringing from the experimental

equipment.

The physical ageing rate, μ, is calculated for each material from the gradient of

the plots of log(at) versus log(te) in Fig. 12a. The obtained rate of physical ageing
is plotted in Fig. 12b against a filler networking parameter, ΔG0. This parameter is

determined from the rheological data of Fig. 8. Here, the value of the storage

modulus measured at high strain (10%) in the strain sweep step represents the

level of reinforcement of the material apparent upon strain-induced breakup of

the filler network. This is subtracted from the value of G0 apparent after 20 min of

structural recovery following the shear sweep. The resulting parameter, ΔG0, is
taken as indicative of the magnitude of filler networking in each material. A clear

correlation between physical ageing of the materials and the extent of filler

networking is apparent. A similar correlation is observed between the physical

ageing rate, μ, and the small strain dynamic shear modulus of the compounds

determined from free vibration analysis (Fig. 12c). The small strain dynamic

shear modulus is also indicative of the level of filler networking. See Appendix 2

for details of the determination of the small strain shear modulus from torsion

pendulum equipment.

The two material variables in Fig. 12b, c are the filler surface area and the degree

of particle flocculation. The volume fraction is fixed at φ¼ 0.2. Low surface area

N990-based fillers are incorporated well below their dc percolation thresholds [20],

with no evidence of filler networking from rheometry and no physical ageing

observed within the error of the measurement. Higher surface area fillers introduce

more filler–rubber contact area and more filler–filler contacts. In these cases

significant physical ageing is observed. More flocculated materials (graphitised

CBs) result in even greater rates of physical ageing than their dispersed analogues.

The presence of filler networking appears to be a prerequisite for physical ageing of

filled rubbers above their Tg (at least within the precision of the experiments

performed). The filler network is therefore in a state of non-equilibrium above the

rubber Tg following thermal quenching.
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Fig. 12 (a) Dependence of the horizontal shift factors of each material on the ageing time, te. The
ageing rate is taken from the gradient of the linear regressions. (b) Relationship between the rate of

physical ageing, μ, and ΔG0, which is the filler networking parameter determined from rheology

experiments on uncrosslinked compounds at 150�C. (c) Relationship between μ and the small

strain dynamic shear modulus, G0, of the crosslinked compounds at 25�C
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4.4 Microstructural Origins of Physical Ageing in Particle-
Reinforced Rubber

The microstructural basis for the non-equilibrium nature of the filler network is of

major significance for particle reinforcement of rubber. Figure 13 contrasts the

observed ageing of the compliance of a filled rubber above the percolation threshold

with the segmental relaxation time of the corresponding unfilled rubber. Clearly,

the unfilled rubber is in equilibrium above the Tg and cannot undergo physical

ageing until the relaxation time increases by several orders of magnitude at and

below the Tg.
Struik [54, 55] attributed physical ageing in filled rubbers at temperatures above

Tg to a filler-induced broadening of the rubber glass transition into the rubbery

region, in which the observed physical ageing effects originate from a localised

slowing down of the dynamics of the polymer in the vicinity of the filler particles.

Potentially, this provides a qualitative understanding of the observed physical

ageing effects. The mechanics of fractal aggregate cluster networks are governed

by the force constant of bonds between filler particles [19, 62]; therefore, confined

‘glassy bridges’ of polymer between filler aggregates could dictate the total phys-

ical ageing response of the filler network. However, it is important to stress that

direct experimental confirmation of such a glassy, immobilised polymer is difficult

to obtain in commercially relevant materials [63]. Our previous investigations using

Fig. 12 (continued)
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calorimetry and dielectric spectroscopy found no evidence for any effect of the

presence of filler on the rubber glass transition in the materials considered here [64].

An alternative explanation for this apparent glass-like behaviour is potentially

found in the analogous non-equilibrium behaviour (including physical ageing) of

traditional polymeric glass formers with colloidal glasses, gels and granular mate-

rials. The onset of non-equilibrium in highly concentrated particle systems can be

described by the general concept of the jamming transition, where changes in

temperature, volume concentration of the rigid component or mechanical energy

result in changes from fluid to solid-like behaviour of the material and vice versa

[65, 66]. From studies on the rheology and dynamics of fractal aggregate suspen-

sions, colloids and gels it is clear that particle suspensions can display complex

glass-like behaviour and slow dynamics, even in the absence of a glass-forming

matrix [56–60, 67, 68]. It may be possible to explain the observed physical ageing

effects if we consider the flocculated filler network simply as a subset of such

systems, without the need to invoke any drastic changes in the dynamics of the

polymer matrix.

The concept of the jamming transition and the non-equilibrium of particle

networks in filled rubbers has been explored in the strain domain by considering

flocculation of filler networks following high shearing conditions [23]. The extent

to which jamming/flocculation of the filler network can explain the temperature

domain effects highlighted in this paper are issues for further study. This could

include studies of CB suspensions in Newtonian fluids—to observe any physical

ageing behaviour in systems in the absence of a polymeric matrix—or a study of

Fig. 13 Correlation between segmental relaxation of an unfilled rubber and equilibrium compli-

ance in filled rubber. The dashed red line corresponds to the segmental relaxation time of the

unfilled rubber, τ, as a function of temperature. The dashed black line corresponds to the small

strain temperature-dependent equilibrium compliance of the filled rubber. The experiments cor-

respond to a quench from T1 to T2 (both above the onset of slow dynamics in the unfilled rubber),

with the observation of a slow relaxation towards equilibrium (physical ageing)
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physical ageing of filled rubbers using dielectric spectroscopy, whose observable

experimental behaviour is dominated by the dynamics of the conductive CB

particles.

4.5 Relevance of Physical Ageing to the Breakdown of Time–
Temperature Superposition

Small strain physical ageing of highly filled rubbers has implications for the stepped

isothermal data collection typically used for construction of master curves (note

that these isothermal steps are essentially small thermal quench steps towards the

Tg). The breakdown of superpositioning of isothermal data is related to a significant

temperature dependence of the filler network in the rubbery region. Physical ageing

effects upon thermal quenching, as detailed in this paper, reflect a substantial

increase in the non-equilibrium nature of the filler network as temperatures are

reduced. Thus, the breakdown of TTS seems to originate from a slowing down of

filler structural dynamics as the temperature is reduced, which results in significant

physical ageing of the dynamic moduli at each isotherm. One could anticipate a

correlation between horizontal shifts of creep curves in physical ageing experi-

ments and vertical shifts of TTS isotherms, which can be used to ameliorate the

temperature sensitivity of the filler network during construction of master curves.

5 Conclusions

Changes in the dynamic nature of rubber compounds as a result of introduction of

reinforcing filler particles were examined using various dynamic and static mechan-

ical techniques. The linear viscoelastic dynamics of compounds reinforced with

model microsphere filler particles can be ascribed to the dynamics of the rubber

matrix. This is a result of the hydrodynamic origin of reinforcement in such

compounds. This is no longer the case once significant volumes of high surface

area CB aggregates are introduced. The collapse of thermorheological simplicity

indicates a new dynamic contribution to the viscoelastic response of the filled

rubber, which is distinct from that of the corresponding unfilled rubber and is

attributable to the formation of a filler network. The dynamic nature of the filler

network was probed using simple strain sweep/recovery tests to probe flocculation

in uncrosslinked materials. The role of the surface activity of CB in the flocculation

process was highlighted. For crosslinked CB-filled compounds, small strain tor-

sional creep tests revealed significant physical ageing effects at temperatures well

above the Tg of the rubber matrix. The observation that the rate of physical ageing

scales with the degree of filler networking in the various compounds (at least for the

series of compounds studied here) suggests that filler networking is a prerequisite

for physical ageing in filled rubbers. Physical ageing is associated with
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non-equilibrium and, as such, is evidence that the filler network possesses glass-like

dynamics. The potential microstructural origins of these dynamics were discussed.

The effect of physical ageing on linear viscoelastic time–temperature superposition

experiments was also discussed. The breakdown of thermorheological simplicity in

highly filled rubbers originates from a slowing down of the filler network structural

dynamics as the temperature is reduced.

Appendix 1: Torsional Creep Equipment and Experiments

Torsional creep apparatus is illustrated in Fig. 14.

Filled rubbers were compression moulded into cylinders of 150 mm length and

12 mm diameter. To minimise straining caused by sample handling, the mould

design included thin flanges of excess crosslinked material attached to either side of

the sample cylinder. This allowed the sample to be removed from the mould and

subsequently handled without excessive pre-straining. Silicone-based mould

release agent was also applied to the sample moulds prior to curing to lubricate

removal of the samples from the mould. Cylindrical samples were then bonded by

one end-face to a steel plate and by the other to a threaded screw using Loctite

480 adhesive. Once bonded in place, the flanges could then be trimmed from the

Fig. 14 Torsional creep rig setup, showing two different views of the equipment
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sample using a scalpel. The samples were attached to the inertia bar via a screw

thread and located and fixed to the bottom of the pendulum using an electromagnet

locator system. Two aluminium plates were located at each end of the inertia bar

and the bar was counter-balanced in the vertical direction using a pulley system.

The central cylinder of the inertia bar seen in Fig. 14 had a diameter of 15 mm and a

length of 65 mm. The arms and sensor target panels were constructed of stainless

steel, giving the inertia bar a total length of 240 mm. Small steel side arms were

attached at the extremities of the inertia bar projecting along the torsional plane of

motion. One of these side arms passed through a wound copper coil. Passing a small,

constant current through the coil induced a small, constant torsional force across the

sample. The consequent elastic and inelastic creep displacements were measured by a

non-contact displacement sensor for 1,000 s, after which the force was removed by

cutting the current to the coil. The magnitude of the applied current depended on the

sample in question. For the more compliant samples (N990, N990g), a current of

20 mAwas required to produce an initial elastic deformation and creep behaviour that

could be resolved by the sensor. For the stiffer samples (N330, N330g, N134, N134g),

a current of 80 mA was required. Strain–time data were calculated from the raw

voltage–time output by suitable calibration of the non-contact displacement sensor

and calculation of the torsional strain, γ, in the sample by Eq. (5):

γ ¼ θ
rmax

l

� �
ð5Þ

where θ is the angular deflection in radians, rmax is the radius at the extremity of the

sample cylinder and l is the length of the cylinder. Maximum torsional creep strain

values were found to be in the range of 0.009–0.04%, depending on the compound,

which is well below the onset of non-linear effects.

The torsional stress applied to the samples during the creep experiments was

calculated by calibrating the force exerted by the copper coil on the side arm as a

function of coil current. Force was converted to torsional stress, τ, using Eq. (6):

τ ¼ Tqd

2I
ð6Þ

where Tq is the torque, d is the diameter of the sample cylinder and I is the second
moment of area of the cylinder. Values of τ were used to convert shear strain into

compliance.

Appendix 2: Free Vibration Experiments

The small strain linear viscoelastic storage moduli of the CB-filled compounds

were determined by applying a small excitation across the sample cylinders via the

inertia bar. The subsequent decay in free vibration was recorded by a non-contact

displacement sensor. The vibration trace was analysed using Eq. (7):
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G
0 ¼ 2If 2

π

� �
l

r4

� �
ð7Þ

where I is the inertia of the pendulum, f is the frequency of oscillation, l is the length
of the sample cylinder and r is the cylinder radius. The strain range of these

experiments was between 0.001 and 0.01% shear strain (relative to the exterior

radius of the cylinder), which is well below the onset strains of non-linear

responses.
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Multiscale Contact Mechanics

with Application to Seals and Rubber

Friction on Dry and Lubricated Surfaces

B.N.J. Persson, B. Lorenz, M. Shimizu, and M. Koishi

Abstract Fluid leakage out of mechanical equipment such as gearboxes, hydraulic

systems, or fuel tanks could cause serious problems and thus should be avoided.

Seals are extremely useful devices for preventing such fluid leakages. We have

developed a theoretical approach for calculation of the leak rate of stationary rubber

seals and the friction force for dynamic seals. The theory is based on a recently

developed theory of contact mechanics, which we briefly review. To test the theory,

we have performed both simple model experiments and experiments on engineering

seal systems. We have found good agreement between the calculated and measured

results, and hence our theory has the potential to improve the future design of

efficient seals.

We briefly review the processes that determine rubber friction on lubricated

smooth and rough substrate surfaces. We present experimental friction

results for lubricated surfaces, obtained using a simple Leonardo da Vinci

setup. The data is analyzed using the Persson rubber friction and contact

mechanics theory.
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roughness
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1 Personal Introduction by Bo Persson: On My Contact

with Gert Heinrich and His Influence on My Research

Activity

My first contact with Gert Heinrich was in 1997 when Gert was still at the

Continental Tire Company. I had just received the Walter Schottky Prize in Physics

for my contributions to surface science (including friction) and I think this was why

Gert knew I was working on friction-related problems. Gert invited me to give a

presentation at Continental about sliding friction (not rubber friction). During this

visit I told Gert that I was working on a book about sliding friction.

A year later, I had almost finished writing the first edition of my book on sliding

friction [1], and I was preparing the final material during a visit to Oak Ridge

National Laboratory (USA). I sent Gert a copy of the book manuscript and he wrote

back suggesting that I include some material on rubber friction. I though this was an

interesting idea and over the next few days I read many classical (experimental)

papers on this topic (e.g., papers by Tabor, Roberts, and Grosch), as well as an

important reprint I received from Gert [2]. The result was a new section for my book

on rubber friction. I also published the same material in an article for Surface
Science (my first article about rubber friction) [3].
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Later, I developed my most important contribution to tribology, namely my

multiscale contact mechanics theory, published in the Journal of Chemical Physics
[4]. This turned out to be the basis for an understanding of a large number of

practical topics such as rubber friction, adhesion, contact stiffness, electric and

thermal contact resistance, seal leak rate, fluid dynamics at interfaces, and several

other topics of technological importance. This theory also gained the interest of

many companies and resulted in the formation of Multiscale Consulting (see www.

MultiscaleConsulting.com), where the knowledge I have obtained in tribology

(in particular the tribology of rubber-like materials) is transferred to companies.

All the tribology-related activities described above are a direct result of the sug-

gestion by Gert Heinrich to include a discussion of rubber friction in my book on

sliding friction.

I have been in steady contact with Gert Heinrich ever since our first meeting in

1997, and have followed his important contributions to rubber physics and tribol-

ogy, for example, his work with Kl€uppel and others on rubber friction [5–8]. During
this long and wonderful interaction, he has always been extremely stimulating and

supportive of my own research activities. We have also written some papers

together, such as a review paper on crack propagation in rubber-like materials

[9]. It is my hope Gert will continue to stay active in rubber tribology science and

that we will have many more years of wonderful interaction.

The following text is divided into two parts. The first part is a very brief review

of contact mechanics theories for randomly rough surfaces, and my own theory of

contact mechanics with application to the leak rate of seals. The second part

presents new results for rubber friction on wet (lubricated) surfaces, obtained in

collaboration with the Yokohama tire company.

2 Contact Mechanics Theory

Nearly all surfaces have roughness, usually extending from the linear size of the

object down to atomistic length scales, say from centimeters to nanometers. This

can involve about seven decades in length scales, corresponding to about 1021

degrees of freedom if one wants to simulate the contact using numerical methods

such as the finite element method (FEM). Thus, the contact between solids with

surface roughness cannot be studied numerically on all relevant length scales

without further simplification, and it is very important to develop analytical

approaches to the contact between solids with rough surfaces.

Contact mechanics has a very long history [10]. The first work was presented by

Hertz in 1882 ( €Uber die Ber€uhrung fester elastischer K€orper), in which he studied

the frictionless contact between elastic solids with smooth surface profiles, which

could be approximated as parabolic close to the contact area. This theory predicts a

nonlinear increase in contact area A with the squeezing force F. The simplest model

of a rough surface consists of a regular array of spherical bumps with equal radius of
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curvature R and equal height (see Fig. 1a). If such a surface is squeezed against an

elastic solid with a flat surface, one can approximately apply the Hertz contact

theory to each asperity. Thus, from this simple approach one expects that the real

area of contact scales nonlinearly with F. However, this is not in accordance with

experiments, which show that the real area of contact is proportional to F as long as

A << A0, where A0 is the nominal contact area. This is also the reason why the

friction force is usually proportional to the load (Coulomb friction law).

Greenwood and Williamson (GW) proposed that the contact problem between

two elastic rough surfaces could be reduced to the problem of one infinitely hard

rough surface acting on a flat elastic counter-surface. Within their model, the rough

topography was described by a large collection of hemispherical asperities of

uniform radius (which individually satisfied the Hertzian approximation) with a

height distribution that followed a Gaussian law (see Fig. 1b). This model relies on

the definition of “asperity.” The asperity concept itself has proved to be quite

controversial and depends on the resolution of the instrument used to measure the

surface profile. In addition, the long-range elastic coupling between the asperity

contact regions, which is neglected in the GW model, is now known to strongly

influence contact mechanics (see Fig. 2). Thus, if an asperity is pushed downwards

at a certain location, the elastic deformation field extends a long distance away from

the asperity, influencing contact involving other asperities further away. This

results in a more open contact morphology than expected if the long-range elastic

coupling is neglected. This is illustrated in Fig. 3, which shows the contact between

an elastic solid with a flat surface and a rigid solid with a randomly rough surface.

Figure 3a is the result of an exact numerical treatment and Fig. 3b shows the result

obtained neglecting the long-range elastic coupling. Note that the first case results

in a more open contact morphology. This difference in contact morphology has a

huge effect on some properties such as the leak rate of seals. In Fig. 3a there is no

Fig. 1 Three different models of a “rough” surface. (a) All the asperities are equally high and

have identical radius of curvature. (b) Introducing asperities with a random height distribution

gives the Greenwood–Williamson approach towards contact mechanics. (c) In a real, randomly

rough surface the asperities are of different heights and curvature radii

106 B.N.J. Persson et al.



noncontact channel, taking one from the right to the left, through which fluid could

flow, whereas large noncontact channels can be seen in Fig. 3b.

Thus, neglect of long-range elastic coupling in the GW theory significantly

limits its prediction capabilities when applied to most real surfaces. Additionally,

in the GW model the asperity contact regions are assumed to be circular

(or elliptical), whereas the actual contact regions (at sufficiently high experimental

resolution) show fractal-like boundary lines. Therefore, one should try to avoid

explicitly invoking the nature of the contact regions when searching for an analyt-

ical methodology to solve the contact problem of two rough elastic surfaces.

More recently, an analytical contact mechanics model that does not use the

asperity concept and becomes exact in the limit of complete contact was developed

by Persson [4]. The theory accounts for surface roughness on all relevant length

scales and includes (in an approximate way) the long-range elastic coupling

between asperity contact regions. In this theory, information about the surface

enters via the surface roughness power spectrum, which depends on all the surface

roughness wavevector components.

(a) long-range elastic deformation

up

contact area non-compact

(b) local elastic deformation

contact area compact 

Fig. 2 (a) When a high asperity makes contact with the substrate, the elastic solid in its

neighborhood is displaced upwards, making it less likely for nearby smaller asperities to make

contact with the substrate. This results in a more open contact morphology than expected if the

long-range elastic coupling is neglected (see (b)), as is the case in the GW (and most other)

asperity contact mechanics models

Fig. 3 Contact between an elastic solid with a flat surface and a rigid solid with a randomly rough

surface: (a) numerically exact treatment and (b) results obtained neglecting the long-range elastic

coupling. Note that case (a) results in a more open contact morphology. Adopted from [11]
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3 The Contact Mechanics Theory of Persson

The contact mechanics formalism developed by Persson [4] is based on study of the

interface between two contacting solids at different magnifications ζ. When the

system is studied at magnification ζ it appears as if the contact area equals A(ζ), but
when the magnification increases, it is observed that the contact is incomplete and

that the surfaces in the apparent contact area A(ζ) are in fact only in partial contact

(see Fig. 4). The theory can be used to calculate the interfacial stress distribution,

P(σ, ζ), from which one can obtain the area of contact as a function of the

magnification ζ using:

A ζð Þ
A0

¼
Z 1

0

dσP σ; ζð Þ; ð1Þ

where A0 is the nominal contact area. The magnification ζ refers to some (arbitrary)

chosen reference length scale. This could be, for example, the lateral size L of the

nominal contact area, in which case ζ ¼ L=λ ¼ q=qL, where λ is the shortest

wavelength roughness that can be resolved at magnification ζ. We often denote

A(ζ)/A0 by P(ζ), and sometimes by P(q) (where q ¼ qLζ).
An expression has been derived [4] for the stress distribution P(σ, ζ) at the

interface when the interface is studied at magnification ζ. Assuming complete

contact, one can show that P(σ, ζ) satisfies the diffusion-like equation:

Fig. 4 An elastic block (dotted area) in adhesive contact with a rigid rough substrate (dashed
area). The substrate has roughness on many different length scales, and the block makes partial

contact with the substrate on all length scales. When a contact area is studied, at low magnification

it appears as if complete contact occurs, but when the magnification is increased it is observed that,

in reality, only partial contact has taken place

108 B.N.J. Persson et al.



∂P
∂ζ

¼ f ζð Þ∂
2
P

∂σ2
; ð2Þ

where

f ζð Þ ¼ π

4

E

1� v2

� �2

qLq
3C qð Þ; ð3Þ

qL ¼ 2π=L, and q ¼ ζqL. In (3), the surface roughness power spectrum C(q) is the
Fourier transform of the height–height correlation function:

C qð Þ ¼ 1

2πð Þ2
Z

d2x h xð Þh 0ð Þh ie�iq�x: ð4Þ

Here, z ¼ h xð Þ is the height of the surface at the point x ¼ x; yð Þ above a flat

reference plane chosen so that h xð Þh i ¼ 0 (here angular bracket h . . . i stands for
ensemble averaging). In the following, we consider only surfaces for which the

statistical properties are isotropic so that C qð Þ ¼ C qð Þ only depends on the magni-

tude
��q�� of the wavevector q.

It is now assumed that (2) also holds locally when only partial contact occurs at

the interface. The calculation of the stress distribution in the latter case involves

solving (2) with appropriate boundary conditions. If a rectangular elastic block is

squeezed against the substrate with (uniform) stress p0, then at the lowest magni-

fication ζ ¼ 1, where the substrate appears flat, we have:

P σ; 1ð Þ ¼ δ σ � p0ð Þ; ð5Þ

which forms an “initial” condition. In addition, two boundary conditions along the

σ-axis are necessary in order to solve (2). For elastic contact, P(σ, ζ) must vanish as

σ ! 1. In the absence of an adhesion interaction, the stress distribution must also

vanish for σ < 0 because no tensile stress is possible without adhesion. In fact, one

can show that P(σ, ζ) must vanish continuously as σ ! 0. One can also derive

boundary conditions for elastoplastic contact, and for elastic contact with adhesion.

The theory can also be applied to surfaces with anisotropic roughness and to layered

materials.

Equation (2) is easy to solve with the initial condition (5) and the boundary

conditions P 0; ζð Þ ¼ 0 and P 1; ζð Þ ¼ 0. The area of (apparent) contact when the

system is studied at the magnification ζ is given by:

A ζð Þ
A0

¼ 1

√π

Z 1=√G

0

dx e�x2=4 ¼ erf
1

2√G

� �
; ð6Þ
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where

G ζð Þ ¼ 1

8

E

1� ν2ð Þp0

� �2

ξ ζð Þ ð7Þ

and

ξ2 ¼ 2π

Z ζqL

qL

dq q3C qð Þ

is the surface mean-square slope. Using erf xð Þ � 2x=√π for x << 1 one can show

that when the squeezing force FN ¼ p0A0 is so small that A << A0, Eq. (7) reduces

to A=A0 � κp= ξE*
� �

where E* ¼ E= 1� ν2ð Þ and κ ¼ 8=πð Þ1=2 � 1:6. Thus, the

Persson theory predicts that the contact area is a universal function of p0/(ξE*) and
that it increases linearly with the squeezing force FN as long as the contact area is

small compared with the nominal contact area. Figure 5 shows the normalized

(projected) contact area A/A0 as a function of the nominal applied pressure p in units
of ξE*. The blue line is the exact numerical result (M. M€user, private communica-

tion and [12, 13]) and the red line is the prediction of the Persson contact mechanics

theory [Eq. (6)]. Note that the initial slope of the A( p0/(ξE*)) relation is about 20%
larger in the exact numerical study than in the Persson theory (� 2:0 compared with

� 1:6 ). This is the result of overestimation of the elastic energy stored in the

asperity contact regions in the Persson theory, and can be corrected for in a

phenomenological way [14].

Figure 6 shows the normalized (projected) contact area A/A0 as a function of the

magnification ζ ¼ q=q0 obtained from (6) and (7) for E* ¼ E= 1� ν2ð Þ ¼ 5 MPa

and for the nominal contact pressure p0 ¼ 0:2 MPa. The inset shows the surface

roughness power spectrum used in the calculation. The contact between solids can

sometimes (for transparent material) be studied using optical methods. However,

optical measurements have a resolution determined by the wavelength of light
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0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 0.2 0.4 0.6 0.8 1 1.2 1.4

Persson

numerical
exact

pressure/(ξ E*)

A/
A 0

Fig. 5 Normalized

(projected) contact area A/
A0 as a function of nominal

applied pressure p0 in units

of ξE*, where ξ is the
surface root-mean-square

(rms)-slope and

E* ¼ E= 1� ν2ð Þ. The blue
line is the exact numerical

result (M. M€user, private
communication) and the red
line is the prediction
according to the Persson

contact mechanics theory.

The dashed line has a slope
of � 2:0 [12, 13]
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(i.e., in the order of 1 μm). This correspond to the wavenumberq ¼ 2π=λ � 107 m�1.

Hence, the contact area determined using an optical method is larger than the true

atomic contact area (see Fig. 6). In general, the contact area measured using an optical

method (and most other methods) cannot be directly related to, for example, the

friction force, which is usually determined by the area of atomic contact.

Extension of the theory presented above also predicts the average interfacial

surface separation �u (see [15]), and the distribution of interfacial separation P(u)
(see [11, 16]), which is very important for the leak rate and friction of seals.

To summarize, the contact mechanics theory of Persson [4] is accurate and very

flexible, and has been applied to a large number of important topics, including

elastic, viscoelastic, and elastoplastic contact mechanics; rubber friction; adhesion;

capillary adhesion; thermal and electric contact resistance; mixed lubrication; and

seal leak rate. Here, we present applications to the leak rate of stationary seals and

rubber friction.

4 Role of Different Length Scales

An extremely important result of the theory of contact mechanics is the prediction

of how different physical quantities depend on different length scales (see Fig. 7).

Thus, unless the nominal contact pressure is very high, the contact stiffness and the

thermal and electric contact resistances depend mainly on the long-range part of the

surface roughness. That is, for these quantities it is usually irrelevant how the

roughness looks above some critical magnification ζc or, equivalently, below the

critical length scale λc ¼ L=ζc. Similarly, the leak rate of a seal is mainly deter-

mined by surface roughness observed at the magnification where the first
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Fig. 6 The normalized

(projected) contact area A/
A0 as a function of the

magnification ζ ¼ q=q0 for

E* ¼ E= 1� ν2ð Þ ¼ 5 MPa

and nominal contact

pressure p0 ¼ 0:2 MPa.

The inset shows the surface
roughness power spectrum

used in the calculation. The

surface has rms-roughness

amplitude of 10 μm and the

straight line corresponds to
a self-affine fractal surface

with the fractal dimension

Df ¼ 2:2
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noncontact channel is observed (see below). Other quantities such as adhesion and

friction generally depend on all length scales, down to atomic distances.

A particular interesting problem is the role of surface roughness on different

length scales for adhesion, and whether adhesion influences other physical proper-

ties such as the leak rate of seals. The latter problem reduces to the question of

whether adhesion influences contact mechanics at the length scale or magnification

where the first noncontact percolating channel is observed. To discuss this problem,

note first that the adhesive interaction between solids always increases the area of
real contact. However, if the surface roughness or the elastic modulus are large

enough, the area of contact still vanishes continuously as the external loading force

is decreased towards zero (i.e., p ! 0) [17–21]. For systems with less roughness, or

for elastically softer materials, the contact area remains finite as p ! 0. When the

contact area vanish as p ! 0, the effective interfacial energy γeff(ζ), which depends
on the magnification ζ, vanishes below some critical magnification ζ ¼ ζc > 1,

whereas in the opposite case γeff(1) is non-zero. In the former case, the contact

mechanics (e.g., the apparent contact area and the interfacial separation) observed

at magnification ζ < ζc appear the same as if no adhesive interactions occur, and

physical quantities that only depend on the contact mechanics for ζ < ζc are

unaffected by adhesive interaction. As mentioned above, such quantities could be

the leak rate of seals [22, 23] or interfacial stiffness [24, 25] (and the related electric

and thermal contact resistance [26, 27]), which both depend mainly on the long

wavelength roughness unless the nominal contact pressure is very high.

Thus, for example, a good approximation for the leak rate of a static seal [28] can

be obtained from the size of the narrowest constriction (denoted critical constric-

tion) of the first noncontact percolating channels observed with increasing magni-

fication [22, 23]. In many cases, the noncontact area, as a function of increasing

magnification, percolates at a magnification ζ < ζc, in which case the leak rate can

be accurately predicted without taking into account the adhesive interaction. Other

properties, such as sliding friction, depend on the area of real contact and are always

influenced by adhesion.

Finally, we note that if a physical quantity is determined only by the long

wavelength roughness, say λ > λc ¼ L=ζc, it may be irrelevant whether the mate-

rials involved have modified surface layers (e.g., oxide coating on metals) of

λ =10-2m 10-3 10-4 10-5 10-6 10-7 10-8 10-9 10-10

friction,
adhesion

leak-rate of
seals

contact
resistance,
contact
stiffness

plastic
yielding

surface
layering

ζ = 1 10 102 103 104 105 106 107 108

material
property:

physical
quantity:

other physical quantities such as wear and rubber friction may 
involve many decades in length scales

Fig. 7 Different physical

quantities depend on

different ranges of length

scales
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thickness d << λc, or whether plastic deformation occurs in the contact regions

observed at magnification ζ >> ζc . Note that when two solids make contact, the

long wavelength roughness usually deforms elastically, while plastic deformation

only occur at short length-scales, involving the roughness observed at sufficiently

high magnification.

5 Introduction to Leakage of Rubber Seals

A seal is a device for closing a gap in a mechanical device or making a joint tight with

respect to leakage of a fluid. Seals play a crucial role in many modern engineering

devices, and the failure of seals can result in catastrophic events, such as the

Challenger disaster. In many cases, simple and inexpensive elastomeric seals such

as O-rings are used. However, the failure of seals usually results in expensive and

time-consuming replacement procedures. Consideration of not only reliability, but

also energy saving and environment pollution (resulting from leakage of the fluids),

suggests that seals should be handled as thoroughly in the design process as any other

crucial machine element, and not treated as a secondary accessory.

Nowadays, the design of seals and sealing systems is mostly based on experi-

mental investigations, which are complex and time consuming because of the wide

range of variables involved. Thus, in spite of its apparent simplicity, it is not easy to

predict the leak rate and (for dynamic seals) friction forces. The main problem is the

influence of surface roughness on contact mechanics at the seal–substrate interface.

5.1 Leak Rate of Static Seals

Consider the fluid leakage through a rubber seal, from a high fluid pressure region to

a low fluid pressure region (see Fig. 8). Assume for simplicity that the nominal

rubber
fluid

P0

Pa

Pb

high pressure

low pressure

interfacial fluid flow

Fig. 8 Rubber seal (schematic). The liquid on the left is under the hydrostatic pressure Pa and the

liquid on the right under pressure Pb (usually, Pb is the atmospheric pressure). The pressure

difference ΔP ¼ Pa � Pb results in liquid flow at the interface between the rubber seal and the

rough substrate surface. The volume of liquid flow per unit time is denoted by _Q: and depends on

the squeezing pressure P0 acting on the rubber seal
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contact region between the rubber and the hard counter-surface is rectangular with

area L� L. Now, let us study the contact between the two solids as we change the

magnification ζ. We study how the apparent contact area, A(ζ), between the two

solids depends on the magnification ζ. At the lowest magnification we cannot

observe any surface roughness, and the contact between the solids appears to be

complete (i.e., A 1ð Þ ¼ A0 ). As we increase the magnification we observe some

interfacial roughness and the (apparent) contact area decreases. At sufficiently high

magnification, say ζ ¼ ζc, a percolating path of noncontact area is observed, that is,
an open (noncontact) channel extending from one side to the opposite side appears

for the first time (see Fig. 9). The narrowest constriction along the percolation path,

(a) ζ=3, A/A0=0.778 (b) ζ=9, A/A0=0.434

(c) ζ=12, A/A0=0.405 (d) ζ=648, A/A0=0.323

critical constriction

Fig. 9 The contact region (black) at different magnifications: (a) 3, (b) 9, (c) 12, and (d) 648.

Upon magnification of a region in a contact area we observe the appearance of smaller noncontact

subareas. When the magnification increases from 9 to 12, the noncontact region (white area)
percolates, i.e., an open (noncontact) channel extending from one side to the opposite side appears

for the first time. At the lowest magnification of ζ ¼ 1, A 1ð Þ ¼ A0. The figure is the result of

molecular dynamics simulations of the contact between elastic solids with randomly rough

surfaces
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which we denote the critical constriction, has a lateral size λc ¼ L=ζc and surface

separation uc. This separation is given by a recently developed contact mechanics

theory [11]. As we continue to increase the magnification we find more percolating

channels between the surfaces, but these have narrower constrictions than the first

channel, which appears at ζ ¼ ζc . As a first approximation, we can neglect the

contribution to the leak rate from these channels.

A first rough estimate of the leak rate is obtained by assuming that all

leakage occurs through the critical percolation channel and that the whole pressure

dropΔP ¼ Pa � Pb occurs over the critical constriction. Assuming the shape of the

critical constriction to be that of a rectangular block of width and length λc ¼ L=ζc
and height uc, and assuming an incompressible Newtonian fluid, the volume flow

per unit time through the critical constriction is (Poiseuille flow):

_Q ¼ u3c
12η

ΔP; ð8Þ

where η is the fluid viscosity. In deriving this equation we assumed laminar flow

and that uc << λc, which is always satisfied in practice.

To complete the theory, we must calculate the separation uc of the surfaces at the
critical constriction. We first determine the critical magnification ζc by assuming

that the apparent relative contact area at this point is given by percolation theory.

Thus, the relative contact area is given by A ζð Þ=A0 � 1� pc, where pc is the

so-called site percolation threshold. Computer simulations (and analytical argu-

ments) have shown that pc � 0:6, so that A ζcð Þ=A0 � 0:4 determines the critical

magnification ζ ¼ ζc. Knowing the critical magnification ζc, the separation uc at the
critical junction can be obtained using the Persson contact mechanics theory as

follows (see also [16]):

Let u1(ζ) be the (average) height separating the surfaces that appear to come into

contact when the magnification decreases from ζ to ζ � Δζ, where Δζ is a small

(infinitesimal) change in the magnification. If �u(ζ) denotes the average separation

between the surfaces when the interface is studied at magnification ζ, the empty

volume between the surfaces that appear to be in contact at magnification ζ � Δζ is
given by u ζ � Δζð ÞA ζ � Δζð Þ. But, this volume must be the sum of the volume

�u(ζ)A(ζ) between the surfaces that appear to be in contact at magnification ζand the
additional volume u1 ζð Þ A ζ � Δζð Þ � A ζð Þ½ � that results from the increase in appar-

ent contact area as the magnification decreases from ζ to ζ � Δζ:

u ζ � Δζð ÞA ζ � Δζð Þ ¼ u ζð ÞA ζð Þ þ u1 ζð Þ A ζ � Δζð Þ � A ζð Þ½ �

or

u1 ζð Þ ¼ u ζð Þ þ u
0
ζð ÞA ζð Þ=A0

ζð Þ: ð9Þ

In a mean-field type of approximation, uc � u1 ζcð Þ. For more accurate treatment

(see [11]), one should take into account that the interfacial separation in the
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noncontact area that appears when the magnification is increased from ζ � Δζ to ζ,
is not constant but fluctuates as a result of the short wavelength roughness that is

observed if the magnification is increased beyond ζ.
We call the theory presented above the “critical junction theory.” We have also

developed a more accurate theory in which we use the Bruggeman effective

medium theory to obtain the leak rate [23]. This theory depends not only on the

surface separation at the critical junction, but on the whole probability distribution

of interfacial separations, P(u). However, in application we have found that both

theories give almost the same results.

5.2 Computer Simulation Tests of the Theory

Exact numerical simulations of the interfacial fluid flow and the leak rate of seals

have been performed on small systems to test the predictions of the Persson contact

mechanics theory [28]. In these simulations, the Navier–Stokes equations of fluid

flow and the theory of elasticity have been used to calculate numerically the flow of

fluid in the gap between two elastic solids squeezed together with some given

nominal pressure. These calculations were performed using the supercomputer in

J€ulich in collaboration with the group of M€user [28]. In spite of the very complex

fluid flow pattern (see Fig. 10), the leak rates obtained in the numerical simulations

agreed very well with the predictions of the Persson contact mechanics theory.

Fig. 10 Top view of the

contact interface of a rubber

seal squeezed against a

rough self-affine fractal

surface. The simulated seal

has only about 20% of its

surface in contact (dark
gray region), yet the flow of

liquid (in color) across the
seal is largely restricted to a

few channels. Most of the

fluid pressure drop occurs

over the narrowest

constrictions. Adopted from

[28]

116 B.N.J. Persson et al.



5.3 Experimental Tests of the Theory

Based on methods and experiments previously developed [29], we performed

several experiments to test the theory presented above. In Fig. 11 we show our

setup for measuring the leak rate of seals. A glass (or PMMA) cylinder with a

rubber ring (of rectangular cross-section) attached to one end is squeezed against a

hard substrate with well-defined surface roughness. The cylinder is filled with water

and the leak rate of the fluid at the interface between the rubber and hard counter-

surface is detected by the change in the height of the fluid in the cylinder. In this

case, the pressure difference ΔP ¼ Pa � Pb ¼ ρgH, where g is the gravitation

constant, ρ the fluid density, and H the height of the fluid column.

Figure 12 shows the measured leak rate for different rubber–counter-surface

(squeezing) pressures. The red and green solid lines are the calculated leak rates

using critical junction theory and the Bruggeman effective medium theory, respec-

tively. Results are shown for sandpaper and sandblasted PMMA surfaces. In the

calculations we have used the measured surface topography and the measured

rubber elastic modulus.

6 Introduction to Rubber Friction

Soft materials, such as rubber or gel, in lubricated sliding contact have many

important applications in science and technology. Examples from biology are the

human eye and the synovial joints lubricated by synovial fluid, a viscous

non-Newtonian fluid whose main purpose is to reduce friction between the articular

cartilages during movement. Lubricated rubber contacts occur in many

water

rubber

hard solid

FN

glass
cylinder

H

Fig. 11 Experimental setup

for measuring the leak rate

of seals. A glass (or PMMA)

cylinder with a rubber ring

attached to one end is

squeezed against a hard

substrate with well-defined

surface roughness. The

cylinder is filled with water,

and the leak rate of the

water at the interface

between rubber and

counter-surface is detected

by the change in height of

the water in the cylinder
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technological applications; examples are syringes, where the (rubber) stopper–

barrel interface is usually lubricated by a high-viscosity silicon oil, and dynamic

rubber seals typically lubricated by hydrocarbon oils. Other important applications

are tires on wet or contaminated (in particular the smear produced by water + dust)

road surfaces or on icy road surfaces where the frictional energy can result in a thin

melt-water film acting as a lubricant.

The contact mechanics and friction between rubber and a lubricated counter-

surface is a complex topic involving several fundamental processes:

(a) fluid squeeze-out, which depends on the fluid viscosity;

(b) dewetting, which depends on the surface (or interfacial) energies and the elastic

properties of the solids;

(c) confinement of fluid in sealed-off regions, which occurs when the area of real

contact percolates, which effectively smoothes the surface profile and reduces

the area of real contact;

(d) adhesive interaction between rubber and counter-surface in dry contact regions;

(e) shearing of a thin fluid film (in general involving high shear rates and

non-Newtonian fluid behavior);

(f) viscoelastic deformations of the rubber surface by substrate asperities;

(g) scratching of the substrate surface by hard rubber filler particles; and

(h) wear processes.

Rubber friction on rough surfaces has been studied both experimentally [30–40]

and theoretically [4, 5, 41–50]. Here, we are interested in lubricated rubber friction

on rough surfaces. Particular interesting and detailed studies on this topic were

performed by Bongaerts and colleagues with silicon rubber lubricated by water

single-junction

effective medium

sandpaper

PMMA
sandblasted
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Fig. 12 Measured leak rates (square symbols) for different rubber–counter-surface (squeezing)

pressures. The red and green solid lines are the calculated leak rates using the critical junction

theory and the Bruggeman effective medium theory, respectively. Results are shown for sandpaper

and sandblasted PMMA surfaces. The measured surface topography and the measured rubber

elastic modulus were used in the calculations
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+ glycerol mixtures [40], and more recently with suspensions of small (micrometer-

sized) glass balls [51] in water + glycerol mixtures. Other important work was

performed by Roberts and coworkers [52–54] and Klein and colleagues [55, 56].

On dry surfaces, there are two contributions to rubber friction, one from the area

of real contact and one from the pulsating deformations of the rubber surface as a

result of substrate asperities. The latter contribution depends on the internal friction

of the rubber. We assume that the friction force can be written as the sum of the

viscoelastic contribution Fvisc and a contribution from the area of real contact,

which we assume is proportional to the contact area A:

Ff ¼ Fvisc þ τfA; ð10Þ

where τf is the frictional shear stress acting in the area of contact. If we write the

normal force as FN ¼ p0A0, where p0 is the nominal contact pressure and A0 the

nominal contact area, we obtain:

μ ¼ μvisc þ
τf
p0

A

A0

: ð11Þ

Figure 13 shows qualitatively the velocity dependency of the two contributions to

the friction coefficient μ(v). In the next two sections we discuss the viscoelastic

contribution to the friction and the origin of the frictional shear stress τf.
We present experimental friction results and theoretical analyses for tire tread

rubber sliding on smooth and rough surfaces. The experiments were performed

using a simple Leonardo da Vinci setup, and the data was analyzed using the

Persson rubber friction and contact mechanics theory.
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Fig. 13 Adhesive μad(v)
and viscoelastic μvisc(v)
contributions to rubber

friction. An increase in

temperature shifts both

μad(v) and μvisc(v) towards
higher sliding speeds
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7 Viscoelastic Contribution to Rubber Friction

Two different theories have been used to calculate the area of real contact and the

viscoelastic contribution to rubber friction. Here, we consider the simplest case of

sliding at a constant speed and at such low speed that frictional heating can be

neglected.

In the theory of Persson, the friction force acting on a rubber block squeezed

with a stress p0 against a hard randomly rough surface is given by [4, 33, 46, 49]:

μvisc �
1

2

Z q1

q0

dq q3C qð ÞS qð ÞP qð Þ
Z 2π

0

dϕ cosϕ Im
E qv tð Þ cosϕ,T0ð Þ

1� ν2ð Þp0
; ð12Þ

where T0 denotes the temperature, and

P qð Þ ¼ 1

√π

Z √G

0

dx e�x2=4 ¼ erf
1

2√G

� �
; ð13Þ

where

G qð Þ ¼ 1

8

Z q

q0

dq q3C qð Þ
Z 2π

0

dϕ
E qv cosϕ,T0ð Þ

1� ν2ð Þp0

����
����
2

: ð14Þ

Note that P qð Þ ¼ A qð Þ=A0 is the (normalized) contact area observed at magnifica-

tion ζ ¼ q=q0 (see Sect. 3).
The factor S(q) in (12) is a correction factor that takes into account the fact that

asperity-induced deformations of the rubber are smaller than if complete contact

occurs in the (apparent) contact areas observed at magnification ζ ¼ q=q0. For
contact between elastic solids, this factor reduces the elastic asperity-induced

deformation energy. Including this factor gives a distribution of interfacial separa-

tion in good agreement with experiments and exact numerical studies [11]. The

interfacial separation describes how an elastic (or viscoelastic) solid deforms and

penetrates into the roughness valleys. It is stressed here that these (time-dependent)

deformations cause the viscoelastic contribution to rubber friction. We assume that

the same S(q) reduction factor as found for elastic contact is also valid for sliding

contact involving viscoelastic solids. For elastic solids, it has been found that S(q) is
well approximated by:

S qð Þ ¼ γ þ 1� γð ÞP2 qð Þ; ð15Þ
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where γ � 1=2. Here, we use the same expression for viscoelastic solids, being a

geometric parameter. Note that S ! 1 as P ! 1 , which is an exact result for

complete contact. In fact, the expression (12) is exact for complete contact.

The more general case of nonuniform sliding and including frictional heating has

also been studied [33].

In the theory of rubber friction [4, 5], the viscoelastic contribution to friction

depends on the surface roughness power spectrum C(q), where q ¼ 2π=λ is the

wavenumber of a particular frequency component (with wavelength λ) of the

roughness profile. Most surfaces have a self-affine fractal -like topography, where

C qð Þ / q�2 1þHð Þ. Here the Hurst exponent is typically in the range 0:7 < H < 1,

corresponding to a fractal dimension Df ¼ 3� H between 2 and 2.3 (see [57, 58]).

Most surfaces have a roll-off region for q < qr, where C(q) is approximately

constant. In calculating the rubber friction we include all the roughness components

with wavenumber q0 < q < q1. Here q0 ¼ 2π=L, where L is the linear size of the

rubber block in the sliding direction. If q0 < qr, as is usually the case, the contact

area and the viscoelastic contribution to the friction are nearly independent of q0.
We define the magnification as ζ ¼ q=q0. When we study the interface at magni-

fication ζ we do not observe roughness components with wavenumber q > q0ζ.
Physical quantities observed at this magnification therefore depend on the

magnification.

Note that when calculating the viscoelastic contribution to rubber friction (and

the contact area) it is necessary to introduce a large wavenumber cut-off,

q1 ¼ 2π=λ1, where λ1 is the shortest surface roughness wavelength included in

the contact mechanics calculation. For smooth surfaces, λ1 can be of the order of

atomic distances or the average distance between crosslinks (i.e., q1 � 109 � 1010

m�1). For very rough surfaces such as road surfaces, the cut-off may be related to

the onset of rubber bond-breaking and wear processes, which appear in the contact

regions at high-enough magnifications as a result of large stresses and high tem-

peratures. For road surfaces, this typically gives the cut-off q1 � 106 � 107 m�1.

The theory above is based on a full three-dimensional (3D) treatment of visco-

elastic contact mechanics. The theory of Kl€uppel and Heinrich is based on an

approximate 2D description of the sliding problem. The rubber friction coefficient

is given by [5]:

μvisc ¼ q0δ0

Z q1

q0

dq q2C1D qð ÞImE qv; T0ð Þ
p0

; ð16Þ

where C1D is the 1D surface roughness power spectra, which can be calculated from

the 1D height profile z ¼ h xð Þmeasured along a straight line (x-coordinate). In (16),
δ0 is a length parameter proportional to what Kl€uppel and Heinrich denote as the

mean thickness of the excitation layer, which they assume to be proportional to the

mean penetration depth of the asperities in the rubber. As in the Persson theory, the

lower cut-off wavenumber is given by q0 � 2π=L. In the Persson theory, the upper

cut-off q1 is attributed to the formation of a modified surface layer on the rubber
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surface (as a result of the high stresses and temperatures that prevail in the contact

area at high magnification); however, in the theory of Kl€uppel and Heinrich [5, 45]
q1 is determined by an energy condition that we do not fully understand.

Kl€uppel and Heinrich [5] state that δ0 can be estimated from experiments or

FEM calculations. Comparing (12) and (16) one should note that:

2π

Z 1

0

dq qC qð Þ ¼
Z 1

�1
dq C1D qð Þ ¼ h2

� �
; ð17Þ

where hh2i is the mean square surface roughness amplitude. Thus, the main

difference between (12) and (17) is the factor S(q)P(q) occurring in (12). Because

the contact area,P qð Þ ¼ A qð Þ=A0, depends very strongly on the wavenumber q (and
on the sliding speed v) the two theories predict rather different results.

Finally, we note that Popov and coworkers [59] have presented a theory of

rubber friction where the full 3D model is mapped onto an effective 1D model.

However, one of us has shown [60, 61] that this mapping, when applied to rough

surfaces, results in qualitatively wrong results for all contact mechanical properties,

including rubber friction.

8 The Contribution from the Area of Contact

Let us consider the contribution from the area of real contact to the friction force.

The six most important friction processes are:

(1) For dry sliding contact, the rubber molecules and the substrate atoms interact

as indicated in Fig. 14. In many cases one expects weak interfacial interactions,

(e.g., van der Waals interactions). For stationary contact, the rubber chains at the

interface adjust to the substrate potential to minimize the free energy. This bond

formation may require overcoming potential barriers and does not occur instanta-

neously but requires some relaxation time. During sliding at low velocity, thermal

fluctuations help to break the rubber–substrate bonds, resulting in a friction force

that approaches zero as the sliding velocity goes to zero. At high velocity, there is

v

stretches detaches, relaxes reattaches

Fig. 14 Classical description of a polymer chain at the interface between a rubber block and

counter-surface. During lateral motion of the rubber block the chain stretches, detaches, relaxes,

and then reattaches to the surface to repeat the cycle. In reality no detachment in the vertical

direction is expected, but only a rearrangement of molecule segments (in nanometer-sized

domains) parallel to the surface from pinned (commensurate-like) to depinned

(incommensurate-like) domains
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not enough time for the rubber molecules to adjust to the substrate interaction

potential; that is, the bottom surface of the rubber block “floats” above the substrate,

forming an incommensurate-like state with respect to the corrugated substrate

potential. Thus, the frictional shear stress is also small for large sliding speeds.

We expect the frictional shear stress as a function of the sliding speed to have a

maximum at some intermediate velocity v*. This friction mechanism was first

studied in a highly simplified model by Schallamach [42] and later by Leonov

and colleagues [43, 50], and in a more realistic model by Persson and Volokitin

[44]. The theory predicts that the frictional shear stress is a Gaussian-like curve as a

function of log10v, with a width of four (or more) frequency decades and centered at

a sliding speed typically of v* � 1 cm=s (see the μad(v) curve in Fig. 13). This

frictional shear stress law is very similar to that observed (measured) by Grosch

[31, 32] for rubber sliding on smooth surfaces (glass or steel).

We found that using the following frictional shear stress law τf(v,T ) resulted in

good agreement between theory and measurements [30]:

τf ¼ τf0 exp �c log10
v

v*

	 
h i2� �
; ð18Þ

where c ¼ 0:1, v* ¼ 6� 10�3 m=s and τf0 ¼ 6:5 MPa. The full width at half

maximum of τf(v) as a function of log10v is 2 ln2=cð Þ1=2 � 5:3.
The master curve (18) is for the reference temperature Tref ¼ 20∘C but the

frictional shear stress at other temperatures can be obtained by replacing v by va
0
T ,

where a
0
T is the shift factor obtained when constructing the master curve (18):

ln a
0
T ¼ C

0
1

1

T
� 1

Tg

þ C
0
2

� �
; ð19Þ

where Tg is the glass transition temperature, C
0
1 ¼ 1:1� 104K, and

C
0
2 ¼ 8:4� 10�4 K�1. We have found that using these values for C

0
1 and C

0
2

gives good agreement with a large set of measured friction data. Nevertheless,

one cannot expect C
0
1 and C

0
2 to be universal constants because they depend slightly

on the rubber compound. The situation is similar to the (bulk viscoelasticity) WLF

shift factor:

log10aT ¼ �C1 T � Tg

� �
C2 þ T � Tg

For many polymers, C1 � 15 and C2 � 50 K but these values are not universal

because they depend slightly on the polymer used.

We also found that the maximum τf0 in the τf(v) relation varies slightly

according to the studied system. Thus, for τf0 we used slightly different values
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for different compounds and road surfaces but always in the range

τf0 ¼ 5:3� 8:3 MPa.

The contribution to rubber friction from the area of real contact depends

sensitively on contamination by particles and fluids. Thus, on a wet road surface

at sufficiently high sliding (or rolling) speed, the surfaces in the apparent contact

regions are separated by a thin fluid film (see next section), in which case the

viscoelastic deformations of the rubber give the most important contribution to the

friction.

(2) For dry contact, there may be a contribution to friction from interfacial crack

propagation. Thus, during sliding at each substrate asperity contact region there is a

closing interfacial crack at the front (in the sliding direction) and an opening crack

at the back [62]. The energy to propagate an opening crack G(v) can be strongly

enhanced by energy dissipation in the rubber in the vicinity of the opening crack,

and can also enhance the contact area [62–64]. However, it is not clear at present

how important this mechanism is when the contact regions are very small (see

Appendix 1). Note that processes (1) and (2) generally act together.

The energy to propagate an opening crack (per unit surface area formed)

is G vð Þ ¼ G0a vð Þ=a0, where the crack tip radius a is given by [9, 64, 65]:

a0
a
¼ 1� 1� E0

E1

� �
Z 2πv=a

0

dω F ωð Þ
ω Im 1

E ωð ÞZ 1

0

dω 1
ω Im

1
E ωð Þ

where E0 ¼ E 0ð Þ, E1 ¼ E 1ð Þ, and

F ωð Þ ¼ 1� ωa

2πv

	 
2
� �1=2

In the equations above, G0 and a0 are the crack propagation energy and crack tip

radius, respectively, for an infinitesimally slowly moving crack tip.

(3) There is a contribution to rubber friction from the interaction between filler

particles at the rubber surface and the road or substrate surface. Basically, during

slip the hard filler particles scratch the road surface. This can give an almost

velocity-independent background contribution Δμ� 0.1 to the rubber friction coef-

ficient, which depends on the filler concentration (for tread rubber it is usually

rather high, around 25% of the rubber compound volume) and dispersion.

Figure 15a shows the atomic force microscopy (AFM) topography of a glass surface

after a rubber tread block has been slid many times on the surface. The surface

has strongly anisotropic roughness, in particular for the roughness components with

wavelength of a few micrometers, which exhibit very large local Tripp number γ
(see Fig. 15b). The Tripp number is a measure of the surface roughness anisotropy,

with γ ¼ 1 corresponding to isotropic roughness [66]. The glass surface root-

mean-square (rms) roughness amplitude of approximately 6 nm is much larger
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than for unused surfaces (about 0.8 nm when measured over the same surface area).

The contribution to the friction from scratching (plowing) can be estimated as

follows: Assume that Ac is the total cross-section (in the xz-plane) of the wear

tracks after one sweep. The contribution to the friction force coefficient from

plowing is Δμ � AcσY=FN, where σY is the stress necessary to plastically deform

the glass surface. The cross-section Ac can be estimated from AFM pictures of the

glass surface after one sweep.

(4) If a lubricant or contamination fluid (e.g., water, fragments of rubber

molecules, or oil from the rubber) is present at the sliding interface, process

(1) might be replaced by shearing a thin (nanometer thick) fluid film. Note that

the rheological properties of such a nanometer-thick confined fluid film are in

general very different from those of the bulk liquid. Experiments [67] and theory

[68, 69] show that the frictional shear stress depends only very weakly on the shear
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Fig. 15 (a) Surface topography (AFM measurement over a 50� 50 μm surface area) of a glass

surface scratched by a rubber block with silica filler (many sweeps). The surface has a

rms-roughness amplitude of � 6 nm and rms-slope of 0.022. Measuring over a larger surface

with higher (atomic) resolution increases both quantities. (b) The local Tripp (anisotropy) number

γ as a function of the logarithm of the wavenumber
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rate _γ: (shear thinning), and that different liquids exhibit similar properties. Thus,

for many liquids (or contamination fluids), the frictional shear stress [67, 68] is

given by τf � B _γ α, where α � 0:1 at room temperature and (in SI units) B � 105.

(5) If contamination particles (e.g., stone dust) are present, the frictional shear

stress in the contact area can be similar to that of a hard material sliding on a hard

material (e.g., stone on stone). This situation is similar to the influence that filler

particles have on the frictional shear stress. Note that if the contamination particles

roll rather than slip at the interface, their influence on friction is different.

(6) There is a contribution to friction from rubber wear processes. This can be

particular important for rubber sliding on sandpaper (and other surfaces with sharp

surface roughness), where strong wear occurs and where one can often observe

wear scars extending from one side of the rubber block to the other as a result of

scratching by the sharp substrate asperities.

9 Rubber Friction on Dry and Wet Surfaces

In this section, we present a short overview of rubber friction on lubricated (hard)

surfaces. Figure 16 compares the contact between dry and wet surfaces, assuming

low sliding speed, where the fluid inertia, and also to a large extent the fluid

viscosity, are unimportant. With respect to the long-wavelength roughness, fluid

squeeze-out (see Fig. 16b) from the interface between a rubber block and a road

surface occurs rapidly, with negligible fluid pressure buildup, and the contact

mechanics appear the same as on a dry surface (compare Fig. 16a, b). However,

on a wet surface, as the magnification is increased and shorter wavelength rough-

ness is observed, one finally observes (at some magnification ζ*) the influence of

the fluid on contact mechanics. For low sliding speed, one can distinguish between

three possibilities (see Fig. 16b1–b3), namely:

(b1) The rubber–road contact is separated by a thin fluid film that is not removed

because of the fluid viscosity and/or because the spreading pressure S > 0. The

spreading pressure is given by S ¼ γS0S1 � γS0L � γS1L, where γS0S1 , γS0L, and γS1L are
the interfacial energies between solids S0 and S1, between the liquid and solid S0,

and the liquid and solid S1, respectively. If S > 0, the minimum free energy

configuration (for low-enough contact pressure) corresponds to a system with a

thin (usually in the order of nanometers) fluid slab separating the surfaces. This

implies that a (short-ranged) repulsive force acts between the surfaces when

immersed in the fluid.

(b2) If S < 0, dewetting may occur and result in dry contact regions [70–72]. At

the same time, fluid may be confined (sealed off) in road (or substrate) cavities,

inhibiting the rubber from penetrating into the cavities and reducing the viscoelastic

contribution to friction [73].

126 B.N.J. Persson et al.



(b3) If S < 0 and if the expel pressure pc, which depends on the interfacial

energies γS0S1 , γS0L, and γS1L and on the surface separation in the noncontact regions,
is larger than the fluid pressure, then the noncontact area may also be dry [74].

In the case shown in Fig. 16b1, the adhesive contribution to rubber friction is

replaced by a contribution from shearing a thin fluid film, and the viscoelastic

contribution is reduced (as compared with the dry case) because the large

wavenumber cut-off is reduced: q* ¼ ζ*q0 < q1 ¼ ζ1q0 (where q1 is the cut-off

wavenumber on the dry surface). In the case shown in Fig. 16b2, some asperity

contact areas are dry but nevertheless both the viscoelastic contribution and the

dry(a)

wet(b)

or
hydrophilic
interface

hydrophobic
interface,
dewetting

dewetting

or
hydrophobic
interface,
complete

(b1) (b2) (b3)

Fig. 16 Rubber friction on

(a) dry and (b) wet road

surfaces, for low sliding

speeds where the fluid

inertia and to a large extent

the fluid viscosity are

unimportant. (b1–b3) Three

different possibilities at low

sliding speed
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contribution from the area of contact are generally reduced. In the case shown in

Fig. 16b3, the fluid has negligible influence on the friction.

The role of the wetting properties of the interface on sliding friction has been

reported in several studies [36, 39, 40]. As an example, Fig. 17 shows the dry and

lubricated contacts for hydrophobic and hydrophilic tribopairs. The sliding system

consisted of a poly(dimethylsiloxane) (PDMS) ball sliding on a PDMS disc. The

disc had surface roughness obtained by molding the PDMS rubber against a rough

surface. The hydrophilic tribosystem was obtained by exposing the PDMA rubber

surfaces to oxygen plasma.

Note that for the lubricated (water) hydrophobic interface, the friction coefficient

rapidly approaches the dry surface case as the sliding speed decreases. This

indicates that the fluid is completely removed from the asperity contact regions as

the sliding velocity approaches zero, corresponding to the cases shown in Fig. 16b2,

b3. For the hydrophilic tribosystem, the friction is much smaller than for dry

surfaces, even at very low sliding speeds. This corresponds to the case shown in

Fig. 17 Comparison of dry

and lubricated contact for

(a) hydrophobic and (b)

hydrophilic tribopairs. The

open squares are for dry
surfaces, and the filled
circles in water. The sliding

system consisted of a poly

(dimethylsiloxane) (PDMS)

ball sliding on a PDMS disc.

The disc has surface

roughness obtained by

molding the PDMS rubber

against a rough surface. The

hydrophilic tribosystem was

obtained by exposing the

rubber to oxygen plasma.

From [36, 39, 40]
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Fig. 16b1, where a thin water film separates the surfaces even in the (apparent) area

of contact. For high sliding speeds, where no direct contact occurs between the

solids (because the fluid pressure buildup keeps the surfaces separated), the μ(v)-
relations are the same for both tribosystems [36, 39, 40].

10 Rubber Friction on Wet, Lubricated Surfaces:

Experiment and Analysis

We now present experimental results for three rubber compounds A, B, and C on

smooth and rough surfaces. All the compounds were supplied by the Yokohama

Rubber Company and were supposed to be standard tire tread rubber compounds.

Rubber A is a standard reference compound with (by volume) approximately 20%

carbon black, compound B is a summer compound with approximately 15% silica

and 5% carbon black, and compound C is an all-season compound with approxi-

mately 20% carbon black.

The measured data were obtained using the Leonardo da Vince setup shown in

Fig. 18. The slider consists of two rubber blocks glued to a wooden plate. One block

is at the front of the wooden plate and the other at the end of the wooden plate. The

blocks are 5 mm thick, and of lengthsLy ¼ 4 cmorthogonal to the sliding direction

and Lx ¼ 1:25 cm in the sliding direction, giving a total nominal contact area of

A0 ¼ 2LxLy ¼ 10 cm2. The normal force is generated by adding lead blocks (M in

Fig. 18, of total mass M ) on top of the wooden plate, up to M � 30 kg. Similarly,

the driving force is generated by adding small (0.25 kg) lead blocks in the container

M0 shown in Fig. 18. Before each test the rubber blocks were run-in, first on

sandpaper and then on the actual road surface used in the experiments. This resulted

in the removal of a thin surface layer on the rubber block, which was necessary for

obtaining reproducible results.

M

M’

Leonardo da Vinci experiment

rubber

road surface time-distance
data to computer

table

Fig. 18 Simple friction tester used for obtaining the friction coefficientμ ¼ M
0
=M as a function of

the sliding speed. The sliding distance is measured using a distance sensor, and the sliding velocity

obtained by dividing the sliding distance by the sliding time. This setup can only measure the

friction coefficient on the branch of the μ(v) curve where the friction coefficient increases with

increasing sliding speed v
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The simple friction tester shown in Fig. 18 can be used for obtaining the friction

coefficient μ ¼ M
0
=M as a function of the sliding speed. The sliding distance is

measured using a distance sensor, and the sliding velocity obtained by dividing the

sliding distance by the sliding time. This setup can only measure the friction

coefficient on the branch of the μ(v)-curve where the friction coefficient increases

with increasing sliding speed v.

10.1 Surface Roughness Power Spectra and Rubber
Viscoelastic Modulus

We next studied rubber friction for compounds A, B, and C on several smooth and

rough surfaces. The surface roughness power spectra of the surfaces are given in

Figs. 19 and 20. The PMMAand glass surfaces used in Sect. 10.2 are very smooth and,

in these cases, the rubber block hasmuch greater roughness andmainly determines the

contact area. The opposite is true for concrete and asphalt road surfaces and in these

cases the roughness of the rubber block is not important for the contact mechanics. In

Fig. 20 we show the large wavenumber cut-off q1 as obtained from the condition that

the rms-slope of the surface, including the roughness components with wavenumber

q < q1, equals 1.3 (which we have found gives viscoelastic friction coefficients in

good agreement with experiments). For asphalt surfaces b and c (Fig. 20) it was

necessary to extrapolate the measured power spectra to larger wavenumbers, and the

results for q1 in these cases are therefore somewhat uncertain.

The viscoelastic moduli of the three rubber compounds A, B, and C were

measured using dynamic mechanical analysis (DMA) in elongation mode. In the

measurements, the samples were prestrained with 125% of the dynamic strain

amplitude. The red curves in Fig. 21 shows the low-strain (0.04%) viscoelastic

modulus master curve for compound A. They are obtained by measuring the rubber

properties over a small frequency interval (here we used 28–0.25 Hz) and at
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Fig. 19 Surface roughness

power spectra of several

surfaces used in Sects. 10.2

and 10.3
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Fig. 21 Low-strain

(0.04%) viscoelastic

modulus master curve for

compound A (red curve).
Blue squares indicate the
large strain (70% strain)

modulus from strain sweep

data. The top and bottom

figures show the real and the

imaginary part of the

viscoelastic modules. The
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20∘C
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different temperatures (typically from�60∘C to 120∘C). The results are then shifted

along the frequency axis to obtain a broad (in frequency space) master curve at a

particular reference temperature. The blue squares in Fig. 21 indicate results for the

large strain (70% strain) modulus obtained from strain sweep data.

The nonlinear properties of the rubber compounds were obtained from strain

sweeps performed at different temperatures and for frequency f ¼ 1 Hz. Figure 22

shows the ratio Re E(ε)/Re E(0) and Im E(ε)/Im E(0) for compound A as a function

of the dynamic strain amplitude ε up to large strains of ε � 1 (or 100% strain).

In calculations of the viscoelastic contribution to friction and the area of contact,

we take into account the nonlinear effects either by scaling the low strain modulus

with the relevant strain-sweep factor E(ε)/E(0) or by using the blue curve in Fig. 21
obtained for a typical strain value expected in the asperity contact regions (typical

strain of approximately 100%). Both procedures give very similar results.

Extrapolation of the nonlinear modulus to high frequencies (blue fit-lines in

Fig. 21) is very uncertain because the exact nonlinear viscoelastic properties of

filled rubber in the high frequency region is not known. In the DMA experiments,

fracture of the sample takes place at large strain and low temperature, which in the

context of rubber friction corresponds to large wear. However, for the velocity region

for which experimental friction data are presented below (mainly v < 1 mm=s), only
the frequency region where we measured the E-modulus is used. For higher sliding

speeds, part of the extrapolated region is also important, but when frictional heating

is included only a region rather close to the highest frequency blue squares in

Fig. 21 is relevant. Thus, we believe that the way in which we extrapolate the

viscoelastic modulus is not very important in most practical cases. However, there

is need for better ways of obtaining the rubber viscoelastic properties for large

strain and high frequencies.
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Fig. 22 The ratio Re E(ε)/Re E(0) (blue lines) and Im E(ε)/Im E(0) (red lines) for rubber

compound A as a function of the dynamic strain amplitude ε up to large strain ε � 1 (or 100%

strain). The rubber prestrain was 1.25 times larger than the dynamic strain amplitude. The rubber

sample cross-section used in defining the stress was chosen as the cross-section of the prestrained

rubber sample. The results are for different temperatures and frequency f ¼ 1 Hz
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Finally, we note that in the nonlinear response region, if the applied strain

oscillates as ε tð Þ ¼ ε0 cos ωtð Þ the stress is a sum involving terms � cos nωtð Þ
and � sin nωtð Þ where n is an integer. The DMA instrument used defines the

modulus E(ω) in the nonlinear region using only the component f ε0;ωð Þ cos ωtð Þ
þg ε0;ωð Þ sin ωtð Þ in this sum, which oscillates with the same frequency as the

applied strain. Thus ReE ωð Þ ¼ f ε0;ωð Þ=ε0 and ImE ωð Þ ¼ g ε0;ωð Þ=ε0. Note

that with this definition the dissipated energy during one period of oscillation

(T ¼ 2π=ω) is given by

Z T

0

dtσ tð Þ _ε tð Þ ¼ πε20ImE ωð Þ,

just as in the linear response region.
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Fig. 23 Measured friction for tread rubber compound C sliding on surfaces of (a) PMMA and (b)

glass. Results are for dry surfaces (red squares), in water (blue squares), and in soap +water (green
squares). For the PMMA surface, results were also obtained for water + soap + salt (NaCl) solution

(pink squares). The rubber surface had previously been run-in on sandpaper and asphalt road

surfaces, resulting in a roughened rubber surface
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10.2 Rubber Friction on Smooth PMMA and Glass Surfaces

Figure 23 shows the measured friction coefficient (μ) for tread rubber compound C

sliding on PMMA and glass surfaces. Results are given for dry surfaces, in water,

and in soap +water. For the PMMA system, results were also obtained for a water

+ soap + salt (NaCl) solution. Prior to the study, the rubber surface had been run-in

on sandpaper and asphalt road surfaces, resulting in a roughened rubber surface.

It is interesting to note that the friction values for the dry surfaces are very

similar for both the PMMA and glass surfaces. However, reproducible results were

obtained only after a (relatively short) run-in time period. During this time, it

appeared that a very thin contamination film was transferred from the rubber to

the counter-surface, and it is possible that shearing this thin film explains the very

similar frictional behaviors. The PMMA–water–rubber system is probably hydro-

phobic or very close to hydrophobic, and for this reason friction in the dry state and

in water are rather similar, (as expected if the cases shown in Fig. 16b2, b3 prevail).

The reduction in friction in water could reflect a change in the contact area because

of adhesion (see below).

Adding soap to the water has only a small influence on the friction for PMMA in

the low velocity region. However, it strongly reduces the velocity where the friction

has its (first) maximum. In Fig. 23a this is given by the highest velocity data point in

all cases (i.e., in the dry state, in water, and in water + soap). We interpret the

maximum in the friction coefficient for the lubricated surfaces as the transition to

mixed lubrication, where the friction decreases with increasing sliding speed.

Clearly, this transition occurs earlier for the water + soap system than when only

water is used. We observed a similar effect for concrete lubricated by glycerol (see

later in this section): Friction for the lubricated surface was the same as for the dry

surface for the velocity region where stable sliding occurs, but the friction coeffi-

cient maximum was found at a much lower speed (about 10�5 m=s ) for the

glycerol-lubricated surface than for the dry surface, where the maximum was at

about 20-fold higher sliding speed.

The glass–water–rubber system is probably hydrophilic, and in a large fraction

of the apparent contact regions we expect the surfaces to be separated by a very thin

(maybe about 1 nm) water layer, even at the lowest sliding speed, as expected if the

situation shown in Fig. 16b1 prevails. In Fig. 23b for water and for water + soap we

also include data points where the sliding motion stops (lowest blue and green data

points), and for accelerated motion denoted as run-away (highest blue and green

data points). For the water + soap case, Fig. 24 shows the position of the rubber

block as a function of time for these two different cases (no motion and run-away

motion).

We also measured (after run-in) the surface topography and calculated the

surface roughness power spectrum of the rubber tread block used in the study

above. Using the contact mechanics theory with adhesion (Ref. [17]), we calculated

the contact area as a function of magnification for an elastic solid with the measured

power spectrum and elastic modulus E ¼ 5 MPa, squeezed against a flat surface

134 B.N.J. Persson et al.



with and without adhesion (see Fig. 25). The result with adhesion is calculated

using the (adiabatic) work of adhesion w ¼ 0:06 MPa, which is typical for rubber

in contact with glass. Note that with adhesion included we get A=A0 � 0:1. For
rubber on glass (see Fig. 23b) at sliding speed v ¼ 1 mm=s we have μ � 1:5 for the
dry contact, giving the frictional shear stress τf ¼ μpA0=A � 0:75 MPa, which is

similar to the observation of Roberts and Tabor for very smooth rubber and glass

surfaces (τf � 0:3 MPa), where the nominal contact area is probably equal to the

actual contact area. Note, however, that the rubber compound used in our study

differs from that used in the study of Roberts and Tabor. For the interface lubricated

by water and by water + soap (Fig. 23b), μ � 0:4 and μ � 0:2, respectively.
Assuming A=A0 � 0:05 (no adhesion), we estimate the frictional shear stress in

the area of contact to be � 0:4 MPa and � 0:2 MPa for water and water + soap,

respectively.
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Roberts and Tabor studied the contact between a rubber ball and a smooth glass

surface in water. The ball was squeezed against the glass surface and it was

observed that when the thickness of the water film was below 40 nm, the surfaces

suddenly snapped together at various points, leading to adhesive contact over most

of the contact region. The contact first occurs at some protrusions (defects) near an

edge of the contact zone where the film thickness is smallest; once a point of contact

is established, this pulls the rest of the rubber into contact. This dewetting transition

depends on the interfacial energies (see above). With a low viscosity fluid such as

water as lubricant, surfaces seal together exceedingly quickly at the stage of film

collapse.

If, instead of distilled water, a dilute solution of a negatively charged soap

(sodium dodecyl sulfate, SDS) is used, a drastically different result ensues. The

surfaces no longer snap together trapping islands of liquid (Fig. 26, top left), but at

the nominal contact pressure (p � 0:02 MPa) the surfaces remain apart at an almost

uniform separation of about d � 20 nm (Fig. 26, top right). In this case, the film

does not collapse with time but is stabilized by electrical double-layer repulsive

forces (osmotic pressure) that support the normal load, even when the squeezing

pressure in the contact region equals about 0.1 MPa. The SDS is absorbed on the

rubber surface (see Fig. 27) with its negative polar end groups in the water. The

glass itself most probably acquires a negative charge through reactions between

water molecules and the Si–O groups on the glass surface to formHOSiO�. The two
negatively charged surfaces attract positive ions from the solution, establishing a

double layer of charge, resulting in repulsive forces between the surfaces at small

wall–wall separation. One manifestation of this thin liquid layer is its lubrication

effect: sliding at v ¼ 1 mm=s results in frictional shear stress τf � 30 Pa in water

+ soap, whereas in the dry state or in distilled water τf � 0:3 MPa. The frictional

shear stress in water + soap is what one expects from shearing a water film of 20 nm

thickness: ηv=d � 50 Pa for η ¼ 0:001 Pas (the viscosity of water) and

v ¼ 0:001 m=s.
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The friction we observe for rubber on glass in water + soap is much larger than

observed by Roberts and Tabor. This probably results from the higher contact

pressures that prevailed in our study (about 1 MPa in the asperity contact regions,

as compared with p � 0:02 MPa in the experiments of Roberts and Tabor). This

resulted in contact regions where the local pressure was high enough to remove the

fluid between the glass and rubber surface. This conclusion is also consistent with

the higher friction we observed in soap +water experiments when the rubber

surface was contaminated by small rubber particles, where the local contact pres-

sure was even higher than without contamination particles (see Fig. 28).

For a water-lubricated glass surface, Roberts and Tabor observed similar friction

as for a dry surface, whereas we observed a reduction in the friction coefficient by a
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Fig. 26 Top: Optical pictures of the contact between a rubber ball with a smooth surface and a

glass surface. Bottom: Separation between the ball and the glass surface. Left: If the rubber ball is
squeezed against a glass surface in water, when the surface separation reaches about 100 nm they

snap together very fast as a result of adhesion, trapping some fluid islands (which slowly

disappear). Right: If a negatively charged soap is added to the water, a short range repulsion

(osmotic pressure) prevails and the surfaces are separated by about 20 nm when the nominal

(applied) pressure is p0 � 0:02 MPa. From [52–54]
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glass

rubber

p

Fig. 27 Rubber–glass contact in soapy water (tentative scheme). Lipid molecules bind to the

rubber surface with the hydrocarbon tail in the hydrophobic rubber and the charged head groups in

water. The glass surface also becomes charged by ionized surface groups. The water contains

counter-ions that balance the charge on the surfaces. During approach, the surfaces first repel each

other as a result of osmotic pressure, resulting in a very small contribution to the sliding friction

from shearing of the thin confined fluid film. At large applied pressure p, direct contact between the
surfaces occurs and results in higher friction. At even larger load, the grafted lipid molecules may

be damaged or removed from the contact region, resulting in similar friction as for dry surfaces
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Fig. 28 Measured friction for tread rubber compound C sliding on a dry glass surface (red
squares), in water (blue squares), and in soap +water (green squares). The rubber surface had

previously been run-in on sandpaper and asphalt road surfaces, resulting in a roughened rubber

surface. The substrate surface was not cleaned when going from dry to water to soap +water.

Visual inspection of the surface after the soap +water experiment showed that rubber fragments

were present on the rubber surface. Removing the rubber fragments resulted in lower friction (pink
asterisks) in the soap +water
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factor of approximately five for the water-covered surface. Part of this may simply

reflect the change in contact area as a result of adhesion (see above). Taking this

into account, we deduced a frictional shear stress of about 0.4 MPa, which is close

to the result obtained by Roberts and Tabor. We note, however, that in the Roberts–

Tabor experiment strong adhesion was also observed in water between the rubber

and the glass surface, resulting in dewetting and probably near complete atomic

contact between the surfaces. In our case, adhesion was probably strongly reduced

as a result of surface roughness on the rubber block, which influences the dewetting

process. In addition, the rubber compounds differed, which could influence the

work of adhesion in the wet state.

It is important to note that even if the surfaces are covered by the highest

possible concentration of charges (monolayers of charges), the osmotic pressure

can only support applied pressures up to about 1 MPa. If the contact pressure

becomes higher than this, which is almost always the case at some locations

when rubber is in contact with a hard rough substrate (e.g., asphalt or concrete

road surfaces), most of the water is squeezed out. However, hydration lubrication

can still result in a small contribution to friction from the area of real contact. Here,

hydration shells surrounding charges act as lubricating elements in boundary layers.

This has been invoked to account for the extremely low sliding friction in aqueous

media, for example, between mica surfaces [75] or more complex systems such as

the cartilage in human joints [55]. According to this (see also Appendix 2), hydra-

tion shells formed by water molecules are tenaciously attached to the charges they

surround, and are not easily squeezed out under compression (even at contact

pressures as high as several megapascals), yet they are labile and respond to

shear in a fluid manner [56]. Nevertheless, at sufficiently high local pressure p the

grafted lipid molecules can be removed from the contact region, resulting in large

friction that may be similar to that found for dry surfaces.

10.3 Rubber Friction on Rough Surfaces I

In the following sections we present sliding friction results for the rubber

compounds A, B, and C on several different substrate surfaces. As substrates we

used a concrete surface and two asphalt road surfaces (denoted 1 and 2). Asphalt

2 contains large stone particles exposing very flat and smooth (almost mirror-like)

surfaces. Asphalt 1 is the same as asphalt 2 but with the surfaces slightly roughened

with sandpaper. In Sect. 10.4 we also consider rubber friction from three “normal”

asphalt road surfaces denoted a, b, and c.

Analysis of the friction data presented below uses the Persson rubber friction

theory. As discussed above, there are contributions to friction from (i) viscoelastic

energy dissipation in the rubber, and (ii) shearing the area of real contact (frictional

shear stress τf(v, T)). In the following figures we show the viscoelastic contribution

(i) and the total friction (i) + (ii) for dry contact, calculated as described in detail in

the literature [30].
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10.3.1 Compound A

Figure 29 shows the measured and calculated friction coefficient as a function of

sliding speed for rubber compound A sliding on a concrete surface. The background

temperature is T0 ¼ 10∘C and the nominal contact pressure is p ¼ 0:1 MPa.

Measurements were performed for dry contact (red squares) and with the contact

lubricated by glycerol (blue squares). The upper green lines are the total calculated

rubber friction coefficient and the lower green lines the viscoelastic contribution.

The solid lines are without flash temperature and the dashed lines with flash

temperature.

Note that the dry and lubricated surfaces exhibit the same friction in the common

velocity range. The viscosity of glycerol is about 1000 times higher than that of

water, but the low sliding speeds (v < 10�5 m=s for the lubricated surface) allow

the fluid to squeeze out from the contact regions so that the rubber can make

molecular contact with the substrate. If this was not the case (e.g., even if just a

few nanometers of fluid separated the surfaces), there would be no reason to obtain

the same friction as for the dry surfaces. Note that from the point of view of

hydrodynamic lubrication, a sliding speed of v ¼ 10�5 m=s in glycerol is equiva-

lent to a sliding speed of v � 10�2 m=s in water, because the theory of hydrody-

namic lubrication predicts that everything depends on the velocity and the fluid

viscosity as the product ηv. Thus, for a rubber block sliding on a concrete surface in
water, one expects a negligible influence of water on the friction force if

v < 10�2 m=s. This is consistent with observations we have made in the past.
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Fig. 29 Measured and calculated friction coefficients as a function of sliding speed for a concrete

substrate and rubber compound A. Measurements were performed for dry contact (red squares)
and a contact lubricated by glycerol (blue squares). The upper green lines are the total calculated
rubber friction coefficient and the lower green lines the viscoelastic contribution. The solid lines
are without flash temperature and the dashed lines with flash temperature
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The highest velocity data points for both the dry and lubricated contact in Fig. 29

correspond to the highest sliding speed possible before the onset of sliding insta-

bility. That is, if the driving force is increased above the values of the highest

velocity data points in Fig. 29, the block accelerates and no (low velocity) steady

sliding state prevails. With the present experimental setup, in which the driving

force rather than the (driving) speed is prescribed, it is not possible to study the

rubber friction for higher velocities than shown in Fig. 29. Note that for dry contact,

the highest stable sliding speed agrees perfectly with the theoretical prediction

(green line), which exhibits a maximum at this sliding speed. This is not the case for

the lubricated surface where the (first) maximum in the friction curve occurs at a

lower speed (about 10�5 m=s ). This must result because of a transition from

boundary lubrication to mixed lubrication, where the friction decreases with

increasing sliding speed for v > 10�5 m=s.
Just as for the system studied above, in all the following diagrams, unless

otherwise stated, the highest velocity data points correspond to the highest veloc-

ities before the onset of sliding instabilities, where the block starts to accelerate.

Thus, unless otherwise stated, the highest measured data points correspond to a

local maximum in the μ(v) curves.
Figure 30 shows the measured and calculated friction coefficient as a function of

sliding speed for rubber compound A on asphalt road surface 1. Measurements were
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Fig. 30 Measured and calculated friction coefficients as a function of sliding speed for asphalt

road surface 1 and rubber compound A. Measurements were performed for dry contact (red and

blue squares for nominal contact pressures of p ¼ 0:22 MPa and 0.10 MPa, respectively) and

contact lubricated by water (blue asterisks, nominal contact pressure 0.20 MPa), water with about

1% soap (dish detergent; blue squares, nominal contact pressure 0.20 MPa), and a very thin film

of honey (red circles, nominal contact pressure 0.10 MPa). In spite of extensive cleaning with

water, a very thin honey film must have been left on the surface and resulted in the observed strong

reduction in the friction coefficient. For a thick honey film, no steady sliding was observed above

v � 10�5 m=s, indicating that the transition to hydrodynamic lubrication occurs at very low

sliding speeds
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performed for dry contact (red and blue squares for the nominal contact pressures

p ¼ 0:22 MPa and 0.10 MPa, respectively), contact lubricated by water (blue

asterisks, nominal contact pressure 0.20 MPa), and for water with about 1% soap

(dish detergent; blue squares, nominal contact pressure 0.20 MPa). Note that, for

dry contact, measurements at the nominal contact pressure p ¼ 0:22 MPa give

almost the same friction as for p ¼ 0:10 MPa. Thus, the friction coefficient for the

low sliding speeds studied here is almost independent of the nominal pressure in the

pressure range relevant for tire applications. For higher sliding speeds, frictional

heating results in a dependency of the friction coefficient μ on the nominal contact

pressure. In addition, close to the first maximum of μ(v) as a function of increasing

sliding speed v, μ(v) depends on the nominal contact pressure as a result of the

viscoelastic coupling between the macroasperity contact regions [76]. Asphalt road

surface 1 contains large, smooth stone particles, and this is (in contrast to the

concrete surface) the reason why the water-covered surface exhibits lower friction

than the dry surface. The even lower friction for the water + soap surface could

result from adsorbed monolayer films on the road and rubber surfaces (see below).

We also performed measurements with honey as lubricant (red circles, nominal

contact pressure 0.10 MPa). When the honey film was thick (several millimeters)

only unstable (accelerating) sliding motion prevailed. Thus, the data points shown

are for a system where most of the honey was removed by cleaning the surface with

water. However, in spite of extensive cleaning with water a very thin honey film

must have been left on the surface, resulting in the observed strong reduction in the

friction coefficient. For the thick honey film no steady sliding was observed at

sliding speeds above the lowest v � 10�5 m=s data point. This indicates that a

transition to the mixed (or hydrodynamic) lubricated sliding state must occur at

very low sliding speeds, where μ(v) is a decreasing function of the sliding speed v.
For the washed surface, the honey film thickness must be so small that no mixed

(or hydrodynamic) lubrication region exists where the surfaces are separated by a

relatively thick fluid (honey) film. Indeed, touching the surface with a finger did not

result in a sticky feeling, which would be the case if the honey film was thicker. It is

interesting to note that the measured friction coefficient for the thin-film honey-

covered surface is close to that predicted from the viscoelastic contribution to the

friction (i.e., it seems that the thin honey layer removes the adhesive contribution to

friction). However, there should be a contribution to the friction force from shearing

the thin honey film (The viscosity of honey may be of the order of 103 Pa s but

depend on the water content of the honey, which depend on the water humidity in

the air.)

After measurements on the surface covered with the thin honey film, the rubber

and road surfaces were cleaned extensively with a brush using water containing

soap (dish detergent) and then clean water. After drying the surfaces, we again

measured the dry sliding friction. Figure 31 shows the results together with the

original data from Fig. 30 (red and blue squares). The new data overlaps with the

old data in the common velocity region, but the new measurements could be

performed to higher sliding speeds before the onset of sliding instability. The

green data points were obtained first and the black and pink data points 1 day
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later. Note that the first measurements (green data points) give the largest maximal

friction. We interpret the increase in friction as a result of the influence of adhesion,

which may be strongest for the cleanest surface.

Figure 32 shows the measured and calculated friction coefficients as a function

of sliding speed for compound A on asphalt road surface 2. Measurements were

performed for dry contact (red squares), in water (blue asterisks), and in water

+ soap (dish detergent, open blue squares). For the dry surface, high frequency noise

could be noticed, indicating that local slip events occur at the rubber–road interface.

10.3.2 Compound B

Figure 33 shows the measured and calculated friction coefficient as a function of

sliding speed for rubber compound B on asphalt road surface 2. Measurements were
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performed on dry contact (red squares), in water (blue asterisks) and in water + soap

(blue open squares). The upper green lines show the total calculated rubber friction

coefficient and the lower green lines the viscoelastic contribution. The three highest

velocity data points for the dry surface (red squares) are above the sliding instability

point. Accelerated motion occurs, and the quoted velocities are the average over a

sliding distance of about 30 cm.

The asphalt road surface used in Fig. 33 contains large stone particles with very

flat and extremely smooth surfaces, and in this case adding water results in a drop in

friction for sliding speeds larger than about 105 m/s. Adding soap (anionic deter-

gent) to the water (open blue squares) results in a strong reduction in friction, which

now comes very close to the prediction of the viscoelastic contribution alone (lower

green curve). The soap has negligible influence on the fluid viscosity, so the strong

reduction in friction must relate to a strong reduction in the frictional shear stress in

the area of real contact. This is indeed expected. Thus, the lipid molecules bind to

the rubber and probably also to the bitumen, with the hydrocarbon tail in the

hydrophobic rubber and the bitumen surfaces, and with the charged head groups

in water. The soap we use is (mainly) an anionic detergent, with (in water)

negatively charged head groups and Naþ counter-ions in the water surrounded by

water hydration shells. The stone surfaces also become negatively charged by

ionized surface groups (see Sect. 10.2). The water contains counter-ions that

balance the charge on the surfaces. During approach, the surfaces first repel each

other as a result of osmotic pressure, resulting in a very small contribution to the

sliding friction from shearing the thin, confined fluid film. For higher contact

pressures, most of the fluid is squeezed out but the contribution to friction from

the area of contact could still be small as a result of hydration lubrication (see

Appendix 2).

In the velocity range between about 1 μm/s and 1 mm/s, we believe that the most

important contribution to friction for dry surfaces involves polymer chains at the

interface between the rubber block and counter-surface performing stick–slip
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motions as indicated in Fig. 14. In water, the soap (fatty acid) molecules bind to

both the rubber and the road surface (see Fig. 34) so that the process shown in

Fig. 14 cannot occur. As a result of the small shear stress of the interface when the

surfaces are separated by a thin fluid film, the contribution to friction from the area

of contact becomes very small. Without soap, if the water is completely removed in

the contact regions between the rubber and the road, the contribution from the area

of real contact may be similar to that of dry surfaces, as is indeed observed at low

sliding speeds for wet road surfaces.

10.4 Rubber Friction on Rough Surfaces II

We now present the results of measurements for rubber compounds A, B, and C on

asphalt road surfaces a, b, and c. For these surfaces it was not always possible to

increase the velocity such that the (first) maximum in μ(v) could be reached.

stone
tar

rubber

charged head group
counter ion

p

Fig. 34 Rubber–road contact in soapy water (tentative scheme). Lipid molecules bind to the

rubber and bitumen, with the hydrocarbon tail in the hydrophobic rubber and bitumen surfaces and

the charged head groups in water. The stone surfaces also become charged by ionized surface

groups. The water contains counter-ions that balance the charge on the surfaces. During approach,

the surfaces first repel each other as a result of osmotic pressure, resulting in a very small

contribution to the sliding friction from shearing the thin, confined fluid film. At large applied

pressure p, direct contact between the surfaces occurs and results in higher friction. At even larger
load, the grafted lipid molecules may be damaged or removed from the contact region, resulting

friction similar to that seen for dry surfaces
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10.4.1 Compound A

In Fig. 35 we show the measured and calculated friction coefficients as a function of

sliding speed for compound A on asphalt road a. The upper green lines are the total

calculated rubber friction coefficient and the lower green lines the viscoelastic

contribution. The solid lines are without flash temperature and the dashed lines
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Fig. 36 Measured and calculated friction coefficients as a function of sliding speed for compound

A on asphalt road b. The background temperature is T0 ¼ 16∘C and the nominal contact pressure

p ¼ 0:1 MPa
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Fig. 35 Measured and calculated friction coefficients as a function of sliding speed for compound

A on asphalt road a. The background temperature is T0 ¼ 20∘C and the nominal contact pressure

p ¼ 0:1 MPa
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Fig. 37 Measured and

calculated friction

coefficients as a function of

sliding speed for compound

A on asphalt road c. The

background temperature is

T0 ¼ 20∘C and the nominal

contact pressure

p ¼ 0:1 MPa
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Fig. 38 Measured and

calculated friction

coefficients as a function of

sliding speed for compound

B on asphalt road a. The

background temperature is

T0 ¼ 16∘C and the nominal

contact pressure

p ¼ 0:1 MPa
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Fig. 39 Measured and

calculated friction

coefficients as a function of

sliding speed for compound

B on asphalt road b. The

background temperature is

T0 ¼ 17∘C and the nominal

contact pressure

p ¼ 0:1 MPa
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with flash temperature. The background temperature is T0 ¼ 20∘C and the nominal

contact pressure p ¼ 0:1 MPa.

The red squares in Fig. 35 are the results for the dry surface and the blue asterisks

the results when the surface is in water. The blue squares are for water with a small

amount (less than 1%) of soap. Note that the water has a negligible influence on

friction in the studied low-velocity range. This is in contrast to the results for the

very smooth asphalt road surface 2 in Sects. 10.3.1 and 10.3.2 (see Figs. 32 and 33),

where water resulted in a strong reduction in friction. For rubber compound B on

asphalt road surface 2 (see Fig. 33), the water + soap completely removes the

contribution from the area of contact. In the present case too, the soap results in a

relatively large reduction in friction. As discussed in Sect. 10.2, this is not a result of

changes in the viscosity of the fluid (the small amount of soap results in only a small

change in fluid viscosity). The soap molecules form grafted monolayers

(or multilayers) on the solid surfaces, which may strongly reduce the frictional

shear stress in the area of contact.

Figures 36 and 37 show similar results as Fig. 35, but for asphalt road surfaces b

and c, respectively. Again, water has a negligible influence on the observed friction

for surface b, although some reduction is observed for surface c. The influence of

soap on friction is smaller for road surface b than for road surfaces a and c.

10.4.2 Compound B

Figures 38, 39, and 40 show similar results for compound B as those presented for

compound A. Qualitatively, the results for compounds A and B are similar, with a

stronger influence of water + soap on friction for road surface a.
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10.4.3 Compound C

Figures 41 and 42, show similar results for compound C. Again, when soap is added

to water, asphalt road surfaces a and c exhibit a stronger reduction in friction than

surface b. For both surfaces a and b, the dry and wet (pure water) surfaces exhibit

the same friction within the accuracy of the experiments. Thus, the difference

observed for the water + soap case (where a clear reduction in friction is observed

for surface a but not for surface b) is not related to fluid squeeze-out (which clearly

happens on both surfaces), but must be caused by larger local stresses in the contact

area on surface b than on surfaces a and c. This could be a result of the larger

kurtosis for surface b (kurtosis¼ 4.8) than for surfaces a (4.0) and c (3.9) (Fig. 43).

It is very interesting to note that for the very smooth asphalt road surfaces used in

Sects. 10.3.1 and 10.3.2 the maximum friction was larger than predicted by theory,

using the value for maximum adhesive frictional shear stress found in this study and
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Fig. 41 Measured and

calculated friction

coefficients as a function of

sliding speed for compound

C on asphalt road a. The

background temperature is

T0 ¼ 18∘C and the nominal

contact pressure

p ¼ 0:1 MPa
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Fig. 42 Measured and

calculated friction

coefficients as a function of

sliding speed for compound

C on asphalt road b. The

background temperature is

T0 ¼ 18∘C and the nominal

contact pressure

p ¼ 0:1 MPa
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in an earlier study for rougher asphalt road surfaces and concrete surfaces. In

addition, the maximum value was very sensitive to how clean the surface was.

This indicates that for the very smooth asphalt surfaces in Sects. 10.3.1 and 10.3.2

adhesion becomes very important (it manifest itself as a finite pull-off force),

tending to increase the contact area beyond the value predicted by the viscoelastic

contact mechanics used in this study.

11 Discussion

We have compared experimental data obtained at very low sliding speeds with the

results of rubber friction calculations for dry contact where the friction was

assumed to be the sum of a viscoelastic contributions from asperity-induced

deformations of the rubber surface, and a contribution from the area of real contact.

Thus, the theoretical calculations are not directly valid for wet (lubricated) surfaces.

However, for very smooth surfaces (and hydrophilic interfaces) a thin fluid film

may separate the surfaces in the (apparent) contact regions, and in that case the

viscoelastic contribution dominates friction. We have observed this to be the case,

even at low sliding speeds, for asphalt road surfaces with large and very smooth

stone particles in a fluid consisting of water + soap. At higher sliding speeds, even

clean water can result in a thin fluid film separating the sliding surfaces everywhere,

and in this case too the viscoelastic contribution dominates friction. However, the

large wavenumber cut-off q1 is less than for dry surfaces, because the water can

effectively smooth the surface roughness profile at short length scales as a result of

fluid pressure buildup caused by the fluid viscosity. Indeed, experiments by

Ueckermann et al. [77], at sliding speeds of approximately 10 m/s, show friction

coefficients in the range of about 0.3–0.6, which are similar to the calculated

viscoelastic contribution to friction for this sliding speed. Ueckermann et al. also
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found very good correlation between the measured friction coefficients and the

calculated viscoelastic contribution to the friction coefficients for a large number of

rubber–road surface combinations.

As discussed above, rubber friction on dry and lubricated road surfaces is a

highly complex topic. There are four fundamental problems, briefly mentioned in

Sects. 8 and 9, that must be understood in order to understand the nature of rubber

friction for lubricated surfaces:

1. Mixed lubrication and fluid squeeze-out. This involves studying fluid flow at the

interface between the tire tread blocks and the road surface on many length

scales. At short length scales, fluid flow occurs in narrow channels with complex

geometry. This is illustrated in Fig. 10, which shows fluid flow at the interface

from a high-pressure region on the left to a low-pressure region on the right

[28]. The picture is the result of a numerical study, but in the context of rubber

friction such an approach is not easy to implement. However, an approximate

treatment is possible using Persson contact mechanics theory and the Reynolds

equations of fluid flow (these are simplified Navier–Stokes equations) [78]. It is

important to note that percolation of the contact area can result in confined fluid

regions, which would carry part of the external load and reduce friction. Even if

the nominal contact pressure was not sufficiently high for the contact area to

percolate globally, it could percolate in the macroasperity contact regions or at

shorter length scales, which could strongly reduce friction.

2. Dewetting. When the water film becomes very thin a dewetting transition can

occur, resulting in dry contact regions. The dewetting transition occurs only if

the interfacial free energy is lowered when the contact becomes dry, which

depends on the rubber–water, road–water, and rubber–road interfacial energies.

Interfacial energies can be estimated from contact angle measurements using

standard methods. Although interfacial dewetting has been studied in detail for

stationary contact, the topic is much more complex for sliding contacts and very

few studies exist.

3. Fluid film rheology. Water can probably be treated as a Newtonian liquid down

to nanometer thickness, but this is not the case with most other fluids. Depending

on the type of fluid, one may need to take into account non-Newtonian liquid

behavior such as shear thinning. Much is now known about this topic because of

surface forces apparatus (SFA) measurements.

4. The influence of water on frictional heating. Clearly, on wet road surfaces the

water has a cooling effect on the tire tread block rubber, which will influence

rubber friction.

12 Summary and Conclusion

In this paper we have briefly reviewed the processes that determine rubber friction

on dry and lubricated smooth and rough substrate surfaces. We have presented

experimental friction results obtained using a simple Leonardo da Vinci setup. We
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have measured the rubber friction for three tire tread compounds on several

substrate surfaces, including five asphalt road surfaces, smooth PMMA, and

glass. The study was performed at low sliding speeds (v < 5 cm=s) so that frictional
heating could be neglected. The road surface topographies were measured using a

stylus instrument, and the rubber compounds characterized using DMA. The data

was analyzed using the Persson rubber friction and contact mechanics theory.

For wet surfaces at sufficiently high sliding speed (above a few meters per

second) a thin water film separates most rubber–road (apparent) contact regions,

in which case rubber viscoelasticity is the main contribution to friction. At the low

sliding speeds considered in this paper (v < 0:05 m=s) water mostly causes only a

small reduction in friction. However, for very smooth asphalt road surfaces, we

observed that water + soap can remove most of the contribution to friction from the

area of contact, and the friction is, to a good approximation, given by the visco-

elastic contribution alone.
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Appendix 1

When a hard ball is in contact with a smooth rubber surface, a circular contact

region forms with a radius r0 that depends on the applied normal load and the

adhesive ball–rubber interaction. When the ball is removed from the substrate, the

radius r0(t) of the contact region decreases with time. The bond-breaking process

can be considered as an opening crack propagating with velocity v ¼ �� _r 0 tð Þ�� (see
Fig. 44a). For a viscoelastic material such as rubber, the energy to propagate an

opening crack at a finite speed v can be much larger than for an adiabatic (infinitely

slowly) moving crack. This effect is a result of energy dissipation inside the rubber

because of the time-dependent stress field from the moving crack. For an infinitely

vpull

2r0

vslide

opening
crack

closing
crack

opening
crack

2r0

pull-off sliding

(a) (b)
Fig. 44 Pull-off (a) and

sliding (b) of a hard, smooth

ball in contact with a

smooth rubber surface
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long crack moving with velocity v one usually writes the energy per unit area to

propagate the crack as [9, 64, 79–81]:

G v; Tð Þ ¼ G0 Tð Þ 1þ f v; Tð Þ½ �; ð20Þ

where f(v,T ) is the viscoelastic enhancement factor. Note that f ! 0 as v ! 0, so

G0 is the energy per unit area to form the crack surfaces in the adiabatic limit. For an

infinitely long crack in an infinitely extending media, f may increase by a factor of

about 1000 as v increases from zero to a high value. For a particular rubber and

counter-surface combination, G(v, T ) is often measured by pulling a rubber strip in

adhesive contact with the counter-surface [81].

We assume that the viscoelastic loss function ImE�1 ωð Þ is maximal for ω ¼ ωc.

When an opening crack propagates at some speed v, the time-dependent deforma-

tions of the rubber at distance r from the crack tip are characterized by the

deformation frequency ω ¼ v=r. Thus, most of the viscoelastic energy dissipation

occurs in a region centered a distance r � v=ωc away from the crack tip.

Let us now consider opening cracks of finite size, for example, a circular opening

crack with radius r0(t) formed during removal of a ball from the substrate. If r0 > v
=ωc one can still (approximately) use expression (20) to calculate the energy and

force necessary to remove the ball (which depends on the pull-off speed). However,

if the ball has a small enough radius (such that the radius of the contact region r0 is
small enough), or if the pull-off speed is large enough (so the crack tip velocity v is
large enough), then this inequality is not valid and the viscoelastic enhancement

factor decreases (B. Persson, unpublished). This important fact is usually over-

looked in the interpretation of adhesion experiments.

When a hard ball slides on the surface of a rubber block, an opening crack is

formed at the back (see Fig. 44b). In this situation too, when calculating the

contribution of viscoelastic energy dissipation to the friction force, one needs to

take into account the possibility that f is reduced because of finite-size effects. This

is particularly important for sliding of a rubber block on a hard rough substrate,

where the substrate asperities act on the rubber block in the same way as on the ball

in Fig. 44b. Here, the linear size of the contact regions may be very small (e.g., of

micrometer size) and the value of f(v, T) derived or measured for long cracks may

give a much larger viscoelastic enhancement factor than the actual factor, partic-

ularly for high sliding speeds (B. Persson, unpublished).

Note that for rubber friction on very rough surfaces such as road surfaces, the

cut-off length λ1 (related to the wavenumber cut-offq1 ¼ 2π=λ1) is typically abound
1 μm. Because the slip velocity in tire applications is about 1 m/s and the maximum

of ImE�1 ωð Þ is typically for ωc ¼ 106 s�1
, we obtain r0 ¼ v=ωc � 1 μm. Thus, in

tire applications or for road surfaces the reduction in f (and in the adhesive

contribution to friction) because of finite-size effects may not be very important.
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Appendix 2

In this appendix we briefly describe hydration lubrication [55, 56], which is the

hypothesis that hydration shells surrounding charges act as lubricating elements in

boundary layers, resulting in extremely low sliding friction in aqueous media, (e.g.,

between mica surfaces) [75]. This highly fluid behavior under extreme confinement

and shear is in direct contrast to the performance of nonassociating simple liquids

(e.g., octamethylcyclotetrasiloxane (OMCTS), cyclohexane, or toluene) under sim-

ilar conditions. These nonassociating liquids undergo liquid-to-solid phase transi-

tion, resulting in a finite yield stress once confined to six to nine molecular layers. It

has been suggested that the lubricity of hydrated films of Naþ relies upon two

factors: (i) the capacity of water to retain its bulk fluidity under confinement and in

hydration layers around charged species, and (ii) the strong binding of water

molecules within the hydration shell around Naþ. The latter supports an applied

load, therefore preventing primary minimum contact (which is adhesive and leads

to high shear forces) between the mica surfaces. The shear lubricity of these load-

bearing hydrated films has been rationalized in terms of the rapid kinetics of

exchange of water molecules within hydration spheres with adjacent water mole-

cules, as well as the rapid rotational dynamics and diffusivity of the water mole-

cules within the thin film. The bulk water exchange rate, kex, for a water ligand in

the primary hydration sphere of Naþ is approximately 109 s�1. In addition, the

rotational relaxation time of water molecules (about 10�11 s in bulk water) is

thought to be a factor in the persistent fluidity of the confined hydration layers.

In general, two conditions must be satisfied in order for hydration lubrication to

take place [56]: (i) ions must remain bound to the shearing surfaces under confine-

ment, and (ii) the surface-bound ions must retain their hydration shell under

confinement and applied load. When these conditions are fulfilled, hydration

lubrication is mediated by the (thermodynamically) bound and fluid-like hydration

layers attached to interfacial charged species. With respect to contact mechanics

and friction, we can qualitatively consider the hydrated Naþ ions as slippery elastic

balls. Note that hydration lubrication is also likely to occur in more complex,

strongly hydrated interfaces, such as occur in synovial joints and mucosal surfaces.

Finally, we note that at very large applied pressure p the grafted lipid molecules

may be removed from the contact region. The result is increased friction, which

may be similar to that found for dry surfaces.
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Multiscale Modeling Approach

to Dynamic-Mechanical Behavior

of Elastomer Nanocomposites

Ievgeniia Ivaneiko, Vladimir Toshchevikov, Stephan Westermann,

and Marina Saphiannikova

Abstract Rubber composites based on an elastomeric matrix filled with rigid

fillers such as carbon black or silica remain important materials for technical

applications and everyday life. Targeted improvement of the mechanical properties

of these materials requires a deep understanding of the molecular mobility over

broad time and temperature scales. We focus here on recent studies of the dynamic

properties of rubber composites with the aid of a physically motivated multiscale

theoretical approach. Rubber compounds, based on a solution-polymerized styrene

butadiene rubber filled with precipitated silica, have been investigated. The con-

struction of master curves for the storage and loss moduli over more than 15 decades

of frequencies is presented. The master curves over the whole frequency range are

analyzed with the aid of a new multiscale approach, which includes contributions

from the relaxation processes described in rigorous theoretical studies for different

scales of motion. It takes into account the long-scale motions of dangling chain

ends, Rouse-like dynamics and bending motions of semiflexible chain fragments in

the intermediate frequency range, and the specific nonpolymeric relaxation at very

high frequencies. The modification of molecular mobility of polymer chains on the

surfaces of filler particles and the contribution of the percolation network built by

the filler are discussed. The proposed theoretical approach allows fitting of the

dynamic moduli of filled and unfilled rubbers in the linear viscoelastic regime with
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a limited set of parameters (relaxation times, scaling exponents, molar mass of the

Kuhn segment, etc.) having reasonable values. The slowing down of the relaxation

processes in the vicinity of the filler particles is demonstrated.

Keywords Dynamic moduli • Multiscale theoretical approach • Polymer

localization • Rigid fillers • Rubber composites
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1 Introduction

The present review article focuses on recent research conducted in the area of

modeling the linear dynamic-mechanical properties of elastomer nanocomposites

[1, 2]. The authors devote this article to Prof. Dr. Gert Heinrich, without whose

tremendous expertise in the theoretical and experimental aspects of polymers,

elastomers, and rubbers this work would not have been successful.

It is well established that knowledge of fundamental structure–property relation-

ships are essential for the development of high-performance materials for specific

products. Technical elastomer products such as tires, conveyor belts, automotive

mats, or even shoe soles typically use rubbery components with tailor-made

properties to ensure optimum performance of the products for the customer. Due

to increasing customer demand for better product performance at lower and lower

prices, it is essential to develop new approaches for screening material properties as

early as possible in the development process. It is therefore of key importance to

develop a consistent set of approaches and knowledge that enables the connection

of fundamental structural and dynamic properties with product performance (see

for example [3–11]).

Despite the undisputed relevance of dynamic-mechanical properties (e.g., for

tire performance), it is also appreciated that a full understanding of rubber visco-

elasticity and its connection to the underlying chemistry still requires deeper

research. The main reasons for this current status are the richness of the dynamic

processes originating from the multiscale nature of polymer mobility and the
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complex chemical and physical interactions of the macromolecules with the sur-

faces of different fillers, such as silica and carbon black [3, 12]. However, in certain

subsets of the viscoelastic spectrum of polymers and filled elastomers, significant

progress has been made for specific types of motion.

In general, an understanding of the dynamics of pure network domains is of great

importance for the description of molecular mobility either in unfilled rubbers or in

network domains far from the filler surfaces in rubber composites. In this respect, the

classical Rouse-like dynamics of flexible Gaussian chain fragments between network

junctions was described theoretically and investigated experimentally as early as the

1950s [13, 14]. The non-Gaussian dynamics on scales shorter than the Kuhn segments

of polymer chains can be associated with the bending motions of semiflexible chain

fragments [15, 16]. The specifically nonpolymeric glassy-like high-frequency dynam-

ics on the scales of chemical bonds has the character of torsional vibrations, which can

be described by themodels of rotators [17–20]. The low-frequency dynamics on scales

longer than the distance between topological entanglements and network junctions

includes the contributions of collective motions of polymer chains in a network

structure [21–24], sliding motions of chains along the confining tube [25], and the

disentanglement motions of dangling chains [26, 27]. In the terminal low-frequency

regime, the storage modulus tends to a limiting value that corresponds to the static

modulus of a polymer network. The static modulus as a function of the degree of

crosslinking and the degree of entanglements has been successfully described by the

extended tube model of Gert Heinrich and coworkers [3, 28–30].

Modification of molecular mobility in the vicinity of filler particles has also been

discussed in the literature. A new theoretical understanding was generated to predict

the modifications of Rouse dynamics for elastomer filled by nanofillers, where the

polymer segments become more localized [31, 32]. Evidence was published that

these predictions are in agreement with experimental data [3, 10, 12]. The mobility

at long scales is characterized by the slowing down of polymer dynamics in the

vicinity of filler surfaces. The contribution of themobility of the percolation network

formed by filler particles was introduced to describe the low-frequency dynamics as

well as the Payne effect in rubber composites [3, 33, 34].

Thus, several dynamic regimes of unfilled and filled elastomers are already quite

well understood. The aim of the research presented in this review was to assess

whether it would be possible to integrate these different pieces into a single picture

that allows a description of the linear viscoelastic response of unfilled and filled

rubbers. The proposed picture would include the contributions of relaxation pro-

cesses over the full frequency range from the low-frequency range, dominated by

dangling chain ends and strong filler–filler interactions, up to the dynamic glass

transition dictated by the very local relaxation processes of monomer subunits. For

this purpose, the superposition principle for different types of motions can be

applied, according to which the contributions of all interacting modes in a polymer

network can be well described by a superposition of modes for independent

relaxation processes on different scales [21–24].

The article is organized as follows: After presenting the materials used for

experimental validation of the proposed model, the experimental process applied
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to obtain linear dynamic-mechanical properties is discussed, with specific focus on

the shifting process used to construct master curves. Next, modeling of the

dynamic-mechanical behavior of unfilled rubbers is detailed. The theoretical piece-

wise power-law approach is introduced and the individual dynamic ranges are

assigned to specific molecular relaxation processes of known relaxation behavior.

Application of the new model to experimental data is discussed and the results from

nonlinear least-squares fitting are given. It is shown that very consistent molecular

information for all dynamic scales is derived. On the basis of this new model for

unfilled rubbers, the extension to rubbers filled by nanoparticles is presented. Well-

established laws for hydrodynamic reinforcement, dynamics of localized chain

segments, and long-time relaxation of filler–filler bonds are integrated. The con-

sistency of this extended model is validated against the dynamic-mechanical data

for solution-polymerized styrene butadiene rubber (S-SBR) compounds filled with

different volume fractions of silica filler. The resulting fit parameters are assessed

for their molecular validity and their consistency with knowledge available from

literature. It is shown that, on the basis of the suggested piecewise power-law

approach, a significant understanding of the rich dynamics in filled nanocomposites

can be achieved. This new baseline can be further extended and refined for

additional relaxation processes that are missing from the present study.

2 Materials and Experimental Data

2.1 Materials

The rubber samples prepared for this investigation were based on S-SBR provided

by Lanxess (Leverkusen, Germany) with a microstructure of 50% vinyl, 25%

styrene, 8% cis-polybutadiene (PB), and 17% trans-PB (Buna VSL5025-0).

Three unfilled crosslinked samples were produced from the unvulcanized S-SBR

using different amount of sulfur. The curing package consisted of 1.0, 1.5, and

2.75 phr sulfur and 1.2, 2.3, and 3.3 phr CBS (n-cyclohexyl-2-
benzothiazolesulfenamide), respectively.

Structural parameters of S-SBR rubbers such as the crosslink density, vc, and the
density of entanglements were obtained from the modeling of stress–strain mea-

surements using the extended tube model of the rubber elasticity [3, 28–30]. For the

entanglement modulus, Ge, no change with crosslink density was observed. Its

value, Ge¼ 0.32� 0.02 MPa, averaged over all three samples, corresponds to the

number density of entanglement strands ve¼ 2Ge/kBT¼ 0.156 nm�3 (where kB is

the Boltzmann constant and T is temperature). The number of Kuhn segments in an

entanglement strand, Ne, can be estimated as Ne¼ ckBT/2Ge, where c is the number

density of Kuhn segments. Using the value of ckBT¼ 7.7 MPa, which is extracted

from the dynamic-mechanical measurements in Sect. 3.2, we obtained a value for
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Ne of approximately 12. The diameter of a confining tube, dtube, can be calculated

from Ne as follows [16]:

dtube ¼
ffiffiffiffiffiffi
Ne

p
ls; ð1Þ

where ls¼ 1.4 nm is the length of the Kuhn segment for the studied S-SBR [1]. This

provides dtube’ 5 nm, which is a typical value for a pure polymer matrix (see table

9.1 in [16]). The crosslinking modulus Gc and, hence, the number density of

network strands, vc¼Gc/kBT, was found to increase linearly with the sulfur content.
The number of Kuhn segments in a network strand can be estimated as Nc¼ ckBT/
Gc from the values of Gc and ckBT. The length of network strands decreases

noticeably with an increase in crosslink density. Table 1 summarizes the structural

parameters of unfilled S-SBR rubbers and shows the glass transition temperature,

Tg, which increases slightly with the crosslink density.

Elastomer nanocomposites based on the S-SBR matrix and silica were also

investigated. As a reference system, we chose the S-SBR953 sample with a

crosslink density of 0.037 nm�3. The S-SBR matrix was filled with different

amounts of precipitated silica (Zeosil 1165 MP; Solvay, Lyon, France): 30, 50,

70, and 90 phr. This filler is characterized by an average diameter of primary

particles of 20 nm and an average aggregate size of approximately 50 nm. A silane

coupling agent (TESPD) was used at a level of 8 phf (parts per hundred parts of

filler). The volume fraction of silica, ϕ, was calculated from the mass fractions of

constituents, taking the mass density of S-SBR as 0.93 g/cm3 and that of silica as

2.0 g/cm3. Table 2 shows the relevant parameters for all filled samples and for the

corresponding unfilled reference sample.

2.2 Linear Dynamic-Mechanical Measurements

Dynamic-mechanical measurements were performed in tensile mode using an

Eplexor 2000 N dynamic measurement system (Gabo Qualimeter, Ahlden, Ger-

many). The complex tensile modulus, E*, was measured in the temperature region

from �60�C to 120�C, with steps of 5�C at five frequencies, F¼ 0.5, 1.58, 5, 15.8,

and 50 Hz. For measurement of the complex modulus, E*, a static load of 1%

prestrain was applied, modulated by a superimposed small dynamic load of 0.5%

strain at linear response conditions. From the initial slope of the stress–strain curves

Table 1 Unfilled S-SBR samples

Sample Sulfur (phr) Gc (MPa) vc (nm
�3) Nc Tg (

�C)
S-SBR950 1.0 0.112 0.027 69 �16.3

S-SBR953 1.5 0.152 0.037 51 �14.3

S-SBR956 2.75 0.243 0.059 32 �11.0
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(not shown here), it was verified that the test conditions used in this study (i.e., total

strains between 0.5% and 1.5%) were safely within the linear regime.

Figure 1 shows examples of unmastered experimental data for the small strain

storage E0(F) (Fig. 1a) and loss E00(F) (Fig. 1b) moduli measured for the unfilled

sample S-SBR953. Similar unmastered data were obtained for all samples used in

this review. To enlarge the frequency range, master curves were constructed as

described in the next section.

2.3 Master Curve Construction

The construction of master curves for uncrosslinked melts usually uses a few

experimental curves measured with temperature steps of about 10–15�C and cov-

ering up to four decades of frequency. However, it is not possible to measure the

dynamic-mechanical response of crosslinked rubbers at frequencies above 50 Hz

because of the hardware limitations of the Eplexor 2000 N. The artifact-free

experimental window for the rubber testing devices is usually limited to two

decades of frequency. To compensate for this limitation, a different procedure

can be applied [12, 35]: a large number of experimental curves is measured with

Table 2 Filled S-SBR

samples with corresponding

unfilled matrix

Sample Sulfur (phr) vc (nm
�3) Silica (phr) ϕ

S-SBR953 1.5 0.037 0 0

S-SBR938 1.5 0.037 30 0.13

S-SBR169 1.5 0.037 50 0.20

S-SBR172 1.5 0.037 70 0.26

S-SBR941 1.5 0.037 90 0.31

Fig. 1 Combined temperature–frequency sweep of the (a) storage E0 and (b) loss E00 moduli of

unfilled S-SBR953 sample
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a small temperature step, usually 5�C. This provides a good overlapping of exper-

imental curves and is equivalent to the first procedure in the case of

thermorheologically simple materials when the time–temperature superposition

(TTS) principle is valid.

2.3.1 Time–Temperature Superposition with Simultaneous Vertical

and Horizontal Shift Factors

The TTS principle [14, 16, 36] states that the shape of the relaxation curves remains

the same at decreasing temperature, whereas the characteristic relaxation time, τ0,
of the polymer increases. For τ0, the relaxation time of the Gaussian chain fragment

can be chosen, which will be introduced in Sect. 4.2. The TTS principle follows

naturally from the molecular models of polymer dynamics [16], which imply that

all relaxation times have the same dependence on the absolute temperature, T, as
τ0(T). The characteristic relaxation time diverges below Tg and, hence, all other

relaxation times of the polymer diverge below Tg.
The TTS method [14, 16, 36] allows the determination of linear dynamic-

mechanical behavior over a substantially increased range of frequencies. The

dependences of the storage E0 and loss E00 moduli on the angular frequency,

ω¼ 2πF, and on the absolute temperature T can be presented as:

E0 ωð Þ ¼ nkBT � f 1 ωτ0 Tð Þð Þ,
E

00
ωð Þ ¼ nkBT � f 2 ωτ0 Tð Þð Þ; ð2Þ

where n is the number density of polymer chains, kB is the Boltzmann constant, and

f1(x) and f2(x) are dimensionless functions. According to Eq. (2), the change in

temperature from the reference value Tref to the current value T is equivalent to the

shift of both E0(ω) and E00(ω) in a double logarithmic scale by the horizontal factor

log aT and by the vertical factor log bT, where aT¼ τ0(T )/τ0(Tref) and bT¼ nkBTref/
nkBT. Thus, both the horizontal and the vertical shifts should be applied to construct
the master curves. The vertical shift factors are calculated in our studies as bT¼ Tref/
T assuming a negligible change in polymer number density with temperature. They

are in the range of 0.9–1.4 for the reference temperature Tref¼ 25�C. After vertical
shifting, the horizontal shift factor is applied as described in detail in the next

section. Application of both horizontal and vertical shift factors results in smooth

master curves for E0 and E00 for all samples, filled and unfilled. The mastering

procedure is quite accurate as all molecular parameters, which are extracted below,

appear to have reasonable values.

The vertical shifting procedure, when applied to filled samples with the same

rubber matrix, results in master curves that overlap in the high-frequency glassy

region. In particular, the position of the high-frequency peak is found to be the same

for unfilled and filled systems, even at very high concentrations of silica. This is

closely related to other experimental studies [37–39], where the location of the

glass transition peak in the S-SBR composites was found to be independent of silica
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concentration. Note that in the study by Kl€uppel [37] the master curves for silica-

filled samples were constructed using the same horizontal shifts as for the unfilled

sample and introducing adjustable vertical shifts to obtain good overlapping.

Nevertheless, despite a difference in the mastering procedure, a similar result was

obtained – the high frequency (glass transition) region stays unaffected by the

addition of filler.

2.3.2 The Horizontal Shifting Algorithm

The combined temperature–frequency sweep (an example is shown in Fig. 1) is

performed at N different temperatures, Tk, where k runs over integer values from

1 to N. The experimental frequency window of 0.5–50 Hz is the same at each

temperature and containsM frequencies, Fk,n, where n runs over integer values from
1 to M. The horizontal shifting algorithm described here was developed for the

particular case when the number of frequencies in the experimental window is

small. For example, M¼ 5 was used in the sweep shown in Fig. 1.

Master curves can be constructed using the raw data of the storage E0 or the loss
E00 modulus. The shifting procedure based on the raw data for tan δ¼E00/E0 is also
possible. In the present work, we chose to use the raw data for the E00 modulus and

then to apply the same horizontal shifts to the E0 modulus. Applying the vertical

shifting with the factor log bT we obtain the rescaled moduli E0
k,n and E00

k,n. After

that, the horizontal shift procedure is performed as follows. The frequencies at the

reference temperature, which corresponds to some number k, Tk¼ Tref, are fixed

and unchanged giving log ak¼ 0. Values for the loss modulus, measured at the

temperature Tk¼ Tref, are fitted in the double logarithmic scale using the following

quadratic function:

logE
00
k,n ¼ a logFk,nð Þ2 þ blogFk,n þ c; ð3Þ

where a, b, and c are the fitting coefficients. Then, the points (Fk+1,n, E
00
k+1,n),

measured at the temperature Tk+1, are shifted along the frequency axis by the factor
log aT (Tk+1)¼ log ak+1 in such a way that the difference ΔE is minimal:

ΔE ¼
XM
n¼1

�
logE

00
kþ1,n � a logFkþ1,n þ logakþ1ð Þ2 � b

�
logFkþ1,n þ logakþ1

�� c
�
2

ð4Þ

This is done by the least-squares method.

Figure 2a schematically presents the first shifting step. Similarly, we obtain

the horizontal factor log ak+2 for the values of loss modulus, measured at temper-

ature Tk+2, to shift them to temperature Tk+1. Note that the coefficients a, b, and c for
the data at Tk+1 have different values from those at Tk. After that, the total factor

log aT(Tk+2)¼ log ak+1 + log ak+2 is applied to shift the values of the loss modulus,
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measured at temperature Tk+2, to temperature Tk. Figure 2b presents the second

shifting step. Applying this procedure step by step to all raw data, measured at

different temperatures, a smooth master curve for the loss modulus can be

constructed. Note that the data measured at Tk< Tref should be shifted to lower

frequencies and the data measured at Tk> Tref to higher frequencies.

One example is shown in Fig. 3, which presents master curves for the unfilled

sample S-SBR953 (which is used as the reference sample in Sect. 4) obtained with

the shifting algorithm described above. The dependence of the horizontal shift

factor aT on temperature is usually fitted with different empirical expressions.

One of them was proposed by Williams, Landel, and Ferry and is known as the

WLF equation [40]:

logaT Tð Þ ¼ �C1 T � Trefð Þ
C2 þ T � Trefð Þ ; ð5Þ

where C1 and C2 are empirical constants. Another well-known expression is the

Arrhenius dependence:

aT Tð Þ ¼ exp
Ea

R

1

T
� 1

Tref

� �	 

; ð6Þ

where Ea is the activation energy and R is the universal gas constant. The Arrhenius

equation is generally used when the temperature is at least 100�C above Tg. This is
nearly out of the temperature range used in the present study. Therefore, the WLF

equation was applied to fit the horizontal factors obtained with respect to the

reference temperature Tref¼ 25�C. Figure 4 shows the fit according to the WLF

equation with the parameter values C1¼ 8.86 and C2¼ 101�C. From Eq. (5) one

can see that the relaxation times diverge at the temperature

T1¼ Tref�C2¼�76�C. The value of T1 is 60�C below Tg. This result is in

agreement with a classical feature of the WLF equation [14], that the interval

Fig. 2 Horizontal shifting procedure to the reference temperature Tk¼ Tref: (a) the first shift from
Tk+1 and (b) the second shift from Tk+2
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between T1 and Tg is usually about 50�C. Such an agreement confirms that the

mastering was performed correctly.

Using the shifting algorithm described above, the master curves for all unfilled

and filled samples used in the present review were obtained. Importantly, the

chosen mastering procedure provides very smooth master curves, which can be

used for further research into dynamic-mechanical behavior.

Fig. 3 Storage and loss

moduli: raw data and master

curves obtained with the

shifting procedure

Fig. 4 Horizontal shift

factor log aT for unfilled
S-SBR953 sample fitted

using the WLF equation
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3 Modeling of Dynamic-Mechanical Behavior of Unfilled

Rubbers

3.1 Theoretical Piecewise Power-Law Approach

Analysis of the dynamic-mechanical behavior of unfilled rubbers uses a method

based on the distribution function of the relaxation times, H(τ). The dynamic

moduli E0 and E00 can be rewritten in terms of the spectral density function H(τ)
as follows [14]:

E0 ωð Þ ¼ Eeq þ
Z 1

0

H τð Þ ωτð Þ2
1þ ωτð Þ2 dln τð Þ,

E
00
ωð Þ ¼

Z 1

0

H τð Þ ωτð Þ
1þ ωτð Þ2dln τð Þ: ð7Þ

Here Eeq is the plateau modulus, which corresponds to the limiting value of the

storage modulus at low frequencies: Eeq¼E0(ω! 0). As mentioned in the Intro-

duction, there are different types of motions in a randomly crosslinked polymer

network. In order to account for this scale-dependence of chain dynamics, a

piecewise power-law approach was proposed by us [1, 2] for the relaxation time

spectrum H(τ):

H τð Þ ¼ ckBT

π

τ=τbð Þβ τb=τ0ð Þ�3=4 τ < τb,

τ=τ0ð Þ�3=4
, τb < τ < τ0,

τ=τ0ð Þ�1=2
, τ0 < τ < τe,

τ=τeð Þ�α τe=τ0ð Þ�1=2
, τe < τ < τmax;

8>>><
>>>: ð8Þ

The spectral density function is schematically presented in Fig. 5a by the solid

line. It is built piecewise from the four power-law regions with widely separated

time boundaries, which are defined by the four characteristic relaxation times: τb,
τ0, τe, and τmax. For times above τmax, the function H(τ)¼ 0. One can see that each

power-law regionH(τ) ~ τ�α transforms into a power law in themoduliE0(ω)/ E00(ω)
/ ωα in a broad frequency domain.

Let us start from very high frequencies, or very short relaxation times τ< τb. As
can be seen from Fig. 5, ω ¼ τ�1

b marks the high-frequency maximum for the

dependence E00(ω). The dynamics at ω > τ�1
b is characterized by small high-

frequency vibrations of chain fragments of a size comparable with that of mono-

mers. In this glassy regime, the relaxation modulus is known to obey the

Kohlrausch–Williams–Watts time behavior E(t) ~ exp[�(t/τb)
β] with 0< β< 1

[17–20, 41]. For short times, the exponential function can be expanded into a series,

E(t) ~ 1� (t/τb)
β, and the corresponding spectral density can be approximated by

the power law H(τ) ~ (τ/τb)
β.
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Fig. 5 Logarithmic

spectral density H(τ) as a
continuous, piecewise

power-law function.

Storage E0 and loss E00

moduli calculated on the

basis of H(τ) using Eqs. (7)

and (8)
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The next frequency domain, τ�1
0 < ω < τ�1

b , is characterized by the power law

exponent 3/4. This exponent is known to be a fingerprint of the bending rigidity of

polymer chains [15, 16], which manifests itself at shorter times comparable with the

relaxation time of a Kuhn segment. Thus, it makes sense to assign the shortest

relaxation time τb to the smallest length scale at which the bending rigidity comes

into play. This scale corresponds approximately to two rigid monomers that can

bend around the joining group. The relaxation time τ0 is assigned to the largest

length scale at which the bending rigidity is still noticeable, which corresponds

approximately to three Kuhn segments. It was shown [42] that such chain fragments

obey Gaussian statistics in good approximation, and they are therefore called

Gaussian springs.

In the intermediate frequency domain, τ�1
e < ω < τ�1

0 , the dynamic moduli

exhibit power-law behavior with the exponent 1/2. This is a typical Rouse-like

behavior, which arises from the motion of Gaussian springs comprising the entan-

glement strand. The relaxation time τe marks the end of the Rouse-like asymptotic

behavior and is roughly proportional to the relaxation time of the subchain between

entanglements. In the Rouse-like regime, the spectral density function obeys the

following asymptotic behavior [1, 14]:

HRouse τð Þ ¼ ckBT

π

τ

τ0

� ��1=2

: ð9Þ

Note that the number density of Kuhn segments in this equation can be expressed as

c¼Neve, where Ne/n is the number of Gaussian springs comprising the entangle-

ment strand and ve is the number density of entanglement strands.

Finally, let us consider the low-frequency regime, ω < τ�1
e . In this regime,

unfilled rubbers exhibit an extremely long power-law decay with exponent α, the
value of which depends on the crosslink density. Physically motivated explanation

of the power-law decay in randomly crosslinked networks is still a controversial

issue. For the unfilled S-SBR samples used in this study, α� 0.3 was found. This

result allows exclusion of some relaxation processes, proposed in literature for the

explanation of this low-frequency tail. For example, the sliding motion of entangled

network strands between chemical junctions is given by the asymptotic behavior for

the moduli with E0 / E00 / ω1/2 [25] and cannot describe experimental data for the

S-SBR samples with an exponent of α� 0.3 for the moduli. Random connectivity of

network junctions in the framework of phantom Gaussian chains leads to another

asymptotic behavior, with E0 / E00 / ωd/2, where d� 1 is a spectral dimension of

the network structure [22, 43]. For randomly crosslinked networks, the index d can
be approximated to a large value of 4 [43]. Thus, the random connectivity of

network strands is not able to provide an exponent α� 0.3.

Randomly crosslinked networks have a number of defects, most of which belong

to dangling chains and uncrosslinked chains comprising the sol fraction

[44, 45]. Reptation of the latter would lead to an additional maximum in the

low-frequency domain for E00, which is not observed experimentally. Because the
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dangling chains can be as long as one and a half times the length of network strands

at low crosslink densities, the low-frequency dynamics is dominated by the relax-

ation of highly entangled dangling chains, whose constrained dynamics were first

described by Curro and Pincus [26]. Based on the exact numerical result obtained

by Curro et al. [27], we showed [1] that the entangled dangling chain concept

predicts the following asymptotic behavior for the logarithmic spectral density

function:

Hdang τð Þ ’ vdgkBT τ=τeð Þ�α; ð10Þ

where vdg is the number density of entanglement strands in the dangling chains and

the relaxation time τe is roughly the Rouse time for a subchain between two

entanglements [27]:

τe ’ τ0N
3
e : ð11Þ

Importantly, Curro and Pincus [26] predicted that both the exponent α and the

longest relaxation time of the dangling chains τmax depend on the crosslink density:

α / vc and ln(τmax) / 1/vc.
The final form of the logarithmic spectral density function, as given by Eq. (8), is

determined by the condition of continuity between all four relaxation regimes. The

dynamic-mechanical behavior of the unfilled rubbers is characterized by eight

parameters: Eeq, ckBT, α, β, τb, τ0, τe, and τmax. In the modeling procedure, all

these parameters should first be predefined manually. The fitting procedure was

made in two steps. First, all fitting parameters were allowed to vary. Here we note

that E00 <E0 in the Rouse-like regime of elastic networks ω < τ�1
0

� �
, whereas

E00 >E0 in the region with an exponent 3/4 ω > τ�1
0

� �
, as follows from the features

of the power-type behavior of the moduli [14, 36]. This means that the values τ0 and
ckBT should be in the vicinity of the point where E0 ¼E00. Thus, the initial value for
ckBT was taken as the cross-point E0 ¼E00 at the middle frequenciesω ¼ τ�1

0 and for

the exponent β as a slope of the very high-frequency region. As we found, ckBT and

β do not change with the crosslink density. Therefore, at the second step, these two

parameters were fixed and only the manually adjusted values of six other param-

eters Eeq, α, τb, τ0, τe, and τmax were used as the initial values for the nonlinear

fitting routine of the Matlab software.

3.2 Fitting Results for Storage and Loss Moduli

Figure 6 presents the master curves for the storage and loss moduli for the

differently crosslinked S-SBR rubber samples modeled using the multiscale theo-

retical approach, as described in the previous section. The corresponding fitting
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Fig. 6 Fits of the master

curves for the storage and

loss moduli for the samples

S-SBR950, S-SBR953, and

S-SBR956 using the

multiscale approach based

on Eqs. (7) and (8)

Multiscale Modeling Approach to Dynamic-Mechanical Behavior of Elastomer. . . 171



parameters are summarized in Table 3. All parameters have reasonable values, as

discussed next.

As can be seen from Table 3, the shortest relaxation time τb slightly increases

with the degree of crosslinking. This can be explained by the increase in the

monomeric friction coefficient as a result of the gradual increase in Tg by 5�C
(see Table 1). Similarly, Marzocca et al. [46] related the increase in the monomeric

friction coefficient with the crosslink density and the network structure of unfilled

sulfur-cured natural rubber vulcanizates.

Further, let us consider a relation between the relaxation times τb and τ0, which
defines the region dominated by the bending rigidity on the scales between two

monomer lengths 2lm and three lengths of the Kuhn segment 3ls. In the bending

regime, the relaxation time of a bending unit is known to be proportional to the

fourth power of the unit length [15, 16] so we can write the following approximate

relation:

τ0
τb

’ 3ls
2lm

� �4

: ð12Þ

Hence, the ratio (τ0/τb)
1/4 is independent of the crosslink density and can be

used to extract the ratio of the Kuhn and monomer lengths. In the present study,

ls/lm� 3.5, as can be seen in Fig. 7a. This is very close to the value of 4.4, as

defined from the chemical composition of S-SBR [1]. Note that for flexible

hydrocarbon polymers the ratio ls/lm changes from 2.5 for poly(ethylene oxide)

to 5 for polystyrene [47], demonstrating that the present analysis derives a

realistic value of this parameter, which indicates that the mastering at high

frequencies was very accurate.

As discussed in Sect. 3.1, the dangling chain picture predicts the characteristic

scaling dependences for the exponent α / vc and the terminal relaxation time ln

(τmax) / 1/vc as functions of the crosslink density vc [26, 27]. Indeed, both

tendencies were observed for our systems, as shown in Fig. 7b, c. The value of

τmax was normalized to the corresponding value of τe in order to eliminate a small

shift to larger values, observed for all relaxation times upon crosslinking as a result

of an increase in Tg. As shown [1], the dangling chain picture provides plausible

values of material parameters such as the relative fraction, fdg, of dangling chains

and the average number, Ndg, of Kuhn segments in dangling chains:

Table 3 Fitting parameters for unfilled S-SBR samples

vc
(nm�3)

ckBT
(MPa) α β τb (s) τ0 (s) τe (s) τmax (s)

Eeq

(MPa)

0.027 7.7 0.1 0.15 1.2	 10�7 8.82	 10�5 4.68	 10�2 2.1	 104 0.651

0.037 7.7 0.2 0.15 1.71	 10�7 1.29	 10�4 4.48	 10�2 2.4	 104 0.849

0.059 7.7 0.3 0.15 3.35	 10�7 2.58	 10�4 1.58	 10�1 3.18	 104 1.131
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Fig. 7 Fitted parameters

and relations between them

as functions of the crosslink

density: (a) ls/lm, (b) α, and
(c) ln(τmax)/τe
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Ndg ¼ Ne= αv0ð Þ: ð13Þ

Here v0 ’ 0.6 is the material constant [16, 27] and Ne’ 12 is the number of Kuhn

segments in the entanglement strand, as estimated in Sect. 2.1. The dangling

parameters are summarized in Table 4, showing that both the volume fraction of

dangling chains fdg and their average length Ndg decrease with increasing crosslink

density.

The plausibility of the values obtained in the frame of the dangling chain picture

can be established by comparing them with estimates provided by molecular

theories describing the random crosslinking process. A rigorous consideration of

network defects in randomly crosslinked networks was carried out by Lang and

coworkers [44, 45]. Following these studies, we showed [1] that the fraction of

dangling chains in a randomly crosslinked network can reach, at some extent of the

crosslinking reaction, a maximal value of 0.60. Table 4 shows that the volume

fraction of dangling chains, fdg, estimated from the modeling of master curves

always satisfies the condition that follows from rigorous molecular theories:

[44, 45], fdg< 0.6. Furthermore, the theory [44] predicts that the length of dangling

chains can be as long as 1.5 times the length of the network strands at low extents of

reaction. The ratios Ndg/Nc obtained for our samples are in qualitative agreement

with theoretical estimations (see Table 4), although slightly exceeding the maxi-

mum theoretical value of 1.5. Presumably, this discrepancy is the result of a sol

fraction that contains long primary chains with extremely slow reptation motions.

In conclusion, the fitting parameters provide values for the molecular character-

istics that are reasonable for the studied rubber matrices and are in a good agree-

ment with rigorous theoretical calculations. Let us turn now to the modeling of

filled rubbers.

4 Modeling of Dynamic-Mechanical Behavior of Filled

Rubbers

On the basis of the model for unfilled rubbers discussed in the previous section, an

extended concept was developed to describe the dynamic-mechanical behavior of

filled rubbers. To achieve this, the first extension step was to include a hydrody-

namic reinforcement factor into the model. Second, the piecewise power-law

approach was generalized, taking into account the modified dynamics for chain

fragments of different length scales, especially for semiflexible and Gaussian chain

fragments in the vicinity of the filler surface.

Table 4 Fraction and length

of dangling chains
Sample α fdg Ndg Ndg/Nc

S-SBR950 0.1 0.50 206 3.0

S-SBR953 0.2 0.21 100 2.0

S-SBR956 0.3 0.09 66 2.1
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4.1 Hydrodynamic Reinforcement Factor

The rigid filler particles in viscoelastic composite materials are known to increase

the average mechanical strain in the matrix as compared with the applied strain [48–

50]. This pure hydrodynamic effect results in increases in the dynamic moduli and

viscosity of the composite material with respect to the matrix values of these

mechanical characteristics. A contribution of the hydrodynamic reinforcement

effect can be excluded from the storage and loss moduli using a vertical rescaling

of these moduli on a so-called hydrodynamic reinforcement factor h. It is defined as
h¼E/E0, where E and E0 are the tensile moduli of an elastomer nanocomposite and

an elastomer matrix, respectively. The hydrodynamic reinforcement factor was

derived by Chen and Acrivos for volume fractions of hard spherical particles of

up to approximately ϕ ~ 0.1 [51]:

h ϕð Þ ¼ 1þ 2:5ϕþ 5:0ϕ2: ð14Þ

Quite often, a considerably steeper dependence with a second order prefactor of

14.1 is used in studies of reinforced rubbers:

h ϕð Þ ¼ 1þ 2:5ϕþ 14:1ϕ2: ð15Þ

This expression, obtained originally by Gold in his thesis on viscous suspensions

[52, 53], was taken over a priori by Guth for linear elastic solids [54]. It is known

now that the Gold formula, Eq. (15), contradicts established results for viscous

suspensions [49] and can only be considered as a phenomenological result. Never-

theless, both expressions were applied in the present study to calculate the vertical

rescaling. Figure 8a presents the master curves rescaled according to Eq. (14) and

Fig. 8b shows the master curves rescaled using Eq. (15). It is clearly seen that the

phenomenological Guth–Gold equation overpredicts the hydrodynamic reinforce-

ment effect in the high-frequency region: the reduced moduli of the filled rubber

compounds become smaller than the moduli of the matrix. In contrast, the rigorous

Chen–Acrivos equation does not lead to this unphysical result: the reduced moduli

overlap at very high frequencies. In conclusion, only the rigorous Eq. (14) provides

a physically meaningful value for the hydrodynamic reinforcement factor h(ϕ) and
is therefore used further. Note that the dynamic moduli rescaled with h(ϕ) still
contain other reinforcement effects arising as a result of the presence of filler

clusters/networks [3, 33, 55] or chain localization on the filler surface [3, 31,

32]. These effects are considered in detail in the next section.
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4.2 Piecewise Power-Law Approach for Filled Rubbers

After rescaling with the hydrodynamic reinforcement factor h(ϕ), the reduced

values of the dynamic moduli take the following form:

E0 ωð Þ
h ϕð Þ ¼ Eeq

h ϕð Þ þ
Z 1

0

H τð Þ ωτð Þ2
1þ ωτð Þ2dln τð Þ,

E
00
ωð Þ

h ϕð Þ ¼
Z 1

0

H τð Þ ωτð Þ
1þ ωτð Þ2dln τð Þ; ð16Þ

where the logarithmic spectral density H(τ) describes the mechanical properties of

the rubber matrix in an elastomer nanocomposite. Similarly to the unfilled rubber

[see Eq. (8)], H(τ) for the filled rubbers is built from the four power-law regions

with widely separated time boundaries:

H τð Þ ¼ ckBT

π

τ=τbð Þβ τb=τ0ð Þ�γ τ < τb
τ=τ0ð Þ�γ

, τb < τ < τ0
CR τ=τ0ð Þ�1=2 þ 1� CRð Þ τ=τ0ð Þ�3=8

, τ0 < τ < τe
τ=τeð Þ�α�CR τe=τ0ð Þ�1=2 þ 1� CRð Þ τe=τ0ð Þ�3=8

, τe < τ < τmax:

8>>><
>>>:

ð17Þ

The specific form of prefactors in the above equation is determined by the condition

of continuity of H(τ) at the crossover points. We assume that the number density of

Kuhn segments, c, in Eq. (17) remains insensitive to the presence of filler particles.

It is calculated as ckBT¼ ρpRT/Ms¼ 6.52 MPa (where R is the gas constant) from

the density ρp¼ 0.93 g/cm3 of S-SBR and the mass of the Kuhn segment

Ms¼ 353.5 g/mol [1] and is fixed for all samples.

Fig. 8 Dependences of the reduced storage E0 and loss E00 moduli for samples with 0, 50, and

70 phr of filler after rescaling with the hydrodynamic reinforcement factor h(ϕ) using (a) Eq. (14)
and (b) Eq. (15)
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Figure 9 illustrates schematically the main changes in the shape of H(τ) for
elastomer nanocomposites compared with its shape for unfilled rubbers. First, we

note that the high-frequency regime stays unchanged, as discussed in the previous

section. The low-frequency regime also keeps its functional form, although the

values of exponent α and the terminal time τmax become dependent on the volume

fraction of filler. In the time domain τb< τ< τ0, the fixed bending exponent 3/4 can
no longer be used because of the influence of the filler on the dynamics of

semiflexible Kuhn segments. Instead, the relaxation exponent γ is used as a new

fitting parameter for this region. Furthermore, in the time domain τ0< τ< τe a

gradual change in the Rouse-like 1/2 exponent to the exponent 3/8 with an increase

in the volume fraction of filler was found. Such a change in dynamic-mechanical

behavior is typical for Rouse polymer chains in the vicinity of the energetically

and/or geometrically rough surfaces of filler clusters and aggregates [3, 31, 32]. To

describe this process, we assume that there are two kinds of network strands in the

elastomer nanocomposites:

free strands, far away from the filler surface, which initially keep Rouse dynamics;

localized strands, found near the filler surface, which show changed dynamics with

the 3/8 exponent

If CR is the fraction of free network strands, the free and localized network strands

contribute with their power laws weighted with the coefficients CR and 1�CR,

respectively. This is similar to superposition approaches proposed for the rheology

of filled polymer melts [56, 57]. The dynamic-mechanical behavior of elastomer

nanocomposites is characterized by nine parameters: CR; Eeq; three exponents α, β,
and γ; and four relaxation times τb, τ0, τe, and τmax. The initial values of most fitting

parameters are identified from the master curves automatically using a software tool

(see Fig. 10). The exponents α and β are taken as the slopes of E00 at very high and

very low frequencies, respectively. The relaxation times τb and τ0 are determined

from the cross-points of storage E0 and loss E00 moduli. The value of the plateau

Fig. 9 Logarithmic

spectral density H(τ) for
elastomer nanocomposites

(solid red line) in
comparison with H(τ) for
unfilled rubbers (dashed
green line)
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modulus is taken from the minimal value of the storage modulus E0. The relaxation
times τe and τmax are taken from those points where the master curves change

curvature (see Fig. 10).

The final values of the fitting parameters, found by the optimization routine of

the Matlab software, are quite insensitive to the initial values and can differ

considerably from the latter. Therefore, to find the values of the fraction of free

chains CR and the exponent γ, we started from the sample with the lowest filler

loading (30 phr) and used CR¼ 1 and γ¼ 3/4, which characterize the unfilled

reference sample, as initial values. The final values of CR and γ, obtained for the

sample with the lowest filler loading, serve as initial values for the sample with the

next higher filler loading. The procedure is repeated until all samples are fitted

satisfactorily.

4.3 Fitting Results for Storage and Loss Moduli

Figure 11 presents master curves for the storage and loss moduli for the elastomer

nanocomposites modeled with the multiscale theoretical approach, as described in

the previous section. A very good agreement of fit lines with the experimental data

over the whole frequency range of more than 15 decades is observed. This agree-

ment shows the versatility of the proposed multiscale approach. The final values of

the fitting parameters are summarized in Table 5. Note that for the unfilled

reference sample S-SBR953 we obtained somewhat different values to those

shown in Table 3, as we used the value of ckBT calculated from the chemical

structure of S-SBR. However, these two sets of fitting parameters are very close and

give no difference in a physical interpretation. Because the multiscale approach is

physically based, with each parameter having a well-defined physical meaning in an

Fig. 10 Initial values of the

fitting parameters identified

automatically
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appropriate frequency regime, all determined parameters have reasonable values at

the end of the fitting procedure.

Let us now discuss how the increase in volume fraction ϕ of silica nanoparticles

influences the characteristics of elastomer composites. As can be seen from Table 5,

the shortest relaxation time τb and the exponent β, which characterize the high-

frequency regime ω > τ�1
b , do not show a clear tendency with an increase in ϕ but

scatter around the average values of τb¼ (6� 2)	 10�7 s and β¼ 0.14� 0.03. This

observation indicates unchanged dynamics of the S-SBR matrix upon addition of

silica particles at very short times, τ< τb, and is explained by the insensitivity of

nonpolymeric relaxation processes (such as fast local motions around the main

chain bonds) to the presence of particles [58–60]. Thus, the only influence of the

Fig. 11 Fits of the master curves for the vertically rescaled storage E0 and loss E00 moduli for four

different S-SBR/silica samples using the multiscale approach based on Eqs. (16) and (17)

Table 5 Fitting parameters for elastomer nanocomposites based on S-SBR matrix

ϕ CR α β γ τb (s) τ0 (s) τe (s) τmax (s) Eeq (MPa)

0 1 0.153 0.16 0.75 4.6	 10�7 4.7	 10�4 0.30 9.0	 104 0.86

0.13 0.61 0.150 0.11 0.72 7.0	 10�7 7.1	 10�4 0.21 2.9	 105 1.79

0.20 0.59 0.153 0.14 0.69 6.6	 10�7 9.3	 10�4 0.29 2.1	 105 2.61

0.26 0.59 0.128 0.14 0.56 4.7	 10�7 3.3	 10�3 0.22 ~107 3.69

0.31 0.04 0.134 0.13 0.42 7.7	 10�7 8.9	 10�2 0.17 ~108 7.72
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filler particles on the dynamic-mechanical behavior in the high-frequency regime

results from a purely geometric effect of the hydrodynamic reinforcement, as

discussed in Sect. 4.1.

The next frequency domain, τ�1
0 < ω < τ�1

b , is characterized by the exponent γ.
For unfilled S-SBR samples, γ is equal to 3/4 and has the meaning of the bending

exponent for motions on smaller scales that are comparable with the length of a

Kuhn segment [16]. As can be seen from Fig. 12a, with an increase in the volume

fraction of silica, γ gradually decreases from 3/4 to approximately 0.4 for the highly

filled sample with ϕ¼ 0.31. Such a decrease in the exponent γ probably indicates

that the bending relaxation modes is slowed down by addition of silica particles. For

example, it was shown by Doi and Edwards [36] that the stretching of relaxation

spectra leads to the flattening of frequency dependences for the storage and loss

moduli and is characterized by decreases in the characteristic exponents. Together

with the decrease in γ, there is a noticeable increase in the relaxation time τ0, as
shown in Fig. 12b. This again indicates a considerable stretching of the bending

relaxation spectrum in the presence of silica particles.

Very interesting behavior was found for the intermediate frequency domain,

τ�1
e < ω < τ�1

0 , where the dynamic moduli of unfilled rubbers exhibit power-law

behavior with the exponent 1/2. In this regime, progressive localization of network

strands on the particle surface is expected with an increase in filler volume fraction

ϕ [3, 31, 32]. It can be seen in Fig. 13a that the fraction of free network strands CR

indeed rapidly decreases with an increase in ϕ, so that there are virtually no free

chains in the highly filled sample with ϕ¼ 0.31. The thickness of the layer of

localized strands L can be roughly estimated from the average radius of filler

particles, Rp¼ 10 nm, as follows:

Fig. 12 (a) The exponent γ and (b) the relaxation time of the Gaussian chain fragment τ0 as

functions of the filler volume fraction ϕ. Reprinted from Ivaneiko et al. [2], Copyright 2016, with

permission from Elsevier
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1þ ϕloc

ϕ
¼ 1þ L=Rð Þ3; ð18Þ

where ϕloc¼ (1�ϕ)(1�CR) is the volume fraction of a localized polymer layer.

Using Eq. (18) and the definition of ϕloc, the following relation can be obtained:

1� CR 1� ϕð Þ ¼ ϕ 1þ L=Rð Þ3: ð19Þ

The left side of this relation is a linear function of ϕ (see Fig. 13b). From its slope

we can calculate the thickness of the localized layer, which has the reasonable value

of L¼ 4.1� 0.4 nm.

Let us turn now to the low-frequency regime, ω < τ�1
e . As can be seen from

Fig. 14, the plateau modulus Eeq increases gradually with an increase in volume

fraction of the filler. This increase in Eeq includes two contributions:

Eeq ϕð Þ ¼ h ϕð ÞEeq 0ð Þ þ Ef ϕð Þ; ð20Þ

where the first term describes the hydrodynamically reinforced contribution from

the polymer matrix and the second term arises as a result of the presence of filler

clusters. The latter can form a percolating filler network at high-enough volume

fraction of particles, as explained in detail in the book by Vilgis et al. [3]. The

presence of filler clusters/network is known to cause an additional upward shift of

the low frequency values of the storage modulus. In a first approximation, such

behavior can be effectively described by the frequency-independent elastic modu-

lus of the filler network, Ef [61, 62]. As can be seen from Fig. 14, Ef increases from

about 0.5 MPa for ϕ¼ 0.13 to about 3.5 MPa for ϕ¼ 0.3 and is considerably lower

than the Young’s modulus of a single silica particle, Ep’ 90 GPa [63].

The relaxation time τmax, which marks a transition from the low-frequency

regime to a trivial terminal behavior, increases by orders of magnitude upon

addition of silica. For the two highly filled samples, the value of τmax corresponds

Fig. 13 (a) The fraction of free network strands CR and (b) the factor 1�CR(1�ϕ) as functions
of the filler volume fraction ϕ
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to years and is a signature of frozen-like behavior, typical for polymer compounds

reinforced with filler clusters and networks [64–66]. The appearance of extremely

long times in the low-frequency spectrum upon inclusion of filler particles was also

predicted theoretically [23, 67, 68]. At the same time as the increase in terminal

relaxation time τmax, there was a slight decrease in the relaxation exponent α (see

Fig. 15a). At the end of Sect. 3.2 we showed that the low-frequency regime can be

explained by the entangled dangling chain concept [1, 26, 27]. According to

Eq. (13), the exponent α is proportional to the ratio of the length of the entangle-

ment strand Ne to the length of the dangling chain Ndg (i.e., α ~Ne/Ndg). It is

Fig. 14 The plateau modulus Eeq and the modulus of filler network Ef as functions of the filler

volume fraction ϕ. Reprinted from Ivaneiko et al. [2], Copyright 2016, with permission from

Elsevier

Fig. 15 (a) The low-frequency exponent α (b) and the relaxation time τe as functions of the filler
volume fraction ϕ. Reprinted from Ivaneiko et al. [2], Copyright 2016, with permission from

Elsevier
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plausible to assume that the chemical structure of the localized polymer chains

remains similar to that of the free chains, so that the value of Ndg does not change

with an increase in the volume fraction of silica. Thus, the decrease in the

low-frequency exponent α from 0.15 for the unfilled S-SBR to 0.13 for the two

highly filled samples can be explained by a relative decrease in the entanglement

length Ne of 13%. According to Eq. (1), the diameter of the confining tube scales as

dtube e ffiffiffiffiffiffi
Ne

p
, which results in a relative change in dtube of about 7%, corresponding

to a slight decrease in the tube diameter from 5 nm (estimated in Sect. 2.1 for the

unfilled S-SBR) to approximately 4.6 nm for samples filled with 70 and 90 phr

silica.

The complex influence of hard nanoparticles on the diameter of the confining

tube has been discussed in a number of studies [58, 60, 69–71]. As early as in 1993,

Heinrich and Vilgis found that the entanglement modulus of rubbers filled with

carbon black decreases by about 20%. This was explained by a slight increase in the

tube diameter as a result of shortening of network strands with increasing filler

content [69, 70]. Recently, a decrease in the tube diameter upon addition of silica

nanoparticles to polymer melts, investigated by the neutron spin echo (NSE)

method, was reported by Richter and co-authors [71]. The authors proposed two

types of entanglement constraints: (1) polymer entanglements resulting from the

presence of other chains and (2) geometric entanglements resulting from the

presence of nanoparticles. The apparent tube diameter, as found in NSE experi-

ments, was related to the polymer tube diameter and the geometric tube diameter

through a simple phenomenological relation. Applying this relation at different

volume fractions of filler, Richter and co-authors [71] predicted that polymer

entanglements become weaker with increasing ϕ, in agreement with Heinrich and

Vilgis [69, 70], whereas the geometric entanglements become stronger. Total

disentanglement of chains in highly filled polymer melts was explained by a local

stretching of polymer chains induced by the narrow voids between filler particles

[58, 71]. Our results for the S-SBR filled with nanometer-sized silica particles can

be interpreted on the basis that the particles impose strong geometric constraints

that dominate the reduced entanglement constraints. This leads to a reduction in the

apparent tube diameter, as estimated from the decrease in exponent α at higher filler

content, in agreement with the proposal of Richter and co-authors [71] and other

researchers [58, 60].

The decrease in entanglement length Ne naturally explains the decrease in the

relaxation time of entanglement strands, τe. According to Eq. (11), τe 
 N2
e ,

meaning that the decrease in Ne by 13% should be accompanied by a decrease

in τe of 26%. As can be seen in Fig. 15b, this is in a good agreement with the

experimentally observed decrease from 0.30 to 0.22 s when the volume fraction of

filler increases from 0 to 0.31.
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5 Conclusions

The multiscale approach, presented in this review article, unifies the ideas devel-

oped in multiple theoretical studies of uncrosslinked and crosslinked polymers for

different types of relaxation processes. The influence of the disordered filler surface

on the chain relaxation at different time scales is also taken into account. The

proposed theoretical approach allows simultaneous and precise modeling of the

frequency dependences of the storage and loss moduli of elastomer nanocomposites

across a whole frequency domain that stretches over more than 15 decades.

The multiscale approach has been tested on SBRs with different crosslink

densities and containing different amounts of precipitated silica. For these com-

pounds, four frequency regimes have been identified and described: (1) monomer

relaxation at very high frequencies, (2) bending relaxation of semiflexible chain

fragments for frequencies in the rubber–glass transition region, (3) relaxation of

free and localized flexible strands between the entanglements at intermediate

frequencies, and (4) extremely slow relaxation of dangling chains at low frequen-

cies. Only the fastest processes at very high frequencies are found to be insensitive

to the presence of silica. All other processes, including the bending modes, are

slowed down, which manifests in a noticeable decrease in the corresponding

relaxation exponents.

The proposed approach can be applied to a wide range of materials showing

dynamic-mechanical behavior close to that of SBRs and that have dynamic pro-

cesses in each of the four frequency regimes similar to the S-SBRs. In the case of

materials exhibiting some additional dynamic relaxation processes (for example,

polymer networks with a high heterogeneity of the spatial or mass distribution of

crosslinks), the proposed multiscale approach should be extended and refined to

include new dynamic effects.

The fitting parameters obtained in the present study for SBRs provide molecular

characteristics that are reasonable for the studied rubber and filler materials and are

in a good agreement with rigorous theoretical calculations. This demonstrates the

great potential of the multiscale approach for use in future investigations of the

molecular mobility and structure of other filled elastomer materials of high interest

for the automobile industry and for everyday applications.

Acknowledgements The authors gratefully acknowledge a technical support from T. G€otze,
K. Scheibe, and R. Jurk (Leibniz-Institut f€ur Polymerforschung Dresden e.V.).

We wish to thank Dr. K. W. St€ockelhuber (Leibniz-Institut f€ur Polymerforschung Dresden e.

V.) for inspiring discussions, Dr. F. Petry (Goodyear Innovation Center Luxembourg) for his

outstanding support and collaboration, and the Goodyear Tire and Rubber Company for permis-

sion to publish this paper.

The authors would like to cordially express their gratitude to Prof. Dr. G. Heinrich for all the

outstanding collaborations and discussions during the past years. Be it in conjunction with

elastomer physics, polymer and rubber viscoelasticity, rubber friction, contact mechanics, fracture

mechanics, or any other scientific subject, the discussions were always shaped by respect, honesty,

integrity and an impressive level of scientific competence. Prof. Heinrich is an undisputed

authority in his field, from fundamental science and polymer theory up to the tire-related

184 I. Ivaneiko et al.



applications of rubber technology. He unifies the leadership traits of a scientific director, academic

teacher, and institutional manager. It has always been a great pleasure to collaborate and work with

him.

References

1. Saphiannikova M, Toshchevikov V, Gazuz I, Petry F, Westermann S, Heinrich G (2014)

Macromolecules 47:4813–4823

2. Ivaneiko I, Toshchevikov V, Saphiannikova M, St€ockelhuber K, Petry F, Westermann S,

Heinrich G (2016) Polymer 82:356–365

3. Vilgis TA, Heinrich G, Kl€uppel M (2009) Reinforcement of polymer nanocomposites: theory,

experiments and applications. Cambridge University Press, Cambridge

4. Grellmann W, Heinrich G, Kaliske M, Kl€uppel M, Schneider K, Vilgis T (2013) Fracture

mechanics and statistical mechanics of reinforced elastomeric blends. Springer, Heidelberg,

New York, Dordrecht, and London

5. Heinrich G (1997) Rubber Chem Technol 70:1–14

6. Kl€uppel M, Heinrich G (2000) Rubber Chem Technol 73:578–606

7. Heinrich G, Vilgis TA (2015) Poly Lett 9:291–299

8. Heinrich G, Dumler BD (1998) Rubber Chem Technol 71:53–61

9. Heinrich G, Vilgis TA (2008) Kautschuk Gummi Kunststoffe 61:368–376

10. Westermann S, Petry F, Boes R, Thielen G (2004) Tire Technology International: Annual

review. p 68

11. Westermann S, Petry F, Boes R, Thielen G (2004) Kautschuk Gummi Kunststoffe 57:645–650

12. St€ockelhuber KW, Svistkov AS, Pelevin AG, Heinrich G (2011) Macromolecules

44:4366–4381

13. Mooney M (1959) J Polym Sci 34:599–626

14. Ferry JD (1980) Viscoelastic properties of polymers, 3rd edn. Wiley, New York

15. Morse DC (1998) Macromolecules 31:7044–7067

16. Rubinstein M, Colby RH (2003) Polymer physics. Oxford University Press, Oxford

17. Shore JE, Zwanzig RJ (1975) Chem Phys 63:5445–5458

18. Mansfield MJ (1983) Polym Sci Polym Phys Ed 21:773–786

19. Gotlib YY, Toshchevikov VP (2001) Polym Sci A 43:525–534

20. Gotlib YY, Toshchevikov VP (2001) Polym Sci A 43:1074–1083

21. Gurtovenko AA, Gotlib YY (2000) Macromolecules 33:6578–6587

22. Gurtovenko AA, Blumen A (2005) Adv Polym Sci 182:171–282

23. Toshchevikov VP, Blumen A, Gotlib YY (2007) Macromol Theory Simul 16:359–377

24. Toshchevikov VP, Gotlib YY (2009) Macromolecules 42:3417–3429

25. Edwards SF, Takano H, Terentjev EMJ (2000) Chem Phys 113:5531–5538

26. Curro JG, Pincus P (1983) Macromolecules 16:559–562

27. Curro JG, Pearson DS, Helfand E (1985) Macromolecules 18:1157–1162

28. Heinrich G, Straube E, Helmis G (1988) Adv Polym Sci 85:33–87

29. Edwards SF, Vilgis TA (1988) Rep Prog Phys 51:243–297

30. Kaliske M, Heinrich G (1999) Rubber Chem Technol 72:602–632

31. Migliorin IG, Rostiashvili VG, Vilgis TA (2003) Eur Phys J B 33:61–73

32. Vilgis TA (2005) Polymer 46:4223–4229

33. Kl€uppel M (2003) Adv Polym Sci 164:1–86

34. Leblanc JL (2010) Filled polymers: science and industrial applications. CRC, Boca Raton

35. Rooj S, Das A, St€ockelhuber KW, Wang D-Y, Galiatsatos V, Heinrich G (2011) Soft Matter

9:3798–3808

36. Doi M, Edwards SF (1988) The theory of polymer dynamics. Oxford University Press, Oxford

Multiscale Modeling Approach to Dynamic-Mechanical Behavior of Elastomer. . . 185



37. Kl€uppel M (2009) J Phys Condens Matter 21:035104

38. Otegui J, Schwartz G, Cerveny S, Colmenero J, Loichen J, Westermann S (2013) Macromol-

ecules 46:2407–2416

39. Kummali M, Miccio L, Schwartz G, Alegria A, Colmenero J, Otegui J, Petzold A,Westermann

S (2013) Polymer 54:4980–4986

40. Dealy JM, Larson RG (2006) Structure and rheology of molten polymers. Hansa, Cincinnati

41. Williams G, Watts DC (1970) Trans Faraday Soc 66:80–85

42. Toshchevikov VP, Heinrich G, Gotlib YY (2010) Macromol Theory Simul 19:195–209

43. Sommer J-U, Schulz M, Trautenberg HLJ (1993) Chem Phys 98:7515–7520

44. Lang M, G€oritz D, Kreitmeier S (2003) Macromolecules 36:4646–4658

45. Chasse W, Lang M, Sommer J-U, Saalwächter K (2012) Macromolecules 45:899–912
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Networks: From Rubbers to Food

B.I. Zielbauer, N. Sch€onmehl, N. Chatti, and T.A. Vilgis

Abstract Many soft materials can be viewed as networks of different structure and

complexity. Their (statistical) physics determine their elastic deformation behavior,

fracture, and failure. In food systems, similar properties are of importance. This

contribution discusses some of the common points between elastic materials and

food gels. Topics range from fundamental physics to some applications in materials

science and food science.

Keywords Food networks • Gluten • Hydrogels • Phase separation • Polymers •

Protein crosslinking • Reinforced elastomers • Rubbers • Salt
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1 Introduction

The physics of networks and the statistical thermodynamics of heterogeneous

networks are longstanding problem areas in the context of soft matter physics,

which ranges from basic theory to very profound applications in engineering.

Considerations are typically based on calculation of the appropriate partition

function (as customary in statistical mechanics) of a network with permanent, ran-

domly distributed crosslinks, which give rise to the inherent inhomogeneity of the

network. To treat such permanent (or “frozen”) disorder in the system, one needs a

special technique, the “replica trick,” as suggested in the seminal paper by Deam and

Edwards [1]. This approach has been developed further within the more comprehen-

sive statistical physics context of permanent or chemical gels [2], as shown in Fig. 1.

According to de Gennes [3], the elastic modulus G of permanently crosslinked

gels is given by a simple relation:

G ’ kBT

ξ3
ð1Þ

The physics of this naı̈ve equation can be understood very simply: the basic energy of

soft matter systems is the thermal energy, which defines the order of magnitude of the

elastic shear modulus, which corresponds physically to an energy density, kBT. There-
fore, the only relevant volume governing the modulus is given by the mean distance

between two adjacent crosslink points, ξ. Indeed, it has been shown experimentally that

even swollen hydrogels follow this basic scaling ansatz in a reasonable manner.

The rigorous theory of networks was mainly founded by Deam and Edwards in

their seminal paper [1], where it was shown that networks belong to the class of

systems containing “quenched disorder.” Their elasticity is governed basically by the

ξ

Fig. 1 Representation of a

permanent gel with

permanent crosslinks

between monomers, which

define quenched disorder in

the gel. The average number

of crosslinks determine the

mean mesh size ξ
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actual configuration of the crosslinks, which does not change during rupture-free

deformations. This is true for all networks and gels, even complex food gels. It is

interesting to note that the physics of food networks were also considered by Edwards’
group 30 years ago [4]. We discuss some important works by Edwards before turning

to ideas in food networks and gels. Soft matter physics covers both nano-reinforced

rubber materials and food at various time and length scales, as illustrated in Fig. 2. The

hierarchical structure of reinforced polymer systems is governed by flexible polymer

chains, consisting of certain monomers that interact with the surface of the filler

particles (e.g., carbon black or functionalized silica). The filler particles form aggre-

gates and clusters, creating large heterogeneous surfaces within a matrix of

crosslinked polymer chains [5]. Similar arrangements can be found in food networks

such as wheat dough. The polymers are proteins, showing certain conformations

according to the arrangement (primary structure) of the amino acids. The chains are

heterochains, which interact in a specific way with the surfaces of starch granules.

Both are “filled networks,” although their structures and properties are different [6].

This paper is organized as follows: First, simple polymer notation is outlined,

defining the terminology used in this paper. Then, simple theories for rubbers are

discussed, including dense systems (rubbers). As a short excursion, we look at the

tripeptide

protein

dough structure (starch granules
in protein matrix)

FoodFilled rubbers

graphite

primary particle

monomer unit

polymer coil

Fig. 2 Different relevant length scales in reinforced rubbers (left) and food systems, for example,

dough systems (right)
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effect of the finite extensibility of swollen gels, which leads to very simple material

laws and constitutive equations [7]. We show that proteins and carbohydrates

follow, to some extent, the ideas developed in polymer physics. Food systems are

in most cases swollen systems, in contrast to rubber materials. A good solvent is

water; thus, many effects are known from the physics of amphiphilic molecules.

Proteins consist of hydrophilic and hydrophobic amino acids, and their behavior

with respect to the solvent water determines most of the structural properties of

foods. Because most foods contain salt, the effects of charge screening and the

related conformational and structural changes become important [3]. Such effects

have a huge impact on taste and food structure, and indicate that the nutritional

demands of reduced salt intake are not only a challenge for taste perception, but also

for understanding the basic physics of the food system. Finally, pure agarose gels

are discussed. Their modulus surprisingly follows the simple scaling prediction

given in Eq. (1). Mixtures of agarose and gelatin are typical examples of

gel-forming polymer blends and interpenetrating networks, which show micro-

and macrophase separations at different concentrations.

However, this contribution discusses only some simple but important physics

ideas. Novel applications to engineering and materials science are not described.

2 Polymers: Basic Remarks

Homopolymers are long (linear) macromolecules that contain one repeat unit, the

monomer, which is polymerized to form long chain molecules. The monomers

determine the local “chemistry” of the entire polymer, for example, the local

stiffness or the solution behavior in a corresponding solvent. The most important

breakthrough in the statistical physics of polymers was discovery of the “univer-

sality.” The shape of very long polymers is independent of the monomer properties

[3]. In consequence, the mean size R of very long polymers, measured by their

mean square radius of gyration (Rg
2), shows a scaling behavior:

R ¼ bNν ð2Þ

where ν is independent of all local properties, such as the detailed structure of the

monomers, provided the chain is long enough; hence, the degree of polymerization

is high. The quantity b corresponds to the Kuhn length and is assigned to the mean

length of independent statistical units (in fact, this is an ill-defined cut-off), where

the number of such units is N [7]. The condition that relates both is L¼ bN, where
L is the “real” length of the polymer chain.

Having accepted this fundamental idea, it appears plausible to construct simple,

but more systematic, theories for polymer chains. The basic models are freely

jointed chains, where N segments each of length b are linked together. Assuming

that each segment can take arbitrary spatial orientations and do not hinder each

190 B.I. Zielbauer et al.



other (the segments can pass through each other like phantoms), all possible states

can be calculated exactly [7] as the average of:

P bif gN
i¼1

� � ¼YN
i¼1

p bið Þ; ð3Þ

where the probability p(bi) is given by:

p bið Þ ¼ 1

4πb2
δ
��bi��� b
� �

; ð4Þ

where δ(x) denotes Dirac’s delta function and fixes the length of the bond vectors

to their strict value b. The evaluation of this expression is straight-forward [7]

and leads to the well-known Gaussian distribution of the end-to-end distance,

R ¼
XN

i¼1
bi;:

P Rð Þ ¼ 3

2πb2N

� �3=2

exp � 3R2

2b2N

� �
ð5Þ

Therefore, suitable models of the polymer chains are based on random walks.

The exponent, which defines the mean size of the polymer chain, can be immedi-

ately read off from the distribution or obtained by calculation of the mean square

size. It is given by R¼ bN1/2, which defines ν¼ 1/2. Obviously, the distribution

given by Eq. (5) corresponds to the number of states that realize the end-to-end

vector R, and thus to the entropy of the chain, S¼ kB lnP, where kB is the

Boltzmann constant. Because the Gaussian polymer chain is non-interacting, the

free energy F¼�T S, and the chain size physically corresponds to the balance

between chain stretching and chain compression:

F ¼ kBT
3R2

2b2N
þ 2b2N

πR2

� �
: ð6Þ

Minimization with respect to R leads immediately to the correct scaling relation,

R / N1=2, when the free energy is minimized with respect to the chain radius R. The
second term in Eq. (6) comes from another part of the probability, which is not

derived here. Its origin is in compressed and confined polymer chains (i.e., entropy

loss of fluctuations as a result of compression rather than elongation) [7, 8]. Of

course, such models are oversimplified. Real polymers cannot be described by

random walks, because real polymers cannot cross themselves. Thus, “excluded

volume” needs to be taken into account, which is usually described by the repulsive

potential between two polymer segments. In theory, the excluded volume of two

segments is modeled by pseudo-potentials:

V Ri � Rj

� � ¼ υδ Ri � Rj

� � ð7Þ
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where υ is of the order of the volume of a segment b3, which allows estimation of

the scaling relation of excluded volume chains. The potential, Eq. (7), is of the order

of V’ υ/R3. Because the total excluded volume of the chain is given by the

summation over the chain indices i; j, the total free energy of the chain is given by:

F ¼ kBT
3R2

2b2N
þ υ

N2

R3

� �
; ð8Þ

After minimization, one obtains the scaling exponent of a “swollen chain,” R’ bN3/5,

which is very close to the correct value (ν¼ 0.588) for chains in good solvent

[3]. High-accuracy values have been reported recently [9].

In concentrated solutions, when the chains start to overlap at typical concentra-

tions, c*¼N/R3¼N�2/5, the excluded volume interactions become screened.

Interchain contacts cannot be distinguished from intrachain contacts, and excluded

volume correlations become lost in three dimensions (but remains marginal in two

space dimensions).

When polymer chains are immersed in poor solvent, collapsed states appear. The

polymer protects itself from the poor solvent by exclusion. Figure 3 illustrates a

scaling approach proposed by de Gennes [3]. The collapsed chain can be

represented by a collapsed string of np blobs of diameter ξp that are densely packed,
R3 ¼ npξ

3
p. At the lowest order in a virial expansion, the free-energy term from

Eq. (8) needs to be extended by a three-body repulsion term of the order b6N3/R6,

because the two-body interaction becomes effectively attractive. From the balance

of the attractive two-body interactions and the repulsive three-body term, the blob

size can be readily calculated as ξp¼ b/τ, where τ is given by the quotient of the

(temperature-dependent) excluded volume and the third virial coefficient. The size

of the collapsed chain is then:

R ¼ bτ�1=3N�1=3; ð9Þ

which means that the chain is densely packed at scales larger than the blob size ξp.

erutcurtsbolblanretnielubolgesned

ξp

Fig. 3 Collapsed chains in

poor solvent form dense

globules with internal

structure. The blob size ξp is
mainly determined by the

“poorness” of the solvent

(e.g., the distance from the

critical temperature)
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The exponents define the basic boundaries for the size of homopolymer chains in

solvents of different qualities in three dimensions:

1=3 � ν � 3=5 ð10Þ

The Gaussian chain behavior ν¼ 1/2 can be realized in a so-called theta solvent,

where the excluded volume is υ¼ 0, which occurs for certain solvents at a given

temperature.

A later (Sect. 6) of this paper considers food polymers and gels. Food homopol-

ymers (or quasi-homopolymers) have either polar monomers (some hydrocolloids)

or are ionizable polyelectrolytes. Both of these dissolve in water. For polar food

polymers, similar statements as given above also hold. Water is a good solvent for

polar polymers.

For polyelectrolytes [10], similar scaling theories can be developed. When

monomers along the chain repel each other by strong electrostatic forces, the

potential between the monomers can be approximated by a Coulomb potential.

The mean field free energy then becomes:

F ¼ kBT
3R2

2b2N
þ lBf

2N2

R

� �
; ð11Þ

where lB is the Bjerrum length, lB¼ e2/(4π kBTE), and f the fraction of charged

monomers along the contour of the chain. Eq. (11) shows immediately that the

chains are stretched; their size scales as:

R ¼ b
lBf

2

b

� �1=3

N: ð12Þ

When salt is added, the electrostatic interactions become screened [11]. The chain

conformation becomes less and less stretched and tends towards self-avoiding walk

conformations.

Polyelectrolytes in poor solvent and their stretching behavior have been

discussed in detail [12]. For these cases, repulsive electrostatic and attractive

excluded volume forces balance themselves. The chains form necklaces, as indi-

cated in Fig. 4.

Fig. 4 Pearl-necklace conformations of polyelectrolytes in poor solvent. The chain forms charged

collapsed regions, which repel each other
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Long food proteins (e.g., glutenin) can be viewed as “random copolymers,”

which form permanent networks. Proteins are heteropolymers; their “monomers”

consist of the 20 proteinogenic amino acids, which are hydrophopic, polar,

and positively or negatively charged. Thus, interaction of the monomers is a

position-dependent, complex function that is both short- and long-ranged. Simple

models hardly exist. The primary structure of long food proteins defines the folding

and, thus, the shape and function of the proteins. In their denatured form, polymer

properties can be used to design food materials, as can be seen by the examples of

glutenin in baking products or of gelatin in gels. These cases are discussed in more

detail below (see Sect. 6).

3 Theory of Ideal Rubber

3.1 The Standard Edwards Formulation: Non-Gibbsian
Statistical Physics

The standard rubber model was introduced by Edwards in the context of quenched

disorder [1, 13] formed by the fixed crosslinks, which introduce a non-Gibbsian

statistical physics. The partition function of a given (quenched) crosslink configu-

ration of the chain is given by:

Z Cð Þ ¼
Z
V

DRe�β HWþHIð ÞYM
e¼1

δ Rie � Rje

� �
; ð13Þ

where the monomer positions are given by a set of vectors Ri and the index i runs
over all monomers along the contour (i.e., i¼ 0,. . ., N ). The term β denotes the

inverse temperature, β¼ 1/kBT. There are M crosslinks, which join monomers ie
and je (e¼ 1, 2,. . .M ), so that Rie ¼ Rje . The network partition function now

depends on the crosslink distribution {ie, je}. The Edwards Hamiltonian contains

two important contributions. The first defines the connectivity of the chain and is

expressed by a discrete Wiener measure:

βHW ¼ d

2a2

XN
i¼1

Ri � Ri�1ð Þ2: ð14Þ

The second contribution is defined by the excluded volume of the different

monomers:

βHI ¼ υ
XN
0�i<j

δ Ri � Rj

� �
: ð15Þ
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The main issue is the handling of the crosslink constraints, which are expressed by

the multiple delta function in Eq. (13). This hard constraint represents the quenched

disorder, which imposes the condition that the monomer at the position vectorRie is

always linked to the monomer at Rje . Thus, the free energy of the network depends

on the actual crosslink configuration, C {ie, je} [i.e., F(C)¼�kBT lnZ(C)], and must

then be averaged over its distribution:

F ¼ F Cð Þh iC ¼ �kBT lnZ Cð Þh iC ð16Þ

The usual way to treat the crosslink term is to employ the so-called replica trick,

which allows one to average the quenched system (i.e., the system with a frozen

disorder). Use of the formal mathematical identity lnZ ¼ limn!0
1
n Zn � 1ð Þ allows

averaging a power of the partition function and evaluation of the generalized

partition function:

exp βF nð Þð Þ ¼ Zn Cð Þh iC ¼
Z
V

Yn
α¼1

DRα 1

2πi

I
dμM!

μMþ1
exp�βHeff

n;μð Þ ð17Þ

The effective Hamiltonian, Heff, is given by:

Heff ¼
Xn
α¼1

d

2a2

XN
i¼1

Rα
i � Rα

i�1

� �2 þ υ
XN
0�i<j

δ Rα
i � Rα

j

� � !

�μ
XN
0�i<j

Yn
α¼1

δ Rα
i � Rα

j

� � ð18Þ

In Eq. (17), the grand canonical representation for the crosslink constraints has been

used, Að ÞM ¼ M!=2πið Þ
I

dμexp μAð Þ=μMþ1, where A ¼
XN

0�i<j
δ Rα

i � Rα
j

� �
and

μ stands for the chemical potential. In order to calculate the free energy in

Eq. (17) one has to evaluate the functional integral over configurations {Rα
i }.

This is a formidable task and, therefore, one should transform the problem into

a more tractable one by going to a field theoretical representation followed by

a mean field treatment. Amorphous solid state formation [14], density correla-

tion functions in heterogeneous structures of networks during stretching, and

some other interesting issues have been discussed in detail by Panyukov and

Rabin [2].

However, for practical reasons, the evaluation of partition function, Eq. (17),

can only be carried out in very limited cases. For practical use, simplification is

necessary. The first step is the Gaussian network. Despite its simplicity, it contains

some essential ideas for experimental purposes [15].
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3.2 Gaussian Networks

Historically, the theory of “neo-Hookian” elasticity of rubbers was developed in the

1940s and is reviewed in a book by Treloar [15]. The theory is based on some basic

assumptions:

• Each subchain forming the network is “phantom,” that is, all surrounding poly-

mers do not restrict conformations that are compatible with the end-to-end

distance of the subchain under study.

• The statistics of all subchains is Gaussian. This assumption can be justified by

the fact that networks are usually rather concentrated systems (e.g., in a concen-

trated solution), in which chains are governed by Gaussian statistics [3].

• Deformations on the nanoscale are the same as on the macroscale. This property

is usually referred to as the affine deformation of rubber networks.

• The density of the network is well behaved.

The Gaussian theory for an ideal polymer chain is expressed in Gaussian

statistics of the conformations at a given end-to-end distance vector R as:

P Rð Þ ¼ 3

2πNb2

� �3=2

exp� 3R2

2Nb2

� �
ð19Þ

As a result, in Gaussian network theory the elasticity is defined by the entropy

contribution of subchains (i.e., chain fragments between two crosslinks). The

entropy of a subchain with an end-to-end vector R is given by:

S Rð Þ ¼ kBlnPN Rð Þ ð20Þ

where PN (R) is the end-to-end vector distribution function for a Gaussian chain

with a chain length N [3]. Note that because the internal energy U can be neglected,

the total free energy F(R)¼�TS(R) and we have:

F Rð Þ ¼ kBT
3R2

2Nb2
� 3

2
kBTln

3

2πb2N

� �
ð21Þ

The corresponding deformation force is then given by:

f ¼ ∂F
∂R

¼ kBT
3

b2N
R ð22Þ

Although this is a very simple formula it has some interesting features. First, it

resembles Hooke’s law, where the force is proportional to the extension. Second,

the force increases with increasing temperature. This is in contrast to ordinary

elasticity (e.g., in metals) where the force decreases with temperature. The physical
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reason for this is the entropic nature of elastic effects, such that more conformations

are normally accessible for higher temperatures . Moreover, Eq. (22) shows that the

elasticity modulus is proportional to ~1/N (i.e., is very small).

In the same way as for chain extension, chain compression costs entropy.

Confining a chain of a natural size R’ bN1/2 to any other (smaller) size R can be

estimated by the entropy penalty [3]:

Fconf ¼ kBT
b2N

R2
ð23Þ

The combination of this equation with Eq. (21) leads to the total free energy:

F Rð Þ ¼ kBT
R2

b2N
þ b2N

R2

� �
ð24Þ

The minimum of this free energy occurs at the well known size R’ bN1/2.

This simple preliminary consideration based on single chain deformation behav-

ior enables the construction of a theory of Gaussian networks. To this end, we

introduce a diagonal deformation matrix:

λ ¼
λx 0 0

0 λy 0

0 0 λz

0@ 1A ð25Þ

where the deformations λx,y,z correspond to the three principal axes. Each of these

parameters describes the ratio of the final length of the rubber to the initial length, as

well as the individual deformation of chains on the nanoscopic length scale:

R λð Þi ¼ λ � Ri ð26Þ

where Ri is the undeformed end-to-end distance of the i-th chain in the network.

Then, the free energy of a deformed rubber consisting of nc crosslinked chains can

be described as:

F λ � Rif gð Þ ¼ kBT
3

2b2N

Xnc
i¼1

λ � Rið Þ2: ð27Þ

Note that the free energy as it stands in Eq. (27) still contains “microscopic”

variables (i.e., the individual chain end-to-end distances Ri). To obtain the free

energy of the total network, one should average the free energy over all subchains

(this actually corresponds to non-Gibbsian statistical mechanics, as discussed in

Sect. 3.1). Taking into account that R2
i

	 
 ¼ b2N=3, we arrive at the following

expression :
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F λð Þ ¼ 1

2
kBTncλ � λT: ð28Þ

Because a simple diagonal form of the deformation matrix was chosen, the final

equation can be written in a standard form:

F λð Þ ¼ 1

2
kBTnc λ2x þ λ2y þ λ2z

� �
ð29Þ

This free energy enables us to calculate a simple equation of state, which is here a

force–extension relationship. Note that the crosslinked polymer materials are

(in the absence of any solvent) incompressible. Therefore, we can use the following

relation for a uniaxial deformation experiment:

λz ¼ λ
λx ¼ λy ¼ λ�1=2 ð30Þ

which yields the force extension relation:

f ¼ nckBT λ� 1

λ2

� �
: ð31Þ

Equation (31) is one of the main results of classic rubber elasticity theory [15]. It is

interesting that this formula predicts not only the linear deformation regime (for

λ� 1<< 1) but also some nonlinear properties. In a more general case, one could

also take into account the compression term, which make the free energy function

more complicated. Here, we only mention that in this case the additional terms 1=

λ2x þ 1=λ2y þ 1=λ2z and λ2x=λ
2
yλ

2
z þ perm x; y; zð Þ appear. In the more general mathe-

matical theory it is postulated that the deformation free energy depends only on the

three tensor deformation invariants I1 ¼ λ2x þ λ2y þ λ2z , I2 ¼ λ2yλ
2
x þ λ2yλ

2
z þ λ2xλ

2
z ,

and I3 ¼ λ2xλ
2
yλ

2
z ;which resemble the trace, the sum of products of the off diagonals,

and determinant of the deformation tensor, respectively. Note that for incompress-

ible rubber systems, I3¼ 1 and the second invariant reduces to the sum of the

inverse square deformation parameters.

The free energy function discussed above ignores the defects shown in Fig. 5.

The realistic crosslinked polymer melt can be made solid by adding a reagent that

joins each chain to neighbors. With network formation, however, many structural

elements such as entanglements, loops, and dangling ends (i.e., subchains that are

crosslinked only once) become frozen-in, as shown in Fig. 5.

The lack of the excluded volume forces suggests that the phantom networks

collapse [as also suggested by the Hamiltonian Eq. (17)]. For example, the phantom

chain model does not take into account any topological constraints or chain

entanglements. Moreover, the chain has a maximum extension of λmax ¼
ffiffiffiffi
N

p
,

which often appears far larger than measured in reality. As soon as the deformation

λ! λmax, the force becomes very large, a fact ignored in Gaussian theory.
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4 Simple Material Laws

4.1 Finite Extensibility

The first step towards more realistic models is to consider chains with finite

extensibility. Gaussian chains can be stretched to infinity; the Gaussian distribution

in Eq. (19) allows unrealistic and unphysical overstretched chain conformations,

R>Nb. These problems were resolved in the early days of network physics and the

main ideas are summarized in a book by Treloar [15]. The exact result shows

implicit force–extension relations, which involve inverse Langevin functions,eR ef� � ¼ coth ef� �� ef �1, where eR ¼ R=Nb,ef ¼ f b=kBT [16]. This is very difficult

to handle for explicit calculations. Especially for swelling experiments, when a

non-volume-conserving, three-dimensional deformation of the network takes place

through the uptake of a good solvent, the finite extensibility limits the swelling. The

nonlinear rise in the force acting at the meshes between crosslinks strongly limits

the swelling. These effects become especially important in food networks and

hydrogels, where a large concentration of water (good solvent) is taken up.

Swelling of polymer networks corresponds to equitriaxial deformation. In the

frame of a Flory-type calculation for the equilibrium polymer size R, the free

energy of the polymer chain is composed of two parts, F(α)¼Felas(α) +Fint(α).

Here, α ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
R2=R2

0

q
is the swelling parameter of the model. The elastic free energy

is of entropic origin and tends to coil the polymer chain for more configurational

entropy. In Flory’s classic theory, it takes the form Felas αð Þ ¼ 3
2
α2 � 1ð Þ � 3lnα, by

which the state of α¼ 1 is taken to be the reference state of the polymer chain with

Felas¼ 0. The interaction free energy Fint is the driving force for chain swelling,

which can be the result of any repulsive-type interactions between monomers.

dangling 
end

crosslink

loop

entanglement

Fig. 5 Different structural

elements in a network.

Entanglements and knots

contribute to the elasticity,

dangling ends and self-

crosslinked loops do not
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For Fint(α)¼ czα�3, the constant c¼ 134/105 is chosen to be consistent with the

perturbation theory of polymer swelling [17] and the parameter z ¼ υN1=2=b3eυN1=2

with the scaled eυ, which is the effective interaction parameter characterizing the

strength of the driving force for swelling the chain. Minimizing F(α) with respect to
the swelling parameter α suggests the equilibrium value α* as the solution of the

relation:

α5* � α3* ¼ cz: ð32Þ

To go beyond Flory’s treatment, a suitable form takes into account the finite-

extensibility appropriately, which requires the introduction of a singularity at the

maximum stretching Rmax¼Nb, which corresponds to αmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
max=R

2
0

q
¼ N1=2.

The elastic free energy is modified to the following:

Felas ¼ 3

2

α2 � 1

1� α2=N

� �
� 3lnα ð33Þ

whereas the short-ranged excluded volume term remains unchanged. The swelling

equilibrium is then given by:

α5*
1� α2*=N
� � 1� 1

N

� �
� α3* ¼ z ð34Þ

which recovers Flory’s classic equation exactly at the limit N!1.

Although the effect vanishes for long chains, the effect on the swelling proper-

ties is significant [18]. The mesh size in densely crosslinked rubbers or hydrogels

based on gelatin, agarose, or other hydrocolloids is much smaller than the chain

length. The forces induced by the swelling pressure increase strongly and limit the

uptake of solvent, as shown in Fig. 6.

Swelling degree α

Fr
ee

 e
ne

rg
y

Gaussian approx.
shift of eq. swelling

Fig. 6 Shift of the swelling

equilibrium to smaller

values by the effect of finite

chain extensions
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4.2 Entanglements and a Simple Tube Model: A
Material Law

The tube model goes back to de Gennes and Edwards and is a relatively simple

representation of topological restrictions in a crosslinked melt [3, 7]. It introduces a

new length scale, the tube diameter or the mean distance between entanglements,

which governs physical behavior (cf. Fig. 7).

On the other hand, the entanglement can be seen as a local topological con-

straint, as pictured in Fig. 8. The two conformations shown in Fig. 8 are not

equivalent because they cannot be transformed into each other. This is a result of

excluded volume, which makes chains of a finite thickness. This must have strong

Fig. 7 Chains trapped in

tubes as a simple mean field

model for entangled states

in networks. Figures (from

top to bottom) show
successively how the notion

of a tube can be defined. It

corresponds to a mean field

confinement formed by

other chains

Fig. 8 Locally constrained

chains. There is no way to

transform the two chains

conformations into each

other
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influences on the mechanical behavior. One could expect that these topological

constraints act at two different regimes. At small deformations the sliding of

entanglements is relevant, whereas at larger deformations the tube geometry gov-

erns the mechanical behavior. These two points are the subject of the rest of this

section, where we mainly follow the publications by Edwards and Vilgis [19, 20].

4.2.1 Entanglement Sliding

The effects of entanglement at low deformation can be mainly described by

entanglement sliding. As mentioned before, we have already intuitively seen that

entanglement can be seen as a kind of “soft crosslink.” Schematically, this can be

drawn as in Fig. 9. Here, the crosslinks at the end of subchains act as full

constraints, whereas the entanglement acts as a ring that can slide along the chains

a certain distance a. This distance a is of the order of the mean distance between

entanglements. Such sliding could happen anywhere in the network and, initially,

we assume that there are Ns such slip-links in the rubber. The number Ns of slip-

links and the number of crosslinks Nc are assumed to be given, so that we are

dealing with a two-parameter theory. Recently, a powerful new numerical devel-

opment has been described using a detailed primitive path analysis (which also

enables the calculation of Nc) [21].

The mathematical description of the statistical mechanics of this model is rather

complicated and beyond the scope of this article. Instead, a more simplified version

is described. This kind of approach is easier to generalize when one also needs to

discuss the finite extensibility of chains. We assume that the chain is Gaussian, with

an end-to-end separation probability written in the form:

aa

Fig. 9 Locally constrained

chains. The chains are

trapped and the

conformation cannot be

resolved
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P R;Nð Þ ¼
Y

i¼x, y, z

Z
dτχ τð Þ 3

2πb2 N þ τð Þ

� �3=2

exp � 3R2
i

2b2 N þ τð Þ

� �
ð35Þ

The variable τ describes the number of segments that are gained or lost as a result of

the slippage. The distribution χ(τ) describes the probability of the slippage, which

for simplicity can be taken as a rectangular function:

χ τð Þ ¼ 1 for �a < τ < a ð36Þ

Then we may write:

P R;Nð Þ ¼
Y

i¼x, y, z

1

2a

Z þa

�a

dτ
3

2πb2 N þ τð Þ

� �3=2

exp � 3R2
i

2b2 N þ τð Þ

� �
ð37Þ

The free energy of the deformed network is then given by calculating the “quenched

average”:

F ¼ �kBT

Z
d3RP R;Nð ÞlnP λ � Rð Þ ð38Þ

where λ is the deformation tensor. After some calculation this gives:

F

kBT
¼ 1

2
Nc

X
i¼x, y, z

λ2i þ
1

2
Ns

X
i¼x, y, z

1þ ηð Þλ2i
1þ ηλ2i

þ log 1þ ηλ2i
� �( )

ð39Þ

In Eq. (39) we have added the crosslink and slip-link contributions. The parameter η
is proportional to a. This result is consistent with the more complicated theory by

Ball et al. based on non-Gibbsian statistical physics [22].

The free energy relation Eq. (39) is quite a simple result. The main effect is a

reduced macroscopic slip variable η, which is proportional to the mesoscopic

variable a. Assuming that the slip takes place between two neighboring crosslinks,

estimation of η suggests values between zero and one. Two limiting cases should be

discussed. First, if the slippage becomes zero (η¼ 0), the slip-link turns into a

crosslink and fully contributes to the modulus. The free energy is then:

F

kBT
¼ 1

2
NC þ Nsð Þ

X
i¼x, y, z

λ2i ð40Þ

The other significant limit is given by infinite slippage, η!1. For large values

of η the constraints are less severe. Such cases can be treated as swollen networks in
which the chain segments are pushed away from each other as far as possible. Then,

the free energy reads apart from a deformation independant constant:
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F

kBT
¼ 1

2
Nc

X
i¼x, y, z

λ2i þ
1

2
Nsln

Y
i¼x, y, z

λi ð41Þ

and the modulus depends mainly on the number of crosslinks.

Discussion of the physical behavior should now clarify major counterintuitive

points. The intuitive picture of the behavior of a slip-link under stress is that it will

respond by moving until it locks onto another entanglement or crosslink and

behaves as a crosslink of perhaps higher functionality. This means that a slip-link

hardens, but a finite value of η in Eq. (39) suggests softening. This result is

reasonable if one accounts for the increase in phase space during deformation for

the slippage a. As the slipping distance increases, the more conformations become

accessible, so that the link weakens. This is, of course, only true if the deformation

is not too large, (i.e., long before the polymers are drawn taut).

5 Filled Rubbers

For many applications, rubbers are reinforced with nanoparticles such as carbon

black or functionalized silica particles [5]. Filler particles act on different levels,

depending on their concentration in the rubber matrix. At low concentrations, filler

particles do not interact with each other and contribute only by their volume. This

regime is usually called hydrodynamic reinforcement. When the filler particles

form irregular, fractal clusters, the reinforcement is still hydrodynamic, but stronger

than for simple (spherical) particles. The most important cases are those in which

the particles interact to form larger clusters, and form a percolation threshold on

connected networks. In addition, the detailed interactions between filler particles

and the polymer chains that form the rubber matrix give rise to other universal

contributions to the modulus [23]. Figure 10 summarizes the different regimes of

Fig. 10 Three main concentration regimes of filler reinforcement: low concentration (left);
clusters are formed (middle); concentrations are larger than the overlap concentration (right)
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reinforcement mechanisms. At low concentrations (Fig. 10, left), the particles do

not interact with each other. When clusters are formed (middle), the hydrodynamic

reinforcement becomes structure dependent. At concentrations larger than the

overlap concentrations (right), the fillers form cluster–cluster aggregates and a

percolating network.

An overview of some applications of the deformation aspects has recently been

published [24].

5.1 Hydrodynamic Reinforcement: Spherical Particles

The rubber matrix contributes to the elastic background as described in the previous

sections. The filler adds different contributions, depending on the concentration of

the filler particles, their interactions between each other and their interactions with

the rubber matrix. Most well known are volume effects, also called hydrodynamic

interactions (analogous to enhancement of the viscosity of liquids by the addition of

particles). The classic approach for rubbers was presented in 1944 by Smallwood

[25], who showed that addition of randomly dispersed, spherical filler particles to a

rubbery matrix yields an elastic reinforcement of the form:

G ¼ Gm 1þ 2:5ϕð Þ: ð42Þ

where G is the modulus of the reinforced material and Gm the modulus of the pure

rubbery matrix; ϕ is the volume fraction of the filler particles. The physical

conditions for this result are (1) freely dispersed particles (i.e., low volume frac-

tion), (2) spherical shape (leading to the constant 2.5), and (3) entirely nonelastic

filler particles, (i.e., their elastic modulus is infinitely large). Although the assump-

tions are very strict and idealized, the Einstein–Smallwood equation contains very

essential physics. Basically, Eq. (42) is nothing but the first term in a series in

powers of the volume fraction ϕ. More importantly, it is a special case of a more

general effective medium theory [26]. Note that in one equation given by Huber and

Vilgis [26] there is an important misprint. The results given in their figures remain

valid, which will be reported in a forthcoming errata.

The general theory for such systems has been derived by Felderhof and Iske

[27]. Their general result for the effective shear modulus is given by:

G

Gm

¼ 1þ μ½ �ϕ
1� 2

5
μ½ �ϕ ; ð43Þ

where [μ] is the intrinsic modulus, defined as:

μ½ � ¼ lim
x!0

ϕ�1 G� Gmð Þ=Gm
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This results from a mean field approximation, which corresponds to the Lorentz

local field method in the theory of dielectrics, leading to the famous Clausius–

Mosotti equation for the effective dielectric constant. For rigid and spherical filler

particles at low volume fraction, the Einstein–Smallwood formula is recovered,

because [μ]¼ 5/2 (the intrinsic modulus [μ] follows from the solution of a single-

particle problem). However, the result clearly goes beyond the limits of Einstein–

Smallwood, because two-body interactions (excluded volume) are included, lead-

ing to a strong increase in the modulus at high volume fraction.

For uniform soft filler particles with elastic modulus Gf>Gm there are several

methods for calculating the intrinsic modulus (e.g., see Christensen [28]). The

result as given by Jones and Schmitz [29, 30] is:

μ½ � ¼ 5
1� Gm=Gf

2þ 3Gm=Gf

: ð44Þ

Inserting this into Eq. (43) leads to:

G

Gm

¼ 1þ 5

2
ϕ

Gf =Gm � 1

Gf=Gm þ 3=2� ϕ Gf=Gm � 1ð Þ ð45Þ

Figure 11 shows how the reinforcement factor rises with the volume fraction and

the hardness of the particles. Indeed, it can be shown that, for holes, when the ratio

Gf/Gm< 1, the material softens strongly. For rubbers, such cases should be avoided.

For food materials like dough, many air bubbles are present after dough mixing and

have a significant effect on the elastic and rheological properties of the dough

network, as described later (see Sect. 6.1.2).

For rubbers, coated particles are important and correspond to a first approxima-

tion of “bound” rubbers, a direct consequence of particle–polymer interactions,

which are discussed in detail in ref. [26]. For food networks, such effects are of

lesser importance. Reinforcement with fractal clusters appears more important,

because the precise structure of the cluster has an influence.
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Fig. 11 Uniform soft filler

particles with theoretical

(mean field) elastic modulus

Gf: relative increase of the

elastic modulus as a

function of the ratio Gf/Gm

for different values of the

filler volume fraction. The

shaded area is beyond the

close-packing volume

fractions
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5.2 Reinforcement by Fractal Aggregates

These results allow prediction of the reinforcement factor as a function of the

volume fraction ϕ¼ b3c. To bring the results into a more useful form, we replace

the linear cluster size L by its spatial dimension R¼ bLν. To do so, the hydrody-

namic reinforcement theory needs to be embedded in a general framework such as

an effective medium theory, known for example from the hydrodynamic theory for

polymers. Local stresses between filler particles and clusters are transformed via the

elastic rubber matrix, whose modulus depends on the local spatial coordinates. The

local moduli, which formally take the role of “propagators” between local stresses

and deformations, become spatially dependent and follow local elastic laws. It

becomes useful to solve the corresponding equations between local stresses and

local deformations by using Fourier transformations in reciprocal k space. The final

macroscopic modulus corresponds then to the large scale limits, k! 0, as outlined

in the appendix of the publication in ref. [26]. The results of these lengthy

calculations can be summarized as:

G� Gm

Gm

ek!0

kbð Þ 2� 2ν� D

ν
�

R
b

� �2þν�2D
ν c belowoverlapconc:

R
b

� �2�D
ν

2ν

c3ν�D
aboveoverlapconc:

8<: ð46Þ

or alternatively by use of ν¼D/df:

G�Gm

Gm

ek!0

kbð Þ2
df
D�df�2�

R
b

� �2dfD�2df þ1
ϕ nooverlapϕ� R

b

� �df�3

R
b

� �2dfD�df ϕ
2

3�df withoverlapϕ� R
b

� �df�3

8><>: ð47Þ

For the case of a realistic modeling of carbon black aggregates by diffusion-limited

aggregation (DLA) clusters [31, 32] with df� 2.5 and D� 4/3:

G� Gm

Gm

e R�1=4ϕ forϕ < ϕc að Þ
R5=4ϕ4 forϕ > ϕc bð Þ

�
ð48Þ

where ϕc¼ (R/b)�1/2 denotes a critical overlap volume fraction for the branched

filler aggregates. Thus, the two different regimes correspond to (a) nonoverlapping

clusters and (b) overlapping clusters, depending on filler volume fraction. In the

nonoverlapping regime, the behavior is similar to Eq. (42) as guessed earlier (i.e.,

the reinforcement is proportional to the volume fraction). In regime (b), the

hydrodynamic reinforcement is highly dependent on the universal aggregate

structure.

In the nonoverlapping regime, the filler contribution to the modulus is always

proportional to the filler concentration and a geometrical factor. As a result of the

fractal nature of the filler aggregates, this factor depends on the mean aggregate
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size. This stems from the general concept of fractal elasticity [32]. Equation (48)

determines that the aggregate size dependence of the reinforcement to be weak

without overlap, but almost linear with overlap. This again is a result of the

branched structure of the filler aggregates. Disadvantages of this model are the

small range of application and the idealizations introduced to enable analytic

calculation. Advantages are the successful derivation of a structure–property rela-

tionship, the possibility of explicitly including the fractal filler structure, and its

universality (transfer to all types of branched aggregates). Refinements of the

present model require the inclusion of local properties such as particle–particle

binding between the primary filler particles.

The dependence of the hydrodynamic reinforcement contribution on the univer-

sal aggregate structure is found to be weak at small filler concentration, but very

strong for high filler content. Similar results have been found and confirmed by

experimental data [5].

5.3 Filler Network Breakdown: Payne Effect

Another important case is the breakdown of the filler network at large deformations,

which shows an important and general structure–property relationship and is

strongly related to the Payne effect (see, for example, the reviews [5, 24]). Exper-

imentally, an increase in strain amplitude results in a decrease in the storage

modulus G0 from G
0
0 to a plateau value G

0
1. This peculiar behavior is known as

the Payne effect and appears to be “universal” for any filled rubber systems. Payne

[33] interpreted the decline in storage modulus as the result of dynamic breakup of

the filler network described above: (van der Waals) bonds between aggregates are

continuously broken and re-formed in dynamic equilibrium. Consequently, at low

deformations the energetic elastic contribution of the rigid filler network is domi-

nant, whereas at high deformations the filler has only a small remaining effect,

which is hydrodynamic and caused by interactions between the rubber and carbon

black filler [34].

Kraus [35] developed a useful phenomenological model to describe these phe-

nomena, and started from the assumption that the dynamic breakup of the filler

network can be described by a breaking and (re-)agglomeration rate under a shear

amplitude γ. Then, it is assumed that the breaking rate rb is proportional to the

number of remaining contacts N and to a power m of the amplitude:

rb ¼ kbγ
mN: ð49Þ

In a similar way, the (re-)agglomeration rate Ra should be proportional to the

number of broken bonds N0�N (N0 is the number of the contacts existing in the

undeformed state):
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ra ¼ kaγ
�m N0 � Nð Þ; ð50Þ

where the quantities kb and ka are reaction rates taken as phenomenological rate

constants. In the rate balance, both rates are equal and the equations can be solved

for N.
It is assumed that the excess storage modulus is given by the portion of

momentary existing contacts, whereas the excess loss modulus is proportional to

rb, leading to the following formulae:

storagemodulus
G0 að Þ � G

0
1

G
0
0 � G

0
1

¼ N

N0

¼ 1

1þ γ
γc

� �2m,
lossmodulus

G
00
að Þ � G

00
1

G
0
0 � G

0
1

	 kbγmNc 	 γm

1þ γ
γc

� �2m :

ð51Þ

where γc¼ (ka/kb)
(1/2m) is used for abbreviation.

All information about the process is contained in the parameters m, γc, and G
0
0;

G
0
1 � γc marks the maximum of G00 and m characterizes the form of the functions G0

and G00. The Kraus model has been successfully applied many times to describe the

dynamic mechanical behavior of filled rubbers. It was shown that the exponent m is

universal (i.e., it is to a large extent independent of temperature, frequency, carbon

black content, and the type of carbon blacks and rubber mixtures used). By fitting to

the experimental data, one finds a value of m� 0.6 for rubbers filled with carbon

black, independent of temperature, frequency, filler concentration (above the per-

colation threshold), and filler type [36, 37].

A suitable model for interpreting the Kraus concept uses the breakdown of the

filler network directly, as shown in Fig. 12. The structure of the filler network can be

approximated by clusters, which have fractal nature (even though the formation of

filled rubbers corresponds to a number of nonequilibrium processes). The filler

Fig. 12 Successive breakdown of the filler network under shear with increasing deformation
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network of fractal dimension df is likely to break first at its weakest bonds. Because
shear stresses are transported by the shortest connected path, with a dimension dmin,

network breaking can be related to the fractal structure of the network [38, 39]. The

length h of a cluster ensemble created by break-off of an agglomerate with

extension ξ0 is given by the number of clusters n (n¼N0¼N ) along the minimum

path of the initial agglomerate times the cluster size, where N0 ’ ξ0=bð Þdmin is the

total number of particles of size b in the initial aggregate andN ’ ξ=bð Þdmin denotes

the same number within a cluster. This provides:

h

ξ0
’ ξ

ξ0

N0

N
’ ξ0

ξ

� �dmin�1

: ð52Þ

Because the amplitude γ is proportional to the deformation, the width w of the

cluster ensemble is obtained as w’ ξ0γ
�1/2 for uniaxial deformation under the

assumption of affine local cluster deformation. The volume occupied by the clusters

is hw2 ’ ξ3 ξ0=ξð Þdf . These two expressions together lead to the relation between

cluster size and deformation amplitude:

ξ

ξ0
	 γ�1= dmin�dfþ2ð Þ: ð53Þ

The elastic energy stored in a volume ξ30 yields together with the total number of

clusters [40] the initial modulus:

G0 að Þ 	 γ
3df �dmin�4

dmin�df þ2 : ð54Þ

The viscous part of the modulus can be estimated by the total friction as a measure

of energy dissipation [7] and is proportional to the cluster extension ξ/ξ0. The
assumption of a self-similar filler network structure upon breaking at increasing

deformation provides the loss and storage moduli of the Kraus form [5]:

G
0
að Þ � G

0
1

G
0
0 � G

0
1

¼ 1

1þ K2γ2= dmin�dfþ2ð Þ ð55Þ

G
00
að Þ

G
0
0 � G

0
1

¼ Kγ1= dmin�dfþ2ð Þ
1þ K2γ2= dmin�dfþ2ð Þ ; ð56Þ

where K¼ (E1 +E0)/(ωη0) is a constant containing the system parameters (fre-

quency, temperature, material properties), which defines the “Kraus exponent”:

m ¼ 1= dmin � df þ 2
� �

: ð57Þ
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Using the values df¼ 1.8 and dmin¼ 1.3 for cluster–cluster aggregates, the Kraus

exponent becomes m¼ 0.6, which is in reasonable agreement with many experi-

ments. These ideas have also been recently used and confirmed in detail [41].

The different (deformation-dependent) contributions to the modulus of the entire

network can be summarized as shown in Fig. 13. At small deformation amplitudes,

all contributions add up to the zero shear modulus. At larger amplitudes, the fragile

and fractal particle network successively breaks down and the modulus at “infi-

nitely” large deformations is the sum of the elastic matrix, the filler contributions,

and the interaction between particles and matrix polymers. Similar ideas can be

used for food networks such as elastic dough, for which starch grains can be

modeled as filler particles with no fractal arrangement. Particle networks known

from semisolid fats also show similar behavior under shear.

6 Food Polymer Networks

Many of the basic concepts discussed above are also useful for an understanding of

food systems made up of food biopolymers. Elasticity, deformability, and fracture

play important roles in the production and consumption of foodstuffs. Important

classes of food biopolymers are proteins and hydrocolloids, examples of which are

discussed in more detail below.

Proteins are biological macromolecules that resemble polymers in their chain-

like structure. However, an important difference is the fact that proteins usually

need to exist in specifically folded states to fulfill their biological tasks, whereas

polymers have many statistically equivalent conformations [3]. The basic building

blocks (“monomers”) of proteins are the 20 proteinogenic amino acids, which are

organic molecules containing amine and carboxylic acid groups as well as side

breakdown
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chains of different chemical functionality. These amino acids can be positively or

negatively charged, polar or neutral. Therefore, the sequence (primary structure) of

the amino acids in a protein governs their local interactions and, thus, the folding of

the protein into its native structure, corresponding to a low energy state. Folding

results in very complex structures involving structural elements such as α-helices or
β-sheets [42, 43].

The folded state corresponds to the state of lowest energy, and the protein

structure is stable. At higher temperatures, parts of the structural elements denature

and the protein changes its shape. At sufficiently high temperature, most of the

structural elements lose their functional structure and the protein is completely

denatured. It can then be viewed as a random copolymer with 20 different mono-

mers of different solubility. Such denatured proteins dissolved in water show

similar features: equally charged monomers repel each other, oppositely charged

amino acids attract each other, and hydrophobic parts form collapsed, globular

structures. The proteins may form pearl-necklace structures, depending on salt

concentration, which screen electrostatic interactions. Because amino acids are

zwitterionic, their net charge can change and, thus, solubility depends on the pH

value. The overall conformation depends on the pH value of the solvent.

Depending on the precise properties of their side groups, amino acids can be

roughly classified as hydrophilic or hydrophobic. A protein can thus be assigned a

hydrophobicity h, which depends on the number of hydrophobic and hydrophilic

amino acids contained. Values can range from h¼ 0, corresponding to good solvent

conditions in solvent water, to h¼ 1 corresponding to a poor solvent. Given the

complicated specific folding of proteins, one could suppose that they do not obey

simple universal laws. However, it has been found that the radius of gyration, Rg, of

(denatured) proteins follows a simple scaling law,Rg / Nv, which can be compared

with that for classic polymers. The lower boundary, the close packing limit, v¼ 1/3,

remains the same as for polymers. In proteins, this compares to that for closely

folded protein globules. Good solvent conditions (i.e., all amino acids are water

soluble) yield trivially v¼ 3/5 in the mean field Flory limit. For proteins, two other

regimes are of interest. The first has been discussed by Hong and Lei [44] in detail.

In their work, it was assumed that the ground state of the protein is a globular state,

corresponding to a soft elastic solid. To estimate the initial elastic contribution for

the globule [12], it is sufficient to estimate the mean number of van der Waals

interactions between the nearest neighboring contact points n to n / N. The elastic

free energy of the dense soft globule is F / kBTκR2 (before the blobs in a “poor

solvent globule” are pulled apart by a constant force; κ denotes the elastic modulus

of the globule. When balanced by the excluded volume contribution:

F= kBTð Þ � κR2 þ υ
N2

R3
ð58Þ

a new exponent is predicted to be v¼ 2/5, which is larger than for the collapsed

state, but significantly below the excluded volume exponent. These states can be

212 B.I. Zielbauer et al.



expected for a value of the hydrophobicity h of around 0.5, which occurs for a

balanced number of hydrophilic and hydrophobic amino acids [44] (see Fig. 14). For

significantly overcharged chains, with charge Q, the excluded volume needs to be

replaced by the long-range electrostatic repulsion,Q
2N2

R . This limit suggests a scaling

of v¼ 2/3.

Using data from the Protein Data Bank for about 37,000 native proteins under

physiological conditions, a scaling exponent of v¼ 2/5 was found, with the limiting

borders of v¼ 1/3 and v¼ 3/5 [44] (see Fig. 15). Hong and coworkers related this

scaling exponent to the hydrophobicity h of the proteins, showing that there is

indeed a correlation. For most proteins, 0.4< h< 0.6 and v¼ 2/5 is found. Outside

this range, the scaling exponent tends to 3/5 for h¼ 0 and to 1/3 for h¼ 1. This
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corresponds to the cases of a good solvent (h¼ 0) and poor solvent (h¼ 1), for

which the scaling exponents 3/5 and 1/3 are also found from the Flory theory.

Such scaling approximations provide only a crude idea of the behavior of pro-

teins. However, when proteins denature as a result of processing conditions (e.g.,

temperature, pH) they lose their native structure and can form networks, where their

basic polymer properties become important.

6.1 Wheat Proteins

Wheat proteins are long, to some extent unstructured, protein chains, which can be

described by the approximations above. Typical examples of network-forming

proteins are wheat storage proteins, also known as gluten. They give wheat dough

its unique mechanical properties such as high deformability and strain hardening

(e.g., resulting in gas-holding capacity during dough proofing), which are hard to

reproduce with substitute materials. Hydration and kneading of gluten results in an

insoluble, cohesive mass with viscoelastic properties.

Gluten proteins can be fractionated into gliadins and glutenins [45, 46]. Glutenins

can be further divided into two main fractions of high (HMW) and low molecular

weight (LMW), with 600–800 and about 300 amino acids, respectively [45]. Almost

all glutenins contain the amino acid cysteine, which has a thiol (SH) group and thus

enables crosslinking by thiol–disulfide interchange reactions. Depending on the

position of cysteines along the protein chain, inter- or intramolecular crosslinks are

formed. In gliadins they are placed in such a way that intramolecular disulfide

bonds are mainly formed. Gliadins are therefore “self-crosslinked” chains and do

not contribute to the elasticity of the gluten network. Instead, they are responsible

for its viscous properties. LMW glutenins can form intra- as well as intermolecular

crosslinks. In HMW glutenins, the cysteines are placed close to the chain ends and

almost exclusively form intermolecular bonds. Glutenins are examples of biopoly-

mers that form “end-linked polymer networks.” Thus, they define a network with a

large mesh size, leading to the observed large-scale elasticity [47].

This network formation takes place only in the hydrated state of gluten and at

higher temperatures. Water is crucial for network formation. It also enables forma-

tion of the gluten chains and formation of the network. During kneading, the gluten

chains form a transient network, with electrostatic and hydrophobic interactions

between the different amino acids, leading to further crosslinks of different strain

resistance. The basic structure of a gluten network, including these different

interactions, is shown in Fig. 16.

The network structure suggests a complicated rheological behavior [48], because

electrostatic and hydrophobic complexes possess different binding energies, which

are responsible for different types of breakdown of the network structure during

amplitude sweeps in shear experiments.

During the mixing process in dough formation, the network rearranges until the

most stable conformation is reached. Also, specific protein structures such as
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β-sheets are formed, which may act as spatially more extended transient additional

(hydrophobic) crosslinks. After an optimal point is reached, further mixing leads to

breakdown of the network. These processes are summarized in Fig. 17 (in the part

corresponding to gluten). Simultaneously, changes in the microstructure of other

dough constituents also occur. These include the rearrangement of starch granules,

redistribution of water, and incorporation of air bubbles (see Fig. 17).

Loop
Train

Gliadin Glutenin

disulphide bridge

electrostatic
interactions

hydrophobic
interactions

+
-

+
-

Fig. 16 Representation of the gluten network, including relevant interactions

Fig. 17 Processes occurring during dough development for different mixing times. The dashed
line indicates the optimum mixing time. The y-axis represents processes occurring in different

constituents at different length scales. The importance of a process at a certain time is indicated by

the intensity of grey. Adapted with permission from [48]
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6.1.1 Salt Effects on Gluten Networks

Salt is routinely added to bakery products. This is of course important for the taste,

but equally for the viscoelastic properties of the protein matrix. As a result of the

ionic properties of amino acids, the addition of salt influences the electrostatic

interactions between them and, thus, the resulting conformation of the proteins.

Charges can, for example, be screened by the addition of sodium chloride [49]. This

hinders strong attraction between oppositely charged amino acids, but also repul-

sion between similarly charged amino acids. However, the exact molecular pro-

cesses are not yet fully understood [50].

Recently, the effect of chloride salts with cations of different valency (NaCl,

CaCl2, AlCl3) on the formation and rheological properties of the gluten network has

been studied for a range of salt concentrations [51]. Pronounced effects on the time

scale of network formation (time to optimal dough development; Fig. 18) and on the

elastic modulus (Fig. 19) of the gluten network have been found for the different

Fig. 18 Dependence of

time for network formation

on salt concentration and

type [51]

Fig. 19 Dependence of

elastic modulus G0 of gluten
networks on salt type and

concentration [51]
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cations. Although kosmotropic and chaotropic effects are often used to explain the

effect of salt on gluten [52, 53], the effects shown here can be explained qualita-

tively by electrostatic effects. For increasing concentrations of NaCl, the time until

optimum network development increases significantly. This delayed network for-

mation has been reported previously [53, 54] and is accompanied by decreased

water absorption by gluten in the presence of NaCl. The Na+ and Cl� ions screen

the charges of the amino acids and facilitate hydrophobic interactions, leading to a

denser, less hydrated protein network [54, 55]. This is in accordance with the

increase in the elastic modulus, which is also observed for NaCl.

For CaCl2, the effects are more subtle. The mixing time is slightly decreased;

however, this can be almost fully explained by the fact that the effective water

content in the dough is reduced as a result of the high molecular weight of CaCl2.

Compared with a dough of correspondingly reduced water content, the elastic

modulus of gluten dough with added CaCl2 is decreased for higher concentrations.

This can be related to excess positive charges that build up along the proteins as a

result of the attraction of the divalent calcium cations to negatively charged amino

acids. This net positive charge reduces intra- and intermolecular protein attractions

and, thus, leads to a looser network.

The most severe effect occurs for AlCl3. For concentrations higher than 0.05 M,

no cohesive viscoelastic mass is formed and the elastic modulus increases strongly

even at this low concentration. A possible explanation could be that for increasing

concentrations of Al3+, as a result of increasing positive charge density, it is more

likely that one Al3+ ion interacts with several negatively charged amino acids.

Because these are probably located on the same protein, a kind of self-crosslinking

occurs and hinders the formation of an extended gluten network.

These changes in the network structure are shown schematically in Fig. 20,

which shows the dependence on the ionic species of the added salt. It is clear that

simple polyelectrolyte effects play an important role, even in such a complicated

system as gluten.
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Fig. 20 Effect of cations with different valence on the interactions in a gluten network: (a) NaCl,

(b) CaCl2, and (c) AlCl3
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6.1.2 Dough: Starch-Filled Gluten Network

As discussed above, gluten is responsible for the large deformability of wheat

dough. However, pure gluten dough is very cohesive and is difficult to deform

permanently or to separate into pieces by hand. Obviously, this is not the case for

dough prepared from flour, which can be easily molded and partitioned to produce

bakery products. Wheat flour contains about 80% w/w starch granules, which are

elliptical particles with a bimodal size distribution ranging from 2 to 38 μm. During

dough formation, these particles become distributed evenly inside the gluten

matrix, as shown in Fig. 17. Thus, they can be seen as hard filler particles that

reinforce the gluten polymer matrix. In this system, starch–starch and protein-

protein interactions play a role and contribute differently to the deformation

behaviour of dough on different length scales. The effect of increasing starch

volume fractions on dough rheology can be tested by investigating model doughs

made from starch and gluten in different proportions [48, 56–60]. Figure 21 shows

the strain dependence of the elastic modulus for various starch volume fractions ϕ
of up to 0.49 (90% starch, 10% gluten) [48].

Typically, for all starch fractions, the elastic modulus is constant for low

amplitudes and then drops at higher deformations. The total modulus can be seen

as the sum of contributions resulting from the different components of dough:

G tð Þ ¼ GG tð Þ þ GS tð Þ þ GSG tð Þ þ GA tð Þ ð59Þ

There is a contribution from the gluten matrix GG(t) as well as one from the

particle–particle interactions of the starch granules GS(t), which form a particle

network at higher volume fractions. Additionally, the protein chains interact

directly with the starch granule surfaces, leading to the cross-term GSG(t). Finally,
air bubbles are introduced during mixing (see Fig. 17), which soften the material

(contribution GA).

Fig. 21 Dependence of

elastic modulus of wheat

dough on deformation for

increasing starch fraction.

Adapted with permission

from [48]
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G0 at low deformations corresponds to the total modulus of the undisturbed

dough structure. Because this is not disturbed at small deformations, G0 is constant
up to a certain amplitude. At larger amplitudes, the arrangement of starch granules

is disturbed and their original structure is destroyed. This leads to a decrease in the

modulus at higher deformations. The consequence of introducing higher volume

fractions of filler particles to the gluten matrix can be evaluated by analyzing the

following parameters in the small and large strain regime: for small deformations,

the storage modulus G
0
0 in the linear viscoelastic range (Fig. 22a) and the linear

viscoelastic range γ G
0 ¼ 0:95G

0
0

� �
(Fig. 22b). For large deformations, the defini-

tions of elastic and viscous modulus no longer hold because of the nonlinear

relation between stress and strain. However, comparison is still useful because

different interactions are probed here than at small deformations. This can, for

example, be accomplished by fitting G0 to a power law G
0
γð Þ ¼ aγ�b in the region

that appears linear in a double logarithmic representation.

Overall, the introduction of starch leads to reinforcement of G0 for small

amplitudes, reduction of the linear range, and faster decrease in the modulus for

larger amplitudes. The reinforcement effect is similar to that explained in Sect. 5.

Several effects can contribute to the decrease in the linear range. Among these are

the breakdown of starch aggregates [57, 58, 61] and stress amplification between

the particles as a result of decreasing average gap size [56, 62], leading to

debonding of the gluten strands from the starch particle surface [60].

The exponent b can then be used as a measure of the decrease in modulus with

increasing strain, which gives a hint about the strain-resistance of certain structures.

Unlike filled rubbers, starch granules do not form a fractal network and the

exponent b cannot be related to self-similar structural changes (as in Sect. 5). The

high concentration of starch grains suggests a sliding of grains with respect to each

other. The friction between the grains is governed by the loose and inhomogeneous

gluten network, which partly disintegrates and ruptures at large deformations. Thus,

the protein–protein interactions become weaker, as well as the particle–protein

interactions at high shear strains.

Fig. 22 Dependence of elastic plateau modulus G0, linear range, and exponent γ on the starch

volume fraction ϕ for artificial model doughs from starch and gluten. Adapted with permission

from [48]
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6.1.3 Effect of Temperature on Gluten

Instead of changing the environmental conditions for dough formation, as in the

case of salt addition, another possibility for modifying the various interactions

occurring in wheat dough is via physical modification of the material itself, such

as in heat moisture treatments. These are carried out under various process condi-

tions for microbiological safety, inactivation of enzymes, or to influence the

textural properties of the final product. For flour, heat treatment may affect different

components, depending on the temperature and humidity of the treatment. At high

moisture contents, starch granules gelatinize, whereas they are rendered more heat

stable at lower moisture contents as a result of an increase in their internal

molecular order [63]. As already discussed, proteins denature at elevated temper-

atures. Starch granules are covered by a thin layer of proteins that may also denature

during heat treatment. Indeed, it has been found that the surface of starch granules

can become hydrophobic after heat treatment, which is probably caused by the

denaturing of its surface proteins [64]. Similarly, gluten proteins denature when

heated. Decreased protein solubility is attributed to aggregation via SH–SS inter-

change reactions [65] as well as decreased surface hydrophobicity [66, 67], which

can result from aggregation of unfolded proteins.

Again, use of artificial doughs prepared from starch and gluten offers the

possibility of increasing the understanding of processes going on in native wheat

flour dough. Heat treatment of the individual components, starch and gluten, can

also be carried out separately. This has been studied recently in parallel with a

systematic study of the effect of heat treatments at different time–temperature–

moisture conditions on native wheat flour [68]. The effects on dough rheology and

protein solubility of the unhydrated material were studied. Figure 23 shows the

main effects occurring in native and model doughs after the most severe tempera-

ture treatment (30 min, 90
C). It can be seen that the typical changes in native flour

Fig. 23 Strain-dependent elastic moduli for (a) flour dough untreated and heat treated at 90
C for

30 min, moisture content of flour 16–17% and (b) starch/gluten model dough untreated and

prepared with either starch or gluten heat-treated at 90
C for 30 min. Moisture content of starch

15.5%, moisture content of gluten 10%. Adapted with permission from [68]
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dough (increase in G0, faster decrease in G0 with increasing temperature) are

reproduced qualitatively in model dough with heat-treated gluten. Using heat-

treated starch had less effect on the elastic modulus, namely a slight reinforcement

effect despite the high volume fraction of starch present in the composite system.

This indicates that changes in gluten are mainly responsible for the observed

effects.

To study those changes in more detail, proteins have been extracted from heat-

treated flours using acetic acid. Flours heat-treated at three different moisture

contents (dry, 6.5–7.0%; normal, 13.2%; and moist, 16.0–17.0%) were analyzed.

In general, protein solubility was found to decrease with increasing time and

temperature of heat treatments, as well as with increasing moisture content during

heat treatment. Gluten [69] and starch are both known to have a moisture-dependent

glass transition temperature, Tg, which decreases with increasing moisture content

(as known for polymers). Therefore, it is useful to normalize the results by plotting

them against the temperature difference from the corresponding Tg at different

moisture contents. The Tg values for flour were determined by differential scanning

calorimetry (DSC) [70]. Only one Tg was found in the investigated temperature

range, which might result from the overlay of several individual transitions

corresponding to gluten and starch. Normalizing the solubility results using values

for Tg interpolated to the relevant moisture contents, it becomes obvious that

changes start to occur only above Tg (Fig. 24).
This finding is understandable, because molecules become more mobile and,

thus, more susceptible to conformational changes and reactions above their Tg.
Therefore, it is likely that gluten molecules unfold and aggregate with increased

probability if exposed to temperatures above their Tg. A schematic representation of

changes probably occurring in wheat flour dough prepared from heat-treated flour

are shown in Fig. 25, and are in accordance with the observed changes in rheology

and protein solubility.

Fig. 24 Changes in protein

solubility for heat-treated

flours of three different

moisture contents (dry,

6.5–7.0%; normal, 13.2%;

moist, 16.0–17.0%) [68]

plotted against the

difference in temperature

from the corresponding

glass transition

temperatures found by

Kaletunc and Breslauer [70]
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Changes in gluten probably involve the formation of protein aggregates perma-

nently crosslinked via S–S bonds. On the one hand, these aggregates can no longer

participate in gluten network formation, leading to a weaker network and decreased

linear range. On the other hand, they can act as additional filler particles, thus

reinforcing the composite and increasing the elastic modulus. Changes in the starch

fraction could cause an increased surface hydrophobicity of the granules, which

could lead to increased starch agglomeration. Because these agglomerates have a

larger effective volume than individual particles, they could further increase the

modulus [71]. On the other hand, they also contribute to a decreased strain

resistance, because they can be broken up easily at large deformations.

6.2 Water-Based Gels

Water-based gels are certainly simple model systems for many foods. Formation of

their exceptional water-binding and soft solid-like character by lowering the ther-

mal energy kBT is based on a kinetically driven gel-forming mechanism. The

common process for most gelling agents originating from plant cell walls is

shown in Fig. 26. At high temperature, the gelling agents form a solution and the

viscosity is enhanced. By lowering the temperature, the viscosity is increased

further and solids are formed in the critical region close to the gel point

[5, 72]. The gelation corresponds to a liquid–solid transition and, when it happens

in equilibrium, the process can be modeled by a percolation process [3, 40], which

is described as a second-order phase transition with critical exponents close to the

gelation point. The chains form larger clusters, and the largest grows to an “infinite”

Fig. 25 Wheat flour dough prepared from flour (a) without and (b) with heat treatment. Changes

include modified starch granule surface properties, formation of starch aggregates, and formation

of protein aggregates (black circles), leading to a less crosslinked gluten network. Reprinted with

permission from [68]
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cluster. The percolating system shows a solid character with low moduli. Far above

the critical point, the gelling system shows a high modulus, with a value determined

by the physical properties of the percolating elements (e.g., chain stiffness, bending

properties, and the mean distance between the connecting points) [5]. Gels in foods

are mostly significantly above the gel point and behave as soft elastic solids, with

sufficient brittleness. One of the most commonly used gelling agents from plants is

agarose [73, 74], the gel-forming molecule in agar, which stems from the cell walls

of algae [75]. An important common point of several gels is the hysteresis during

cooling and heating, which corresponds to nonequilibrium phenomena [76]. Helix

formation during cooling and its dissolution during heating are associated with

coupled helix–coil transitions, whose differences at finite cooling rates are

manifested in the hysteresis.

In the liquid state, when fully dissolved at temperatures close to the boiling

point, agarose molecules are present as random coils and are distributed homoge-

neously in the solution [77]. During gelling, when the solution is cooled, this

entropically preferred state has to be overcome and the single polysaccharide chains

are forced to associate with other chains via hydrogen bonds. Below the gelling

Temperature

solid critical region

heating

St
ru

ct
ur

e
M

od
ul

us
, v

is
co

si
ty

cooling

Fig. 26 Typical view of the thermal reversible sol–gel transition of a helix-forming network. At

high temperatures (right) chains are dissolved. The kinetic origin is responsable for the hysteresis

in cooling and heating
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temperature, this is compensated for by a gain in energy as a result of formation of

hydrogen bonds between molecules and their subsequent association into double

helices (formed from two single agarose chains [78]). It was demonstrated by X-ray

diffraction (XRD) [79] and optical rotation measurements that agarose gels

are made up of the double-helical structures of single polymer chains. The binding

by hydrogen bonds leads to a double-helical combination of two single agarose

chains [78]. It has been suggested that this initial helix formation is followed by an

aggregation of the helices, leading to a two-step gel formation process [80, 81]. The

first step is formation of a gel by joining the randomly distributed coils into a

double-helical association by hydrogen bonds, followed by aggregation of the

double helices into a tight three-dimensional network. Between the junction

zones of this network, meshes are established that enable the enclosure of water

molecules by forming hydrogen bonds with the hydroxyl groups of the agarobiose

units facing outward [79].

Another well-known gelling agent is gelatin, whose origin is the connective

tissue in meat and stromal proteins. Collagen, consisting of triple helices, denatures

to gelatin, which is a strongly water-soluble amphiphilic polymer that forms soft

and elastic gels [82] when the corresponding preparations are cooled [83]. Gelatin

gels have been widely studied [84, 85].

It is tempting to combine the carbohydrate-based agarose and the protein gelatin

and study the different gelation phases. However, their intrachain interactions are

very different, as well as their kinetics of gel formation. It is well known that the

formation of gelatin-based gels requires times [86] that are an order of magnitude

higher than for the solidification of agarose gels [6]. Depending on the concentra-

tions, different regimes can be expected.

6.2.1 Agarose

The use of agarose gels for the size-dependent separation of molecules in gel

electrophoresis is well known. This application is possible because such gels can

be prepared with a wide range of well-defined pore sizes, depending on the agarose

concentration. Obviously, this is also important for food applications, because the

elastic modulus of a network is determined by its mesh size [3], as described in the

Introduction. However, it is not clear whether these basic considerations also hold

for a highly swollen network with a complex crosslink structure, as in the case of

agarose.

Confocal laser scanning microscopy (CLSM) offers the possibility of determin-

ing the pore size of agarose gels directly and noninvasively. This has been done for

agarose gels with concentrations of 0.25, 0.5, 0.75, and 1%. To visualize their

network structure, agarose molecules are stained covalently with

5-(4,6-dichlorotriazinyl)aminofluorescein (DTAF) [87]. The resulting micrographs

are shown in Fig. 27.
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It is clearly visible that the pore size decreases with increasing agarose concen-

tration. The mean pore size has been extracted from the images manually by

measuring 150 pores per concentration c. The following values were found:

c¼ 0.25%, pore size 1.55� 0.36 μm; c¼ 0.5%, 0.99� 0.21 μm; c¼ 0.75%,

0.73� 0.18 μm; c¼ 1%, 0.56� 0.13 μm. Measurements supporting this trend

have also been performed with atomic force microscopy (AFM) [88] and absor-

bance measurements [89].

The elastic moduli of the gels shown in Fig. 27 have been determined by

dynamic oscillatory measurements [87]. From traditional theory, one would expect

a relation between the elastic modulus and the mesh size,G
0 / kBT=ξ

3.To test how

far this correlation holds for agarose gels, the mean pore size was taken as the mesh

size and the normalized values of ξ�3 and G0 were plotted against the concentration
(see Fig. 28). It can be seen that both curves follow a similar trend, although the

Fig. 27 CLSM images of agarose gels stained with DTAF: (a) 0.25%, (b) 0.5%, (c) 0.75%, and

(d) 1% agarose concentration. Adapted with permission from [87]
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elastic modulus increases faster than the reciprocal pore size. However, because the

crosslinks in agarose are not point-like and agarose chains are not fully flexible as

assumed in the theory, an exact agreement is not expected.

6.2.2 Protein–Polysaccharide Mixtures

Food systems often contain mixtures of biopolymers, especially of proteins and

polysaccharides. However, they are usually co-soluble only at low concentrations.

At higher concentrations, phase separation is likely to occur. This can be the result

of aggregation or segregation, depending on whether the interactions between the

different polymers are attractive or repulsive. Segregative phase separation (also

called thermodynamic incompatibility) is observed more often [90]. It has its origin

in a decreased entropy of mixing (and consequently high positive free energy of

mixing) as a result of steric exclusion effects between the polymers [91]. The topic

of protein–polysaccharide interactions has been reviewed extensively (e.g., [90–

94]). Particularly interesting for food is the possibility of using such effects to tailor

the texture of food products [95]. If gelling hydrocolloids are used, structures

formed as a result of phase separation can be fixed by gelation of one or both

components. Properties such as elasticity, hardness [96, 97], syneresis, susceptibil-

ity to fracture [98, 99], thermal stability, [100] and aroma release [100] can be

adjusted. This is shown below for the simple example of mixed agarose–gelatin

(polysaccharide–protein) gels, containing the two gelling agents in different pro-

portions. Both agarose and gelatin form thermoreversible gels upon cooling. As

mentioned, for both gelatin [101, 102] and agarose, a coil-to-helix transition occurs

during gel formation. However, the mechanical properties of agarose and gelatin

gels are quite different. Gelatin melts at body temperatures, leading to a delicate

mouth feel, but agarose gels are stable up to 70
C and can therefore be used in hot

Fig. 28 Dependence of

normalized elastic modulus

and inverse cubic agarose

pore size on agarose gel

concentration. Adapted

with permission from [87]

226 B.I. Zielbauer et al.



dishes. However, agarose gels are relatively hard and brittle, so chefs often prepare

mixed gels from both materials to balance those features. Investigations of agarose–

gelatin systems can be found in the literature [103–105].

Figure 29 shows a schematic phase diagram for an agarose–gelatin system.

Detailed explanation of the phase diagram is given in the literature (see, e.g.,

[106]). The critical gelling concentrations are indicated for agarose c�a and gelatin

c�g, below which no gel is formed. The black curve in Fig. 29 is the binodal, below

which the two polymers co-exist and a single phase gel (or liquid if c< c*) is
formed. Above the binodal, spontaneous phase separation occurs, leading to filled

gels with a continuous phase rich in either agarose or gelatin. The compositions of

the continuous and dispersed phases are found by following the so-called tie lines

(grey lines in Fig. 29), corresponding to the initial concentrations of the two

polymers, until their intersection with the binodal. The dotted line corresponds to

the point of phase inversion. As shown, for a continuous phase of agarose it is also

possible to have liquid filler particles of gelatin, if the latter is present at concen-

trations below c�g.
To evaluate the macroscopic effects of these phase separations, agarose–gelatin

gels were prepared with different compositions. The concentration of agarose was

kept constant at 1% while the concentration of gelatin varied from 0.5 to 20%. The

resulting gels were dyed with the fluorescent dye Rhodamin B, which preferentially

stains the gelatin phase, and subsequently observed by CLSM. Similar pictures can

be found in the literature (e.g., [107]) for mixed gels from whey proteins and

polysaccharides. Micrographs of the different agarose–gelatin gels are shown in

Fig. 30. It was found that for cg¼ 0.5% a continuous phase of agarose contains

inclusions of gelatin, whereas a continuous phase of gelatin developed at cg¼ 5%

and above. For the lowest concentration of gelatin used here (cg¼ 0.5%), closer

inspection of the dispersed phase shows sickle-like structures instead of circular

structures. This may indicate that, under these conditions, the gelatin phase does not

form a gel but remains in its liquid state. For those samples, as well as for a pure

agarose gel with ca¼ 1% and pure gelatin gels with concentrations ranging from

c*g

c*a

Ag
ar

os
e 

(%
 w

t)

1% 

Fig. 29 Phase diagram of

an agarose–gelatin mixture.

No gel is formed below the

critical concentrations c�a
and c�g. The curved black

line represents the binodal.
For compositions above the

binodal, phase separation

occurs
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2.5–20% (no gel is formed at cg¼ 0.5%), the syneresis (Fig. 31) and hardness

(Fig. 32 normalized by the height of the sample) were determined.

In both cases, the results are dominated by the continuous phase. However, for

the hardness, a reinforcement effect is obvious for the agarose-filled gels compared

with the pure gelatin gels. This is reasonable, because the elastic modulus of the

gelled agarose filler particles is larger than that of the surrounding gelatin

matrix. From the measurement of both quantities (syneresis, hardness), it can be

200 µm200 µm 200 µm 200 µm

50 µm20 µm 50 µm

Increasing gelatin concentrationcagarose = 1 %

Gelatin
Agarose

0.5 % 5 % 10 % 20 %cgelatin:

Fig. 30 CLSM images of agarose–gelatin gels (cg¼ 1%, ca¼ 0.5–20%). Samples were dyed with

Rhodamin B. Because no quantitative information has been extracted from the images, the

contrasts have been optimized using ImageJ software

Fig. 31 Syneresis of mixed agarose–gelatin gels (cg¼ 1%, ca¼ 0.5–20%), pure agarose gel

(ca¼ 1%), and pure gelatin gel (2.5–20%) determined by centrifugation
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inferred that the gelatin concentration for which phase inversion occurs is probably

between 2.5% and 5%. This is supported by the fact that a CLSM image of the gel

with 1% agarose and 2.5% gelatin (not shown here) showed no detectable structural

features.

7 Conclusion

Theories describing the behavior of classic polymers are well established and

highly developed. The formation of crosslinked networks and their macroscopic

properties can be well described using these theories. Biopolymers such as proteins

and polysaccharides play a very important role in determining the structure of food

materials. However, they are more complicated to describe because they form

complicated native structures (e.g., proteins) and the crosslinks are typically of a

more extended (e.g., helix formation for agarose and gelatin) and possibly transient

nature. Nevertheless, we have shown that ideas from traditional polymer physics

are also helpful for the understanding of such systems. Examples are solvent-

dependent scaling laws for proteins, the mechanical properties of the filled food

polymer system wheat dough, polyelectrolyte effects in salted doughs, mesh size-

dependent elastic moduli in agarose, and phase-separated protein–polysaccharide

mixtures. Figure 33 compares a classic filled polymer system (tire) with a filled

food polymer system (bread) on different length scales, revealing differences and

similarities. The details of the interactions and structures appear very different, but

many food systems are definitely soft matter or hard matter materials. Their

relevant length and time scales are of the same order of magnitude as many polymer

and soft matter materials. There is only one fundamental difference from the

engineering point of view: if rubbers fail, it becomes a disaster; however, foods

Fig. 32 Hardness of mixed

agarose–gelatin gels

(cg¼ 1%, ca¼ 0.5–20%),

pure agarose gel (ca¼ 1%),

and pure gelatin gel

(2.5–20%) determined by

indentation and normalized

to the sample height
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must break down in the mouth, otherwise there is no pleasure from texture, taste, or

aroma release.
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Nanostructured Ionomeric Elastomers

Debdipta Basu, Amit Das, Klaus Werner St€ockelhuber, and Sven Wießner

Abstract Driven by the desire to find an alternative way of vulcanizing elastomers

without sulfur, researchers have widely explored ionic crosslinking techniques. The

opportunity was taken to play with the functionality of the host polymer and its

modification process to develop nanostructured ionic elastomers. Neutralization of

polar elastomers by various divalent metal cations has been the route most

employed for fabrication of this class of material. Ionic association or aggregation

on the molecular level results in microphase separation of certain regions and,

hence, enables easier processing. Thermally labile ionic domains introduced into

the network make the entire material thermoresponsive and, therefore, it is possible

to obtain reversible transition of dynamic mechanical properties. The unique

network structure of these materials has led to outstanding physical properties

that have not been achieved so far for conventional sulfidic networks. Conse-

quently, many multifunctional and smart materials have been envisaged and
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designed using these systems. A detailed overview is provided on the various

nanostructured ionic elastomers developed over the years. It would not be exag-

gerating to mention in the context of the discussion that nanostructured ionic

elastomers will definitely open up new horizons in materials research.

Keywords Elastomers • Ionic crosslinking • Self healing rubber
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1 Introduction

Uncrosslinked elastomers behave like viscous materials and the direct application of

such materials to engineering fields is rare. Crosslinking transforms the rubber into a

semisolid elastic material with higher strength, increased toughness, enhanced hard-

ness, and improved modulus. A crosslinked rubber therefore turns into a highly

deformable elastic material in which the macromolecular chains are linked together

by chemical or physical bonds. As a result, this crosslinked network structure provides

highly elastic properties and, simultaneously, considerably reduces the viscous prop-

erties of the materials [1, 2]. The established polymer network structures lead to

restricted mobility of the macromolecular chains. Usually, the permanent network

structures of raw rubbers are established by covalent crosslinking using sulfur or

peroxide [3]. However, supramolecular assembly of relatively small molecules could

also lead to the formation of chains and crosslinks and, thus, highly elastic materials

can be designed. Furthermore, polymeric compounds with supramolecular assembly

capabilities can be physically mixed with commercial rubber to develop rubber

compounds with self-healing properties [4]. Similarly, crosslinks can be established

by introducing ionic functionalities into the macromolecular chemical structure,

which eventually results in a three-dimensional (3D) network structure through

ionic association. The elastomers fabricated by such types of crosslinking process
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are termed ionic elastomers or ionomers. Some elastomers with chemical functional

groups attached to the polymer chains (e.g., solution butadiene rubber modified with

amine (–NH2) or thiol (–SH) groups) can be further treated with suitable chemicals to

form ionic functional groups; however, literature concerning these kind of ionic

elastomers is very rare. The term ‘ionomer’was introduced as early as 1965 [5] when
a special class of thermoplastic polymers comprising ethylene and methacrylic acid

partly neutralized by sodium or zinc was produced and commercialized under the

name of Surlyn® by Du Pont. Because the ionic aggregates are thermoreversible in

nature, the ionomers can be processed by traditional techniques. Surlyn® is reported

to offer improved properties compared with those of the parent polyolefin.

Ionomers are generally classified as a special class of polymers, in which the

incorporation of a relatively small amount of bound ionic functionalities (10 mol %)

in the form of inorganic salts into hydrocarbon chains generates unique and dramat-

ically changed physical properties for the whole material. Ionic elastomers are

fabricated when these ionomer units are effectively crosslinked through the ionic

association and, in some cases, form ionic multiplets and clusters (see Fig. 1).

Initially ion pairs are formed, followed by the formation of multiplets. Multiplets

are basically aggregates consisting of several ion pairs (about six to eight) [6].

Multiplets primarily form a physical crosslinking network within the structure. A

few parameters are considered to affect the number of ion pairs in a multiplet: the

nature of the ion pair (carboxylate, sulfonate, phosphonate), the size of the ion content

and the steric effects related to the volume of the polymer chain segments adjoined to

the ion pairs, degree of neutralization, and the types of cations and anions [7–

9]. Several forms of these multiplets can be realized, such as quadrapoles, hexapoles,

Fig. 1 Hierarchical nature of ionic elastomer formation
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and octapoles. A very important observation is worth emphasizing with respect to

ionomers. A relatively low dielectric constant and low glass transition temperature

(Tg) of the host polymer favor ionic aggregation, whereas a higher dielectric constant

and/or higher Tg prevent multiplet formation [9]. The ionic networking process is also

known to be influenced by specific interactions between the plasticizer (if present in

the system) and the backbone of the ionic groups. Themultiplets generally [9] disperse

into the hydrocarbon matrix and, therefore, are restrained from forming a distinct

separate phase. With increasing ion content, the average distance between multiplets

decreases. As a result, ion clusters are produced.

There exists a striking contrast between multiplets and ionic clusters. The latter

typically exhibit the characteristics of phase-separated regions, with their own Tg. The
composition of ionic clusters contains a significantly higher number of ion pairs and a

considerable amount of nonionic hydrocarbon. Clusters show a unique relaxation

behavior at higher temperature, and subsequently act as reinforcing fillers in addition

to their function as physical crosslinks [10]. The relative amount of ionic functional-

ities present in these two forms in any ionic elastomer is determined by the nature of the

hydrocarbon backbone and by the concentration of salt groups and their chemical

nature [11]. Not only is the glass transition of the macromolecular body affected, but

ionic functional groups can also affect other fundamental properties such as the size of

clusters, melt rheology, distribution and morphology of domains dispersed in the

continuous elastomer phase (matrix polymer), miscibility of polymers, and some

mechanical and dynamic properties [12, 13]. Themiscibility of twopolymermolecules

is often determined by categorically selecting the ionomer system (ionic functionality

and the counter ion). Ionic association in the ionomers provides unique opportunities

for manipulation of various properties by controlling the molecular structure. Elasto-

mers crosslinked by strongly interacting ionic groups have generated a great deal of

interest because of their outstanding physical properties resulting from microphase

segregation in bulk and in solution [7]. Evidence of themicrophase separation has been

found where self-assembly of the polymer microstructure with different types of

morphologies is feasible [14]. But, the question still arises: What is the driving force

for such a phenomenon? Extensive analysis has compelled scientists to conclude that

in such types of ionic association in these polymeric units, it is dipole–dipole interac-

tions between ionic pairs in nonpolar media that act as the primary driving force [15].

Ionomers are generally classified into the following types:monochelics, telechelics,

telechelic stars, AB block copolymers, ABA triblock copolymers, dendrimers, random

copolymers, and ionenes [16, 17]. Monochelic ionomers are the simplest type, com-

prising a single ion placed at the end of a polymer chain (e.g., polystyrene containing a

terminal carboxylate anion). They can be produced by radical polymerization of

unsaturated monomer initiated by a polar initiator such as peroxodisulfate. On the

other hand, a molecule of telechelic ionomer generally possesses one ion at each end

of the polymer chain. Normally, anionic polymerization is the best technique for

synthesizing such types of ionomer. Free-radical polymerization of unsaturated mono-

mer can be employed for the preparation of telechelic ionomers, while the termination

of growing radicals takes place via the combination mode. Apart from carboxylate end

groups, the active part of the ionic ends can be a sulfonate, sulfate, borate, etc. Last in
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this series, when a three- or multiple-arm star is tipped at each arm’s end by an ionic

group, a telechelic star polymer system is formed. AB-type block copolymers consist of

nonionic segments and ionic repeat units. ABA-type triblocks comprise one completely

nonionic segment and a partly ionic moiety. Several other types of ionomers also exist,

such as simple random copolymers, ionenes (in which the ionic groups distribute

regularly along the backbone), grafts, and polymer–salt mixtures. Detailed classifica-

tion based on the chemical structural units and properties are discussed in Sect. 2.

Fabrication of nanostructured ionic elastomers by introduction of various func-

tional nanomaterials such as metal oxides, metal halides [7], and layered double

hydroxides [18] has generated some new insights. Thanks to advancement in the

large scale production of such nanostructured materials in different geometric forms

and of different chemical compositions [19] and their incorporation into various

elastomers depending on the application, the field of functional elastomer composites

has achieved tremendous commercial viability. A relatively unexplored

multifunctional nanostructured material, layered double hydroxides [18], has recently

incentivized rubber scientists and technologists to design nanocomposites for smart

applications. The unique advantage of suchmetal-based nanofillers compoundedwith

an elastomer is the production of ionomers exhibiting unique physical properties.

Usually, ionic elastomers are prepared using traditional rubber compounding

machines such as internal mixers and two-roll mills. Synthetic elastomers with

modified structures thanks to the presence of polar functional groups (carboxylate,

sulfonate, maleic anhydrate, etc.) are compounded with metal oxides such as ZnO,

MgO, CaO, and ZnO2; metal halides such as ZnCl2; or Zn-based layered double

hydroxide (Zn-Al LDH) at different loadings. Preparation of ionic elastomers in

solution has also been reported by several researchers. Copolymerization of a

functionalized monomer unit with an unsaturated olefin monomer or direct

functionalization of the preformed polymer are methods for fabrication of ionic

elastomers by chemical synthesis [8].

2 Types of Ionic Elastomers

Over the decades, several types of ionic elastomers have been produced by varying

or modifying the chemical structural units. Functionalization according to specific

demands has led to tremendous changes in properties such as melt processability,

rheological features, physical properties, and thermal properties [20]. In this sec-

tion, different ionic elastomers and their distinctive features are discussed.

2.1 Carboxylated Ionic Elastomers

This type of ionic elastomer is classified as a butadiene rubber functionalized with a

certain amount (about 6–7%) of carboxylic groups. Carboxylated ionic elastomers
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are produced by employing free-radical copolymerization by direct copolymeriza-

tion of a relatively small amount of acrylic or methacrylic acid with ethylene or

styrene. When this modification is carried out on acrylonitrile butadiene rubber

(NBR) to enhance its elastomeric properties, carboxylated acrylonitrile butadiene

rubber (XNBR) is obtained. The structural modification is displayed in Fig. 2.

Carboxylated ionic elastomers are generally classified into two main categories [8]:

1. Classic carboxylated ionic elastomers: The worldwide production of this type of

ionic elastomer is about 0.5 million tons per year [21]. Because of its production

in bulk and ease of availability, much research is carried out on this type of

ionomer.

2. Telechelic carboxylated ionic elastomers: This special type of ionic elastomer is

not produced in abundance. Low molecular weight difunctional carboxyl-

terminated butadiene-based elastomers are included in the family of telechelic

ionomers.

Functionalization by addition of certain amounts of acidic groups to the hydro-

carbon chains of di-ene rubbers improves many properties but does not provide

stability to the whole structural unit. Therefore, modified elastomers are in general

neutralized with metal oxides such as zinc oxide (ZnO), zinc peroxide (ZnO2),

calcium oxide (CaO), and magnesium oxide (MgO) to generate extraordinary

physical properties. A simple example can be given with respect to XNBR rubber

neutralized with zinc oxide. A stable and neutral salt in the form of COO–Zn–COO

is eventually obtained after such modification (see Fig. 3). As a consequence, an

increase in Tg and enhancement of the rubbery modulus at high temperatures

(dynamic mechanical property) are observed in these rubber compounds [7].

Uncrosslinked XNBR, once compounded with a divalent metal oxide such as

zinc oxide, yields higher green strength than sulfur-vulcanized butadiene elasto-

mers. The 3D network evolved by the ionic association in the system differs from

the quasi-irreversible rearrangements of the monosulfidic, disulfidic, and

polysulfidic linkages [22]. As a result, higher elastic properties are generated by

substantially reducing the viscous properties of such ionomeric systems, which

leads to improved physical properties. After neutralization, carboxylate dionomers

contain a mixture of free acid and mixed salts. Therefore, the final compound

demonstrates fluidity at elevated temperatures, additional transition in the dynamic

spectra at elevated temperature, enhanced stress relaxation, and poor compression

set. These properties are similar to those obtained with chemically generated

crosslinks along with secondary bonding driven by ionic association [23]. Ibarra
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et al. [24] explored different mechanistic pathways in the system of XNBR cured

with the dual presence of zinc oxide and zinc peroxide. In XNBR exclusively

crosslinked with zinc oxide, a single maximum (Fig. 4, curve a) was obtained,

which was attributed to an improvement in the ordering of the ionic association

between the carboxylic functionalities of XNBR and the zinc atoms of zinc oxide.

As a result of additional crosslinking, covalent in nature, in XNBR treated with both

zinc oxide and zinc peroxide, the torque–time curve was split into two distinct and

separate contributions (Fig. 4, curves b1 and b2).

Apart from zinc oxide and zinc peroxide, Ibarra et al. also exploited other

inorganic oxides such as calcium oxide and magnesium oxide to ionically crosslink

XNBR. They reported that a marginally excess amount of CaO with respect to the

stoichiometric proportion enhances the physical properties of vulcanized samples,

irrespective of the temperature of curing [25]. A similar sort of ionic association

was also found to take place between XNBR and MgO. This composition leads to
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[24]. Copyright 2002
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formation of a phase-separated morphological structure that ultimately generates an

additional high temperature transition as well as the normal Tg. Ibarra et al. [26]

termed this type of ionic association “thermally labile.”

It is noteworthy that ionic elastomers formed by XNBR and only metal oxide

show unique dynamic behavior. Other inorganic compounds made of the same

metal fail to produce identical dynamic properties when mixed with rubbers such as

XNBR [7]. Most probably, the metal oxides can only form a very specific micro-

structure with the carboxylic group, but other metal compounds do not seem able to

form the same kind of chemical structures. In exploring this topic further, an

extensive study by Basu et al. [7] found that zinc carboxylate, which is produced

as an ionic aggregate as a result of formation of a special zinc carboxylate polymer

(Fig. 5), is primarily responsible for generation of a phase-separated region in the

matrix. Therefore, an extra glass transition-like behavior at higher temperature is

observed for such compounds. Fourier-transform infrared spectroscopy (FTIR),

dynamic mechanical analysis (DMA), and high-resolution transmission electron

microscopy (TEM) proved that this high-temperature relaxation behavior does not

exclusively originate as a result of ionic crosslinking but is associated with the

formation of an additional 3D network of zinc-enriched polymer phase (Fig. 5) that

arises through reaction between carboxylic groups and zinc oxide. The existence of

a phase-separated morphology for ZnO-cured XNBRwas shown by a detailed TEM

study, explaining the co-existence of Zn-rich and Zn-poor phases in the XNBR

matrix [7].

Tungchaiwattana et al. [27] examined the role of acrylonitrile (–CN) on various

properties of a nanostructured film synthesized from core–shell nanoparticles

comprising butadiene, acrylonitrile, and methacrylic acid. When mixed with

ZnO, three types of crosslinking networks were established in these ionomeric

films. Covalent crosslinking from the unsaturation in the butadiene moiety, physical

crosslinking induced by the ionic association of COO– (from methacrylic acid) and

Fig. 5 Crosslinked

network formed by ‘zinc
carboxylate polymer’ [7]
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Zn2+, and another relatively weaker physical crosslinking involving –CN and Zn2+

[28]. Elasticity, toughness, and tensile modulus (as demonstrated by mechanical

tests) were increased by the introduction of –CN functionality without affecting the

ductility of the system.

Carboxylated styrene butadiene rubber reinforced with soy protein isolate was

synthesized by Jong [29]. Ionic aggregates produced in such a system are composed

of submicron-sized protein moieties. Interestingly, soy protein-reinforced ionic

elastomers demonstrate a better elastic modulus than carbon black-reinforced

samples, which is attributed to the formation of a stronger filler network in the

former.

Malmierca et al. [30] employed a very sophisticated method in the light of 1H

low-field NMR spectroscopy to investigate the complexities of XNBR and

MgO-based ionomeric elastomers. The influence of the concentration of MgO on

the ionomeric properties was explored by the means of multiple-quantum

(MQ) spectroscopy. The key observation from their study was that incorporation

of metal oxide exceeding the stoichiometric amount improved physical properties

such as the stress–strain behavior of the ionomer by establishing a significant

number of relatively small ionic clusters that played the role of dynamic crosslinks.

The authors claimed that alteration of the network structure created by the dynam-

ically heterogeneous crosslinks and the phase-separated morphology directly influ-

ences the dynamics of the entire system and, hence, the behavior of such materials

at higher temperature resembles that of thermoplastic elastomers [30].

2.2 EPDM-Based Ionic Elastomers

Ethylene propylene diene terpolymer (EPDM) is a commercial elastomer

possessing excellent resistance to oxidation and weathering, primarily as a result

of the presence of a saturated macromolecular backbone. A fair amount of research

work has been carried out on the zinc salt of sulfonated ethylene propylene

terpolymers containing some norbornene as unsaturated units. The structure of

this rubber molecule is exhibited in Fig. 6. In contrast to other cationic elements
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such as sodium (Na), the zinc ion (Zn2+) is a very popular choice for EPDM

molecules because of its higher capability of forming ionic crosslinks with the

host rubber, especially at lower temperatures. Zinc sulfonated EPDM-based

ionomers (SEPDMs) show some typical melt-flow behavior at higher temperatures,

similar to common thermoplastics. Hence, SEPDM behaves as a thermoplastic

elastomer and can be processed by techniques employed to shape this class of

polymers [31]. In this report, the authors explore the role of reinforcing filler on

SEPDM. Electrophilic reaction of the sulfonating group on the double bond of the

elastomer unit produces SEPDM. The details of SEPDM production and its reaction

mechanism have been reported by Markowski et al. [32]. They explored the

influence of various metal cations on the physical properties of SEPDM, as depicted

in Table 1. It is evident that only zinc and lead, along with establishing the ionic

crosslinking network in the system, also act as reinforcing fillers at ambient

temperature. Tensile strengths and elongation at break are improved to a significant

extent after addition of zinc salts to SEPDM. Their work also claims that the melt

processability and rheological features such as apparent viscosity, melt flow index,

and melt fracture at higher shear rates are also greatly enhanced by crosslinking

zinc and lead cations with SEPDM.

Both clay [33] and carbon black [31] are reported to enhance the final physical

properties of SEPDM. It is noteworthy that neither hard clay nor carbon black could

inhibit the appearance of a second transition in the DMA spectra, apart from the

normal Tg relaxation for such systems (see Fig. 7a). The explanation of such

phenomenon is attributed to the realization of multiplets and clusters in the

SEPDM ionomer [34].

The rubber–filler interactions are the result of weak van der Waals’ forces acting
in the nonpolar elastomer backbone; however, the ionic associations are of much

stronger type, as proposed in Fig. 7b. The conclusions made from these studies are

pretty obvious: The fillers do not influence the ionic association process induced by

zinc salts but instead stiffen the final compounds to impart reinforcing strength.

The existence of an extra transition for the SEPDM ionomers in addition to the

usual glass transition is also observed in dielectric thermal analysis. The dielectric

spectra of the SEPDM ionomer (Fig. 8b) shows two transitions compared with the

Table 1 Physical data for

SEPDM neutralized with

different metals [32]

Metal Tensile strength (MPa) Elongation at break (%)

Mg 2.2 70

Ca 2.8 90

Co 8.1 290

Li 5.2 320

Ba 2.3 70

Na 6.6 350

Pb 11.6 480

Zn 10.2 400

Base polymer CR-2504, sulfonate content 31 meq/100 g EPDM.

Dissolved in 100 g of free acid in 1000 mL hexane–150 mL

isopropanol; neutralized with 90 meq acetate in 25 mL water
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single transition seen for uncrosslinked EPDM (Fig. 8a). The single transition at

118�C in the tan δ versus temperature plot corresponds to the melting transition of

the crystalline block of the polyethylene units. In the case of the SEPDM ionomer,

the higher temperature transition at 125�C is attributed to melting of the crystalline

polyethylene block and the lower temperature transition at 60�C is driven by the

ionic association [33, 35–37].

An important question arises about the stability of the second transition peak at

higher temperatures. Mandal et al. [38–40] concluded that a basic source such as

ammonia can play the role of plasticizer for ionic aggregates, resulting in solvation

of the hard phase in the high-temperature region of the dynamic mechanical

spectrum. Basu et al. [7] showed that ammonia can cause disappearance of the

second transition peak in DMA spectra because the alkaline medium neutralizes the

acidic zinc carboxylate, which forms an in-situ polymer phase in the ionomer. Both

these studies were carried out on XNBR-based systems that were neutralized by

zinc sources. EPDM-based ionomeric elastomers neutralized by a zinc source are

also reported to show a similar kind of behavior. The ionic aggregates formed in

SEPDM are assumed to be solvated after treatment with dimethyl sulfoxide

[41, 42], glycols, amines, and even water [43, 44]. In all cases, treatment of the

ionomers results in formation of a complex linked with the cation, or hydrogen

bonds linked with the anions, which eventually leads to solvation of the hard phase.

Because of its more polar in nature, this solvation effect is much more pronounced

in the case of XNBR-based ionomers than in EPDM-based ionomers. However,

FTIR studies carried out by the aforementioned researchers conclusively showed

that the hard phase formed as a result of ionic aggregation at elevated temperatures

for both these systems becomes complexed and masked while treated with selective

solvents such as ammonia. Hence, the original biphasic structure collapses, giving

rise to a single transition in the corresponding DMA spectra or dielectric analysis.

After a series of creep experiments, Agarwal et al. [45] came to the speculative
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conclusion that nonionic components such as the hydrocarbon polyolefin restrict

the ‘ion-hopping’ phenomenon in the structure and that this has a direct impact on

the physical properties of the SEPDM system. Small angle X-ray scattering (SAXS)

studies by van der Meeet al. [46] confirmed that microphase separation in the

maleic anhydride-grafted EPDM is greatly influenced by the choice of cation. For

example, microphase separation is predominantly noticed for a monovalent cation

such as K+, as shown by the sharp scattering peak, whereas this effect is less

pronounced for a bivalent cation such as Zn2+ (Fig. 9).

Unfavorable bonding between the Zn2+ cation and the two carboxylates because

of structural distortion induced by specific co-ordination chemistry is primarily
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responsible for such phenomenon. Lightly sulfonated SEPDM foam was produced

by Brenner et al. [47]. The foaming process developed by them using EPDM-based

ionomer is claimed to be much easier and straightforward than with polyurethane-

based foam. As a result of the physical crosslinking, such ionomers can be recycled

and, hence, rapidly processed to any shape at higher temperatures. SEPDM coating

is used in agricultural applications. Urea fertilizers are sometimes coated with such

ionomers to assist maximum release of manure during growing seasons [48].

2.3 Polyurethane Ionic Elastomers

Processability of any elastomeric ionomer is a challenging task. Polyurethane (PU)-

based systems are classified in the category of ionomers whose synthesis and

characterization are of significant interest. This class of ionomers combines the

advantages of both PUs and ionomers. The hydrophobicity of the pure PUs can be

easily overcome by introducing certain ionic hydrophilic groups, creating disper-

sions or emulsions [49]. A series of articles have reviewed this class of ionomer

[50–53]. Basically, three types of PU ionomers exist: cationic, anionic, and zwitter

PU ionomers, as depicted in Fig. 10.

Details of the synthesis of these three classes of PU ionomers have been

elaborately described by Jaudouin et al. [49]. The authors claim that the synthesis

of all three PU ionomers can easily be carried out in aqueous medium, which

provides a unique advantage in dealing with such compounds by taking care of

environmental issues related to pollution. The morphology and mechanical and

thermal properties of PU block copolymers have been major areas of research for a

long time [54–59]. This interest has grown significantly because of the phenomenon

of phase separation of the urethane hard blocks into microdomains, primarily

induced by the strong intermolecular force between aromatic urethane groups.

Fig. 9 Small angle X-ray scattering (SAXS) data for maleic anhydride-grafted EPDM-based

ionomers produced with (a) monovalent cation K+ and (b) bivalent cation Zn2+ under certain

conditions. Reprinted with permission from [46]. Copyright 2008 American Chemical Society
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These groups can easily form hydrogen bonds within the structure. It is well known

that the hard domains in the PU unit are crystalline in nature and essentially provide

strength by being separated from the rubbery soft segment matrix. Incorporation of

ionic groups into the macromolecular backbones substantially affects this

intermolecular bonding and morphology.

The dual presence of hydrogen bonds and ionic bonds subsequently influences

other properties such as the Tg and the mechanical and thermal properties of the

polymeric unit. Two contrasting phenomena have been observed with respect to the

Tg and are related to the amount of ionic groups introduced into the PU chain. The

Tg drops with the introduction of ionic functionalities into the PU units because the

overall crystallinity decreases and, subsequently, microphase separation of the soft

and hard domains increases [60, 61]. On the other hand, a few studies suggest that

Tg increases with the amount of ionic groups introduced into PU units [62–

64]. Nierzwicki et al. [64] reported the same result. The authors considered that

the ionic group being solubilized in the soft domains could influence the chain

mobility as a result of the physical crosslinking of ionic groups. Various chemical

interactions such as hydrogen bonding between carbamoyl groups and dipole–

dipole interactions in the aromatic groups are also reported to restrict the free

motion of the polymer chains and, hence, cause an increase in Tg [63, 65]. Introduc-
tion of ionic groups also influences the mechanical properties of PU ionomers.

Tensile strength and elongation at break are significantly enhanced as a result of

physical crosslinking between the macromolecular chains [66, 67]. The degree of

enhancement of mechanical properties generally depends on the nature of the ionic

functionality, counter ions, etc. PU ionomers find a wide range of sophisticated

applications such as shape memory polymers and biomedical tools. The dilute

solution nature of such ionomers also opens fields of application in paints, coatings,

and adhesives.

The diverse types of structure–property relationships that can be easily managed

provide the opportunity to develop shape memory polymers. Usually, a broad range

Fig. 10 (a) Cationic, (b) anionic (m and n are degrees of polymerization) [50], and (c) zwitter

polyurethane ionomers [49]
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of operating temperatures between �40�C to +80�C can be selected as the shape

recovery temperature, depending on the application. Kim et al. [68] designed a PU

ionomer system based on polycaprolactonediol, 4,40-diphenylmethane

diisocyanate, 1,4-butanediol, and dimethylolpropionic acid to explore the shape

memory effect. PU elastomers are very biocompatible [69–73] because polyether-

based PUs are resistant to hydrolysis by biological fluids and are nontoxic. They are

used in biomedical applications such as artificial hearts, connector tubing for heart

pacemakers, and hemodialysis tubes, without any sort of surface treatment [71–73].

2.4 Block Copolymer Ionic Elastomers

Kennedy and Faust first discovered block copolymer ionic elastomers in 1986 when

isobutylene units were polymerized using cationic polymerization techniques

[74]. Architecturally, this type of ionomer can be classified into five types: diblock

(AB type) [75], triblock (ABA type) [76], comb type [77], star block [78], and

dendrimer type [79]. Weiss et al. [76] synthesized triblock copolymer ionomers

based on poly[styrene-block-(ethylene-co-butylene)-block-styrene] (SEBS) by

sulfonating the polystyrene end. Sulfonation is reported to take place only on the

phenyl rings. Moreover, these ionomer blocks possess two distinct microstructures:

(1) block copolymer domains (ethylene-co-butylene) of length scale of about

20–30 nm and (2) polystyrene microdomains of length scale of about 3–4 nm

induced by ionic aggregation. Storey et al. [78] reported the synthesis of a new

class of block copolymer ionomers composed of a three-arm star branched struc-

ture. Multiple numbers of ionic groups forming an ionic block are introduced at the

extreme end of each macromolecular chain. The corresponding reaction scheme is

shown in Fig. 11. The ionomer is prepared in two steps. First, the three-arm star

block copolymer ionomer precursor is prepared using living anionic polymerization

(Fig. 11a). This is followed by post-polymerization to finally synthesize the block

copolymer ionomer. The final structure of the block copolymer ionomer produced

by Storey et al. [78] is depicted in Fig. 11b. The sulfonate dionomer prepared in this

way is reported to gain mechanical rigidity, especially in the crystalline sample

compared with the amorphous sample. In the DMA spectra, an enhancement in the

storage modulus with temperature clearly indicates that the ionomer compound was

in a nonequilibrium state and that reorientation of the ionic aggregates takes place

at elevated temperature. Vargantwar et al. [80] prepared a solvated block copoly-

mer ionomer network based on a styrene-based triblock copolymer. An

electroactive-responsive polymer was designed with such a system. Styrene-based

block copolymers are used as dielectric elastomers because of their tremendous

actuation strains, which approach almost 300%, as well as high electromechanical

coupling efficiencies (Fig. 12). This group showed how altering different solvents

improves the blocking stress and yields remarkably high energy densities; there-

fore, a robust and versatile class of electroactive smart functional polymeric

materials was developed.
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2.5 Liquid Crystalline Ionic Elastomers

Liquid crystal polymers (LCP) are well known for their outstanding strength at high

temperature; resistance to weathering, radiation, and most chemicals; and flame

retardant properties. These polymers maintain a high degree of ordered structure in

the melt as well as in solid forms. Similar to LCP, a unique combination of liquid

crystalline phase and rubber-like elasticity produces liquid crystalline elastomers

(LCEs). LCEs are therefore footprint elastomers for a number of functional prop-

erties such as optoelectricity and piezoelectricity. The rubber-like elasticity of such

elastomers provides the necessary mechanical robustness. Functionalization of

LCEs with ionic moieties opens up new horizons of research. A few recent studies

[81–83] have shown that microphase separation of the ionic domains in the liquid

crystalline ionic elastomers, which is a typical feature of ionomers, results in

outstanding mechanical orientability [82, 83]. Therefore, from a purely technolog-

ical point of view, ionic LCEs possessing the characteristics of mechanical

orientability and other sophisticated smart properties are of great interest to

industrial manufacturers. Meng et al. [84] synthesized a series of siloxane-based

LCEs comprising biphenyl benzoate mesogenic units modified with Brilliant

Yellow ionic functionalities. FTIR spectra provide clear evidence that the mono-

mer, namely sodium 2,20-(1,2-ethenediyl)bis{5-{4-{9-{[40-(4-allyloxybenzoyl)-

Fig. 12 Plot of actual strain versus electric field for mineral oil solvated SEPS (red circles),
SEEPS (blue circles), and SEBS (green squares) copolymers. Silicone elastomers (triangle),
acrylic-based adhesive (circle), and interpenetrating network (square) are also provided for

comparison. SEPS poly[styrene-b-(ethylene-alt-propylene)-b-styrene)]; SEEPS poly[styrene-b-
(ethylene-co-{ethylene-alt-propylene}]; SEBS poly[styrene-b-(ethylene-co-butylene)-b-styrene)].
The yellow box indicates the area of low dielectric fields and high performance. Reprinted with

permission from [80]. Copyright 2011 Royal Society of Chemistry
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oxybiphenyl-4-yl]oxycarbonyl}nonanoyloxy}phenyl}azo}-benzenesulfonate, was

successfully converted to the corresponding polymeric unit. Stretching bands of

O¼ S¼O along with C–O and Si–O were observed to overlap at wave number

1,000–1,300 cm�1 in the spectra. Crosslinking density values calculated by a

swelling technique using dimethyl sulfoxide (DMSO) solvent confirmed that the

ionic elastomer with the highest siloxane content was highly crosslinked.

The Brannon–Peppas model was employed to determine the crosslink density

values. This model was proposed as a modification of the classical Flory–Rehner

theory. The former illustrates the phenomenon of equilibrium swelling of the ionic

hydrogel in aqueous medium, whereas the latter is proposed for macromolecular

chains reacting in solid state. Nevertheless, in both the models the network chain

lengths have a Gaussian distribution. Ionic crosslinking was also reported to

influence the thermal properties of the LCE. The Tg and melting point shifted to a

higher temperature. Another work by the same group noticed the thermotropic

effect of LCE ionomers. The melting temperature of the corresponding compound

vanished with an increase in ionic moieties in the polymeric structure [84], as

shown in Fig. 13.

3 Smart Properties and Applications

Ionic elastomers find a wide range of sophisticated applications. The outstanding

physical properties induced by the unique type of crosslinking in this class of

material are exploited to a significantly large extent in modern technologies. In

addition to traditional applications such as roofing [85], flooring, and photochem-

ical cells [86], the thermoreversibility of the crosslinking enables ionic elastomers

Fig. 13 Differential

scanning calorimetry plots

for ionic liquid crystalline

elastomers. As the amounts

of ionic groups gradually

increase (P1 to P7), the
melting point (~230�C)
seems to vanish

[80]. Reprinted with

permission from

[84]. Copyright 2005

Nature Publishing Group
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to be designed for use in self-healing tires, dielectric actuators, shape memory

elastomers, etc.

3.1 Self-Healing Rubber

A flat car tire while driving can cause huge annoyance. It is a well-known fact that

rubber is made of long macromolecular chains or strands, which are crosslinked by

sulfur to ensure that rubber is durable and elastic – a process known as vulcaniza-

tion. When a tire is punctured, the rubber is deformed to break by pieces of glass or

any sharp object and the strands are irreversibly ruptured; thus, the rubber cannot be

patched for long-term use. A recent development by Das et al. [22] showed how

designing a self-healing rubber can solve this issue. Smaller holes can be patched

faster and damage can be healed sooner. The authors introduced a simple approach

for tuning a commercially available and widely used rubber into a highly elastic

material with extraordinary self-healing properties, avoiding use of the typical

vulcanizing agents. Ionic modification of butyl rubber, which is commonly used

as the inner liner in tires because of its excellent air impermeability, with a carbon–

nitrogen compound converts it into self-healing rubber (Fig. 14). This allows the

material to link itself again and again after the initial hydrocarbon chains are

separated by a tear or hole (Fig. 15).

Fig. 14 Modification of bromo-butyl rubber by butyl imidazole. The ionic imidazolium bromide

groups thus developed can associate to form a crosslinked-type network structure. This network is

broken during damage and rebuilt during healing
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After the material is broken or cut, the elastic deformation behavior of the healed

sample can be revived again without it being heated or glued. At the same time, the

newly developed material is still elastic, stretchable, and tougher than the starting

material. Minor damage can be repaired under laboratory conditions within just 1 h

at room temperature. The self- healing process of the modified rubber is depicted in

Fig. 15. The ionic elastomer shows less hysteresis in the cyclic stress–strain plot

than the sulfur-cured rubber. In the quasi-static stress–strain plot (Fig. 16a), the

sample elongates up to 960% at a stress of 5.2 MPa (black curves) after 192 h of

annealing. In an effort to improve the healing capability, the cut and restored

sample was kept at 100�C for the first 10 min of the total healing time (red curves).

The healing time substantially drops as a result. The mended sample eventually

Fig. 15 The self-healing effect demonstrated by re-formation of ionic associates to produce a

crosslinked network: (a), uncut, (b) cut, and (c) healed samples [22]
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showed elongation at break of 630% after 96 h of healing. The corresponding

stress–strain plot is demonstrated in Fig. 16a. Figure 16b shows an SEM image of

the surface of a sample after a healing period of 24 h at room temperature. It is clear

from this image that the cut is almost repaired. However, after healing a clear mark

is prominently visible along the line of damage. Mechanical cutting can make an

incision in both the ionic associates and the polymer chains and therefore complete

healing of the cut is not possible. However, a closer look at this cut shows that the

sharp line of the cut is almost filled by polymer.

In addition to the damaged areas (line of cut) some other fine cracks are also

observed throughout the surface. These fine cracks arise as a result of the sensitivity

of butyl rubber chains to high energy electron irradiation during SEM imaging and

preparation of the sample by the gold-sputtering technique. This is very typical of

butyl rubber [87].

As well as highly important commercial rubbers such as butyl rubber, XNBR-

based ionic elastomers have also been explored for self-healing ability. It was

mentioned earlier that the network induced by ionic crosslinking between zinc

source and polar XNBR matrix leads to microphase separation and that such a

phenomenon is accountable for a thermally reversible network. As a result,

dynamic bonds are created in the system that generate self-healing ability in such

ionomeric elastomers. Hohlbein et al. [88] reported a potential self-healing rubber

based on XNBR that showed extraordinary mechanical, thermal, and dynamic

properties. In their study, temperature-dependent dynamic mechanical analysis

clearly indicated a positive shift of the crossover point to higher frequencies at

higher temperature, whereas a shift of the ionic transition towards higher temper-

atures with elevated frequency was also noticed.

3.2 Dielectric Actuation

Their versatile nature, unique physical properties, facile processability, and easy

modification have made ionic elastomers well-researched materials for cutting-

edge technologies. Design of dielectric elastomers based on ionomers has been

explored to a significant extent. Ionogels synthesized by Chen et al. [89] based on

acrylic elastomers show remarkable dielectric actuation. Ionogels are defined as a

3D network of macromolecular chains in an ionic liquid. A schematic of the

fundamental difference between a solution and an ionogel is depicted in Fig. 17.

This system attained an electrical conductivity of 0.2 S m�1. Electromechanical

transducers with voltage-induced areal elongation of 140% have been designed

using the ionogel and an acrylic-based dielectric elastomer. An additional feature of

this functional system is transparency, which enables the development of smart and

sophisticated materials such as noise-reducing windows [90], tunable lenses [91],

etc.
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Yu et al. [92] investigated how to reduce the large driving voltages of the

dielectric elastomers to make them industrially viable. As a remedy, this group

developed an interpenetrating network (IPN) based on amino- and carboxylic-

functionalized inorganic silicone rubber. High permittivity without compensating

the elastic modulus was obtained with such system, leading to fabrication of a

satisfactory dielectric elastomer actuator. The dielectric permittivity as a function

of frequency (0.1 Hz) is exhibited in Fig. 18. It is clearly revealed from this ternary

plot that ionic networks possess a higher dielectric permittivity (~7.49� 103) than

pure polydimethylsiloxane (PDMS) (~3.17) and IPN (~2.05� 103). Dielectric

permittivity is reported to increase linearly with increased ionic concentration in

the macromolecular structure. The primary reason for this is that the ionic groups in

the IPN bestow a relatively higher dielectric permittivity, whereas the host elasto-

mer (i.e., silicone rubber) imparts a substantially high mechanical strength [92].

3.3 Shape Memory Behavior

Motivated by the potential use of nanostructured ionic elastomers as dielectric

actuators, researchers also explored these materials for the development of intelli-

gent shape memory polymers (SMPs). SMPs are generally defined as polymers that

are capable of altering their shape in response to external stimuli such as heat, light,

electric or magnetic fields, and pH [93]. Heat-induced SMPs are mostly studied in

the branch of elastomeric materials. Because of their crosslinked network, SMPs

possess a stable and permanent structure. But, when heated above a critical tem-

perature, denoted Tc, they can be deformed to a temporary shape, yielding a

Fig. 17 Solution (left) and ionogel (right)
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reversible network. This semipermanent shape is retained until the sample is

reheated to a temperature higher than Tc, without using any external stress to

recover its original and primary structure. Malmierca et al. developed an ionic

elastomer based on XNBR neutralized with zinc and magnesium oxides that shows

remarkable promise as an SMP [94]. A mixed crosslinking system comprising

covalent and ionic networks effectively generates the shape memory effect in this

system. Vulcanization with dicumyl peroxides (unsaturation of the XNBR chains)

yields a covalent network, which influences the ionic network formed by the

interaction of –COO– and Zn2+ or Mg2+ ions to fabricate an intelligent material.

Peroxides influence the recovery step, whereas a more dynamic network created by

the ionic association amends the elastic force to fix the semipermanent shape.

Cai et al. [95] reported a shape memory effect possessing a shape-memory ratio

of around 99.5% in a poly(glycerol–sebacate) (PGS)-based elastomer. The PSG

elastomer is a straight strip at room temperature in its initial state (Fig. 19).

However, with only slight changes in temperature and deformation, the samples

continuously undergo changes in shape. Within 20 s of elevating the temperature,

the soft rubber strip regains its original shape (~99% recovery). The ionically

crosslinked segments in the network impart rigidity, whereas the amorphous part

generates reversibility.

Zia et al. [96] synthesized an SMP based on a PU elastomer compounded with

chitin and other chemicals. Dimethylol propionic acid was one of the chemicals

used to fabricate this type of ionic elastomer. It contains two primary hydroxyl

Fig. 18 Dielectric permittivity of the ionic network, PDMS, and the interpenetrating network as a

function of frequency (0.1 Hz) [92]
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groups and one tertiary carboxyl group in its chemical structure, which essentially

work as the ionic centers. The ionic centers govern the availability of functional

polar groups, making the PUs hydrophilic, and eventually enhances the surface free

energy of elastomer. By contrast, chitin makes the surface more hydrophobic.

The end properties of the SMP can be controlled by tuning the contents of the

two contrastingly featured chemicals in the PU elastomers. Weiss et al. [97]

designed a novel SMP system based on ionic elastomers comprising sulfonated

EPDM and low molar mass fatty acids and their salts (e.g., zinc stearate). The

novelty of such SMPs lies in the variation in critical temperature (Tc), providing an
opportunity to develop a thermoresponsive smart elastomeric material. Below the

Tc, the physical crosslinking developed by the ionomeric network imparts the

necessary bond strength. On the other hand, melting of the fatty acids above Tc
enables reshaping of the material according to demand.

In another report, Dong et al. [98] explored the shape memory effect of zinc

oleate-based SEPDM ionic elastomer. Fine particles of zinc oleate dispersed in

sulfonated ionic EPDM construct a semipermanent or temporary network, as shown

in Fig. 20. By contrast, driven by a strong ionic association by the zinc carboxylate

linkage for relatively longer relaxation times, physical crosslinking is formed that is

permanent in nature [24]. The shape memory path displayed in Fig. 21 demon-

strates the entire effect with respect to temperature. In cycle 1, the temperature of

the specimen was raised to ~100�C in the absence of any external stress and, as a

result, about 36% elongation was gained (cycle 2). The specimen then was cooled

down to ambient temperature and elongation reached approximately 70% as a result

of crystallization of the fatty acids (zinc stearate) (cycle 3). Then, the stress was

released (cycle 4) to obtain a semipermanent elongation of about 67%. From this

point, the temperature of the specimen was once again raised to ~70�C (path 5) and

this immediately started the dimensional recovery. A temperature of 70�C was

Initial shape t = 0 sec

t = 5 sec t = 10 sec

t = 15 sec t = 20 sec

Fig. 19 Shape memory effect of poly(glycerol sebacate)-based elastomer at different exposure

times. Reprinted with permission from [95]. Copyright 2008 Elsevier
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therefore designated as the critical temperature (Tc) for this system. The tempera-

ture was further increased to 100�C and the specimen kept at this temperature for

30 min to reach equilibrium, followed by cooling to room temperature. About 104%

dimensional recovery was reported for this ionomeric elastomer at the end point of

the entire experiment (indicated in Fig. 21).

Semi-permanent 
crosslinks

Permanent 
crosslinks

Ionic elastomer 
(zinc carboxylate 

crosslinking)

Fig. 20 Representation of an ‘ionic crosslinked elastomer’ in the fabrication of shape memory

polymers based on Zn-SEPDM [98]

Fig. 21 Entire shape memory cycles for a zinc sulfonated EPDM specimen during stress–strain

experiments under the influence of temperature [98]
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4 Summary and Outlook

Nanostructured ionic elastomers have, over the years, been one of the most vigor-

ously researched materials worldwide. The ever-growing interest in such materials

is a result of their architectural versatility, which provides the opportunity to tune

the structure–property relationship according to demand. Simple modification of

the chemical structure, addition of polar functionalities in the host elastomers, or

neutralization of the functional polymer with suitable metal cations have had a

profound impact on rubber research. As a consequence, function-integrated prop-

erties have been achieved for such materials. Besides the remarkable enhancement

in conventional properties such as mechanical reinforcement, dynamic properties,

thermal properties, processability, and dielectric properties, some sophisticated

features are also seen in these materials. Nanostructured ionic elastomers can be

distinguished from conventionally crosslinked elastomers in the light of their

dynamic and reversible crosslinking, which is physical in most cases in contrast

to chemical covalent crosslinks. The long-range elasticity created via sulfur or

peroxides as a result of the network of covalent crosslinks between chains is usually

permanent and irreversible; hence, recycling of such systems is a challenging task

to be addressed. Incorporation of metal cations is primarily responsible for devel-

opment of ionic character in the polymer backbone, leading to ionic association of

the groups, which ultimately leads to formation of a network structure of the rubber

chains. The ionic domains created in this way can be destroyed (melting) at

elevated temperatures. The higher magnitude of the activation energy obtained in

case of ionic elastomers is also ascribed to the availability of less free volume

(required for the mobility of chains), that is, to more restricted mobility of the

polymers in comparison with covalently cured rubbers.

Crack propagation, a very significant property for commercial vehicle tires, is

improved in ionically modified rubbers, as shown by tear fatigue experiments. As a

result of the presence of ionic clusters, the crack propagation rate is significantly

lower in ionic elastomers. The ionic clusters present in the crack tip can be

dissociated into smaller aggregates, but these aggregates are not completely

destroyed. Moreover, the ion hopping phenomenon causes further re-aggregation

or re-association of the ion pairs, leading to a higher crack resistance. Novel

nanostructured ionomers based on different elastomers (e.g., XNBR, sulfonated

EPDM, PU, liquid crystalline elastomers) have been discussed in detail, focusing

on their structure–property relationships and their applications. In spite of the

challenges involved in characterizing these heterogeneous materials because of

the involvement of multiple length and time scales, various novel methods such

as SAXS, high-resolution TEM, and multiple quantum NMR spectroscopy have

been employed to gain insight into the fundamental mechanisms. The know-how

obtained was utilized to design smart materials out of these nanostructured elasto-

meric ionomers. The result is SMPs, dielectric actuators, self-healing polymers etc.,

which are being developed to raise our quality of life.
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However, there is still a long way to go to comprehensively understand the

various complex mechanisms involved in different systems of ionic elastomers. The

existence of multiplets, ionic clusters as speculated by a number of researchers, is

yet to be evidenced by direct experimental analysis. Various other complicated

properties of nanostructured ionic elastomers related to the labyrinthine structure–

property issue make life challenging for researchers. Real-life application of such

materials at a large scale is still a dream and needs to be converted into a feasible

reality. Nevertheless, the rising potential and promise that these materials have

shown means that there is very little doubt among academicians and industrialists

that this is going to be an exciting topic to explore in the future.

5 Personal Note of Debdipta Basu

I started studying for my Ph.D. in department of elastomer at IPF, Dresden in May

2011 and was awarded my Ph.D. in November 2015. My experience of studying at

IPF was extremely soothing. The department was extremely supportive in creating

a suitable atmosphere for me to carry out my research by providing me access to a

good infrastructure and mechanisms of support from all my colleagues. Collabora-

tive framework and cross-functional culture at the institute made my job

pretty easy.

Prof. Gert Heinrich, my supervisor was brilliant. He is truly an ocean of

knowledge in the discipline of elastomer. Being a student, I tried my level best to

soak in all the incandescent glow of wisdom he offered in this period of time.

In-depth analysis, accuracy, proficiency, pin-point explanations, innovativeness are

some of the key virtues I learned from him. Prof. Heinrich always encouraged me to

explore new fields in order to get a broader perspective and bring together innova-

tive ideas and methodologies to the cutting-edge research projects to solve the

current problems. Apart from the scientific aspects, his humbleness, simplicity and

sincerity taught me a great lesson in life. He was sensitive to my needs as an

international student and supported me to be able to study well at IPF. He also

encouraged and supported me to attend various conferences, apply for grants and

subsequently plan my future after my research.
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Graphene-Based Elastomer Nanocomposites:

Functionalization Techniques, Morphology,

and Physical Properties
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and Rabindra Mukhopadhyay

Abstract Understanding the fundamentals involved in the fabrication of an elas-

tomer nanocomposite is crucial for the development of high performance materials.

Despite a plethora of studies of different types of elastomer nanocomposites, work

related to the development of graphene-based elastomer nanocomposites has only

gained precedence in recent years. Because the inherent structure of graphene often

limits its processability inside a high molecular weight elastomer matrix, various

strategies have been adopted to control the dispersion of graphene in an elastomer.

In this chapter, representative and commercially important elastomers are selected

for discussion. The effect of different processing routes for the preparation of

elastomer/graphene nanocomposites and their correlation with dispersion of the

graphene-based filler in the elastomer matrix are discussed in detail. Parameters

controlling strength, thermal stability, barrier properties, and dielectric behavior are

discussed. This chapter gives a comprehensive review of the preparation of

graphene/elastomer nanocomposites and also provides an idea of the structure–

property relationships that exist for such nanocomposites.

Keywords Functionalization • Graphene • Graphite • Rubber

T. Mondal and A.K. Bhowmick (*)

Rubber Technology Centre, Indian Institute of Technology Kharagpur, Kharagpur 721302,

India

e-mail: anilkb@rtc.iitkgp.ernet.in

R. Ghosal

SKI Carbon Black (Birla Carbon) R&D, Taloja, Mumbai 410208, India

R. Mukhopadhyay

HASETRI, J. K. Tyre & Industries Ltd., Kankroli 313342, India

mailto:anilkb@rtc.iitkgp.ernet.in


Contents

1 Prelude to Graphite and Graphene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268

1.1 Insight into the Structure and Properties of Graphene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

1.2 Different Strategies for Synthesis of Graphene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270

1.3 Functionalization of Graphene and Graphite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

1.4 Reactivity of Graphene and Graphite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

1.5 Covalent Functionalization of Graphite and Graphene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

1.6 Modified Graphene and Graphite-Based Elastomer Nanocomposites . . . . . . . . . . . . . . 283

1.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314

1 Prelude to Graphite and Graphene

Research related to the development of elastomer or polymer nanocomposites

based on graphite or graphene is gaining widespread popularity in the polymer

science and technology community because of the unique properties exhibited by

these two nanofillers [1–5]. The distinctive structures of graphite and graphene

molecules play a crucial role in determining the properties of the nanocomposite.

Although a plethora of research work has been carried out with other carbon

nanomaterials such as carbon nanotubes and fullerene, there has been an exponen-

tial growth of research work relating to graphene and graphite in the last decade [6–

10]. Graphene, although the newest member of the carbon allotrope family, is

nevertheless often referred to as the mother of all carbon nanomaterials. Zero-

dimensional fullerenes, one-dimensional (1D) carbon nanotubes, and three-

dimensional (3D) graphite can be generated through the wrapping, rolling, and

stacking, respectively, of the graphene sheet.

The use of graphite was noted as early as the fourth millennium BCE, as a

constituent of paint used for pottery decoration [11]. The term “graphite” was

coined from the Greek term grapho meaning the ability to write/draw. Whenever

graphite is used for writing or marking a surface, a layer of graphene is expelled

onto the marked surface, a fact that has generally remained un-noticed for gener-

ations. The reason that graphite marks any surface it is rubbed against can be

attributed to the structure of graphite. Its layered structure, with stacks of graphene

sheets held together by means of van der Waals interactions, results in the deposi-

tion of some of these layers onto the marked surface whenever any mechanical

force is applied to the graphite.

Apart from being used as a material for painting purposes, graphite was the

subject of chemical research in the eighteenth century, when the first intercalated

compound of graphite was reported [12]. A mixture of sulfuric acid and nitric acid

was used for exfoliation of graphite [13]. The eminent scientist Brodie took an

interest in determining the molecular weight of graphite. He used strong oxidants

such as potassium perchlorate for his reaction recipe. Serendipitously, he discov-

ered a new type of compound, graphite oxide [14]. Following his research, there
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were a series of experiments by stalwarts such as Staudenmaier, Hummers, and

Offeman [15, 16].

In the nineteenth century, Brodie’s method of oxidation was coupled with the

additional step of reduction, as described by Boehm [17]. Chemicals such as

hydrazine and hydrogen sulfide were utilized as reducing agents. The products

obtained after reduction were subjected to transmission electron microscopy

(TEM). The thickness of the material obtained was different to that generally

reported for graphite. Such an observation led Boehm to surmise that the product

isolated had the structure of a single carbon layer. Boehm proposed to name the

material “graphene.” The “ene” part indicates the fused polyaromatic structure and

the “graph” part indicates its roots in graphite [18]. Later, the terminology was

recognized by the International Union of Pure and Applied Chemistry

(IUPAC) [19].

In the twentieth century, the graphene “gold rush” began when it was first

observed to exist as a 2D crystal. The micromechanical exfoliation technique was

developed by researchers based at the University of Manchester. Scotch tape was

used to peel off layers of highly oriented pyrolitic graphite (HOPG) [8]. Under the

microscope, these materials demonstrated a single-layer structure and had excep-

tional properties, which were normally impossible to achieve using graphite.

It is crucial to acquaint readers with the different terminologies involved when

discussing problems related to graphene and graphite. Graphene refers to the

single-atom thick sheet of sp2 hybridized carbon atoms arranged in a hexagonal

array of infinite size (the lateral dimension being limited to the order of a few

nanometers to micrometers). Multilayer graphene refers to the presence of two to

nine layers of graphene sheets. When the number of layers of graphene is limited to

between two and five, it is commonly referred to as few-layer graphene. These three
materials are essentially 2D in nature. Graphite is a 3D material. Commonly

encountered terms such as graphite nanoplates, graphite nanosheets, and graphite
nanoflakes refer to 3D materials with a thickness or lateral dimension that is less

than 100 nm. Expanded graphite refers to the class of materials prepared by partial

exfoliation of graphite using thermal, chemical, or mechanical techniques that do

not sacrifice the 3D nature of the precursor material [20–24].

1.1 Insight into the Structure and Properties of Graphene

Graphene demonstrates a 2D hexagonal lattice system, as shown in Fig. 1a. This

hexagonal lattice (with chemically equivalent carbon atoms) ideally does not

belong to the Bravais lattice system because of the dissimilarity in the symmetry

of the carbon atoms. Such hexagonal lattice systems can be considered to be

composed of two triangular lattices with a two-atom basis (a and b in Fig. 1a).

Each carbon atom is immediately linked to three other carbon atoms, with a

carbon–carbon distance of 0.142 nm. The 2D crystal belongs to the P6mm plane

group. The rigid structural framework of graphene is attributed to the σ-bond
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formed as a result of the participation of three half-filled valance orbitals. The other

half-filled orbital protrudes out of the plane. These out-of-plane orbitals form a

delocalized π-cloud over the graphene structure, as shown in Fig. 1b.

Graphene is also well known for its mechanical properties. It is predicted to be

100 times stronger than a hypothetical steel film of similar dimensions [25]. The

Young’s modulus for graphene is reported to be around 0.5–1 TPa and it has a large

spring constant of 1–5 N m�1. The high order of stiffness is attributed to the strong

C–C σ-bonds dispersed over a wide area. Two seminal reviews on modification of

carbon nanomaterials and the relevant structure and properties of these materials

have been published by Bhowmick and coworkers [5, 7].

1.2 Different Strategies for Synthesis of Graphene

With the advent of new chemistries, different strategies have been adapted for the

synthesis of graphene and few-layer graphene. Recently, researchers from our

group have successfully synthesized graphene using a non-conventional precursor

material, styrene butadiene rubber (SBR), in a chemical vapor deposition (CVD)

reactor. Distinct flake-like features were observed, as shown in Fig. 2. A similar

strategy was extended by us for fabrication of a doped graphene variety from

polyurethane acrylate.

The synthesis of graphene and few-layer graphene can be broadly classified into

top-down and bottom-up techniques. These are discussed in detail below.

1.2.1 Top-Down Techniques

Long before the scotch tape technique came into the limelight, several efforts were

made to isolate graphene using exfoliation and intercalation of graphite [26]. Alkali

Fig. 1 (a) Fragment of a graphene lattice with two triangular sub-lattices, marked a and b. (b)
Example of the out-of-plane pz-orbitals forming a delocalized π-system above and below the

graphene plane
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metal ions such as potassium are often employed in the intercalation process. A

mixture of graphite and potassium ions is annealed under vacuum. Further treat-

ment of the isolated product with aqueous media gives rise to the exfoliated

graphite structure. This is attributed to the formation of potassium hydroxide in

the aqueous medium. Apart from this methodology, Falcao et al. [27] reported the

possibility of exfoliation of graphite to graphene using microwave irradiation.

The most widely recognized and highly appreciated top-down technique is the

micromechanical exfoliation method. In 2004, Novoselov et al. utilized ordinary

scotch tape to peel off layers of graphite from the HOPG surface [8]. Further, the

graphite stuck to the scotch tape was repeatedly subjected to further peeling. This

Fig. 2 (a, b) TEM micrographs, (c, d) high resolution TEM micrographs, and (e, f) selected area

electron diffraction (SAED) patterns of (a, c, e) nitrogen-doped graphene and (b, d, f) graphene.

[Reprinted (adapted) with permission from [9], Copyright 2015, American Chemical Society]

Graphene-Based Elastomer Nanocomposites: Functionalization Techniques. . . 271



resulted in the formation of the world’s thinnest crystal. Scalability and cost-

effectiveness were matters of concern associated with this technique.

1.2.2 Bottom-Up Techniques

Despite a wide range of successful efforts using the top-down approach, it also has

many shortcomings. The need for highly crystalline graphene for electronic pur-

poses was not fulfilled using this experimental protocol. Thus, bottom-up tech-

niques gained popularity. CVD is the most important methodology for the

preparation of well-structured, highly crystalline graphene [28]. Gases such as

methane, ethane, and propane are circulated inside a reactor in the presence of a

metallic substrate [29]. The size of the hydrocarbon precursor, temperature, and

pressure were found to be crucial in determining the number of layers of graphene

formed [30]. Additionally, polymeric precursors and carbon waste have been

reported to be used for generation of high-quality graphene inside the CVD reactor

[31–33].

An alternative route, which is equally popular for the generation of structurally

well-defined graphene, is the epitaxial growth of graphene on SiC [34]. The pro-

duction step involves thermal degradation of a single crystal of silicon carbide. The

Si atom preferentially sublimes under the experimental conditions and the

remaining carbon atoms reorganize to form a graphene structure under high tem-

perature. The preparation, characterization, and properties of graphene have been

reviewed in a recent publication [35].

1.3 Functionalization of Graphene and Graphite

Functionalization of carbon nanomaterials has been a matter of wide interest in our

laboratory for several years. Sengupta et al. performed the amination of carbon

nanotubes using hexamethylenediamine for the development of a polyamide-6,6

nanocomposite [36]. Silane modification and oxidation of carbon nanotubes were

also reported by Bhowmick and coworkers for preparation of an ethylene vinyl

acetate (EVA) system reinforced with functionalized carbon nanotubes [37]. They

further extended the strategy to a graphite/EVA system [38, 39]. It is worth

mentioning that the inherent curvature present on the surface of a carbon nanotube

plays a pivotal role in any covalent modification. However, such an effect is not

active for graphite and graphene. Thus, functionalization of graphite and graphene

becomes difficult. From the discussion in Sect. 1.1, it should be noted that the out-

of-plane pz-orbital of graphene forms a delocalized π-cloud. As a result, a self-

passivating network is formed over the graphene surface. This causes most organic

solvents to have negligible interaction with it (except for N-methyl-2-pyrrolidone

and o-dichlorobenzene). As a result, poor solubility of the pristine material is

observed. Further, these pz-orbitals of graphene are also responsible for the
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formation of agglomerative structures through π–π interactions. Thus, poor

processing characteristics are associated with the pristine material. Hence, there

are reasons why functionalization of graphene is advantageous. In addition, some

important pursuits are tailoring of the electrochemical properties of graphene [40],

preparation of solution-processable graphene derivatives [41], and synthesis of

graphene-based energy materials [42].

1.4 Reactivity of Graphene and Graphite

As discussed in Sects. 1.1 and 1.3, the self-passivating network that is formed over

the surface of graphene hinders any kind of chemical modification of its surface.

This creates an immense challenge for modification of the basal plane of graphene

with any foreign chemicals. In general, factors such as localized charge, weak

dangling bonds, and localized orbitals play pivotal roles in surface modification of

any material. Unfortunately, graphene lacks all of these properties. Furthermore,

any kind of disruption on the surface of graphene results in the formation of high

energy radicals on the basal plane of graphene. Such a phenomenon is thermody-

namically unfavorable. Apart from the thermodynamic barrier, kinetic constraints

also come into play whenever there is any basal plane modification of graphene.

Any covalent modification on the surface of graphene induces a change of sp2

hybridized carbon atoms (planar) to sp3 (tetrahedral) [43]. As a result of such a

change in hybridization, a geometric constraint is introduced over multiple lattices,

as shown in Fig. 3a. This causes an increase in the energy barrier at the transition

state and effectively hinders the process.

Despite the presence of such shortcomings, covalent modification of graphene is

still achievable. In our earlier review, we discussed several possible techniques for

functionalization of graphite and graphene [7]. However, in this review, we pri-

marily focus on some typical methods for functionalization of graphite and

graphene. The edges of graphene host dangling bonds that react very efficiently

with external chemicals, as described by Mondal et al. [44]. A typical example of

edge functionalization is shown in Fig. 3b. The most commonly observed edges of

graphite and graphene have a zigzag or armchair configuration, as shown in Fig. 4

[45]. There is a striking resemblance between the electronic structures of armchair

and zigzag graphenes with those of benzyne and carbene. Thus, zigzag graphene is

reported to be more reactive than armchair graphene [46]. Irrespective of its

configuration (armchair or zigzag), the edges of graphite and graphene are the

most vulnerable sites for modification. Furthermore, these edges are also embedded

with internal stress [47]. As a result, such edges readily react with different

chemicals to relieve the stress, as described by Mondal et al. [44]. These edges

are so reactive that they are also reported to react between two active layers of

graphene sheet to form a closed edge multilayer graphene. Such observations were

reported by Liu et al., who observed the closure of edges of graphite during thermal

treatment [48].
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Fig. 3 (a) Typical distortion in the lattice of graphene as a result of conversion from sp2 to sp3

hybridized carbon atom. (b) Contact mode AFM of edge-functionalized graphene, highlighting the

nanospikes formed. A typical height profile across the nanospike region is also displayed (inset
shows a 3D model and high resolution image of edge-modified graphene). [Reprinted (adapted)

with permission from [44], Copyright 2013, Royal Society of Chemistry]

Fig. 4 Typical edges of graphite and graphene in zigzag (ZZ) configuration and armchair

(AC) configuration
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The intrinsic structural defects that are present are also reactive towards

functionalization. The most prominent type of defect that is present in graphene

is the Stone–Wales (SW) defect [49]. This defect does not involve any removal or

addition of any atom from the graphite or graphene. Two pentagons and two

heptagons [SW (55–77) defect] are formed from four hexagons by rotation of one

C–C bond by 90�, as shown in Fig. 5a. The formation energy associated with the

SW (55–77) defect is of the magnitude of 5 eV [50, 51]. When the transformation

occurs via an in-plane bond rotation by simultaneous movement of the two involved

atoms, the kinetic barrier is ca. 10 eV [50].

The other major defect that is commonly present in graphite and graphene is a

result of the vacancy of an atom from the surface of graphene. Such vacancies can

be the result of the absence of single atoms or multiple atoms (coalescence of two

single vacancies or more). It is typical for such single vacancies to undergo Jahn–

Teller distortion. As a result, two of the three dangling bonds are saturated over the

vacant site, while the other dangling bond remains apart because of geometric

constraint [51]. This causes the formation of five-membered and nine-membered

rings, as shown in Fig. 5b.

These topological defect sites in graphite and graphene are ideal locations for

chemical modification. Based on theoretical studies, it is predicted that the reactiv-

ity of graphite and graphene scales up with the presence of defects [52]. The

π-orbital electron density changes in these defect sites. As a result, the reactivity

increases. Furthermore, based on the π-orbital vector analysis model predicted by

Haddon [53], the pyramidalization angle for the defect sites is closer to that for a sp3

hybridized system than for a sp2 hybridized system. As a result, whenever there is

any scope for transition from an sp2 to an sp3 hybridized system for graphite and

graphene, it takes place. Thus, minimization of geometric strain is a crucial

contributory factor in the functionalization of graphitic materials. Although our

discussion is mainly focused on graphene, the same modification methodology is

expected to be relevant for expanded graphite, few-layer graphene, natural graphite,

graphene nanoribbons etc.

Fig. 5 (a) Ball-and-stick model for Stone–Wales defect SW (55–77). (b) Atomic structure of the

single vacancy type of defect obtained using density functional theory
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1.5 Covalent Functionalization of Graphite and Graphene

Reports on the use of pristine graphite for bulk scale application are few and far

between as a result of its typical structural features, as discussed in Sect. 1.1. To

address such limitations, researchers across the globe are developing various

covalent and noncovalent modification routes [54]. Generally, the covalent route

is selected over the noncovalent method because of the greater range of versatile

products that can be achieved after functionalization (see Fig. 6).

For covalent modification of graphite and graphene, there are myriad reactions

that can be used, such as radical addition [55–57], nitrene addition [58, 59],

1,3-dipolar cycloaddition [60], Diels–Alder chemistry [56, 61–63], benzyne cyclo-

addition [64], and graphene oxide (GO) transformations [65, 66]. However, to

simplify the situation, such modifications of graphitic materials can be broadly

classified into reactions that are either carbon–carbon bond forming or carbon–

nitrogen bond forming. These are discussed in reviews by Bhowmick and

coworkers [5, 7].

1.5.1 Functionalization of Graphite and Graphene Using Small

Molecules

In the field of carbon–carbon bond formation, the contribution of diazonium

chemistry has been remarkable [67]. It is the most widely used procedure for

Fig. 6 Different functionalization routes for modification of graphene: (a) edge functionalization,
(b) functionalization on the basal plane, (c) noncovalent modification, (d ) asymmetrically mod-

ified basal plane, and (e) self-assembly of modified graphene sheets
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tailoring the properties of graphite and graphene. The reaction pathway is believed

to proceed via a free radical mechanism. For the modifier, a substituted aromatic

amine is selected according to the end application. The diazotized product gener-

ates highly reactive aryl radicals in the medium. When these aryl radicals come into

close contact with the graphite and graphene, they are rapidly quenched by the

graphite framework.

Following diazonium chemistry, we have successfully grafted chlorophenyl

groups onto graphene sheets. Shear/sonication-assisted delamination of the graphite

platelets was obtained in situ in the reaction medium. The chlorophenyl radical

formed was spontaneously grafted onto the few-layer graphene platelets, as shown

in Fig. 7 [68]. Grafting of ( p-nitrophenyl)diazonium tetrafluoroborate onto epitax-

ial graphene grown on SiC substrate was reported by Niyogi

et al. [69]. Spontaneous electron transfer from the graphene layer and its substrate

to the diazonium salts resulted in functionalization. Further, Wang et al. carried out

detailed investigation of the reactivity of ( p-nitrophenyl)diazonium
tetrafluoroborate with graphene [70]. A top-down approach was utilized for the

preparation of single-layer and multilayer graphene sheets from 3D graphite on

silicon wafers. The samples were further annealed and then treated with the

diazonium salt. Following this protocol, Wang et al. observed that the top layer

and the edges of the graphene sheet reacted specifically.

As discussed earlier, modification of graphite and graphene is expected to tailor

the properties of graphitic material. In line with that, Sinitskii et al. [71] proposed a

kinetic model to describe the conductivity change for functionalized graphene

modified using diazonium chemistry and reported a relatively faster kinetics for

this process.

Apart from grafting of aryl radicals onto epitaxial graphene and graphene

supported on a substrate, bulk phase grafting onto graphite has also been

achieved [72].

Instead of strong acids and free radicals, orangolithium reagents can also be used

to functionalize carbon materials via carbon–carbon single bonds. Despite such

type of reactions being very common for carbon nanotubes [73–75], reports of such

reactions on graphite and graphene are few in number. Worsley et al. [75] were

among the first to use n-butyl lithium and n-hexyl lithium to graft an alkyl group

Fig. 7 Grafting of chlorophenyl radicals onto graphene using diazonium chemistry. [Reprinted

(adapted) with permission from[68], Copyright 2012, Royal Society of Chemistry]
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onto graphene fluoride. Their objective was to solubilize graphite platelets in

solvents. Recently, Yu et al. extended this strategy for generation of graphene–

fullerene hybrid materials [76]. They proposed that the reaction proceeded via

generation of a “living” center of lithium, where subsequent termination could

occur by treatment with nucleophiles.

A defect-specific functionalization of graphite platelets was carried out by

Mondal et al. [44] using n-butyl lithium as the reagent. Concomitant

functionalization by a carboxylic group as well as a butyl group was reported to

take place. In a different paper, a hybrid material of polyoligomeric silsesquioxane

(POSS) and graphene was produced utilizing the same strategy [77].

Carbon–carbon bond forming reactions are also important in preparation of

graphite-based hybrid filler materials. Production of most of these hybrid materials

is mediated by the formation of GO from graphite. The most widely accepted

methodology was proposed by Hummers and Offeman in 1958 [16]. Generally,

graphite is treated with a strong oxidant such as potassium permanganate in the

presence of strong acids such as sulfuric and nitric acid. The isolated product

demonstrates an excellent dispersibility in different organic solvents, as shown in

Fig. 8.

Better dispersion is observed as a result of the presence of various oxygen

functionalities on the surface of the graphene sheet. Furthermore, these oxygen

functionalities react with different modifiers to give rise to functional graphene

using simple chemistry such as amidation and esterification reactions.

Structural elucidation of GO has been a matter of debate. However, to date the

model proposed by Lerf et al. [79] is the most widely accepted model for GO. It was

observed that the structure of GO involves two different kinds of subunits: aromatic

regions with unoxidized benzene rings and regions with aliphatic six-membered

rings, as shown in Fig. 9a.

The atomic scale resolution of the GO was demonstrated by Navarro et al. [80]

using high resolution TEM, as shown Fig. 9b. The micrograph demonstrates that,

despite the oxidation reaction, the percentage area of defect-free crystalline

graphene is high enough.

Using this protocol, Xue et al. [81] developed a strategy for the synthesis of

graphene–silicon hybrid material. The silicon precursor that was selected for this

Fig. 8 Dispersion of graphene oxide in different organic solvents. [Reprinted (adapted) with

permission from [78], Copyright 2008, American Chemical Society]
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purpose was substituted POSS. The cage-like structure of POSS makes it a material

of high interest. Furthermore, the functional group attached to POSS can also

enhance the solubility of the material in a wide range of solvents. The surface

properties of the graphitic material can also be engineered by grafting of the POSS

moiety, thereby imparting amphiphilicty to the hybrid material. This hybrid mate-

rial was also utilized as hybrid nanofiller for tuning the thermal stability and glass

transition temperature of polymethyl methacrylate. Unlike the strategy employed

by Xue et al. [81], in our laboratory we adopted direct functionalization of

few-layer graphene with a POSS moiety using n-butyl lithium [77]. The covalently

grafted POSS moiety became attached specifically at the edges of the graphene

sheet. The success of the reaction was monitored using different microscopy

techniques (see Fig. 10A). A series of studies were also reported by Valentini and

coworkers [82, 83] and Wang et al. [84] in which a similar strategy was extended

for grafting of POSS onto GO.

In our group, we were also successful in developing a graphene–carbon nano-

tube hybrid material [40]. The carbon nanotubes and the graphite were linked with

each other through carbon-carbon single bond. The hybrid material demonstrated

supercapacitance properties at different currents and voltages. The morphology of

the hybrid material is shown in Fig. 10B.

1.5.2 Tethering of Macromolecules for Generation of Polymer

Nanocomposites

Functionalization of graphite and graphene is not limited to small organic or

inorganic moieties. Large organic chemical species such as macromolecules are

often utilized for grafting onto graphitic structures for generation of polymer

nanocomposites. Polymer nanocomposites can be generated either through physical

mixing or via chemical bond formation between the polymer and the filler material.

Fig. 9 (a) Structure of graphene oxide. (b) TEM image of graphene oxide showing defect-free

crystalline graphene area (light gray), contaminated regions (dark gray), disordered single-layer

carbon networks (blue), ad-atom substitutions (red), isolated topological defects (green), and holes
and their edges (yellow). Scale bar: 1 nm. [Reprinted with permission from [79, 80], Copyright

1998, 2010 American Chemical Society]
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Fig. 10 (A) Atomic force microscopy (AFM) images for (a) graphene sheet (inset shows height
profile across graphene sheet) and (b) POSS-g-graphene sheet (inset shows height profile across

POSS-g-graphene sheet and specifically at the rod-like feature). TEM micrographs for (c)
graphene sheet (inset shows edges across graphene sheet) and (d ) POSS-g-graphene sheet (inset
shows rod-shaped feature). Scanning tunneling microscopy (STM) images of (e) graphene sheet

and ( f ) POSS-g-graphene sheet. [Reprinted with permission from [77], Copyright 2013, Royal

Society of Chemistry]. (B) Field emission scanning electron microscopy (FESEM) images of (a)
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Widespread recognition of the field of nanocomposites came after a group of Toyota

Industries researchers developed nanocomposites of clay and nylon-6 [85]. Subse-

quently, there has been a huge volume of work executed in the field of polymer

nanocomposites using a variety of nanomaterials [86–94]. Although a wide range of

success has been achieved by physical mixing of modified and unmodified carbon

nanomaterials with polymers, the properties of the nanocomposites can be greatly

enhanced if the polymer chains are tethered onto the nanomaterials. Thus, method-

ologies such as “grafting-to” and “grafting-from” are gaining popularity [95–97].

“Grafting-from” Technique

In this case, graphitic precursor materials such as GO or hydroxyl-terminated

graphite and graphene are used. The initiator for the polymerization reaction is

anchored onto the basal plane and the edges of the functional graphite and

graphene. Then, the polymers are allowed to grow from the surface of the graphitic

material. As a result, there are no problems of steric hindrance associated with the

growth of polymer chains. This makes the situation advantageous. Briefly, different

controlled radical polymerization reactions such as atom transfer radical polymer-

ization (ATRP) and reversible addition-fragmentation chain transfer (RAFT) reac-

tion can be carried out [98–103].

Lee et al. [104] utilized a series of monomers for grafting onto functional

graphite nanoplates. The initiator used for this purpose was 2-bromo-2-

methylpropionyl bromide. Based on their investigation, it was observed that the

chain length of the polymer can be controlled by varying the ratio of monomer to

initiator-grafted graphitic platelets. A similar strategy has been extended by dozens

of researchers for growing polymer brushes from the surface of graphite nanoplates.

However, the ATRP technique for functionalization of graphitic materials is mostly

limited to acrylates [105].

“Grafting-to” Technique

In grafting-to methodology, a pre-synthesized polymer is tethered onto functional

graphitic platelets using reactions such as amide or ester bond forming reactions or

click chemistry [95]. The contribution of click chemistry to the pursuit of graphene

modification is important. In conjunction with macromolecules, small molecules

⁄�

Fig. 10 (continued) GO–PPD (inset shows wrinkled GO sheets) and (b) chem GO–PPD–MWCNT

hybrid [inset shows individual dispersion of multiwalled carbon nanotubes (MWCNTs) on GO

sheets]. (c) TEM image of chem GO–PPD–MWCNT hybrid showing the inherent bonding of GO–

PPD with MWCNTs. STM imaging of (d ) GO–PPD and (e) chem GO–PPD–MWCNT hybrid (set

point 210 pA) on HOPG. ( f ) Representative scanning tunneling spectroscopy (STS) I�V spectra.

[Reprinted (adapted) with permission from [40], Copyright 2013, American Chemical Society]
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are often attached to the graphene sheet using click chemistry. In our laboratory, we

have specifically modified graphitic materials at their edges using click chemistry

[106]. The direct effect of such stress on the edges of modified graphene is reflected

as micro-ripples on the surface of modified graphene, as shown in Fig. 11.

A very good example of a grafting-to experiment was demonstrated in our

laboratory, wherein a bifunctionalized graphene was modified with a silane moiety.

The resulting composite demonstrated an instant conducting adhesive behavior

[97]. Additionally, a hierarchical distribution of the graphitic filler material took

place, as shown in Fig. 12. The thermodynamic parameters controlling such a

preferential distribution of the filler material inside the matrix are discussed in

detail in the cited publication.

Salavagione et al. [107] successfully tethered polyvinyl alcohol onto GO under

catalytic conditions. An esterification reaction was utilized for appending the

polymer onto the GO. N,N0-Dicyclohexylcarbodiimide (DCC) was used to activate

the carboxylic group of GO, and 4-dimethylaminopyridine (DMAP) acted as

catalyst. The nanocomposite prepared in this way demonstrated excellent thermal

stability compared with the pure polymer.

“Grafting-from” versus “Grafting-to” Techniques

The grafting-from technique is an excellent methodology for growing polymers

with a low polydispersity index (PDI), but it is restricted to those polymers whose

initiators can be appended onto the graphitic surface. On the other hand, the

grafting-to technique is more versatile for tethering a broad spectrum of polymers.

Fig. 11 Atomic level images of (a) expanded graphite (scan at 25� 25 Å area) and (b) modified

graphene (scan at 25� 25 Å area), carried out with a bias voltage of �200 mV against a tunneling

current of 300 pA using a Pt/Ir tip. Black circle in (b) indicates the formation of micro-ripples on

the surface of modified graphene. [Reprinted (adapted) with permission from [106], American

Chemical Society]
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The biggest advantage of the grafting-from technique is that steric hindrance is not

prevalent. However, such steric problems are commonly associated with the

grafting-to methodology. As a result, a lower degree of functionalization is

achieved using grafting-to methodologies. Despite such problems associated with

the grafting-to technique, we have successfully tethered high molecular weight poly

(ε-caprolactone) onto toluene diisocyanate-modified graphene at adequate grafting

density (0.2 chains per square nanometer) [108] Thus, it seems that both techniques

are good for modifying graphitic surfaces.

1.6 Modified Graphene and Graphite-Based Elastomer
Nanocomposites

This section discusses some commonly used representative graphene/elastomer

nanocomposites.

Fig. 12 SEM images of silicone-grafted graphene at different magnifications. (a) Surface of

silicone-grafted graphene; yellow arrows indicate the graphitic particles on the surface of polymer

at 15 k magnification. (b) Morphology of graphitic plate on the surface of polymer matrix (particle

encircled in red in a) at 150 k magnification. (c) Fractured surface morphology of silicone-grafted

graphene: the graphitic plates are perpendicular to the polymeric surface at regular intervals,

recorded at 15 k magnification. (d) Measurement of thickness of red boxed region (as shown in c)
inside the polymeric matrix at 90 k magnification. [Reprinted (adapted) with permission from [97],

Copyright 2014, American Chemical Society]
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1.6.1 Natural Rubber

The most widely used naturally occurring nonpolar elastomeric material is cis-1,4
polyisoprene, isolated in the latex form from Hevea brasiliensis through tapping.

As a result of its wide importance in both tire and non-tire applications, scientists

across the globe are developing nanocomposites based on natural rubber (NR).

Recently, the wonder materials graphene and graphite are being used to modulate

the properties of pristine NR for multifaceted application. Control over the disper-

sion and exfoliation of the graphite inside the rubber matrix depends on the

processing parameters. Bhattacharya et al.explored the effect of different

nanofillers on the properties of NR [109]. Unfunctionalized expanded graphite

was one of the fillers tested. However, comparing and contrasting the mechanical

properties of NR nanocomposites, it was noted that those containing

unfunctionalized expanded graphite exhibited improvement in the 100% modulus

(1.09� 0.04) compared with neat rubber (0.89� 0.01) and carbon black-filled NR

(0.92� 0.03) under similar loading. Recently, Zhan et al. proposed a new technique

wherein uniform dispersion and exfoliation of the graphite nanoplates was achieved

in NR latex using ultrasonication [110]. The well-dispersed GO platelets were

further reduced in situ through treatment with hydrazine hydrate (to produce

reduced graphene oxide; rGO) and then coagulated using formic acid. The master

batch so obtained was further diluted with NR in a two-roll mill. The same group

extended their concept of “ultrasonication–in situ reduction” to achieve self-

assembly of graphene platelets in the rubber matrix. Curing of the rubber composite

essentially pushes the graphite nanoplates to the interstitial space of the different

rubber particles created during the vulcanization process [111]. Unlike the previous

methodology, the latter technique produced a conducting nanocomposite as a result

of formation of a conducting filler network in the rubber matrix. Thus, from these

observations, it can be reasonably inferred that the properties and performance of

the nanocomposites are largely guided by the processing parameters.

In an attempt to understand the underlying phenomenon, Potts et al. [112]

utilized the latex coagulation approach and studied the effect of different processing

parameters on the properties of the resulting nanocomposite. Two different batches

of nanocomposite were prepared by altering the process for incorporation of curing

agents into the matrix. In one case, the curing agent was added while masticating

the rGO/NR latex in a two-roll mill, whereas the other batch was prepared by

mixing crosslinker through traditional solution-casting methodology, wherein the

solution phase was the rGO/NR latex coagulated phase. Morphological studies

revealed that tactoids of significant dimension (a web-like morphology) were

formed by increasing the concentration of rGO in the latex (uncured variety)

phase, as shown in Fig. 13a, b. The morphology of the solution phase cured

composite demonstrated similar features to those of the uncured sample (Fig. 13c,

d). However, the milled sample registered a uniform dispersion of the nanoplatelets

in the rubber matrix, as shown in Fig. 13e, f. As a result, the electrical, thermal, and

mechanical properties of the composite were greatly affected.
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As well as reducing GO in situ with hydrazine hydrate, it can also be reduced

through thermal treatment to form thermally exfoliated graphene oxide (TEGO). In

continuation of their earlier work, Potts et al. utilized TEGO as filler phase in the

NR matrix and varied its processing parameters [113]. They compared the proper-

ties of a composite prepared by direct milling of TEGO with the rubber matrix in a

two-roll mill against those of a composite generated by pre-mixing TEGO with NR

latex, followed by milling. In line with earlier observations, the latter route gave

better dispersion of the nanoplates, thereby resulting in better mechanical properties

of the composite. On a similar note, Scherillo et al. [114] observed that latex phase

mixing followed by coagulation and milling resulted in the formation of

interconnected segregated and nonsegregated assemblies of graphene platelets.

Thus, from these observations, it can be reasonably inferred that the processing

route can be designed according to the end use of the nanocomposite. For example,

an electrically conducting nanocomposite can be achieved via formation of segre-

gated networks, whereas better mechanical properties can be achieved through

good dispersion of the nanophase (i.e., through milling of the coagulated latex

composite). Following the work of Potts et al., Aguilar-Bolados et al. [115] dem-

onstrated the effect of surfactant on the dispersion of TEGO in the NR latex matrix,

followed by coagulating and milling in a two-roll mill. Briefly, two different

surfactants were utilized, sodium dodecyl sulfate (SDS) and Pluronic F127. SDS

assisted in better dispersion of the graphite nanoplates inside the rubber matrix than

Fig. 13 TEM micrographs of rGO/NR nanocomposite sections. (a, b) “Weblike” dispersion of

rGO platelets in the uncured composites, as obtained directly after latex co-coagulation. (c, d)

Dispersion in the solution-treated samples. (e, f) Morphology of the milled nanocomposites.

[Reprinted (adapted) with permission from [112], Copyright 2012, American Chemical Society]
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Pluronic F127. Fernandez et al. [116] demonstrated that addition of linseed oil

plasticizer at a low loading of ca. 4 parts per hundred rubber (phr) while milling

expanded graphite and NR assisted in the formation of favorable interactions

between filler and rubber.

As an alternative to the latex phase mixing or coagulation techniques, Wu

et al. [117] utilized a solution phase technique to prepare graphene/NR

nanocomposites. Additionally, they modified the GO surface with bis

(triethoxysilylpropyl)tetrasulfide (BTESPT). The BTESPT moiety acted as a

crosslinking agent and actively participated in the formation of covalent bonds

with the allylic site of the NR (as shown in Fig. 14). The reproducibility of this

procedure was supported by swelling studies. It was noted that an increase in the

concentration of modified graphene resulted in a decrease in the swelling ratio of

the composite in organic solvent. On a similar note, coating of graphite with

acrylate was also reported to improve the dispersiblity of graphite nanoplate filler

inside the NR matrix [118].

Recently, Wu et al. [119] designed a pathway for covalent attachment of maleic

anhydride-grafted polybutadiene as a modifier for GO. The hybrid so generated

assisted in increasing favorable interfacial interactions between the NR matrix and

graphene platelets. A tailor-made architecture of graphene inside the NR matrix

was also developed by Luo et al. [120]. The GO was modified using poly

(diallyldimethylammonium chloride). A co-assembling technique was utilized in

a water-borne latex system to develop a 3D interconnected architecture of the

modified graphene in the NR matrix. Assembly of the modified graphene platelets

was induced by the difference between the surface charges of the modified

graphene and the NR latex. Poly(diallyldimethylammonium chloride) induces a

positive charge over the surface of the graphene platelets, whereas the NR latex

particles are negatively charged. As a result, an assembled product is generated.

Irrespective of the processing route, the main aim is control over dispersion of

the graphite nanoplate filler inside the NR matrix, so that better reinforcement can

be achieved. However, a phenomenon such as strain-induced crystallization (SIC)

makes the situation crucial for NR. Thus, understanding the underlying physics

Fig. 14 Reaction of the polysulfide groups of BTESPT with the allyl positions of double bonds in

the rubber molecules. [Reprinted (adapted) with permission from [117], Copyright 2012, Elsevier]
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involved in the reinforcement of NR by graphene becomes tricky. Stanier

et al. [121] proposed two guiding factors that control the reinforcement mechanism:

First, reinforcement is provided by the exfoliated anisotropic graphite nanoplates

within the elastomeric matrix. Second, the self-reinforcement phenomena active as

a result of the formation of a network of polymer chains was held responsible for

the reinforcement mechanism. The latter effect is only applicable for NR. An

increase in graphite nanoplate content resulted in an upturn at higher strain. This

was a result of the formation of SIC. Furthermore, the presence of graphite

nanoplates enhanced the crystallization rate (as evident from wide-angle X-ray

diffraction, WAXD, studies). As a result, an increase in filler loading resulted in a

decrease in strain (as shown in Figs. 15 and 16).

Ozbas et al. [122] monitored the changes in stress and crystallization using

synchrotron X-ray scattering measurements of the NR samples loaded with func-

tional graphene sheets during sample stretching. Small-angle X-ray scattering

(SAXS) measurements revealed that the functional graphene sheets became ori-

ented in the stretching direction. The anisotropy induced during stretching resulted

in the transmission of stress through the filler networks. Furthermore, the in-plane

modulus of GO is reported to be higher than the bending modulus [123]. As a result,

better reinforcement is seen.

In addition to the above factors, Li et al. [124] combined the concept of SIC with

the entangled bound rubber tube (EBT) model to understand the reinforcing effect

of graphene on NR polymer chains at low filler loading (0.75 phr). The results were

compared and contrasted with those for GO. The EBT model demonstrated that the

pristine graphene provided better interaction with the NR matrix. This observation

was also in line with the QF/QG ratio in the Lorenz and Park equation [where Q is

the amount of solvent absorbed per gram of rubber for filled (F) and gum

Fig. 15 Tensile properties

of GO/NR nanocomposites

up to rupture. [Reprinted

(adapted) with permission

from [121], Copyright 2014,

Elsevier]
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(G) samples]. The QF/QG ratio for pristine graphene-containing matrix was 0.82,

whereas that for the GO/NR matrix was 0.85. This showed that polar GO was

incompatible with a nonpolar NR matrix. Wu et al. [125] further demonstrated that

variation in the graphite particle size can significantly affect the mechanical

properties of NR-based nanocomposites. Unlike the commonly observed phenom-

ena, they reported that a reduction in graphite particle size significantly increased

the modulus of the composite. The flexibility of sulfur vulcanized graphene/NR

nanocomposites can be greatly affected by the extent of filler loading. Yan

et al. [126] carried out a series of SAXS analyses on segregated and nonsegregated

graphene-filled NR systems. They showed that polysulfidic linkages give rise to a

hump in the high q (scattering vector) value. However, increasing the filler content

causes the qmax value to shift to a higher q region, thereby indicating a transforma-

tion from polysulfidic linkages to monosulfidic linkages. As a result, the flexibility

of the matrix is affected.

Safety and reliability during the service life of any nanocomposite can be

correlated with the fatigue properties of the material. As a result of the severe

service conditions for NR-based nanocomposites, prediction of the fatigue proper-

ties of NR becomes very important. Recently, Yan et al. [127] studied the fatigue

properties of graphene/NR nanocomposites. At low fatigue strain, graphene plate-

lets accelerated crack growth, whereas retardation was registered at a higher strain.

A hypothesis was provided for their observations: At high strain value, SIC

α=1.0 

a

b

c

α=2.8 α=3.5 α=4.2

α=1.0 α=2.8 α=3.5 α=4.2

α=1.0 α=2.8 α=3.5 α=4.2

Fig. 16 Sequential changes of WAXD patterns for (a) NR (b) 0.7 GO/NR, and (c) 0.7 graphene/

NR. Corresponding strain (α) values are indicated at the left top in each pattern. [Reprinted

(adapted) with permission from [124], Copyright 2013, John Wiley& Son]
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phenomena are active. As a result, the crystallites formed assist in the formation of

crack branches. This minimizes the energy and retards the crack growth at higher

strain values. In line with the observations made by Yan et al., Dong et al. [128]

recently noted that incorporation of GO (as little as 1 phr) successfully resisted

fatigue crack growth and propagation.

1.6.2 Epoxidized Natural Rubber

There has been a plethora of work in the field of natural rubber and graphene;

however, not many works report using graphene and epoxidized natural rubber

(ENR). ENR is a modified version of natural rubber, wherein the double bond of the

NR is selectively oxidized using various types of peroxy compounds. Recently, She

et al. [129] developed a GO/ENR composite using ultrasonic irradiation-assisted

latex coagulation methodology. Both graphene and NR were oxidized in this study.

The large number of oxygen functionalities on the edges and basal plane of GO

assisted in favorable interaction with epoxy groups of the ENR. WAXD studies

provided an insight into the dispersion of GO platelets. The peak corresponding to

GO (2θ¼ 8.9�) disappeared in the GO/ENR matrix. It was concluded that the GO

platelets were completely exfoliated in the ENR matrix. Strong polymer–filler

interactions are bound to affect the glass transition temperature (Tg) of the polymer.

As expected, the authors noted that the Tg of the composite was �38.98�C,
compared with �41.88�C for neat ENR. Such a favorable interaction is bound to

affect the mechanical properties of the composite. In this context, it is worth

mentioning that the nonpolar nature of NR makes GO a less favorable filler

material. However, the polarity induced in ENR as a result of the presence of

epoxy groups greatly enhances the interfacial interactions with GO. Zhan

et al. [111] demonstrated that a GO/NR composite with 2% filler content had a

tensile strength that was 47% higher than that of pure NR. However, She et al. [129]

noted an increase in tensile strength of 72% with a nominal loading of 2%

GO. Unlike the observations reported by Potts et al. [112], the mechanical proper-

ties of the milled samples (nonsegregated) were found to be inferior to those of the

segregated samples for the GO/ENR nanocomposite.

The effect of variation of the ENR epoxidation level on the properties of

graphene-based composites was studied by Yaragalla et al. [130]. Two different

grades of ENR were examined (25 and 50% epoxidation level). Mixing was carried

out in typical open two-roll mill with a 2% filler loading. The shift in the FTIR peak

caused by the epoxy ring, compared with neat polymer, suggested significant

interaction with the GO particles. From this observation, it can be concluded that

several physicomechanical properties of the GO/ENR system are affected. In a

different study, Malas et al. [131] developed nanocomposites based on ENR and

expanded graphite or GO. In their study, the storage modulus for rubber containing

GO was higher than those for neat ENR and ENR containing expanded graphite.

Thus, from the above discussion, it can be reasonably inferred that the mobility

of the ENR chains is largely affected by the presence of GO. A proper
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understanding of the filler network inside the ENR matrix can provide insights into

the structure–property relationships of graphene/ENR composites. In an attempt to

address this issue, He et al. [132] carried out rheological and positron annihilation

studies on graphene/ENR nanocomposites and showed that the samples adopted a

segregated morphology. A polymer–graphene bridged network was recorded at a

low filler concentration of 0.17%, whereas a 3D network of graphene platelets was

formed with 0.23% filler loading, as shown in Fig. 17. The viscoelastic behavior of

neat ENR revealed that the polymer chains remained in an unperturbed relaxed

state; however, the graphene/ENR (filler loading 0.14%) composite demonstrated

Fig. 17 TEM micrographs of ENR/GO latex (a–c) and ENR/GO solid composites (a’–c’) with
different GO loadings: (a, a’) ENR/GO-0.07, (b, b’) ENR/GO-0.28, and (c, c’) ENR/GO-0.56.
[Reprinted (adapted) with permission from [132], Copyright 2015, Royal Society of Chemistry]
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significant perturbation of the polymer chains and exhibited, solid-like viscoelastic

properties. Rheological studies were supported by the data obtained from positron

annihilation studies. Insight into the segmental chain dynamics and packing at the

molecular level can be obtained through positron annihilation studies. The lifetime

of an ortho positron can be correlated to the amount of “free cavity” present inside

the nanocomposite. A decrease in the lifetime value with an increase in filler

loading indicates a decrease in the size of the free cavity. Similarly, the authors

noted a monotonic decrease in the lifetime value with an increase in filler concen-

tration. Such an observation is the result of the interactions between the modified

filler and ENR polymer chains.

1.6.3 Styrene Butadiene Rubber

In the family of the synthetic elastomers, SBR is the most versatile rubber and is

used for various tire and non-tire applications. Basically, it is a random copolymer

of styrene and butadiene, synthesized using solution (anionic type) or emulsion

polymerization (free-radical type). The ratio of styrene to butadiene units can be

modulated to different levels. An increase in the styrene content usually makes the

rubber harder and vice versa. Because of its high abrasion resistance, SBR finds

wide application in the tire industries. In line with current research, scientists are

trying to replace the isotropic carbon black with anisotropic carbon nanomaterials

as the filler material for tire applications. As a result, there is interest in other

carbon- and silica-based nanofillers. The excellent properties demonstrated by

graphite and graphene make them unanimous choices as filler material for the

strategically important SBR.

The latex coagulation technique employed for composites of NR or ENR and

graphene can be also applied for the development of graphene/SBR composites.

Schopp et al. [133] reported preparation of graphene/SBR latex composites wherein

the efficacies of chemically reduced graphene and thermally reduced GO as filler

materials were compared and contrasted with those of reduced carbon black and

carbon nanotubes at high loading (25 phr). The uniqueness of this work was that the

graphene and its derivatives were dispersed in aqueous medium without the aid of

any surfactant. The isolated products were processed in an internal mixer (curatives

were added during this step), followed by milling in a two-roll mill ten times (sulfur

and N-t-butyl-2-benzothiazylsulfenamide were added). Morphological analysis

using microcomputed tomography revealed that the modified graphitic filler mate-

rials were uniformly distributed in the rubber matrix, whereas carbon black,

multiwalled carbon nanotubes, and pristine graphite formed agglomerated struc-

tures. Enhanced surface area and better dispersion of the modified graphene

imparted a better tensile strength to the composite compared with pristine graphite,

reduced carbon black, and multiwalled carbon nanotubes. It can be envisioned that

the enhanced tensile strength is attributed to the surface morphology of the modified

graphene. The crumpled morphology assisted in better interlocking between the
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elastomer chains and the filler material. As a result, the tensile strength increased

when modified materials were utilized. As an extension of their work, Muelhaupt

and colleagues studied the effect of different functionalized graphites, such as wet

ground graphite in THF, edge-functionalized graphene, and thermally reduced GO,

incorporated into the SBR matrix using a latex coagulation technique [134]. The

edge-functionalized graphene was prepared by ball-milling the graphite under an

atmosphere of carbon dioxide and argon. Curing of the composite was carried out

using a similar process to that described above. Thermally reduced graphene

imparted a higher tensile strength than the ball-milled samples, wet ground sample,

or pristine graphite. The inferior result obtained for the ball-milled samples is

attributed to a reduction in the aspect ratio of the filler material during milling,

resulting in poor reinforcement of the elastomer matrix. Furthermore, it was

surmised that the carbon dioxide present during ball-milling affected the vulcani-

zation process. Such a hypothesis correlates well with the studies of composite

swelling.

Kim et al. [135] reported fabrication of multilayered graphene/SBR

nanocomposites using the latex coagulation technique. Differences in the surface

charges of the SBR latex and filler material assisted in the heterocoagulation

process. Such an approach is very similar to the methodology adopted by Luo

et al. [120] in the preparation of graphene/NR nanocomposites. In the former case,

multilayer graphene sheets were modified using aluminum chloride and

hexadecyltrimethyl ammonium chloride. These positively charged filler materials

interact with the negatively charged SBR latex under ultrasonication. The concen-

tration of flocculant was found to play a crucial role during development of the

graphene/SBR composite. An extension of this work was carried out by Kim’s
group, wherein the effect of incorporation of carboxylated graphite into the SBR

latex was studied. The composite particles were found to adopt a distinct spherical

morphology [136].

A modified latex coagulation technique was developed by Xing et al. [137]. An

SBR-based nanocomposite was developed without the use of an ultrasonic field or

surfactant. A mechanical agitation technique was employed for preparing

nanocomposites with different percentages of filler loading. The in situ reduction

process employed for NR-based composites was utilized for reducing GO. The

resulting segregated composite was subjected to curing in a two-roll mill with the

addition of a curative package. The oriented structure of the graphene was

conjectured to result from the milling process. Unprecedentedly, the

nanocomposite registered a high mechanical strength. Such an improved mechan-

ical property is attributed to the better interfacial interaction between elastomer and

filler. The concept of “bound rubber content” was utilized to estimate the symbiotic

effect between the elastomer chains and the filler material. A 33.26% bound rubber

content (stemming from the π–π interaction between the styrene unit and the

graphene sheet) was estimated to be present at 5 phr filler loading. Furthermore,

the presence of graphene gave the resulting material better abrasion resistance than

traditional carbon black material.
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The same group also reported the ability of graphene to act as an anti-oxidant

material for elastomers [138]. The anti-oxidant behavior of graphene sheets inside

an SBR matrix was attributed to the ability of graphene to act as a free radical

scavenger. Its unique plate-like structure gives excellent barrier properties to the

composite. As a result, the percolation of oxygen (the agent responsible for

oxidative failure of the products) inside the matrix is greatly inhibited.

The surface chemistry of the filler material plays a pivotal role in determining

the extent of interaction of filler material with the elastomer chains. Thus, Tang

et al. [139] prepared graphene samples with tailored surface functionalities

(GO reduced at different levels by chemical methods). A latex coagulation tech-

nique was employed. Dielectric relaxation spectroscopy studies demonstrated that

the bulk segmental relaxation of SBR chains was independent of the surface

chemistry of the filler material. However, dispersion of the filler material in the

elastomer matrix and its interfacial adhesion were largely guided by the surface

functionality. Such an observation was supported by the surface energy profiles of

the composite materials. Apart from reducing the GO by different degrees, Liu

et al. [140] modified the interface of the GO/SBR nanocomposite (prepared by latex

coagulation followed by a similar strategy to that mentioned in the preceding

reference) by the addition of different amine-based modifiers, such as oleylamine

and octadecylamine. Even though both filler materials demonstrated excellent

dispersiblity in the SBR matrix, the oleylamine-modified GO demonstrated better

mechanical properties than the octadecylamine-modified filler. The enhanced

mechanical stability of the oleylamine can be attributed to its structure. The isolated

double bonds present in the oleylamine structure actively participate in the

crosslinking reaction with sulfur during the vulcanization process. As a result,

better mechanical properties are obtained.

Apart from the latex coagulation technique, a solution casting technique can also

be used for development of TEGO/SBR nanocomposites, as utilized by Ozbas

et al. [141]. Thermally reduced GO was used to obtain a wrinkled morphology of

the filler material, which can induce proper interlocking of the elastomer chains

with the filler material and avert the possibility of re-stacking of the graphene sheet

(from quantum mechanical calculations). The resulting composite demonstrated

excellent mechanical properties. A 16-fold increase in the mechanical property of

the modulus was obtained compared with samples prepared from carbon black at

similar concentrations. It was noted that the superior mechanical properties were

governed by the geometry (in line with the Halpin–Tsai equation) and the orienta-

tion of the nanofiller, rather than the crosslinking density.

The Young’s moduli of the graphene/SBR nanocomposite (prepared using a

two-roll mill) was theoretically modeled by Araby et al. [142] using the Guth and

the Halpin–Tsai models at low tensile strain. These two models were found to

maintain good statistical agreement with experimental values observed at low

tensile strain. Recently, Das et al. [143] provided an insight into the nanoscale

morphology of graphene/SBR composites using the 3D TEM technique. Carbon
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black was used in conjunction with graphene as the filler material. It was proposed

that the carbon black moiety assists in de-lamination of the graphene sheet. It was

also noted that the graphene sheets are surrounded by carbon black moieties and a

few other thin layers of graphene sheet, as shown in Fig. 18. This indicates that the

filler morphology inside the elastomer matrix plays an important role.

Fig. 18 (a) Visualization of the 3D reconstruction of solution SBR filled with 35 phr carbon black

and 5 phr graphene; yellow and green regions represent carbon black and graphene, respectively.

(b, c) Resultant volume on the left and a slice in z-direction on the right. [Reprinted (adapted) with
permission from [143], Copyright 2014, Royal Society of Chemistry]
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1.6.4 Butadiene-Styrene-Vinyl Pyridine Rubber

Tire rubber is a very complex composite that utilizes various components, including

elastomers, filler material, textiles, and metallic wire/beads. Production of tires also

involves the use of various adhesives for binding the elastomer part with the cord/

textile part of the pneumatic tire. One commonly used adhesive material is

butadiene-styrene-vinyl pyridine rubber (VPR), a random terpolymer of styrene,

butadiene, and 2-vinyl pyridine. Currently, researchers are interested in studying

the interfacial interaction of GO and this model elastomer. Tang et al. [144]

employed a latex co-coagulation technique to prepare a high performance

GO/VPR composite to study the interfacial interaction between the elastomer and

filler material. The availability of the lone pair of nitrogen atoms from the pyridine

unit of the elastomer and the large number of GO hydroxyl groups makes the

system ideal for studying interfacial activity. Hydrogen bonding was activated in

the system by using calcium chloride as flocculent, and electrostatic interaction

using hydrochloric acid. Such interactions can be monitored using high-resolution

X-ray photoelectron spectroscopy. The nitrogen 1s electron was analyzed for the

pure elastomer and the composite material. Two de-convoluted peaks were noted at

399.1 eV and 400.2 eV for the neat VPR (ascribed to two different chemical

environments for the nitrogen atom in the VPR chain). Interestingly, these two

de-convoluted peaks were reported to be shifted to 399.0 eV and 399.7 eV for the

hydrogen-bonded GO/VPR complex as a result of enrichment of the electron

density by hydrogen bonding. An extra peak was observed (in addition to the

above two peaks) for the electrostatically interacting GO/VPR composite (399.0,

399.6, and 401.8 eV). The origin of the additional peak at 401.8 eV was formation

of a positively charged nitrogen moiety in the VPR elastomer chain. The vulcani-

zation characteristics of both composites were determined with respect to the

following parameters: scorch time, optimum curing time, minimum torque, and

maximum torque. The optimum cure time was found to increase with GO loading

for both composites. The vulcanization process of the electrostatically interacting

GO/VPR sample was slower than for the hydrogen-bonded sample. From this, it can

be supposed that the VPR chains were confined to a greater extent by GO as a result

of electrostatic interaction. Thus, a high storage modulus was registered for the

electrostatically interacting GO/VPR sample.

A proper understanding of the reinforcement of elastomer chains by graphene

sheets at the molecular level is crucial. In an attempt to understand such phenom-

ena, the same group studied the effect of interfacial interaction on the chain

dynamics of the same two composites using dielectric spectroscopy [145]. Two

distinct relaxation processes (segmental relaxation and interfacial relaxation) were

found to be active in both composites. The dielectric strength of the composites was

noted to be higher than that of the neat polymer. Such a difference is attributed to

the presence of graphene in the elastomer matrix, which alters the local environ-

ment of the elastomer chains. In their study, a distinct difference between the

segmental dynamics of the two composites was noted. The electrostatically
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prepared composite demonstrated a higher segmental relaxation at a filler loading

of 1.5%. However, the hydrogen-bonded sample was nonresponsive to segmental

relaxation with a variation in GO loading. The observation was explained in terms

of the dispersion of GO inside the matrix. It is worth mentioning that the conduc-

tivity of the electrostatically prepared composite was higher than that of the

hydrogen-bonded sample. The interfacial relaxation of the composite was moni-

tored from the dielectric loss spectra plot at high temperature. An asymmetrically

broad peak was noted for the hydrogen-bonded sample, whereas the electrostati-

cally interacting sample registered two peaks. Such an observation is attributed to

the restricted interfacial dynamics induced as a result of better interaction in the

case of the electrostatically interacting GO/VPR sample. Thus, it can be concluded

that tuning of the properties of elastomer/graphene composites can be achieved

through proper modulation of the interfacial interactions.

1.6.5 Acrylonitrile-Butadiene Rubber and Carboxylated Acrylonitrile-

Butadiene Rubber

Acrylonitrile-butadiene rubber (NBR) is a random copolymer of acrylonitrile and

butadiene, synthesized using emulsion polymerization techniques. Depending on

the synthesis conditions (polymerization temperature), two different grades of NBR

can be produced (hot and cold varieties). The percentage acrylonitrile content in the

NBR is crucial for modulation of the properties of the rubber. Carboxylated NBR

(XNBR) is a modified version of NBR. Addition of the carboxylic unit to the

butadiene part of the elastomer induces an additional polarity to the elastomer,

Furthermore, these carboxylic sites are crosslinkable with metal ions such as zinc.

As a result, further improvement in the properties of the elastomer can be achieved.

The chemical constituents in the framework of the NBR impart resistivity of the

material toward chemicals (except strong oxidizing agents) and oils. Thus, NBR is

widely used for making specialty rubber products such as oil hoses and gloves.

Al-Solamy et al. [146] developed a piezo-resistive conducting material based on

graphene and NBR (26% acrylonitrile content). Traditional two-roll mixing was

adopted for generating the nanocomposite material, followed by compression

molding. TEM revealed that an increase in filler loading (from 0.5 to 2%) resulted

in a decrease in the aspect ratio of the graphene. Even though the authors failed to

provide any suitable explanation for such an observation, we speculate that the

processing parameters involved in fabrication of the graphene/NBR composite

were responsible. It was also commented by the authors that a decrease in the

aspect ratio of the graphene platelets assisted in better dispersion, and helped in the

formation of a pressure-sensitive percolating conducting network.

Singh et al. [147] reported the unique ability of a rGO/NBR composite to absorb

microwaves over a broad frequency range. The composite was fabricated at differ-

ent levels of rGO loading (2, 4, and 10%). Waveguide methodology was utilized to

measure the complex permittivity and permeability of the material to gain an

insight into the microwave absorption properties. A solution-casting technique
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was used to produce the nanocomposite. The dihedral angle present in rGO caused

the microwave to face a series of reflection. As a result, the microwave got absorbed

inside the rGO/NBR matrix. These multiple reflections greatly increase the inter-

actions of the microwaves with the elastomer matrix. As a result, phenomena such

as ionic conductance and dielectric relaxation become active and the energy

generated is dissipated in the form of heat.

Control over the tribological properties of the composite, especially the wear

property, is a very important aspect of rubber-related products. An attempt was

made by Wang et al. [148] to understand the mechanical properties and the

tribological aspects of composites prepared by either mechanical mixing

(microcomposite) or latex phase co-coagulation (nanocomposite). A strong corre-

lation between the dispersion of the graphene and the processing parameter was

described. The dispersion of graphene in the rubber matrix was reflected by the

mechanical properties. The tensile strength of the nanocomposite was better than

that of the microcomposite. The patterns on the worn surfaces of the neat and

composite materials were analyzed using SEM through proper understanding of the

abraded surfaces (see Fig. 19). Neat NBR was reported to show craters and sharp

ridges at a slower velocity. However, at a higher velocity, the virgin elastomer

became flat and prominent fatigue cracks were observed on the surface. By contrast,

for the microcomposite, direct chipping of graphite was observed under the same

experimental conditions. Such an observation was attributed to the poor interfacial

interactions between graphite and elastomer. However, the nanocomposite demon-

strated a smooth and flat surface as a result of better interfacial interactions between

filler and elastomer. Basically, cycles involving chipping of the graphite layers

from the matrix, formation and breaking of a lubricant film, concurrent matrix wear,

and re-formation of lubricant film acted as a cumulative factor for the wear of

GO/NBR composites.

On a similar note, Li et al. [149] studied tribological aspects of the GO/NBR

nanocomposite. A solution-casting methodology was adopted for fabrication of the

samples. A dramatic decrease in the coefficient of friction (COF) and the specific

wear rate for the nanocomposite was recorded. However, the values increased with

an increase in filler concentration. It was conjectured by the authors that at low

loading, GO was de-bonded from the matrix during the direct sliding test and

became deposited over its counterpart. As a result, a thin film was formed and

this film assisted in minimizing the COF and specific wear rate. However, at a

higher loading, thick graphite layers were chipped off and the equilibrium between

the friction couple was perturbed. As a result, an increase in filler content resulted in

adhesion and fatigue abrasion.

A melt mixing methodology (Brabender Plasti-Corder) was established by

Verghese et al. [150] for the production of pristine graphite/NBR nanocomposites.

The reinforcing capability of the pristine graphite was compared with that of carbon

black under similar loading. Similar to the observation made by Tang et al. [144]

for the GO/VPR system, the cure characteristic parameters were found to increase

significantly compared with the virgin elastomer (Fig. 20). By contrast, carbon
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black-filled samples under similar loading registered higher torque values than the

graphene-filled samples. However, the scorch safety of the carbon black-filled

samples was poorer than that of graphene-filled samples. The increase in scorch

time for graphene/NBR was attributed to the high surface area of the graphene

platelets. The plate-like structure of the filler material acted as a barrier against the

sulfur-accelerator and zinc-accelerator systems. A 65% increase in the tensile

strength was recorded with graphene, where a 35% decrease in tensile strength

was registered for the carbon black-loaded sample at a similar filler concentration

(1 phr). However, a synergistic effect of both the filler materials was observed

when a hybrid of graphene and carbon black was utilized as reinforcing filler

for the NBR matrix. The storage modulus was higher than that of the individual

filler materials. The observation was explained on the basis that the elastomeric

chains become entangled with the void space of the carbon black (physical

Fig. 19 SEMmicrographs of worn surface of (a) NBR rubber, (b) expanded graphite/NBR (5 phr

filler loading) microcomposite, and (c) expanded graphite/NBR (5 phr filler loading)

nanocomposite at different sliding velocities (60 N). Note: Sliding direction is downward.

[Reprinted (adapted) with permission from [148], Copyright 2012, Elsevier]
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crosslinks), and that the high surface area of the graphene sheet resulted in a high

storage modulus in the rubbery region.

The effect of the filler surface activity on the mechanical and dielectric proper-

ties of NBR nanocomposites was studied by Moewes et al. [151] using a melt

mixing technique (Haake internal mixer). The role of surface porosity and rough-

ness on the formation of high performance NBR-based elastomer composites

(acrylonitrile content 39%) was evaluated by the authors. In conjunction with

20% dioctyl phthalate, the graphene sheet in the NBR matrix had an exfoliated

structure, as demonstrated by TEM. However, the lateral dimension of the graphene

sheets was found to be reduced. This was perhaps a result of the shearing force

induced by the internal mixer on the graphene sheet.

Mensah et al. [152] prepared GO/NBR composites using solution casting meth-

odology. The curative package was introduced to the system while milling the

sample in a two-roll mill. The interfacial interaction between GO and the NBR

chains could be observed in scanning electron microscopy (SEM) images of

strained samples of the GO/NBR nanocomposite. An outward protrusion of carbon

nanotubes under similar strained conditions for carbon nanotube/elastomer samples

has been reported [153]. However, the GO platelets were observed to be embedded

in the NBR matrix, even under strained conditions. This shows that the GO matrix

demonstrated an excellent interfacial interaction with the elastomer chains.

We note that the graphene-based NBR composites have mostly been developed

from pristine graphene or using GO. However, Zhi et al. [154] recently utilized an

aminopropyl triethoxysilane (APTES)-functionalized GO to prepare an NBR

nanocomposite. The modification of GO by APTES was assisted by ammonia. A

latex-based co-coagulation technique was employed to prepare the APTES-

functionalized GO/NBR nanocomposite (calcium chloride was the flocculant). A

large extent of exfoliation of the functionalized graphene platelets (basal plane

spacing of 1.5 nm, as observed from XRD) was observed in the NBR matrix. As
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described in the above article, in the present case, the authors noted that the

modified GO was deeply embedded inside the rubber matrix, as shown by SEM

analysis of the fracture surface of the tensile specimen [154]. In line with the earlier

report [144], the maximum torque value of the composite gradually increased with

an increase in filler loading. The crosslink density of the composite was calculated

using the Flory–Rehner equation. The swelling ratio decreased with an increase in

filler volume, as shown in Fig. 21. The authors conjectured that the filler inside the

matrix adopted a tortuous structure and that such a structure inhibited the solvent

diffusion process. The nanocomposite exhibited a high dielectric constant with a

low loss factor.

In a similar attempt, Tian et al. [155] developed a material with high dielectric

constant and low dielectric loss that was based on GO and XNBR. The

functionalized graphene platelets were encapsulated inside the XNBR latex using

ultrasonication coupled with a spin flash drying method. The resulting composite

was further molded and vulcanized under compression molding. Encapsulation of

the graphene sheet was conjectured to take place via the pathway shown in Fig. 22.

To increase the interfacial polarization ability of the functional graphene, it was

reduced in situ by a thermal technique at 180�C. As a result, a 3D segregated filler

network was formed. In comparison with the virgin elastomer, the dielectric

constant of the reduced graphene/XNBR started to increase with a very low loading

of the filler material (0.25 phr). Such an observation was attributed to the formation

of a percolating network of filler material inside the elastomer matrix. It was also

claimed by the authors that the system demonstrated the lowest dielectric constant

compared with other graphene/elastomer composites.

In a separate study, Liu et al. [156] modified graphene noncovalently with

sodium humate and utilized the modified graphene platelets in the XNBR matrix.

Prior to the noncovalent modification, pristine graphite was oxidized and further

reduced. The composite was prepared using a latex co-coagulation methodology

(calcium chloride was utilized as flocculant). The coagulated matrix was passed

through a two-roll mill for incorporation of the curatives and then vulcanized in a
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compression molding unit. The thiol unit of the modifier assisted in the formation of

additional crosslinks along with the carboxyl group of the XNBR. Such crosslinking

was a result of the presence of MgO in the curative package. A chelating effect

greatly enhanced the interfacial interaction between filler and elastomer matrix.

O COOH

COHOC

O
C O

O

OH

HOOC

COOH

COOH

COOH

Hydrogen bonds

 Latex mixing
Spin flash drying

Vulcanization
Hotpressing 170°C 20min

OH

O C
O

COOH

COOH OH

GONS

GONS/XNBRcompound

GONS/XNBRcompositeGONS/XNBR 
segregated network

COOH

HOOC

XNBR Latex Particle

H COOH
O H

C O

O H

C O

O C

O

O

O

C

H

H OH O C

O

a b

cd

Fig. 22 Preparation of composites of graphene oxide nanosheets and XNBR with segregated

network structure. [Reprinted (adapted) with permission from [155], Copyright 2014, Elsevier]
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Such an interfacial interaction was further proved from dynamic mechanical ana-

lyses of the neat rubber and nanocomposite. As shown in Fig. 23, the pristine

elastomer registered a Tg of about �5.4�C, whereas the Tg shifted to ca. �2.7�C for

the nanocomposite. Such a shift of Tg towards a higher temperature is an indication

of the restricted chain dynamics of the elastomers as a result of the presence of

graphene platelets. Additionally, a secondary peak was also noted around 55�C for

the neat polymer as a result of the formation of ionic clusters of carboxylates (ionic

transition). Similarly, the secondary peak was also shifted and broadened as a result

of the presence of graphene sheets.

The thermal stability, conductivity, and thermal diffusivity of XNBR were

modulated by Wang et al. [157] by incorporating functional graphene in the

XNBR latex. Incorporation of 1.6 phr of GO greatly enhanced the thermal stability

of the XNBR matrix. The maximum degradation of virgin elastomer was noted at

458.9�C, whereas the nanocomposite registered maximum decomposition at

473.5�C. Such an enhanced thermal stability was attributed to better interfacial

interactions between filler and elastomer matrix. Increases of 1.4- and 1.2-fold

(compared with the neat elastomer) in the thermal conductivity and thermal diffu-

sivity, respectively, for the nanocomposite sample were recorded.

1.6.6 Fluoroelastomers

Fluoroelastomers (FKMs) fall into a special category of elastomer. They exhibit

superior properties, even during a harsh service life (exposure to chemicals, high

temperature, and oils). Their superior performance is attributed to the unique

chemical structure of the C–F bond. Early reports on the development of FKMs

were registered by DuPont, who have successfully synthesized a copolymer of

hexafluoropropylene and vinylidene fluoride. The service life of an FKM elastomer

is determined by the percentage fluorine content. A higher percentage of fluorine

Fig. 23 Tan δ of sodium
humate-functionalized

graphene/XNBR

composites as a function of

temperature. [Reprinted

(adapted) with permission

from [156], Copyright 2013,

American Chemical

Society]
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imparts a better performance in extreme conditions. Despite such wonderful prop-

erties exhibited by neat FKM rubbers, they are often mixed with different

nanomaterials to develop high performance FKM-based elastomeric

nanocomposites. For sealing applications in the oil industry, Wei et al. [158]

developed a GO/FKM-based sealant material with targeted applications in the

petroleum industry. An acetonitrile phase mixing methodology was adopted for

preparation of a GO/brominated FKMmaster batch. The selection of acetonitrile as

solvent for developing the nanocomposite was guided by the Hansen solubility

parameter. The master batch was mixed at different concentrations with neat FKM

and cured using peroxide as the crosslinker. The resulting molded nanocomposite

demonstrated remarkable liquid barrier properties when methyl ethyl ketone was

selected as the liquid phase. Additionally, the mechanical properties of the

nanocomposite were reported to be superior to those of neat FKM rubber. The

enhanced performance of the nanocomposite was attributed to the formation of

covalent bonds between GO and the brominated FKM rubber. The mechanistic

pathway is given in Fig. 24.

It is worth mentioning that rGO was found to interfere with the crosslinking

procedure; however, GO facilitated the crosslinking procedure. Such an inference

was drawn by the authors based on the cure rate index and crosslink density

calculations [158]. On a similar note, Xing et al. [159] studied the mechanical,

Fig. 24 The proposed (a) peroxide decomposition, (b) crosslinking mechanism, and (c) vulcani-

zation of brominated FKM with GO. [Reprinted (adapted) with permission from [158], Copyright

2014, Elsevier]
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thermal conductivity, and dielectric properties of rGO/FKM nanocomposites.

N, N0-Dimethylformamide (DMF) was selected as the solvent for preparation of

the FKM nanocomposite master batch. The GOwas reduced in situ thermally during

preparation of the master batch. The master batch was further mixed with neat FKM

rubber together with the curatives in a two-roll mill. The properties of the rGO/FKM

nanocomposite were compared with those of the GO/FKM nanocomposite.

Interestingly, Xing et al. reported significant agglomeration at a loading of 1%

GO in the nanocomposite. However, the rGO was well dispersed in the FKMmatrix

up to a filler concentration of 3%. The authors attributed the adsorbed DMF moiety

over the rGO sheets to be responsible for preventing re-stacking of the layers. As a

result of better dispersion, a higher dielectric permittivity was registered for the

rGO/FKM nanocomposite than for the neat FKM.

A nanocomposite of chemically functionalized graphene filler and bromide

FKM was demonstrated by Wei et al. [160]. A peroxy curing system was adopted

for its preparation. Allyl amine was made to react with GO in the presence of a

catalyst. The pre-curing temperature of FKM elastomers (173�C) is close to the

thermal degradation temperature of GO (200�C). Thus, reduced allyl-

functionalized graphene (better thermal stability than GO) was selected as filler

instead of allyl-functionalized GO or GO. Additionally, study of the curing kinetics

demonstrated that reduced allyl-functionalized graphene decreased both the scorch

time and optimum cure time. Reduced GO hindered the radical reaction between

the bromine group of the FKM elastomer and the peroxy curing agent. However, the

reduced allyl-functionalized graphene accelerated the vulcanization process. From

this, it was inferred that the allyl group actively participates in the vulcanization

process, resulting in a higher crosslink density than registered for the other

nanocomposites. The vulcanization kinetics were also studied by performing a

rheometer test at different temperatures. Calculation of the energy of activation

indicated faster kinetics for the reduced allyl graphene than for rGO.

1.6.7 Thermoplastic Polyurethane Elastomer

Polyurethane (PU) is a typical class of polymer and is available both as thermosets

and thermoplastics. Generically, most PUs are synthesized by the reaction between

substituted isocyanate and polyols through a urethane linkage. As a result, hard and

soft segments are imparted to the PU. It is one of the most widely used polymers for

multifaceted applications such as foam, seals, and gaskets. Thus, to maximize its

potentiality, it is further derivatized by mixing with different nanoparticles. In the

field of graphene-based nanocomposites, PU is a topic of research for polymer

scientists and in the polymer industry. Some of the interesting reports are discussed

in this section.

Quan et al. [161] studied the effect of graphite nanoplates on the thermal

degradation behavior of thermoplastic PU. The expanded graphite was developed

by annealing graphite intercalated compound. DMF was selected as the solvent for

both filler and polymer. Sonication was utilized to homogenize the mixture, which
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was then coagulated from alcohol. The isolated nanocomposite powder was treated

as a master batch and mixed with neat PU in a Haake rheocord to develop a

PU-based nanocomposite. The cone calorimetry test was performed on the devel-

oped composite. The heat release rate (HRR) indicated that incorporation of

graphite nanoplates improved the flame retardancy of the material.

Khan et al. [162] developed a stiff and tough composite from PU by mixing it

with solvent and exfoliated graphene. A mixture of graphene and PU was prepared

at different mass fractions in a mixture of DMF and THF and homogenized using

ultrasonication. Composite films were generated using a drop-casting methodology.

The hard and soft segments of the PU were found to stabilize the graphene and, as a

result, the mechanical properties of the composite were superior to those of neat

polymer. Two PU moieties of different hard segment chain length were synthesized

by Pokharel et al. [163]. The hard segment length of the PU was found to affect the

thermal and mechanical properties of GO/PU composites . Additionally, PU was

also grafted onto GO. All the sets of nanocomposites so generated demonstrated

better mechanical properties than neat PU. The strain hardening of PU was found to

improve with an increase in GO loading, as well as with the hard segment length. It

was conjectured by the authors that the PU-grafted GO plates and the soft segment

of PU were oriented and resulted in improved mechanical properties. Apart from

the grafted sample, the PU nanocomposites with longer hard and soft segment

lengths registered better mechanical strength than the composites with shorter PU

segment length. Such an improvement in mechanical properties was attributed by

the authors to be a result of positive interaction between the soft segment and GO.

The dynamic mechanical, rheological, and dielectric properties of the modified

graphene and PU were demonstrated by Sadasivuni et al. [164]. The graphite was

modified by oxidation. Further, the oxidized graphite was modified with

methylenebis(phenyl isocynate). Solvent phase mixing was utilized for develop-

ment of the nanocomposites. The functional groups of the graphite assisted disper-

sion of the graphite inside the polymer matrix. However, electron microscopic

studies indicated that isocynate-modified graphite demonstrated better dispersion

than graphite oxide. The good dispersion was reflected in the increased storage

modulus of the nanocomposite compared with the neat polymer. The increase in

storage modulus was directly proportional to the filler loading. Incidentally, the

isocyanate-modified GO/PU nanocomposite registered a higher storage modulus

than the GO-filled system. A similar trend was reported for the loss modulus.

On a similar note, to enhance the dispersion of graphite inside the PU matrix,

Yang et al. [165] modified GO with polydopamine using a Micheal addition

followed by reduction. A solution phase development of the nanocomposite was

adopted. It was observed that polydopamine coating facilitated dispersion of the

filler. Further, it also assisted in a stress transfer mechanism that gave the

nanocomposite excellent mechanical properties. A 600% increase in the Young’s
modulus compared with neat PU was observed by loading PU with 0.94% vol. of

polydopamine-coated rGO. Such an increase in the Young’s modulus was attrib-

uted to noncovalent interactions, such as hydrogen bonding between the modified

graphene and the hard microdomains of the PU.
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The tribological and anticorrosion properties of PU filled with modified

graphene or modified GO were demonstrated by Mo et al. [166]. 3-

Aminopropyltriethoxysilane was utilized to modify GO and graphene. The samples

were prepared using a solution mixing methodology. The tribological properties of

the nanocomposites were determined in terms of COF and wear rate. The COF was

estimated in terms of dry sliding and seawater-lubricated sliding. Addition of

functionalized graphene resulted in an increase in the COF value, followed by

stabilization. However, the wear rate initially decreased and then increased. Such a

response was suggested to be a result of an interbalance between reinforcement,

lubrication by the fillers, and crack generation by the fillers. Of the selected fillers,

the oxidized filler generated lesser cracks than the un-oxidized variety. Such an

observation was explained in terms of filler dispersion.

A unique solution phase mixing strategy was adopted by Liu et al. [167] for the

development of GO/PU and rGO/PU nanocomposite foams. PU foams were cut into

blocks and soaked in GO solution (concentration of filler material was 2 mg/mL)

for 1 h. The foams were isolated and vacuum dried for 24 h at 30�C. The authors

also developed rGO/PU foams by in situ reduction of GO with hydrazine and then

soaking the PU foam in the solution. Following this strategy, porous structures were

formed, as shown in Fig. 25. The rGO-containing foam system demonstrated better

compressive strength than both the GO-filled system and the neat PU system.

Additionally, the rGO-containing foam system behaved as a super-hydrophobic

and super-oleophilic material. Thus, it can be utilized as an oil adsorber. A similar

strategy for development of GO/PU-based flexible foam materials was also

reported by Hodlur and Rabinal [168]. The GO-containing foam was reduced in

situ to form rGO/PU foam. Interestingly, the latter foam demonstrated a pressure-

sensitive conducting behavior. With an increase in pressure from 1 to 1.5 atm, the

conductivity of the foam increased fivefold. The reason for such a pressure-

sensitive conductivity of the nanocomposite foam was related to the self-assembly

of graphene sheets inside the PU foam matrix.

Liang et al. [169] utilized the solution casting technique to develop infrared-

triggered actuators from a nanocomposite of chemically functionalized graphene

and thermoplastic PU. Three different functionalization schemes were adopted.

Graphene was sulfonated, as well as modified with an isocyanate group. Addition-

ally, rGO was utilized as a potential nanofiller. Of all the fillers utilized, the

sulfonated variety demonstrated repeated infrared actuation properties for the

resulting PU nanocomposite. It is also interesting to note that Kim et al. [170]

demonstrated that graphene/PU nanocomposites exhibited self-healing properties

when subjected to near infrared radiation (NIR). A solvent casting technique was

adopted for production of the nanocomposite. GO was modified with phenyl

isocyanate and then blended with the PU solution. The healing process was

attributed to the intermolecular diffusion of polymer chains, assisted by thermal

energy and infrared radiation. The modified graphene sheets absorb NIR and

provide thermal energy for the healing process to take place quickly.

Apart from the solution phase mixing technique, Valentini et al. [171] employed

a melt mixing technique for the development of nanocomposites based on
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thermoplastic PU and exfoliated graphite using a twin-screw microcompounder.

The resulting materials were subjected to microwave irradiation to test their

electromagnetic properties. The electromagnetic property of the composite was

directly related to the filler concentration. It was proposed by the authors that

significant microstructures were formed inside the nanocomposite. Such micro-

structure formation resulted in the capacitative nature of the nanocomposite. Thus,

it can be reasonably inferred that, by adjusting the microstructure of the

nanocomposite, it is possible to achieve composites with tunable electric properties.

Fig. 25 SEM micrographs of (a1, a2) PU, (b1, b2) graphene oxide-containing foam, and (c1, c2)

reduced graphene oxide-containing foam. [Reprinted (adapted) with permission from [167],

Copyright 2013, American Chemical Society]
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Kim et al. [172] comprehensively studied the effects of the surface chemistry of

graphene and the processing route for nanocomposites based on PU and graphene.

Isocyanate-treated graphene and thermally reduced graphene were selected as filler

materials. Melt mixing, in situ grafting, and solution phase mixing were selected as

processing routes. The electrical conductivity and gas barrier properties of the

composites were evaluated. It was noted that with a nominal loading of 0.5%

thermally reduced graphene, electrical conductivity of the composite was achieved.

X-ray characterization of the melt samples prepared with pristine graphite indicated

the presence of a tactoid-like structure of the filler units. From this, it was inferred

that exfoliation of graphene sheets was not possible in the melt compounder.

However, thermally reduced graphene demonstrated better dispersion than the

pristine material when mixed in an internal mixer (at low filler concentration).

Interesting observations were made on the basis of TEM analysis. The filler moiety

was found to be oriented in the melt mixed samples, unlike the situation in solution

blended samples and in situ polymerized samples. In contrast to the thermally

reduced graphene filler, the isocyanate-modified filler material was better dispersed

and intercalated in the polymer matrix. Additionally, there was a 10% increase in

tensile stiffness and 90% decrease in nitrogen gas permeability in response to 3 wt

% loading of isocyanate-modified graphene.

1.6.8 Ethylene Vinyl Acetate

The impact of incorporation of graphite as a nanofiller inside commercially impor-

tant ethylene vinyl acetate (EVA) rubber, with 60% acetate content, was demon-

strated in our laboratory [38]. A solution phase mixing of the nanofiller and

elastomer was carried out. A peroxy-based curing system was adopted. The poten-

tials of naturally occurring graphite and expanded graphite as filler materials were

tested. The expanded graphite demonstrated a higher surface area (0.32 m2/cm3)

than the natural graphite (0.15 m2/cm3). A variation in filler proportion from one

part to eight parts was adopted for expanded graphite, whereas natural graphite was

only tested at four parts. Neat EVA registered a tensile strength of 5.5 MPa, whereas

the sample loaded with 4 phr expanded graphite demonstrated a tensile strength of

7.5 MPa. It is interesting to note that 4 phr of natural graphite resulted in a tensile

strength of 4.6 MPa, which was lower than that of neat EVA. Such an observation

was attributed to the dispersion of filler inside the EVA matrix. Expanded graphite

was well dispersed in the EVA matrix, whereas natural graphite mainly formed

agglomerated microstructures inside the matrix. The reinforcing ability of graphite

as a filler material was explained in terms of the Kraus plot. The composites were

subjected to swelling in toluene at room temperature for 72 h. From the slope of the

Kraus plot, a negative value of the slope was obtained. As a result, it was surmised

that the filler–polymer interaction was very high, as shown in Fig. 26a. The thermal

conductivity of the samples were also examined. Addition of expanded graphite

enhanced the thermal conductivity compared with the system filled with natural

graphite. Incorporation of 4 phr of expanded graphite increased the thermal
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conductivity from 0.24 to 0.87 W/mK, as shown in Fig. 26b. From this, the authors

concluded that a conducting filler network was formed inside the EVA matrix when

expanded graphite was added to it.

Additionally, in a different project, we explored the effect of modification of

graphite and studied the physical properties of the resulting EVA-based

nanocomposites [39]. Briefly, three different modifications of naturally occurring

graphite were adopted: (a) mixed acid treatment, (b) potassium permanganate and

mixed acid treatment, and (c) amine modification. A solution casting technique was

adopted for the preparation of the EVA-based nanocomposite. The properties of

EVA containing modified graphite were compared with those of neat EVA and of a

commercially available nanocomposite of EVA filled with expanded graphite. .The

modified graphite demonstrated better dispersion in the EVA matrix than

unmodified filler, as shown in Fig. 27. As a result, better dynamic mechanical

properties were also recorded. It was also noted that expanded graphite formed a

filler network inside the EVA matrix.

Yuan et al. [173] reported the development of conducting EVA nanocomposites.

Reduced GO decorated with polyaniline was utilized as the filler material in their

study. In situ polymerization of aniline monomer was carried out in the presence of

rGO filler. A solution mixing technique was adopted for generation of the

nanocomposite. SEM studies suggested that rGO/EVA nanocomposites demon-

strated isolated island-like structures, whereas a networked structure was obtained

for the composite containing rGO-polyaniline. Such formation of a network struc-

ture contributed to the conducting behavior of the EVA nanocomposite.

The impact of surface functionalization of graphite on the thermal and mechan-

ical properties of EVA nanocomposites was demonstrated by Kuila et al. [174]. GO

was modified with octadecyl amine. A solution casting methodology was adopted

for the preparation of EVA-based nanocomposite. A 1% loading of the modified

filler material resulted in a 74% increase in the tensile strength compared with the

Fig. 26 (a) Kraus plots of EVA+ expanded graphite (EG) and EVA+natural graphite (NG). (b)

Thermal conductivity of EVA+EG and EVA+NG. [Reprinted (adapted) with permission from

[38], Copyright 2008, Springer]
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neat EVA. Such an improvement in mechanical properties was attributed to the

good dispersion of the nanophase inside the EVA matrix. The nanocomposite was

found to be thermally more stable than the neat EVA by 42�C.
Apart from performing the covalent modification of graphite to have better

dispersion of the nanofiller inside the EVA matrix, Sefadi et al. [175] utilized

surfactants, instead of covalent modification of graphite, to obtain better dispersion

of the nanofiller inside the EVA matrix. SDS was used to noncovalently modify the

surface of expanded graphite. The nanocomposites were prepared in an internal

mixer. The properties of EVA containing noncovalently modified graphene were

compared with a nanocomposite of EVA containing unfunctionalized expanded

graphite. An insight into the changes in crystallinity in the presence of graphite was

obtained. A 20% increase in the crystallinity of EVA was noted (compared with

neat EVA) in the presence of noncovalently modified graphene; however, a reverse

trend was seen in the presence of unmodified filler. A 20% decrease in the

percentage crystallinity was noted compared with neat EVA.

1.6.9 Other Miscellaneous Elastomers

The surface energy and mechanical, damping, and thermal properties of

GO/ethylene propylene-diene rubber (EPDM) and a blend of EPDM and petroleum

resin were studied by Chen et al. [176]. A combination of solution blending and

mixing in two-roll mill was adopted for preparation of the composites. Electron

microscopy studies showed that GO was well dispersed in both EPDM and the

EPDM/petroleum resin blend. The good dispersion was attributed to matching of

Fig. 27 (a) AFM phase image of modified graphene/EVA nanocomposite (2 phr filler loading).

(b) AFM phase image of unmodified graphene/EVA nanocomposite (2 phr filler loading).

[Reprinted (adapted) with permission from [39], Copyright 2008, John Wiley & Son]
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the surface energy and low interfacial energy of GO and EPDM elastomer. A 50%

increase in tensile strength of the nanocomposite was registered compared with the

neat EPDM. A laboratory scale two-roll mill was utilized by Allahbakhsh

et al. [177] for the preparation of nanocomposites based on EPDM and GO. The

cure kinetics of composite formation were studied and it was noted that the

incorporation of GO significantly reduced the activation energy compared with

neat EPDM. The cure kinetics were combined with WAXD studies to help under-

stand the underlying mechanisms. The XRD trace for un-compounded sample

showed an X-ray diffraction peak at 2θ¼ 11�. This was primarily a result of the

presence of GO. However, no such peak was observed for the compounded sample.

From this, it was inferred that, during compounding, EPDM macromolecule chains

become intercalated through the gallery spacing of GO at 170�C.
Butyl rubber (IIR) is one of the most commercially important elastomers

because of its widespread application in the automotive industries. Lian

et al. [178] reported the development of modified graphene/butyl rubber

nanocomposites and studied their mechanical properties. Cetyltrimethylammonium

bromide was adopted to modify GO. The resulting modified graphene was blended

with butyl rubber using solution mixing for production of the nanocomposite. For

comparison of the properties, pristine graphite was also blended with butyl rubber

under similar conditions. Electron microscopy revealed that modified graphene

sheets were well dispersed in the butyl rubber matrix, whereas pristine graphite

exhibited stacked structures in the polymer matrix. The effect of dispersion was

reflected in the mechanical properties of the nanocomposites. The modified

graphene/butyl rubber nanocomposite demonstrated a 16-fold higher tensile

strength than neat butyl rubber.

Brominated butyl rubber (BIIR) is an equally important derivative because of its

faster cure kinetics and better adhesion properties than neat IIR. Xiong et al. [179]

studied the thermal conductivity and stability of a GO-filled BIIR system. For this

purpose, GO modified with an ionic liquid was selected as the filler material. The

ionic liquid modifier became intercalated inside the basal spacing of the GO. As a

result, better exfoliation of the modified graphene sheet was reported to take place

in the elastomer matrix. A marginal increase of 5�C in the thermal stability of the

nanocomposite compared with neat BIIR was obtained using 4% loading of the

filler. Such an improvement in the thermal stability was attributed to a physical

barrier induced by GO, which prevented the loss of low molecular weight

fragments.

A grafting-to approach for the formation of high-performance graphene/BIIR

nanocomposites was developed by grafting BIIR onto a simultaneously

functionalized and reduced GO surface (BIIR-g-GO-PPD), as shown in Fig. 28a.

The grafted graphene was then dispersed in the BIIR matrix. BIIR grafted onto an

unmodified graphene surface was studied for comparison (see in Fig. 28b) [180].

Modification of graphene resulted in exfoliation of the nanoparticles, and the

average thickness of the grafted BIIR on the GO-PPD and graphene surfaces was

found to be 5 nm and 3 nm, respectively, as obtained from the height profile AFM

analysis. This led to stronger interactions, imparting remarkable enhancement in
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tensile strength (96%), storage modulus (89%), thermal stability (17�C), and

permittivity (460%) and a significant decrease in gas permeability (41%) in the

nanocomposites compared with neat BIIR (Fig. 29).

Biocompatible elastomers such as silicone rubber are of immense importance for

the development of biocompatible scaffolds and implants. However, because of the

poor mechanical strength of the virgin elastomers, they are often combined with

different nanofillers. Recently, Tian et al. [181] reported development of a

nanocomposite of polydimethyl siloxane (PDMS) and thermally expanded

graphene. The nanocomposites were fabricated using a solution mixing technique.

A tremendous increase in the dielectric constant for the composite was recorded

when 2% graphene-based filler material was incorporated. Neat PDMS showed a

dielectric constant of 3.1 at 103 Hz, whereas the value increased to 89.5 at 2% filler

loading. Uniform dispersion of nanofiller accounted for the increase in dielectric

constant. Because of the application of PDMS in actuators, the authors also studied

the actuated strain of the composite. At a low electric field of 15 V/μm, the

actuation strain noted for samples with 2% filler loading was 3.6%, whereas neat

PDMS registered an actuation strain of 1.4%. Berean et al. [182] studied some other

prospective graphene/PDMS nanocomposites. Enhanced gas permeation of a mem-

brane based on graphene/PDMS, with a good mechanical properties, was achieved

by the authors. Gases such as nitrogen, carbon dioxide, methane, and argon were

utilized for this study. The authors were successful in developing an agglomeration-

free nanocomposite with filler loadings of up to 0.25%. The enhanced gas perme-

ation was attributed to the development of interfacial voids between the graphene

filler and the PDMS chains.

Fig. 28 Scheme for the tethering of BIIR on (a) phenyl amine-functionalized graphene (BIIR-g-
GO-PPD) and (b) graphene (BIIR-g-graphene). [Reprinted (adapted) with permission from [180],

Copyright 2016, Elsevier]
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1.7 Concluding Remarks

This chapter provides an insight into the structure and properties of graphene and

graphite, and the nanocomposites incorporating them. The various types of

Fig. 29 Influence of (a) BIIR-g-graphene and (b) BIIR-g-GO-PPD loadings on complex viscosity

(η*) over a range of angular frequencies (ω) of BIIR nanocomposites. Influence of (c) BIIR-g-
graphene and (d) BIIR-g-GO-PPD loadings on tensile stress–strain curves of BIIR

nanocomposites. (e) Oxygen transmission rate (OTR) values for neat BIIR and BIIR

nanocomposites with BIIR-g-graphene and BIIR-g-GO-PPD at 25�C. [Reprinted (adapted) with

permission from [180], Copyright 2016, Elsevier]
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modification that are possible for graphene are comprehensively reviewed. Special

emphasis is laid on understanding the fundamentals involved in the development of

graphene/elastomer nanocomposites and their utility. The processing route adopted

for the preparation of the graphene/elastomer nanocomposites is crucial in deter-

mining the dispersion of the graphene-based filler in the elastomer matrix. The

correlations between dispersion of the filler and properties such as mechanical

strength, thermal stability, and barrier and dielectric properties are reported and

discussed. Additionally, the effects of covalent modification of graphene with

different functional groups on the structure–property relationship of elastomer

nanocomposites are examined in detail. The elastomers discussed in this chapter

are representative of commonly used materials of high industrial importance.
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Characterization and Application

of Graphene Nanoplatelets in Elastomers

M. Kl€uppel, M.M. M€owes, A. Lang, J. Plagge, M. Wunde, F. Fleck, and

C.W. Karl

Abstract The physical performance of elastomer composites based on graphene

nanoplatelets (GNPs) was investigated regarding the mechanical and fracture

mechanical properties, viscoelastic and dielectric responses, and friction, wear

and gas permeation properties. Static gas-adsorption measurements at very low

pressures demonstrated that pronounced differences in the surface activity and

specific surface area can be observed for different GNPs. The surface activity

was shown to be large for GNPs that indicate strong polymer–filler couplings for

these systems. This is closely related to the energetic heterogeneity (i.e., the number

of highly energetic sites) at the filler surface, which determines the polymer–filler

interaction strength and is the main factor determining the reinforcing potential.

Based on this information, the stress–strain responses of several GNP types and fine

graphite were analyzed in styrene butadiene rubber (SBR) and nitrile butadiene

rubber (NBR) with and without softener in relation to standard carbon black.

Results demonstrated qualitatively different mechanical behaviors. It was revealed

that the mechanical response of the composites under quasistatic cyclic loading can

be well understood on the basis of quantitative analysis using a micromechanical
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30419 Hannover, Germany

C.W. Karl

Fakultät f€ur Bauingenieurwesen und Geodäsie, Leibniz-Universität Hannover, Appelstr. 9a,

30167 Hannover, Germany

mailto:Manfred.Klueppel@DIKautschuk.de


model. Gas permeation is strongly reduced by GNPs and further reduced in

anisotropic samples with orientation of GNPs perpendicular to the gas flow direc-

tion. In comparison with carbon black, dynamic crack growth under pulsed excita-

tion remains almost unaltered for all GNP types, although the wear behavior under

sharp abrading conditions is worse. The dry and wet friction properties of SBR

composites are well described by hysteresis and adhesion friction theory for GNPs

and for carbon black. The dry friction coefficient on rough granite and especially on

smooth glass decreases significantly when GNPs are used instead of carbon black.

However, the wet friction coefficient on rough granite increases slightly at small

sliding velocities, which correlates with the higher hysteresis of GNP composites in

the rubbery plateau region.

Keywords Carbon nanotube (CNT) • Elastomer composite • Fracture mechanics •

Friction and wear properties • Gas permeation • Graphene nanoplatelet (GNP) •

Multilayer graphene (MLC) • Ultrafine graphite (UG) • Static gas adsorption
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1 Introduction

Graphene and its manufacturing technologies have become increasingly important

in recent years [1]. This is largely a result of the fact that graphene possesses

remarkable and unique properties. It is 200 times stronger than steel and, at one

atom thick, the strongest and thinnest material ever measured. It is also the world’s
most conductive material. Graphene has a wide range of potential uses, including

composite materials. The most prominent features are high Young’s modulus,

fracture toughness, very high electrical and thermal conductivity, large specific

surface area, excellent barrier properties, and the quantum Hall effect even at room

temperature. This means that there are a growing number of advanced technolog-

ical applications such as solar cells, field effect devices, a wide range of practical

chemical sensors, highly flexible transparent electrodes, and a variety of

nanocomposites [2, 3]. Moreover, recent studies have suggested that graphenes

and graphitic carbon can be used in composite materials for reducing friction

[4, 5]. Within this scope, graphene nanoplatelets (GNPs) with less than 10 nm

thickness and a lateral dimension ranging from 2 to 25 μm have been used to

improve tire and technical elastomer performance. As well as the different types of

GNPs, ultrafine graphite (UG) has also been applied in a series of composites and

compared with traditional fillers such as carbon black (CB). We note that many

carbon-based materials and especially newly derived graphene types are described

by technical terms, so there is no unique nomenclature. Accordingly, GNPs may

also be viewed as multilayer graphenes that mainly differ in their layer thickness

and diameter. The morphological and energetic properties of the carbon-based

fillers used in this work are described in some detail in Sects. 2.1 and 3. By virtue

of their unique combination of mechanical properties and excellent electrical and

thermal conductivity, GNPs are predestined to be innovative fillers for elastomer

composites. These new nanostructured fillers have been identified, developed, and

dispersed in an elastomeric matrix. The influence of the structure and morphology

of the carbon nanoscale fillers on the characteristics of elastomers have been

investigated [5–8]. According to these works, the interactions between filler and

polymer matrix trigger the reinforcing effects of the fillers. It was found that this

correlation depends on the properties of both the filler and the polymer.

In general, the performance characteristics of elastomer composites under

dynamic-mechanical loading (e.g., stiffness, damping, wear resistance) are closely

related to distinctive energy dissipation mechanisms that depend on frequency,

temperature, and amplitude. These phenomena can be traced back to specific

polymer–polymer, polymer–filler, and filler–filler interactions. Elastomer–filler

interaction in turn is significantly influenced by the morphology of the filler surface

and the surface energy [9–11]. At the same time, restricted geometries have an

impact on the filler surface area and influence the dynamics of polymer chains

[12]. This manifests itself, for example, in thin films that are heavily dependent on

the relaxation time of polymer film thickness with a reduced glass transition

temperature [13]. The improvement in mechanical properties is closely related to
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aggregation of filler particles in the rubber matrix and the formation of an energy-

elastic filler network. The function of the filler network in the various aspects of

elastomer reinforcement was intensively discussed by Payne [14, 15] and has been

investigated in more detail by various authors [16–18]. As a result of formation of a

filler network above the percolation threshold, there is a pronounced increase in the

modulus with rising filler volume fraction, which can be described by a character-

istic power law [9, 10, 19, 20]. This has been experimentally verified for various

filler–elastomer combinations. The obtained universal exponent can be traced back

to the fractal structure of the filler network. However, the structure–activity mech-

anisms of filler networks in elastomers are not yet fully understood. Control of the

above-mentioned interactions, which serves as a basis for modification of visco-

elastic properties, is strongly restricted and has been substantially discussed in

terms of technology for conventional carbon black and silica-filled elastomer

composites.

This is why new nanoscale fillers are currently being investigated for potential

applications. Here, the focus is on layered inorganic fillers such as layered silicates,

organic materials such as carbon nanotubes (CNTs), and different types of GNPs

and UGs. Because of the promising results achieved with CNTs as fillers in

elastomer composites [21–26], investigations have also focused on layered struc-

tures such as single- and multilayer graphene, expanded graphite, and graphene

oxide as possible fillers for polymer nanocomposites [27–36]. However, improved

exfoliation and inclusion in a rubber matrix are still challenging issues. To address

this, elastomer composites with different fillers (hybrid systems) containing carbon

black, silica, GNPs, UGs, and CNTs have been compounded and their properties

investigated [5–8, 21–26]. For a deeper understanding of these materials, the

relaxation and dissipation behavior has been analyzed over a wide temperature

and frequency scale (dielectric relaxation spectroscopy, dynamic mechanical anal-

ysis) as well as the dispersion (using transmission electron microscopy; TEM) and

permeation behavior. Additionally, the microscopic material parameters of the

polymer nanocomposites (polymer and filler network) have been determined on

the basis of multihysteresis tension tests at medium and large deformations.

The present review describes the analysis of several GNP types, CNTs, and UGs

of different morphology as nanofillers in SBR and NBR composites. These fillers

show distinct reinforcing properties compared with conventional fillers such as

carbon black. First, we describe characterization of the morphology and surface

energy distribution of the fillers by static gas adsorption techniques. Then, the

stress–strain responses of the composites, including hybrid-filler systems with and

without softener, are considered in some detail using a microstructure-based model

to help understand the basic reinforcement mechanisms. Finally, we look at several

possible application fields for GNP composites, such as gas permeation membranes,

sealings, or wiper blades with reduced friction and wear properties. Therefore,

fatigue crack propagation and abrasion rates and the dry and wet friction properties

on rough and smooth tracks are discussed using viscoelastic models.
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2 Experimental Details and Data Treatment

2.1 Materials

Solution styrene butadiene rubber (S-SBR, Buna VSL-2525-0), delivered by

Lanxess, was used as elastomer matrix. The first two digits of the code indicate

the vinyl content and the last two the styrene content in percentage weight. The digit

“0” denotes non-oil-extended rubber. Nitrile butadiene rubber (NBR, Perbunan

3945) with 39% acryl-nitrile, also delivered by Lanxess, was used. Dioctyl phthal-

ate (DOP) was applied as a softener for NBR.

Because single-layer graphene is not currently available in sufficient amounts at

acceptable prices [35, 36], graphene nanoplatelets (GNPs) were used. The follow-

ing GNP types produced by XG-Science were employed: xg M5 (165.6 m2/g), xg

M15 (101.7 m2/g), xg M25 (219.1 m2/g), and xg C750 (810.5 m2/g). The specific

surface area as probed by N2 adsorption is given in brackets. In addition, special

graphites, delivered by Graphit Kropfm€uhl GmbH, and CNTs, delivered by

Nanocyl, were used as carbon-based fillers. The applied CNT was NC 7000 (254 m
2/g) and the ultrafine graphite was UF 198C (23.5 m2/g). Special graphites SGA

10 M (7.4 m2/g) and SGB 10 L (11 m2/g) were also used. Several furnace carbon

blacks N121 (117.7 m2/g), N339 (92.6 m2/g), and N550 (39.2 m2/g) delivered by

Orion Engineered Carbons, and a highly dispersible silica U 7000 GR (175 m2/g),

delivered by Evonik Industries were chosen as references. Furthermore, the highly

conductive carbon black Printex EX 2B (1,050 m2/g) was chosen because of its

much larger surface area compared with conventional CBs. The morphological

details of carbon-based filler particles are summarized in Table 1.

Zinc oxide and stearic acid were used as dispersing agents in a weight ratio of

3–1.5 phr (per hundred rubber). Using an internal mixer, these two agents can be

converted into zinc stearate, which reduces viscosity and acts as a surfactant. This

helps to improve the filler dispersion in the polymer matrix. Likewise, zinc oxide

operates as activator of sulfur crosslinking. The vulcanization system consists of

ground sulfur. N-Cyclohexyl-2-benzothiazolsulfenamide (CBS) was used as

accelerator.

2.2 Static Gas Adsorption Measurements

To characterize the morphological and energetic surface structure of the filler

materials, static (equilibrium) gas adsorption measurements with N2 and 1-butene

were carried out over a broad pressure range (10�6 bar to 1 bar) using the volumetric

gas adsorption device BELSORP-max (BEL Japan Inc.). To clean the surface, the

different carbon-based fillers were pretreated prior to measurement. The samples
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were purged with helium and heated in a vacuum at 300�C for up to 3 h. To

obtain reliable data in the low pressure regime, a high vacuum of around 10�8 bar

was reached. Measurement of the equilibrium adsorption isotherms was initiated at a

low pressure, which was then increased in small steps. A turbo molecular pump was

working for at least 12 h before measurement was started. The leakage rate without

pumping was 10�7 bar/min.

2.3 Compounding and Vulcanization

The fillers were incorporated into the polymer matrix by melt mixing techniques

using a laboratory-scale compounder. The blending geometry involves two tangen-

tial (non-interlocking) rotors in a Banbury mixer. During mixing, the following

parameters are documented: torque, rotational speed, mass flow rate, and temper-

ature in the mixing chamber. A laboratory water-cooled rolling mill served to

integrate the crosslinking system. The roll gap was adapted according to the volume

of composite melt.

Table 1 Morphological details of carbon-based filler particles used in this study

Distributor Sample Filler type

Height

(nm)

Diameter

(μm)

SE – N2
a

(m2/g)

XG Science xg M5 Graphene

nanoplatelets

5–8 5 165.8

XG Science xg M15 Graphene

nanoplatelets

5–8 15 101.7

XG Science xg M25 Graphene

nanoplatelets

5–8 25 219.1

XG Science xg C750 Graphene

nanoplatelets

1–5 2 810.5

Graphit Kropfm€uhl
GmbH

UF 198C Ultrafine graphite 2 23.5

Graphit Kropfm€uhl
GmbH

SGA

10 M

Special graphite 10 7.4

Graphit Kropfm€uhl
GmbH

SGB

10 L

Special graphite 10 11

Nanocyl NC 7000 Carbon nanotubes 0.02 254

Orion Eng. Carbons N121 Carbon black 0.08 117.7

Orion Eng. Carbons N339 Carbon black 0.12 92.6

Orion Eng. Carbons N550 Carbon black 0.2 39.2

Orion Eng. Carbons Printex Carbon black 0.2 1,050
aSurface area measurement based on N2 gas adsorption measurements
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Measurement of the vulcanization process (thermally induced formation of the

filler network and chemical crosslinking of polymer chains) was carried out on the

basis of oscillatory rheology using a cure meter (Alpha Technologies, MDR 2000E)

and a rubber process analyzer (Alpha Technologies, RPA 2000). The t90 response
time is defined as the time required for the torque to reach 90% of the maximum. It

serves as basis for the vulcanization time needed for samples to avoid reversion,

thermal ageing, and/or excess networking. The vulcanization was conducted at

160�C using a vulcanization press (Rucks Maschinenbau KV 207.00 andWickert &

S€ohne WLP63/3,5/3). The molten mass was vulcanized under the influence of

pressure and temperature to obtain bubbleless sheets of 2 and 6 mm thickness

after placing them in the appropriate rectangular mold.

2.4 Tensile Testing

The universal testing machine (Zwick 1440) was used for uniaxial tensile measure-

ments (i.e., stress response as a function of strain). The measurements were carried

out with S2-samples (according to DIN Norm 53504) at room temperature (22�C)
with a preload of 0.5 N and a crosshead speed of 200 mm/min. This corresponds to a

strain rate of _ε � 10�1s�1. For strain measurement, two reflection marks were

placed 15 mm apart. For statistical reasons and to test sample homogeneity, five test

samples per composite were measured up to rupture.

Uniaxial multihysteresis tests in tension at 20 mm/min were carried out on

dumbbells of 15 mm diameter using the same universal testing machine.

Multihysteresis means that up and down cycles are carried out at constant velocity

between certain minimum and maximum strains, εmin and εmax. This is done five

times for each step, and after every such step the boundaries of deformation are

successively raised (εmax) while εmin¼ 0 is kept constant. Only every fifth up and

down cycle is evaluated for fitting with the dynamic flocculation model (DFM),

which can be regarded as being in an equilibrium state in a good approximation.

2.5 Dynamic Mechanical Analysis

Dynamic mechanical analysis (DMA) was performed with a rheometer (Ares,

Rheometric Scientific) using strip specimens with a length of 30 mm, width

10 mm, and thickness 2 mm. The samples were measured by means of a torsional

mode under constant normal force (tensile force 120 g) that kept the samples

slightly stretched. The complex shear modulus G* and the loss factor tan δ were

determined as a function of frequency and temperature, while the deformation

amplitude remained constant at ε¼ 2.5%. The frequency ( f ) was varied between
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0.02 and 10 Hz at various constant temperatures. The temperature was varied

stepwise from higher to lower temperatures between 80�C and �50�C.

2.6 Dielectric Measurements

Dielectric measurements were carried out with a dielectric broadband analyzer

(BDS 40) from Novocontrol. The samples were cut with a die punch of 20 mm

diameter. The surface was cleaned by 10 min of ultrasonic treatment in an ethanol

bath. Afterwards, both sides of the sample were sputtered with gold for 10 min. The

real and imaginary part of the impedance was measured and the conductivity

calculated as a function of frequency (AC conductivity).

2.7 Dynamic Crack Growth Measurements

The fracture mechanical properties were investigated by analyzing the dynamic

crack growth rate under cyclic loading. The tests were executed using the Tear-

Fatigue Analyzer System (Coesfeld). Strip samples were used for the measure-

ments, whereby up to ten samples can be measured simultaneously at individual

monitoring stations with specified deformation and minor load. Each monitoring

station is equipped with its own load cell that fulfills the dual purpose of controlling

a steady minor load to tighten up the sample and measuring applied force. The

samples were prepared as strips (65 mm� 15 mm� ca. 1.5 mm) carved by a razor

blade on one side (1 mm). A camera was used to automatically measure crack depth

and contour length in a fixed position. The following semi-empirical equation was

used to determine the tearing energy:

T ¼ 2πffiffiffi
λ

p Wel λð Þc: ð1Þ

Here, c stands for crack contour length, λ is the expansion ratio, and Wel is the

elastic energy density stored during the expansion cycle, far away from the crack

tip. It is defined through numerical integration of the measured tension expansion

cycles σ0¼F/A0 towards expansion, where F denotes tensile force and A0 is the

sample section of the non-deformed sample. The tension expansion cycles are

measured optically online during the investigation for each 1,200th cycle. The

remaining sample section is taken as the reference cross-sectional area A0 after

deduction of the crack area. The investigations were conducted at relatively high

expansion rates under pulsed stress, with 50 ms pulse duration and a frequency of

10 pulses/s. This so-called high severity mode is more practically oriented than

ordinary harmonic stress at 1 or 10 Hz. The measurements were performed in a

heating chamber at 40�C, although heating effects may also have an influence. The
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chosen deformation amplitudes correspond to ε¼ 4, 6, 8, 12, 15, 20, and 22.5%,

with the samples in each case having been tightened by applying a preload of 2 N.

Two samples at a time were measured at each amplitude and for each elastomer

composite.

2.8 Gas Permeation Measurements

The permeation measurements were carried out with a volumetric measuring setup.

The measuring equipment consisted of the elastomer membrane to be analyzed

(thickness approximately 1 mm), clamped in front of a pressure chamber. Mea-

surement of volumetric flow behind the sample is based on optical detection of the

movement of a riser driven by the gas flow inside a capillary. The measurements

were performed with air at 70�C and a pressure difference of 4 bar. The perme-

ability coefficient Q is defined by the volume flow V per unit time t, the thickness d,
and the cross-section A of the sample:

V ¼ Q � t � Δp
d

� A: ð2Þ

There are two processes controlling the permeation process: First, the solubility of

the gas in the sample, i.e. the amount of gas molecules, and second, the diffusion

speed. Then, the permeation flow can be detected as steady flow with constant flow

rate V/t, from which the permeability coefficient Q can be evaluated.

2.9 Friction Measurements

Stationary friction measurements were performed on glued samples with a thick-

ness of 2 mm and cross-section of 50� 50 mm using a specially designed linear

tribometer available at the DIK. This is a unique piece of equipment for investi-

gating the friction coefficient between a sliding rubber block and a flat substrate.

The samples move along the substrate (rough granite, glass) in dry and wet (with

5% detergent) conditions with a stationary velocity ranging from 5 μm/s to 15 mm/s

at room temperature. The normal force is kept constant, delivering a moderate

pressure of 24 kPa in the contact zone. For each velocity, the friction force is

measured with a laterally sensitive force transducer by stationary linear movement

of the sample relative to the substrate. Plateau forces over the sliding time are

evaluated to calculate the friction coefficient μ, given as the ratio of friction force to
normal force.
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3 Characterization of Filler Surface Structure by Static

Gas Adsorption

A frequently used technique for investigation of filler surfaces in terms of surface

area and energy is static gas adsorption. Typically, the sample (e.g., carbon black) is

cooled to the boiling point of the adsorbate (e.g., nitrogen). Then, the sample cell is

evacuated and a known amount of adsorbate is added. Adsorbate molecules act as

molecular probe, first occupying the accessible, energetically favorable spots on the

surface of the sample (adsorbent). Adsorbed molecules do not contribute to the

pressure inside the sample cell, which allows calculation of the amount of adsorbed

gas from the difference between the expected pressure and the measured pressure.

Repeating this process for different pressures, we can plot the adsorbed amount of

gas against pressure to obtain the adsorption isotherm. In general, there is a strong

increase in adsorption with pressure for very low pressure values, because there is

enough surface for every molecule trying to make contact. At higher pressures, the

surface is almost fully occupied, which results in a plateau-like adsorption iso-

therm. As the pressure approaches atmospheric pressure, the adsorbate condenses

and the isotherm diverges.

In this work we used nitrogen (N2) and 1-butene (C4H8) as adsorbates. Nitrogen

is a small molecule that can be used to explore small structures of the sample. It is a

widely used gas, especially known for the determination of BET-surface area, as

given in Table 1. Butene is a much larger molecule and is chemically similar to

many organic polymers, as it has a C¼C double bond. It can be considered a

polymer-analogous gas and therefore can serve as a molecular probe to investigate

the interaction of polymers with the nanoscopic surface of fillers. From a micro-

scopic point of view, the filler–polymer interaction is a key parameter in under-

standing filled rubber composites as a whole. In most compounds, filler and

polymer are connected via physical bonds such as van der Waals forces. In this

section, we show that GNPs and other carbon-based fillers show distinct differences

in adsorption energies, which can give valuable hints for understanding the differ-

ent reinforcement characteristics of the fillers.

3.1 Theory of Gas Adsorption on Energetically
Heterogeneous Surfaces

The first theory describing multilayer adsorption (e.g., condensation) was the BET

theory derived by Brunauer, Emmet, and Teller. One of their main assumptions was

an energetically homogeneous surface. In physical reality, surfaces are energeti-

cally heterogeneous. Energetic heterogeneities can be of chemical or morpholog-

ical origin. The latter is represented by structures of the same scale as the test

molecule (e.g., cavities or summits), which can favor or hinder interaction [37–39].
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The experimental adsorption isotherm cannot be reproduced by a single BET

model, but has to be constructed by superposition of BET models corresponding to

different adsorption energies. We start by writing the original BET model:

Θ h;Wð Þ ¼ N h;Wð Þ
Nm

¼ 1

1� h
� 1

1þ C Wð Þ � 1ð Þh
with h ¼ p

p0
and C Wð Þ ¼ KFG W; θð Þ p0:

ð3Þ

Here, N(h,W ) is the adsorbed amount of substance at relative pressure h, Nm is the

monolayer capacity, and θ(h,W ) represents the surface coverage of the surface

fraction with adsorption energy W. The Langmuir constant is given, in good

approximation [40], as:

K Wð Þ ¼ Naστffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π mRT

p e
W
RT: ð4Þ

Following Fowler and Guggenheim [40], we include the interaction with adsorbed

neighboring molecules by introducing:

KFG W; θð Þ ¼ K Wð Þ eθ z Ω
R T : ð5Þ

Here, z denotes the number of neighboring adsorption sites and Ω is the interaction

energy of two adsorbed molecules, which can be calculated in good approximation

by the heat of evaporation. Note that KFG is now dependent on the surface coverage

fraction θ, because binding affinity increases with increasing amount of adsorbed

molecules. Because of this we have to numerically solve Eq. (3) for θ. This is done
via Brent’s method.

Our goal is to express the experimentally obtained isotherm Nexp(h) as a super-
position of basic (BET) isotherms θ(h,W). Formally:

Nexp hð Þ ffi Nmod hð Þ ¼
Z Wmax

Wmin

θ h;Wð Þ F Wð Þ dW: ð6Þ

Here, Nmod represents the model isotherm, which has to be as close as possible to

the experimentally obtained isotherm. The function we are looking for is the energy

distribution F(W ). This is a Fredholm integral equation of the first kind. A method

designed for exactly this problem is the expectation maximization algorithm

described by Stanley and Guiochon [41]. The iteration is given by:
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Fkþ1 Wið Þ ¼ Fk Wið Þ
X

j
θ hj;Wi

� � Nexp hjð Þ
Nmod hjð ÞX

j
θ hj;Wi

� � ; ð7Þ

where hi andWi denote the discretized relative pressure and energy, respectively. It

is obvious that Nexp hj
� � ¼ Nmod hj

� �
for all j is a fixed point of iteration.

To obtain an energy distribution in the sense of an energy frequency distribution

we have to normalize F(W ):

f Wð Þ ¼ F Wð Þ
Σ

with Σ ¼
Z 1

0

dW F Wð Þ: ð8Þ

From Σ, we can calculate the specific surface area (SE) of the sample via the

following equation:

SE ¼ ΣNA σ; ð9Þ

where NA is the Avogadro constant and σ is the surface area of the adsorbing

molecule. It is worth mentioning that the surface area calculated here is slightly

different to the BET surface area listed in Table 1, because here the energetic

heterogeneity is included.

For fitting the experimentally measured adsorption isotherms, Eq. (6) must be

solved by means of the iteration scheme given by Eq. (7). With sufficient iterations,

the experimental result can be reproduced to almost arbitrary precision (because the

unknown continuous function F(W ) can be seen as infinite degrees of freedom).

Unfortunately the experimental data contain measurement errors, ideally Gaussian

fluctuations around a correct mean line. A frequently used method is to keep

iterating until the difference between the fitted line and experimental data is of

the order of measurement precision. This cannot be done here, because the mea-

surement precision is not known and the BET model does not take into account

some major effects that occur at high pressures (e.g., capillary condensation). This

effect naturally generates deviations in the experimental data such that the scheme

described above is not applicable. Hence, we perform 1,000 iterations in the relative

pressure range of 2� 10–6 to 0.3 after sampling the data equidistantly in log-log

space using a cubic spline interpolation algorithm.

3.2 Adsorption Isotherms and Energy Distribution Functions

Figure 1 shows the surface coverage of various samples with nitrogen (N2) and

1-butene against the relative pressure p/p0, where p0 is the saturation vapor pressure
of N2 and 1-butene at adsorption temperatures of 77K and 267K, respectively. Here,

the adsorption isotherms of different GNPs, ultrafine graphite (UF 198C), and CNTs
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are compared with the furnace CB N339. It is obvious that the adsorption strength in

the low pressure regime is large for all GNPs, indicating that the surface activity of

GNPs is high compared with that of CNTs or CB. The highest adsorption strength is

found for GNPs of M-type, followed by the C-type, and the ultrafine graphite (see

Table 1 for characteristics). We also observe that the low pressure adsorption

behaviors of the furnace CB and CNTs are quite similar, reflecting a surface activity

lower than that of the GNPs. At low pressures ( p/p0¼ 10�6 to 10�2), the coverage

obtained from the isotherms reflects the amount of highly energetic adsorption sites

at the surface. Previous investigations [37–39] have shown that the surface coverage

in the low pressure range allows evaluation of the energy distribution of adsorption

sites, which is a measure of the homogeneity and activity of the surface. For

energetic homogeneous surfaces, one would expect a Langmuir–Freundlich behav-

ior of the isotherm, stating that the slope of the isotherm in a double logarithmic plot

is equal to one. In contrast, the slope of the adsorption isotherms of the GNPs in the

low pressure range ( p/p0 of 10
�5 to 10�3) is significantly smaller, indicating that a

large amount of highly energetic adsorption sites are present at the surface. Such

sites can be edges or slit-like cavities between adjacent graphitic layers, or other

types of defects. Table 1 lists characteristic data for the investigated carbon

nanoparticles, including the N2-surface area obtained from BET plots and other

morphological details.

Figures 2 and 3 show the energy distribution of various fillers obtained by Eq. (6)

with regard to nitrogen and 1-butene, respectively. The energy distribution of the

standard CB N339 is widespread and essentially peaks around a maximum at about

8 kJ/mol (nitrogen) or 23 kJ/mol (1-butene), which can be attributed to the graphitic

planes. In comparison with ultrafine graphite UF 198C, it is noticeable that the

high-energy regimes are quite similar, but the low-energy regime of N339 is much

more pronounced. This could be a result of the roughness, with large-scale cavities

in the N339 surface allowing condensation at pressures far below p0. CNTs

NC7000 show greater peaks at around the same value, which is not surprising

because they should mainly consist of rolled graphene layers.
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Fig. 1 Nitrogen (a) and 1-butene (b) adsorption isotherms (symbols) normalized to monolayer

capacity and corresponding fits (solid lines) based on Eq. (6)
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The distributions of all GNP samples have two peaks, at about 8 and 11 kJ/mol

for nitrogen (Fig. 2) and 23 and 40 kJ/mol for 1-butene (Fig. 3). The first peak can

be identified with the graphitic planes in both cases. The second peak corresponds

to an energetically favorable geometric structure such as interplane cavities or

stairway-like graphene stacks. This structure seems to be easily accessible by

nitrogen molecules, because the second peak is much larger than the first. In

contrast, the peak-to-peak ratio for 1-butene is much smaller, probably because

1-butene molecules are larger than nitrogen and cannot enter the structure in

question so easily. This effect is especially prominent in the M-type GNP samples

xg M5 and xg M25, whereas the C-type sample xg C750, with very high specific

surface area (Table 1), shows a less pronounced peak ratio shift. We point out that

the energy scale for 1-butene is about one order of magnitude greater than the

thermal energy at room temperature. This indicates a strong adsorption of elastomer

chains at the surface of the GNPs, which is even stronger than the interaction with

CB. Accordingly, from the high binding affinities and large surface areas of the

GNP samples, a strong reinforcement can be expected.

In conclusion, it has been shown that the energy distributions of special

nanofillers fit those expected from their geometric structure: CNTs (NC7000)
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Fig. 2 Adsorption energy distributions of nitrogen for different fillers, as indicated
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Fig. 3 Adsorption energy distributions of 1-butene for different fillers, as indicated
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show a single well-pronounced peak, the fine graphite UF 198C is similar to CB

(N339) but is more peaked about the graphite plane energy, and the GNPs show two

peaks. The exact origin of the second peak is not known, but its presence indicates a

well-defined geometry. From the high binding affinities and high surface areas of

the xg samples, a strong reinforcement can be expected.

3.3 Specific Surface Area

The specific surface areas (SE) obtained with Eq. (9) from nitrogen and 1-butene

adsorption measurements are summarized in Table 2. The equation takes energetic

surface heterogeneities into account and corresponds to a generalization of the BET

theory. Nevertheless, in the frame of experimental error, the evaluated specific

surface areas are almost the same as those obtained from original BET theory

(Table 1).

In all cases except CNTs NC7000 the nitrogen surface is larger than the 1-butene

surface, as expressed by the ratios listed in Table 2. This is because the small

nitrogen molecules are able to explore smaller structures (cavities), which are not

accessible for 1-butene molecules. The special case of the CNT sample NC7000

can be attributed to measurement precision. In previous studies [42–44], the scaling

of the surface area of CBs obtained with varying size of adsorbed molecules was

used to estimate the surface fractal dimension Ds that characterizes the self-similar

structure of surface roughness. These results were confirmed by applying the fractal

Frenkel–Halsey–Hill (FHH) theory developed by Pfeifer et al. [45] in the multilayer

regime, yielding Ds� 2.6 for all examined furnace CBs. Because the ratio of

1-butene to nitrogen surface is 0.74 for N339 and is between 0.51 and 0.63 for

the GNP samples, it can be concluded that the latter samples have an even larger

amount of small-scale structure than CB.

Table 2 Specific surface

areas obtained with Eq. (9)
Sample SE – N2 (m

2/g) SE– 1-butene (m2/g) Ratio

N339 87 64 0.74

NC7000 238 252 1.06

UF 198C 25 14 0.56

xg M5 163 84 0.51

xg M15 102 – –

xg M25 224 125 0.56

xg C750 813 512 0.63
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4 Stress–Strain Response of GNP Composites

4.1 Effect of GNP Type and Polymer Microstructure

A comparison of the stress–strain responses of SBR and NBR composites with

10 vol% of different fillers is presented in Figs. 4 and 5, respectively. It is apparent

that, apart from the C-type GNP (xg C750), in both rubbers the shape of the stress–

strain curves for the GNPs differs significantly from that of the reference filler CB

(N339 in NBR and N121 in SBR). The C-type GNPs exhibit a similar reinforce-

ment character as the CB although the specific surface area is about ten times larger

(Table 1). The stress–strain curves initially increase moderately, but at approxi-

mately 150% strain the typical CB upturn with a steep, almost linear increase in
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Fig. 4 Stress–strain curves for SBR composites with 10 vol% of different fillers, as indicated
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Fig. 5 Stress–strain curves for NBR composites with 10 vol% of different fillers (a) and with

additional 20 vol% softener (DOP) (b)
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stress begins delivering high tensile strength values, especially for the NBR sam-

ples (Fig. 5a). The M-type GNPs exhibit a totally different behavior: In the first part

of the stress–strain curves, the stress increases rapidly and then a more moderate

increase in stress is observed. For the NBR samples, a final upturn appears at

relatively large strains of about 400%. Up to 200% strain, the stress value of the

M-type is higher, but for larger strains the CB and the C-type exhibit significantly

higher stress values. Interestingly, Fig. 4 shows that, for the SBR samples, the

highest stress and strain values are observed in the case of the M-type GNP xg M5.

We point out that the shape of the stress–strain curves of the M-type GNPs is

similar to that of the unfilled rubbers, although the stress values are significantly

higher (Fig. 5). This indicates that the main reinforcing mechanism corresponds to

strain amplification by the GNPs [46]. By contrast, the very different stress–strain

response of CB-filled rubbers during first stretching results from the breakdown of

filler network. This has been shown in previous papers by fitting the stress softening

and hysteresis behavior observed for quasistatic stress–strain cycles with the

dynamic flocculation model [9, 47–49]. It appears that this kind of filler network

is not formed for the M-type GNPs, probably because the size of these platelets,

with diameters in the micrometer range, is too large (see Table 1). Only the C-type

GNP with significantly smaller platelet size seems to be able to form a sufficiently

stiff filler network delivering the characteristic stress–strain response of CB-filled

rubbers, that is, a flat initial stress increase but the typical steep increase in stress

above approximately 150% strain.

The tension tests of NBR/GNP composites containing 20 vol% softeners (DOP)

are shown in Fig. 5b. If the results are compared with the data without softener

shown in Fig. 5a, one finds that the ranking of stress–strain curves is almost

unaffected, although the stress level is significantly decreased as a result of the

addition of softener. In both cases, a similar shape of the stress–strain curves is

found for the M-type GNPs. The highest stress level is seen for xg M5 followed by

xg M25 and xg M15, indicating that the smallest diameter of 5 μm delivers the best

mechanical performance. This correlates with the higher adsorption energy of

1-butene (second peak of the energy distribution function) for xg M5, as shown

in Fig. 3. Pronouncedly different behavior is observed for the C-type GNPs in

comparison with CB, which for the system with softener shows a splitting of stress–

strain curves at strains larger than 150% and a less steep increase in stress at large

strains, with significant increase in elongation at break. This indicates that in the

composite with softener the filler network of the C-type GNP exhibits less stable

filler bonds, which break down more readily with increasing strain to deliver lower

maximum stress but higher ultimate strain values. Moreover, a small scatter of

repetitive measurements is observed for all systems, especially with softener, which

may be a sign of unsatisfactory homogeneity and filler dispersion of the samples.

The state of GNP dispersion is visualized in Fig. 6 by a TEM micrograph of the

NBR composite with 10 vol% of the M-type GNP xg M5 and 20 vol% softener. It

appears that several single GNPs (platelets of approximately 5–8 nm height and

5 μm in diameter; Table 1) were separated and dispersed during mixing, but also

that larger stacks of undispersed GNPs seem to be present. Further light microscopy
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investigations have shown that some larger undispersed GNP agglomerates in the

range of 50 to 100 μm are also present in the composites. This leads to the

conclusion that the dispersion of GNPs is fairly well realized but can be further

improved to enable tailoring of mechanical properties for technical applications.

4.2 Hybrid-Filler Systems

In previous studies, hybrid-filler systems have shown to be promising route for

improving the mechanical and electrical properties of elastomer composites [8, 22,

23]. We report here on the possibility of obtaining highly conductive GNP com-

posites with improved mechanical properties by adding a small amount of CNTs.

This is demonstrated in Fig. 7, where the stress–strain response of SBR hybrid-filler

composites with 10 vol% xg C750 partly substituted by 0.5, 1, and 2 vol% CNTs is

shown together with the real part of the dielectric conductivity. The stepwise

substitution by CNTs led to improved mechanical properties with increased tensile

strength, indicating a symbiotic interaction between GNPs and CNTs. For compar-

ison, the response of samples with 1 and 2 vol% pure CNTs are also shown and

indicate poor mechanical properties. The conductivity data in Fig. 7b demonstrate

that addition of 0.5 and 1 vol% CNTs does not give conductive samples, but 2 vol%

is sufficient for obtaining high conductivity, both with and without GNPs. The high

conductivity value of the sample with 2 vol% CNTs indicates that the CNTs are not

strongly wetted with polymer. Accordingly, the tunneling contacts between adja-

cent CNTs are well established because the polymer gaps between CNTs are small,

Fig. 6 TEM image of an

NBR composite with 10 vol

% GNP (xg M5) containing

20 vol% softener (DOP)
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allowing the electrons to tunnel through these gaps easily [50, 51]. Interestingly, the

addition of 8 vol% GNPs to the sample with 2 vol% CNTs decreased the conduc-

tivity, indicating that the wetting of CNTs was improved and the polymer gaps

between CNTs were larger. This gives some idea of how the symbiotic interaction

between GNPs and CNTs works.

The curing characteristics of the same SBR hybrid-filler composites with 10 vol

% xg C750 partly substituted by 0.5, 1, and 2 vol% CNTs are shown in Fig. 8. It was

found that the incubation time needed for the crosslinking reaction was strongly

reduced by the CNTs and even more so by the GNPs. In addition, the samples filled

with GNPs showed a pronounced flocculation effect in the first 3 min, when the

torque is already quite high and a small side-maximum appears. Obviously, the
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(xg C750) partly substituted by CNTs, as indicated
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torque increased slightly as a result of formation of a filler network before the

crosslinking process became visible. This effect is also often observed for silica-

filled rubbers if the particle size is sufficiently small. At longer times, a well-

developed plateau was found for the GNP-filled systems whereas the CNT com-

posites showed reversion. In agreement with the stress response shown in Fig. 6a,

the largest torque values were found for the hybrid system with 8 vol% GNPs and

2 vol% CNTs. This confirms that material-specific synergetic interactions between

the GNP and CNT filler particles deliver improved mechanical and electrical

properties, which may serve for future development of tailor-made rubber goods.

Figure 9 shows a typical example where the combination of traditional fillers

with GNPs can deliver improved reinforcement and vulcanization properties. In

Fig. 9a, the stress–strain response of SBR hybrid-filler composites with 60 phr silica

and 5 vol% GNPs is depicted for different GNP types. The greatest stiffness

increase was found for the C-type GNPs but the best mechanical performance

was observed for the M-types, xg M25 and especially xg M5 with the highest

ultimate stress. The xg M15 did not deliver sufficient improvement in mechanical

properties, which was probably related to poor dispersion. Figure 9b shows the

vulcanization curves of the same combinations of silica/GNP composites, demon-

strating that the incubation time as well as the maximum torque strongly depends on

the GNP type.

5 Filler-Induced Stress Softening and Hysteresis

5.1 Dynamic Flocculation Model

The dynamic flocculation model (DFM) has been developed to describe the

quasistatic stress–strain cycles of filler-reinforced rubbers showing the
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characteristic stress softening and hysteresis behavior. It has been shown in various

papers that this micromechanical model is well suited to explain the complex

mechanical response by referring to a breakdown and re-aggregation of filler

clusters under repeated strain. The physical motivation and mathematical treatment

of the DFM is explained briefly in this section.

The DFM combines the well-established concepts of rubber elasticity with a

micromechanical approach to dynamic filler flocculation in strained rubbers at

different elongations. The stress response of filled rubbers as a function of strain

can be derived from the following mesoscopic phenomena: A successive break-

down of filler clusters takes place in response to increasing strain of an uncondi-

tioned, virgin rubber sample. This process begins with the largest filler clusters and

continues up to a minimum cluster size. Upon decreasing the strain, complete

re-aggregation of the filler particles takes place. However, the filler–filler bonds,

which are formed again after being broken, are significantly weaker than in the

virgin sample. During subsequent stress–strain cycles of a pre-strained, reinforced

sample, two micromechanical mechanisms can be distinguished:

1. Hydrodynamic reinforcement of the rubber matrix by a fraction of rigid filler

aggregates with strong virgin filler–filler bonds, which had not been broken

during previous deformations.

2. Cyclic breakdown and re-aggregation of the remaining fraction of softer filler

clusters with damaged and, hence, weaker filler–filler bonds.

The fraction of rigid (unbroken) filler clusters decreases with increasing strain,

whereas the fraction of soft filler clusters increases. The mechanical action of the

soft filler clusters refers primarily to a viscoelastic effect, because any type of

cluster that is stretched in the stress field of the rubber stores energy that is

dissipated when the cluster breaks. This mechanism leads to a filler-induced

viscoelastic hysteresis contribution to the total stress, which significantly affects

the internal friction of the filled rubber samples. Note that this kind of hysteresis

response is also present in the limit of quasistatic deformations, where no explicit

time dependency of the stress–strain cycles is taken into account.

Accordingly, in the DFM the resulting apparent stress consists of two contribu-

tions: (1) the stress of the rubber matrix including hydrodynamic reinforcement,

and (2) the stress of the strained and broken filler clusters. The free energy density

of filler reinforced rubber is given by:

W εμ
� � ¼ 1�Φeffð ÞWR εμ

� �þ ΦeffWA εμ
� �

; ð10Þ

with Φeff being the effective filler volume fraction of the structured filler particles

(e.g., primary carbon black aggregates). The first addend considers the equilibrium

energy density stored in the strained rubber matrix, which includes hydrodynamic

strain amplification effects that vary with the fraction of relatively stiff filler

clusters with strong virgin filler–filler bonds. The second addend considers the
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energy stored in the residual fraction of the softer filler clusters with damaged bonds

that are deformed in the stress field of the rubber matrix.

The free energy density of the strained rubber matrix is described by a non-affine

tube model of rubber elasticity:

WR εμ
� � ¼ Gc

2

X3
μ¼1

λ2μ � 3

 !
1� Te

ne

� �

1� Te

ne

X3
μ¼1

λ2μ � 3

 !
8>>>>><
>>>>>:

þ ln 1� Te

ne

X3
μ¼1

λ2μ � 3

 !" #
8>>>>><
>>>>>:

9>>>>>=
>>>>>;

þ2Ge

X3
μ¼1

λ�1
μ � 3

 !
;

ð11Þ

with λμ¼ 1 + εμ. The first bracket term of Eq. (11) considers the interchain junc-

tions, with an elastic modulus Gc proportional to the density of network junctions.

The second addend is the result of tube constraints, whereby the tube constraint

modulus Ge is proportional to the entanglement density of the rubber. The paren-

thetical expression in the first addend corresponds to a non-Gaussian extension of

the tube model, taking into account the finite chain extensibility of the polymer

network. The finite extensibility parameter is chosen as the ratio ne/Te, with ne being
the number of statistical chain segments between two successive entanglements and

Te is the trapping factor characterizing the portion of elastically active entangle-

ments. Because Te increases with the number of crosslinks in the system

(0< Te< 1), the finite extensibility parameter decreases with increasing

crosslinking density.

The presence of rigid filler clusters, with bonds in the virgin, unbroken state of

the sample, gives rise to hydrodynamic reinforcement of the rubber matrix. This is

specified by the strain amplification factor X, which relates the external strain εμ of
the sample to the internal strain ratio λμ of the rubber matrix:

λμ ¼ 1þ Xεμ: ð12Þ

In the DFM, the strain amplification factor depends on the pre-conditioning of the

sample and gives rise to the well-known stress softening effect of filler-reinforced

rubbers. In the case of pre-conditioned samples and for strains smaller than the

previous straining (εμ< εμ,max), the strain amplification factor X is independent of

strain and determined by εμ,max, X¼X(εμ,max). For the first deformation of virgin

samples, it depends on the external strain X¼X(εμ). For fractal clusters, X(εμ,max) or

X(εμ) can be evaluated by averaging over the size distribution of rigid clusters in all
space directions. In the case of pre-conditioned samples, this yields:
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X εμ,max

� � ¼ 1

þ cΦeff

2
3�df
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μ¼1
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;:

ð13Þ

Here, c is a constant of order one,Φeff is the effective filler volume fraction, ξμ is the
cluster size, d is the particle size, df� 1.8 is the mass fractal dimension, and

dw� 3.1 is the anomalous diffusion exponent on cluster–cluster aggregation.

ϕ(ξμ) is the normalized size distribution that can be derived from the Smoluchowski

equation of the kinetics of cluster–cluster aggregation of colloids. With the abbre-

viation xμ� ξμ/d and the normalized mean cluster size x0� ξ0/d it reads:

φ xμ
� � ¼ 4xμ

x0
exp � 2xμ

x0

� �
μ ¼ 1, 2, 3: ð14Þ

We point out that, with this distribution function, the integrals in Eq. (13) and (15)

can be solved analytically.

The second addend in Eq. (10) considers the energy stored in the substantially

strained filler clusters. It delivers a filler-induced hysteresis as a result of cyclic

stretching, breakdown, and re-aggregation that can be described by an integral over

the soft filler clusters in stretching direction ( _ε μ > 0, where the dot denotes the time

derivative) with a strain-dependent upper boundary:

WA εμ
� � ¼ X_ε μ>0

μ

1

2d

Z ξμ εμð Þ
ξμ,min

GA ξ
0
μ

� �
ε2A,μ ξ

0
μ; εμ

� �
φ ξ

0
μ

� �
dξ

0
μ: ð15Þ

The sum over stretching directions with ( _ε μ > 0) implies that clusters store energy

by being stretched and re-aggregate upon contraction.GA is the elastic modulus and

εA,μ is the strain of the soft filler clusters in spatial direction μ. The dependency of

these quantities on cluster size ξ and external strain εμ can be derived from basic

micromechanical consideration of the elasticity and fracture mechanics of fragile

filler clusters imbedded into a strained rubber matrix [9, 10]. This analysis has

shown that the cluster strain under a certain load rises more strongly with cluster

size than the failure strain does. Accordingly, with rising load, large clusters break

first followed by smaller ones. The critical size of currently breaking clusters ξμ (εμ)
entering into the upper integration limit of Eq. (15) can be derived. With the

abbreviation xμ� ξμ /d, one obtains:

xμ εð Þ ¼ Qdεd,b
d3σ̂ R,μ εð Þ�

sd
σ̂ R,μ εð Þ : ð16Þ
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This involves the tensile strength of damaged bonds sd, which can be expressed by

their failure strain εd,b and elastic modulus Qd/d
3, and the stress of the rubber matrix

relative to the start of the cycle where ∂εμ/∂t¼ 0:

σ̂ R,μ εð Þ :¼ σR,μ εð Þ � σR,μ ∂εμ=∂t ¼ 0
� �

: ð17Þ

In a similar way, the tensile strength of virgin bonds sv governs the minimum size of

damaged clusters ξμ,,min (εμ,max) appearing in the integration boundaries of Eqs. (13)

and (15):

xμ,min ¼ Qvεv,b
d3σ̂ R,μ εmaxð Þ�

sv
σ̂ R,μ εmaxð Þ ð18Þ

The two parameters sd and sv are treated as fitting parameters. A more detailed

physical description of the DFM and the various experimental tests of the model

can be found in the literature [9, 10, 47–49].
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Fig. 10 Comparison of multihysteresis measurements (black lines) and fits with the DFM (red
lines) for four different NBR composites, as indicated. Fitting parameters are given in the insets
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5.2 Multihysteresis Stress–Strain Cycles

To gain a deeper understanding of reinforcement by GNPs, multihysteresis mea-

surements were made on dumbbell-shaped NBR samples with 10 vol% filler. The

ultimate tensile strain was successively increased after each fifth tension cycle.

Figure 10 provides paradigmatic examples showing multihysteresis measurements

as well as fittings based on the DFM of graphene NBR composites (using different

types of GNPs) and of CB N339 (with and without softener). It was ascertained that

both hysteresis and the upturn became more pronounced, with the latter occurring

significantly earlier in hysteresis curves of the composites with GNPs compared

with CB N339. This suggests that the interaction between the polymer and the filler

surface is exemplary. Additional mechanical measurements have confirmed this

result. An analysis and comparison of the fittings leads to the conclusion that the

DFM describes the differently filled samples fairly well, with a correlation coeffi-

cient of R2> 0.99 in all cases. However, some discrepancies are obviously seen for

the xg M5 sample at larger strains.

The C-type GNP, with very high specific surface area, delivers the best fits with

the DFM. Because the model was developed for CB and silica, which both develop

a fractal network, it is likely that the DFM can also describe (to a limited extent) the

filler networking of platelet-shaped particles with a high aspect ratio. Seven free

fitting parameters were used to carry out the adaptation of the multihysteresis data

via the DFM. The set stress σset was adjusted to the measured setting behavior

previous to fitting. The fitting parameters of the different systems are summarized

in Table 3.

The microscopic material parameters shown in Table 3 appear physically rea-

sonable. The polymer-specific parameters Gc, Ge, and ne/Te vary as follows: The

mechanically effective crosslink modulus Gc shows the largest values of about

0.9 MPa for the highly reinforcing fillers and is significantly lower for the two

systems with softener. The tube constraint modulus Ge shows a similar trend and,

apart from xg M25, is almost independent of filler type at about 0.6 MPa and

Table 3 Fitting parameters of the DFM for NBR composites with 10 vol% of different filler. The

physical meaning of the parameters is explained in the text

Parameter

Ge

(MPa)

Gc

(MPa)

n¼ ne/
Te

sd
(MPa)

sv
(MPa) Φeff x0

σset
(MPa)

N121 0.63 0.92 44.2 9.6 30.1 0.19 5.08 �0.23

N339 0.55 0.88 31.3 6.1 26.1 0.20 5.25 �0.19

xg C750 0.62 0.92 29.7 13.5 33.0 0.25 6.39 �0.36

xg M5 0.63 0.92 40.8 62.6 194.7 0.32 18.5 �0.72

xg M25 0.20 0.73 10.4 69.1 244.3 0.37 30.0 �0.59

UF 198C 0.70 0.80 18.8 15.8 64.7 0.19 7.90 �0.23

N339/20%

DOP

0.30 0.52 30.1 3.4 10.4 0.17 4.51 �0.09

xg M5/20%

DOP

0.26 0.43 63.4 68.6 213.1 0.26 33.2 �0.38
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0.3 MPa with and without softener, respectively. This reflects the reduced crosslink

and entanglement density as a result of the presence of the softener. Both of these

factors drop almost quadratically with the polymer content. Unexpected parameters

are found for xg M25, which could not be fitted well, indicating that large-sized

platelets are not well described by the DFM. The finite extensibility parameter ne/Te
varies between 60 and 20 and may be affected by different influencing parameters.

The filler-specific parameters shown on the right side of Table 3 deliver infor-

mation about filler networking and the in-rubber structure of the different filler

systems. On the one hand, the strengths of filler–filler bonds in the virgin and

damaged states (sv and sd, respectively) are significantly higher for the M-type

GNPs, which is responsible for the strong stress-softening and hysteresis effects of

these composites. This is accompanied by a relatively large mean cluster size, x0,
which reaches a maximum of about 33 particles in the system with softener. Note

that the set stress for these systems is high, indicating that it is closely related to the

hysteresis. On the other hand, the sample filled with xg C750 (with very high

specific surface area) is more comparable with the CB-filled samples, with sv and sd
in the range of 30 and 10 MPa, respectively, and a relative cluster size x0 in the

range of 5. This correlates with the very similar stress–strain responses of the

samples filled with CB and xg C750, as shown in Figs. 4 and 5. Nevertheless, the

strengths of filler–filler bonds in the virgin and damaged states are significantly

higher for the GNP system, which results in more pronounced stress-softening and

filler-induced hysteresis for xg C750 compared with CB, as observed in Fig. 10.

The effective filler volume fraction Φeff is again found to be significantly larger

for the GNP-filled samples compared with CB or UF 198C, especially for the

M-type GNPs. This indicates that the particle shape of the GNPs is quite irregular,

showing a pronounced in-rubber structure with a large amount of occluded rubber

hidden in voids and cavities. This occluded rubber is not deformed under external

straining and acts as additional filler, delivering effective filler loadings much larger

than the real loadings. This picture correlates with the irregular shape of the energy

distribution functions with very pronounced high energy peaks, found from static

gas adsorption measurements for the polymer-analogous gas 1-butene (Fig. 3). It

confirms that the polymer–filler interactions for the M-type GNPs are strong

enough to deliver a quite stiff filler network that produces the observed high

hysteresis of the samples. We point out that this will not necessarily deliver

improved ultimate properties or improved fracture mechanical and wear properties

of the GNP-filled samples because optimum performance requires a good balance

between filler and the polymer network.

6 Gas Permeation Properties

Gas permeability measurements were conducted to characterize gas permeability

for application of GNP composites as membranes. The permeability coefficient is

defined volumetrically (see Eq. (2), Sect. 2.8). Gas permeability measurements for

nitrogen in SBR composites can be seen in Fig. 11. These investigations were
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performed with an experimental setup for volumetric measurements, where a

pressure of 5 bar was applied to the SBR membrane. The pressure of the surround-

ing medium was 1.03 bar at a temperature of 60�C. An unfilled reference solution

SBR (S-SBR) elastomer, a CB-filled sample (10 vol% N121), and orientated

(indicated by “o”) and non-orientated graphene samples (10 vol% xg C750) were

scrutinized. Alignment was achieved during processing of the GNP composites by

rolling them out fairly thinly and stacking them in the vulcanizing press. The

change in nitrogen volume flow over time is plotted in Fig. 11a. The area in

which the elastomer sample is exposed to an equilibrium gas flow (diffusion

process) facilitating a constant volume flow rate can be explicitly observed here.

The permeability coefficient is calculated from the flow gradient using Eq. (2),

resorting to test piece geometry (Fig. 11b). Obviously, the system comprising the

orientated graphene samples displays the lowest flow gradient, whereas the

CB-filled sample shows the gradient with the steepest descent. Hence, the smallest

amount of gas flows through the orientated GNP elastomer. As is evident from these

results, the use of GNPs significantly reduces gas permeability and an added

alignment assists in this reduction.

The permeability coefficients of air for NBR and SBR composites with different

filler types were measured at 70�C using a pressure-controlled device at a pressure

of 4 bar. Figure 12a compares various NBR composites with 10 vol% of different

fillers. Three types of graphene are compared with special graphite and an unfilled

sample. As can be seen, the graphene types having the largest (initial) diameter

(xg M5, 5 μm; xg M25, 25 μm) display the smallest coefficients and therefore better

barrier properties. The xg C750 exhibits a diameter of 2 μm and therefore shows

much larger gas permeation. The air permeation coefficients of SBR hybrid systems

are depicted in Fig. 12b. Here, normal and oriented systems are compared, dem-

onstrating that orientation delivers small permeation coefficients. The orientated

samples exhibit graphene alignment in the elastomer matrix induced by
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resulting permeation coefficients of SBR composites with 10 vol% of different fillers, as indicated

Characterization and Application of Graphene Nanoplatelets in Elastomers 345



elongational or shear flow during rolling of thin layers and stacking of the layers in

the vulcanizing press. Figure 12b compares unfilled and several filled SBR com-

posites with 16.5 vol% CB (40 phr N121), partly substituted by 5 vol% of GNPs or

graphite; the filler content remained unchanged. All substituted systems demon-

strate a decreasing permeability coefficient, whereby the M-type GNPs show the

lowest permeation whereas those of the C-type xg C750 and the CB-filled SBR are

comparable. This effect is very pronounced, especially for aligned samples.

7 Crack Growth and Fracture Mechanical Properties

7.1 Crack Growth Characteristics

The dynamic crack growth rate under cyclic loading is analyzed in Figs. 13, 14, and

15 to determine the fracture mechanical properties of elastomers based on

graphene. Each of the examined NBR composites had a concentration of 10 vol

%. Two different graphene systems based on the GNP types xg M5 and xg C750

were compared with conventional carbon black (Corax N339). These samples were

selected on the basis of mechanical characterization (see Sect. 4.1, 4.2). With the

exception of the highly structured carbon black Printex EX2, the GNP-M5 types

showed the highest gain values in quasistatic/stress–strain experiments (up to 200%

strain plus multihysteresis measurements) and associated with dynamic measure-

ments (storage modulus, activation energy). The GNP type xg C750 has very

similar mechanical properties, although its N2 surface area is pretty high and it

differs profoundly from standard carbon blacks.
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Further investigations were performed on the synergetic effects of hybrid sys-

tems, whereby 2 vol% of the carbon black N 339 (10 vol%) was substituted by

GNPs (xg M5). Increased tension or module values were obtained through

quasistatic stress–strain experiments as well as DMA measurements.

Fig. 13 Crack growth of NBR composite filled with 10 vol% N339 at 12% strain. The region of

linear crack growth is shown in red. Additionally, three crack images at different crack length are

shown

Fig. 14 Crack growth of NBR composite filled with 10 vol% xg M5 at 8% strain. The region of

linear crack growth is shown in red. Additionally, three crack images at different crack length are

shown

Characterization and Application of Graphene Nanoplatelets in Elastomers 347



7.2 Tearing Energy and Paris–Erdogan Plots

For evaluation of the fracture mechanical properties of the compounds, the crack

contour length c was analyzed in a region of linear crack growth (Figs. 13, 14, and

15). Usually, a double-logarithmic plot of the dynamic crack propagation rate (dc/
dn) versus the tearing energy T helps empirically describing the crack propagation

(see Fig. 16). This so-called Paris–Erdogan plot illustrates the frequently observed

power law behavior of elastomers:

dc

dn
¼ α β: ð19Þ

In this context, α and β denote the polymer-specific parameters. The solid lines in

Fig. 16 show the fit of this equation to experimental data.

Analysis of the crack growth rates is presented as a function of the tearing energy

for two GNPs and a carbon black, each containing 10 vol% of filler. The crack

propagation rates as a function of the tearing energy are found within the range of

0.1 and 1 MPa mm for strain values between 4% and 22.5%, as depicted in Fig. 16.

Because their rigidity (stiffness) is definitely larger, the GNP composites show

measurement points shifted towards higher tearing energies for the same strain

values. An extrapolation of the plotted gradients towards lower tearing energies

(T< 0.1 MPa mm) or smaller deformations (<4%) entails a similar crack growth

rate for xgM5 as for the CB-filled sample. The crack growth rates of xg C750 seems

to be systematically larger at small strains, but the curves intersect each other at

higher strain values and are close together at T¼ 0.5 MPa mm. At high tearing

energies (T> 1 MPa mm), the sample filled with xg C750 clearly shows the lowest

crack propagation rates, which might be important for technical applications. This

is even more interesting because GNPs can be oriented and, hence, could serve for

Fig. 15 Crack growth of

NBR composite filled with

10 vol% xg C750 at 12%

strain. The region of linear

crack growth is shown in

red. Additionally, three
crack images at different

crack length are shown
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crack deflection along the orientation direction in special applications. This could

play a role, for example, in truck tire treads, where deep cuts can appear if the tire is

operating on unpaved trails or roads with sharp stones. Here, it appears advanta-

geous to avoid crack propagation deep into the tread but to deflect it horizontally.

Whether this can be achieved with GNPs remains open and is a task of future work.

The fracture mechanical results for the hybrid-filler system, with 2 vol% of CB

replaced by the GNP xg M5, are shown in Fig. 17, where they are compared with

the pure CB and GNP samples. As can be expected, a shift towards larger tearing

energies at the same strain values is apparent, because the stiffness of the hybrid

system exceeds that of the CB values and falls behind the pure GNP values. The

crack propagation rates as a function of the tearing energy lie close together and the

effect is barely discernible. Within the range of experimental error, no significant

differences can be seen between the pure GNP and the hybrid-filler system,
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Fig. 16 Dynamic crack

propagation rates of NBR

composites with 10 vol% of

different GNPs (xg M5 and

xg C750) and comparison

with carbon black N339.

Experimental data are

indicated by symbols and
fits to Eq. 19 by lines
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Fig. 17 Dynamic crack

propagation rates versus

tearing energy of NBR

composites with 10 vol% of

different filler systems:

GNP xg M5, hybrid (8 vol

% N339 and 2 vol% xgM5),

and carbon black N339, as

indicated
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although the pure CB sample seems to show slightly improved tear resistance at

higher tearing energies.

8 Friction and Wear Properties

8.1 Rubber Friction Theory

Hysteresis friction of rubber sliding over rough surfaces is the dominant mechanism

for slipping tires on wet roads and other lubricated frictional pairings. It results from

dissipated energy losses of the rubber as a result of excitations over a broad

frequency interval, which is related to the surface roughness on various length

scales [52, 53]. In addition, adhesion friction has to be taken into account for

friction on dry substrates. This is governed by the true contact area and is mainly

a result of molecular interactions in the multiscale contact patches. In this section,

we consider the extended Kl€uppel–Heinrich theory of rubber friction in some detail

[53–55], which has been shown to describe experimental friction data on dry and

wet substrates very well [56–70].

Both hysteresis and adhesion friction contribute to the total friction force acting

on a rubber block sliding over a substrate such as glass or granite. Thus, the friction

coefficient, which gives information about the friction force related to the applied

normal force, is given by the sum of both contributions:

μtot ¼ μhys þ μadh: ð20Þ

Here μadh is the adhesion friction coefficient and μhys is the hysteresis friction

coefficient. To determine the individual contributions μhys and μadh it is necessary
to characterize the surface roughness of the substrates and obtain information about

the viscoelastic properties of the rubber compounds.

Most natural and engineered rough surfaces exhibit a self-affine structure within

a defined wavelength interval. This means that the surface roughness of such

interfaces shows an invariance of the morphology under anisotropic transformation.

For such interfaces, a magnification α in the lateral xy-plane corresponds to a

magnification αH in the vertical z-direction. The resulting Hurst coefficient

H determines the fractal dimension D, which is equal to 3 –H. This self-affinity
holds only below the lateral cut-off length ξ|| and its corresponding vertical length

ξ⊥. Both are identified with the largest surface corrugations, corresponding to the

limit of the macrotexture. Mathematically, the self-affine character can be derived

by the height-difference correlation function:

Cz λð Þ ¼< z xþ λð Þ � z xð Þð Þ2 > : ð21Þ
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This function is used to calculate the mean square height differences of all points

separated laterally by the distance λ. Below the cut-off lengths, ξ|| and ξ⊥, the
height-difference correlation of self-affine surfaces shows a scaling behavior with

slope H. Above the cut-off lengths, no correlation between the analyzed roughness

data is found. The linear relationship between Cz and the surface descriptors ξ⊥, ξ||,
and D is given by the following expression:

CZ λð Þ ¼ ξ⊥
2 � λ

ξII

� �2H

, for λ < ξ				: ð22Þ

Because larger length scales mostly contribute to hysteresis friction, a fine charac-

terization of macrotexture is required in order to obtain relevant contributions in

more detail. For that, the height correlation function can be decomposed into two

scaling regimes and the formula expanded to two ranges with different Hurst

exponents [61, 62].

The hysteresis friction coefficient is obtained by integration of energy dissipa-

tion over a range of excitation frequencies corresponding to a multiscale indenta-

tion mechanism during the sliding process [53]:

μhys vð Þ�Fhys

FN
¼ < δ >

2 σov
�
Z ωmax

ωmin

ω � E00 ωð Þ � S ωð Þdω: ð23Þ

The coefficient depends on sliding velocity v and normal force FN, which is applied

on a rubber block. The roughness of the substrate is represented by the Fourier-

transformed power spectrum density S(ω), which can be derived using descriptors

obtained from the height difference correlation function:

S ωð Þ ¼ 3� Dð Þ � ξ⊥2

2πvξll
� ω

ωmin

� ��β

, for ωmin < ω: ð24Þ

The minimum excitation frequency ωmin¼ 2πv/ξ|| corresponds to the maximum

lateral wavelength ξ||. E00 is the loss modulus of the elastomer sample and takes

into account the viscosity losses of the material during the sliding process. σ0 is the
applied normal load related to the nominal contact area A0 and is expected to be

constant. δ is the mean layer thickness of the excited volume V= δA0 and is assumed

to increase linearly with the mean penetration depth zp of the asperities in the

elastomer sample Δ = bzp.
For dry systems, adhesion effects should be considered in addition to hysteresis

friction, because molecular interactions deliver an adhesion force Fadh, leading to

an adhesion friction coefficient [58–62]:
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μadh ¼
Fadh

FN
¼ τs � Ac

σ0 � A0

; ð25Þ

with the interfacial shear stress τs given by:

τs ¼ τs, 0 � 1þ E1=E0

1þ vc=vð Þð Þn
� �

: ð26Þ

This corresponds to viscoelastic peeling effects. The static shear stress τs,0 and the

critical velocity vc, where τs converges to a maximum, are free fit parameters. E1/

E0 and n are material parameters and can be extracted from the dynamic mechanical

material properties in the form of a viscoelastic master curve. The exponent:

n ¼ 1� m

2� m
; ð27Þ

is gained from the power law behavior H¼ τ�m with exponent m (0<m< 1) in the

glass transition range of the relaxation time spectrum H(τ). This spectrum can be

obtained from the viscoelastic master curves of the storage modulus G0 by applying
the iteration procedure of Williams and Ferry [71]:

H τð Þ ¼ AG0 � dlog G0ð Þ
dlog ωð Þ

			
1=ω¼τ

for p < 1

with A ¼ 2� pð Þ=2Γ 2� p

2

� �
Γ 1þ p

2

� �
:

ð28Þ

Here, p is the local slope of H (τ) at τ¼ 1/ω, which is found to be smaller than 1 in

all cases; Γ is the gamma function.

8.2 Materials and Dynamic Mechanical Properties

The friction behavior was analyzed for variously filled S-SBR 2525-0 samples. The

elastomer was filled with three different types of sheet-like nanofillers. On the one

hand, two types of GNPs, xg M25 (219.1 m2/g) and xg C750 (810.5 m2/g), were

used and, on the other hand, the ultrafine graphite UF 198C (23.5 m2/g) was mixed

with the rubber. Additionally, the standard furnace carbon black N121 (117.7 m2/g)

served as reference.

To study the friction properties of elastomers, knowledge of how the material

behaves under dynamic stress is required. Therefore, temperature- and frequency-

dependent dynamic mechanical measurements were carried out at a higher strain

amplitude of ε¼ 2.5% and master curves generated, using the Williams–Landel–

Ferry (WLF) approach to determine the horizontal shifting factors. Additionally, a

vertical shift was applied to consider thermally activated filler effects [60]. As a
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reference temperature, 20�C was selected. The WLF factors, which are determined

from the horizontal shifting of the branches to obtain reasonable overlap, were

C1¼�4.56 and C2¼ 96.37�C. The resulting viscoelastic master curves for the

different composites are depicted in Fig. 18.

Figure 18a shows the frequency dependence of the shear storage modulus G0,
which increases with frequency and finally enters a glassy plateau. In the low

frequency range, clear differences can be seen between the various composites,

whereas at higher frequencies the modulus is almost unchanged as a result of the

dominance of the polymer matrix in the glassy state. Compared with the unfilled

compound, all filled systems exhibit a higher shear modulus in the rubbery region,

with a more or less pronounced frequency dependence. Except for the ultrafine

graphite UF 198C, the storage modulus increases with available specific surface

area. The loss modulus G00, which is shown in Fig. 18b, delivers information about

the internal viscosity losses of the polymer–filler system. In the rubbery region, the

losses during dynamic stimulation increase with increasing activity of the filler. The

filler with the highest specific surface area (xg C750) exhibits the highest energy

dissipation. In addition, G00 shows a local maximum, which is probably caused by

confined polymer in graphene clusters. The loss behavior of the other two samples

is similar to that of the CB-filled sample, although the storage modulus is signifi-

cantly higher, especially for UF 198C. The viscoelastic loss modulus E00 ¼ 3G00 can
be entered into Eq. (23) to perform hysteresis friction simulations.

Figure 19a show the loss tangent of the composites. Addition of filler decreases

the maximum slightly, which refers to the polymer–filler interaction. Surprisingly,

in the case of xg C750, the location of the maximum is also shifted to significantly

higher frequencies. This indicates higher chain mobility, possibly caused by repul-

sive interactions between polymer and filler. The second low frequency maximum

of the xg C750 sample probably results from the confined polymer domains in the

highly structured GNP network.
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Fig. 18 Master curves of the storage modulus G0 (a) and loss modulus G00 (b) at 2.5% strain

amplitude and Tref¼ 20�C for unfilled and variously filled S-SBR composites, as indicated
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Figure 19b shows the relaxation time spectra of the five materials, with the slope

m of the (dotted) regression line indicated by the inset. As expected, the slope

becomes smaller with addition of filler and results in values of m between 0.58 and

0.48 for the filled systems. Using Eq. (27), this gives values of the exponent n close
to 0.3, which can be entered into Eq. (26) to perform the adhesion simulations.

8.3 Simulation of Friction Properties

Experimental data and adaptations with the friction theory for the dry and wet

friction behavior as a function of sliding speed are shown in Fig. 20 for the

CB-filled sample and GNP sample filled with xg M25. The fitting parameters are

also shown. A strong velocity dependence is found for both dry and wet conditions

as a result of viscoelastic excitation by the substrate asperities during sliding. A

closer look at the experimental data shows that the wet friction behavior for both

compounds exhibits no major differences and is well reproduced by the simula-

tions. The performance seen under dry condition without any lubricant reveals a

complete different picture. Here, the adhesion contribution (green curves in

Fig. 20a) dominates the friction properties. Therefore, the friction coefficient for

the CB-filled compound reaches a value of about 1.6 at a velocity of 10 mm/s.

In the case of xg M25, the dry friction coefficient is strongly reduced over the

whole velocity range, so that the hysteresis contribution (red curve in Fig. 20b) also

delivers the main contribution to the friction process in dry conditions and the

friction coefficient remains small, μ< 1.0. Nevertheless, in both cases the experi-

mental data are represented quite well by the theoretical concept in the considered

velocity range, giving more detailed information about the sliding process of the

differently filled rubbers on a rough surface such as granite.
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Fig. 19 Loss tangent master curves (a) and relaxation time spectra (b) at 2.5% strain amplitude

and Tref¼ 20�C for unfilled and variously filled S-SBR composites, as indicated
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8.4 Dry and Wet Friction on Rough Granite and Glass

Next, we focus on a comparison of experimental friction data for different filler

types under dry and lubricated (water plus 5% surfactant) conditions, as shown in

Fig. 21. Strong differences can be seen between the different compounds, especially

for samples filled with graphene-like fillers. Looking first at the dry measurements

(Fig. 21a), the difference between N121 and xg M25 can be clearly seen, as already

described in Sect. 8.3. The compound filled with xg C750 also shows a strongly

reduced friction behavior on dry granite. Only ultrafine graphite UF 198C with a

relatively small specific surface area (23.5 m2/g) behaves similarly to the reference

sample filled with highly structured CB N121. During wet sliding tests (see

Fig. 21b), both GNP-filled specimens show same friction performance. At lower

sliding speeds, the GNP systems show higher energy dissipation with quite large

friction values, which converts into smaller dissipation at higher velocities, com-

pared with the CB-filled samples.

Turning now to measurements on dry glass (shown in Fig. 22), the friction

behavior is similar to that on rough granite. It is evident that use of graphene-like

fillers results in a strong reduction in the friction coefficient with respect to the

reference compound filled with N121. In the measured speed range, the N121

sample provides continuously high friction values of around 3.5 accompanied by

strong stick–slip effects. By contrast, the sample filled with xg M25 behaves more

stably during friction on dry glass and reveals strongly reduced friction forces over

the whole velocity range. Both UF 198C and xg C750 demonstrate improved quite

stable friction behavior. At low sliding velocities, both samples generate less

friction but show a pronounced increase at a speed of 0.1 mm/s. The coefficient

of friction for xg C750 is always below that of the UF 198C sample. The xg M25

sample exhibits quite low friction values for the whole velocity range. This
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Fig. 20 Friction measurements and simulations for SBR 2525-0 filled with 10 vol% carbon black

N121 (a) and graphene nanoplatelets M25 (b) on rough granite under dry and lubricated condi-

tions. Temperature and load were kept constant at 20�C and 24 kPa, respectively. Experimental

data are indicated by symbols and adaptations by lines
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indicates that GNPs seem to be well suited for delivering improved friction

properties (e.g., for wiper blades or rubber seals in dynamic contact with smooth

substrates) with less disturbing stick–slip effects.

8.5 Wear Behavior of GNP Composites

In addition to sliding friction measurements, abrasion tests were carried out

according to DIN 53516. The results for different polymer compounds are shown

in Fig. 23. Solution SBR and NBR composites with different amounts of
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Fig. 21 Dry (a) and wet (b) friction on granite of SSBR 2525-0 filled with different graphene

nanoplatelets, ultrafine graphite, and carbon black N121 at 20�C and 24 kPa load
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Fig. 22 Velocity-dependent friction coefficient of S-SBR 2525-0 filled with different graphene

nanoplatelets, ultrafine graphite, and carbon black N121 at 25�C and 4 kPa load

356 M. Kl€uppel et al.



acrylonitrile (ACN) were used to figure out how graphene or graphite filler can

influence the wear stability. For comparison, N121 was used as a reference.

For all three polymers, it can be seen that for carbon-based filler N121 the wear

behavior is best compared with GNPs or other graphitic nanoparticles. However,

the best abrasion performance for alternative graphene-like fillers is found for the

GNP-type xg C750. Both M-type GNPs exhibit poor wear performance, although

the stress–strain-curves (Figs. 4 and 5) suggest high tensile strength values. Finally,

we note that the abrasion test according to DIN 53516 is not representative for tire

wear but correlates with strong catastrophic abrasion mechanisms that occur, for

example, during blocked wheel braking of tires. Accordingly, the effect of GNPs on

tire wear remains open at the moment and is a task of future work.

9 Concluding Remarks

This review has demonstrated in some detail that GNPs represent a new class of

sheet-like, carbon-based materials that can be used as reinforcing filler in elastomer

compounds for improving their specific properties, such as gas permeability or

friction properties on dry glass. In particular, the gas permeation coefficient of

membranes was found to be strongly reduced for the GNP-filled composites and

could be further reduced by orientation of the graphene flakes perpendicular to the

direction of gas flow. We also can expect more stable friction properties with less

disturbing stick–slip effects for seals operating under non-lubricated conditions or

wiper blades sliding on the almost-dry windscreen of a car, as typically realized in

slight rain or after the rain has stopped. The fracture mechanical properties of the

investigated samples indicate that the lifetime of such GNP-modified rubber goods

remains in a reasonable range. However, with respect to several basic properties

relevant for technical applications, such as hysteresis as a result of filler networking

or wear under strongly abrasive conditions, the data suggest that GNPs are not

suitable for replacing traditional fillers such as carbon black or silica. Nevertheless,

GNPs will probably be very useful in the future as additives in hybrid-filler systems

where small amounts can deliver pronounced effects. The spectrum of possible
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Fig. 23 Wear behavior of S-SBR 2525-0 (a), NBR 1846 (b), and NBR 3945 (c) composites filled

with 10 vol% of graphene and graphitic nanoparticles. Carbon black filler N121 was used as

reference
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applications cannot be fully seen at the moment but we are sure that in future GNPs

will appear in many rubber goods as a result of their unique properties and good

interaction strength and affinity with elastomers.
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Abstract The fracture mechanical characterization of elastomeric materials is based

on a global energy balance. Tearing energy was introduced in 1953 by Rivlin and

Thomas to characterize the energy required for an infinitesimal increase in surface area

during crack propagation. Enhancing the contributions of various energy dissipation

mechanisms during the process of crack propagation is crucial for the understanding

and modification of elastomeric materials with respect to an enhanced service life.

Apart from the tearing energy, alternative fracture mechanical quantities based on the

global energy balance are reviewed and discussed with respect to various influencing

factors such as geometrical constraints of the specimen, specific loading conditions,

and the specific material and its structural details. Finally, the application of advanced

experimental methods characterizing the stages of crack initiation, propagation, and

wear under more practical loading conditions are reviewed.
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1 Introduction

Failure of structural components ismostly the result of the creation and propagation of

macroscopic cracks. In every real material, defects exist as precursors ofmacroscopic

cracks and the mechanical behavior of components containing macroscopic notches

or cracks can be analyzed using fracture mechanics. Increasing the fracture resistance

by modification of material structure is an important objective of materials science,

not only for structural materials such as steel but also for highly deformable elasto-

meric materials.

Elastomers are weakly crosslinked polymers that exhibit large deformations as a

result of the high internal flexibility of polymer chains above the glass transition

temperature. To enhance mechanical properties such as strength and stiffness, these

materials can be filled with nanoparticles such as carbon black. However, the

fracture mechanical behavior is highly influenced by structural details such as the

phase morphology, distribution and dispersion of filler, and multiscale structure of

the filler. Crack propagation in elastomers and, consequently, fracture is a complex

process in which multiple length scales are involved and the interaction of pro-

cesses taking place at different length scales has a huge influence on the way the

material breaks. Increased fracture toughness can be realized by modifying the

structure of the material in such a way that as many non-catastrophic dissipative

processes as possible on various length scales in a spacious volume are induced in

the specimen. This results in an increase in the material’s capacity to absorb energy
during crack propagation. Generally, these processes can be traced back to specific
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polymer–polymer, polymer–filler, and filler–filler interactions in the material. An

understanding of these interactions with respect to their influence on the fracture

process is a prerequisite, not only for modeling the processes taking place in the

vicinity of the crack tip but also for specific optimization of the material’s structure.

2 Energy Balance and Fracture Mechanical

Characterization of Elastomers by Means of the Tearing

Energy

As a consequence of entropy-driven elasticity, elastomers are susceptible to large

deformations even under small external forces. Considering a loaded notched or

pre-cracked specimen, a pronounced crack blunting can be observed (i.e., the crack

opens up if the specimen is loaded; see Fig. 1). However, unlike the plastic crack

blunting in metallic materials, crack blunting in elastomers is reversible. Moreover,

the stress and strain fields in the vicinity of the crack front are not known before-

hand, neither quantitatively nor qualitatively. Therefore, local characterization of

fields in the vicinity of the crack front, as can be done for brittle materials, is not

appropriate. The fracture mechanical behavior of elastomers is therefore character-

ized by a global energy balance, as proposed by Rivlin and Thomas [1], which can

be seen as a generalization of Griffith’s approach [2].

Considering the process of incremental crack propagation in a solid, the global

energy balance in quasistatics reads:

Fig. 1 Elastic crack tip

blunting in elastomers [3]
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dWext

dA
� dW

dA
¼ dWsep

dA
þ dWdiss

dA
ð1Þ

where Wext is the external work, W is the recoverable elastic strain energy, Wdiss is

the macroscopic remote dissipated energy, andWsep is the local work of separation.

For the case of plane specimens with a constant thickness B and a straight crack

front, the increment in cracked area is dA ¼ Bda, with da being the crack length

increment. The left-hand side of Eq. (1) is the elastic energy released per unit

cracked area during crack propagation and is therefore called the energy release rate

[4]. The right-hand side of Eq. (1) is the energy needed to advance a fracture plane

by one unit area, including all energy losses resulting from the various dissipative

processes in the vicinity of the crack front and remotely. It is called the critical

energy release rate or energy dissipation rate [5–9], also denoted as tearing energy

[1] in the case of elastomers.

Considering that the external work is zero (i.e., the clamp distance l is constant
during the process of crack propagation), the original deduction made by Rivlin and

Thomas [1] for the determination of tearing energy of elastomers T can be derived:

T ¼ �dW

dA

����
l¼const:

¼ � dW

Bda

����
l¼const:

ð2Þ

However, energy dissipation mechanisms in elastomers are not restricted to the

immediate vicinity of the crack front. Moreover, these dissipation mechanisms can

be rate dependent or rate independent and are not only caused by crack propagation

but also by specific loading conditions. It should be noted that energy dissipation in

rubber materials cannot be neglected, even in the case of a non-propagating crack.

Thus, various energy dissipation contributions are crucial in the energy balance,

especially with regard to the separation of these contributions. This raises the

question of whether the presence of these dissipation mechanisms is only related

to crack propagation, is more a consequence of specific loading conditions, or is

influenced by both.

Closely related to the energy balance during crack propagation is the so-called J-
integral introduced by Rice [10] and Cherepanov [11]. The J-integral is a contour
integral defined for plane problems in linear-elastic quasistatics by:

J ¼
Z
Γ

W0n1 � σjinj
∂ui
∂x1

� �
dΓ ð3Þ

whereW0 is the elastic energy density, σji is the stress tensor, ui is the displacement

vector, nj is the outer normal unit vector, and xi is the position vector. The

integration is carried out along a line Γ encircling the crack tip. The J-integral
characterizes the elastic energy flux through Γ to the crack tip during infinitesimal

crack propagation. Hence, it is identical to the energy release rate, provided that the

integration contour encloses all dissipative fields in the vicinity of the crack tip and
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under the assumption that these fields are translated in an invariant manner together

with the crack tip.

Rivlin and Thomas [1] used three types of specimens: single-edge-notched

tension (SENT), trouser, and pure shear (PS) specimens (see Fig. 2). For every

specimen type, specific formulae for the determination of tearing energy T were

derived, see Eqs. (4)–(6), using the same assumption that is inherent to the J-integral:
the invariant translation of near tip fields during crack propagation.

Therefore, it is assumed that the specimen volume can be divided into differently

loaded regions [1] (see Fig. 3 for the case of a PS specimen). Complicated stress and

strain fields can be found in the vicinity of the crack front (region B). However, the

remote fields are assumed to be homogeneous. In front of the crack front there is a

region where a homogeneous state of constraint tension (pure shear) can be found

(region C). Behind the crack front, the region is almost unloaded (region A).

Finally, there is a region that is influenced by the outer boundary (region D).

Considering infinitesimal crack propagation in such a specimen, it is assumed

that the complicated inhomogeneous state in the vicinity is translated with the

crack front. Consequently, the size of the region in the pure shear state is reduced,

increasing the unloaded region. Hence, the tearing energy can be determined via the

elastic strain energy density in the homogeneous loaded pure shear region (region

C), which is measured by the unloading curves from unnotched PS specimens at

Fig. 2 Typical specimens for the experimental determination of fracture mechanical parameters

for elastomers

Fig. 3 Characteristic regions (A–D) of a loaded single-edge notched PS specimen [3]
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identical boundary displacement where crack propagation occurred in notched

specimens. This basic idea leads to a simple formula for the determination of PS

specimens:

T ¼ W0 l0 ð4Þ

withW0 being the elastic energy density in region C and l0 being the initial length of
the specimen, which corresponds to the initial distance of the clamps.

A similar approach can be applied for SENT and trouser specimens, leading for

SENT specimens to:

T ¼ 2
πffiffiffi
λ

p W0a ð5Þ

with λ being the stretch ratio and W* being the crack length. For trouser specimens

the tearing energy is given by:

T ¼ W0A0 � 2λF

B
ð6Þ

with A0 being the cross-section area of the non-deformed specimen and F being the

external load.

In the past, mainly SENT and the PS specimens have been used for the

determination of tearing energy. The advantage of the PS specimen can be seen

from Eq. (4) and lies in the independence of the current crack length. For SENT

specimens, the current crack length a must normally be taken into consideration,

which is not the case for PS specimens. This is of special interest for fracture

mechanics tests under cyclic loading (fatigue tests), where the limited width of

SENT samples is very disadvantageous.

It was clearly shown in the previous paragraphs that the tearing energy signifi-

cantly depends on the test specimen’s geometry as well as its crack length. Thus, the

geometry ratio l0:Q (length to width) and the crack length must be taken into

account for an exact determination of the tearing energy. The first evaluations of

tearing energy were performed by Yeoh [12], where the geometry ratio l0:Q¼ 1:5

was studied and the influence of crack length on tearing energy was observed.

To study the effect of different geometry ratios and the influence of crack length

on the tearing energy, test specimens with varied geometry ratios were modeled

using nonlinear finite element analysis (FEM) [13]. Additionally, the effect of strain

up to 50% was taken into consideration. The results of this study are shown in Fig. 4

for a test specimen based on unfilled styrene–butadiene rubber (SBR), where the

width Q was constant and length l0 was varied (10 and 30 mm) to obtain the

required geometry ratios of 1:12 and 1:4. The test specimens were analyzed at

strains of 10, 30, and 50% with respect to the length l0. The structure of the notation

366 R. Stoček et al.



of the specimens in Fig. 4 and Fig. 5 is following: First, the type of rubber is

mentioned (e.g. SBR), the next two numbers give an information about the filler

content in parts per hundred rubber (e.g 00 means 0 phr). N2 is a code for the used

filler. The next two numbers indiacte the initial length l0 of the specimen in mm and

the applied strain with respect to the initial length l0 in %. The last information

given is the geometry ratio, i.e initial length l0: width Q.

Fig. 4 FEM results showing the dependence of tearing energy on crack length for edge-cracked

test specimens with geometry ratios of 1:12 and 1:4 at various strains [13]

Fig. 5 FEM results showing the dependence of tearing energy on crack length for edge-cracked

specimens with geometry ratios of 1:12 and 1:1.5 at strain 10% [13]
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Figure 4 shows that the tearing energy is approximately linearly dependent on

crack length for small values of crack length, according to Eq. (5), and is inde-

pendent of the geometry ratio. This narrow range changes into a non-defined depen-

dence of tearing energy on crack length with a slight increase in crack length.

Figure 4 also shows a region in the center of the test specimen where the tearing

energy is independent of crack length. This region is deformed in the pure shear

state and formulated by Eq. (4). The last region, with large crack lengths, varies

from the constant state of tearing energy because of the symmetric model of the test

specimen. Comparison of the results obtained for the different geometry ratios

shows a relatively small central region of the test specimen for a geometry ratio 1:4

that is deformed in the pure shear state. On the other hand, Fig. 4 demonstrates the

independence of various strains on the different geometry ratios.

Figure 5 shows the FEM results of edge-cracked test specimens with geometry

ratios of 1:12 and 1:1.5 at strain 10%, where the different geometry ratios were

achieved at constant length l0 and various widths Q. Here, a geometry ratio of 1:1.5

presents the geometry of a SENT specimen. The simulation gave an identical slope

of the linear dependence of tearing energy on crack length for small crack lengths,

as suggested by Eq. (5), in both specimens with different geometry ratios. This

demonstrates that an identical crack growth in the region of availability of Eq. (5)

provides the same length l0 for specimens defined with different geometry ratios.

There is no region where tearing energy is independent of crack length in the center

of the test specimen with geometry ratio of 1:1.5.

3 Alternative Fracture Mechanical Quantities

As already pointed out, equations provided for specific specimen geometries are

mostly used for characterization of fracture mechanical behavior of elastomers

because of their simplicity of application. However, there are some other

approaches for characterizing fracture toughness. First, methods based on elastic–

plastic fracture mechanics (EPFM), which are commonly used for characterization

of thermoplastics, can be adapted for fracture toughness characterization of elasto-

mers. Moreover, two methods based on the direct evaluation of energy balance, the

dissipation rate concept and experimental determination of the J-integral as a

contour integral, are described.

3.1 Methods Based on Elastic–Plastic Fracture Mechanics
[14]

By applying fracture mechanical methods, one can obtain a deeper knowledge of a

materials’ deformation and fracture behavior. The methods of technical fracture
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mechanics have proven to be useful tools for establishing structure–property correla-

tions for polymeric materials because of their sensitivity to structural changes [15, 16].

The concepts of EPFM are of great importance for the fracture mechanics of

polymers compared with the concepts of linear–elastic fracture mechanics (LEFM).

Here, the crack-tip-opening displacement (CTOD) and the J-integral concept are often
used for evaluation of the crack toughness behavior of various polymeric materials,

although these materials are more or less viscoelastic. For this reason, the load–

deformation curves are nonlinear. However, during experimental investigations with

monotonic increase in loading, the viscoelasticity is often not taken into consideration.

The J-integral as fracture criterion is based on an energetic interpretation of the

fracture process: A path-independent line integral encloses the plastically deformed

area and is used to describe the stress–strain field around the crack tip. Generally,

J describes this energy flowing under deformation through the closed area around

the crack tip, which is not stored but dissipated by crack extension.

Considering a material showing stable crack propagation, the crack resistance

curve (R-curve) concept of the EPFM can be used for quantitative description of the

stable fracture process, including crack-tip blunting, crack initiation, and crack prop-

agation. Figure 6 shows a schematic representation of an R-curve with the loading

parameter J and the damage parameterΔa being the size of the stable crack growth. At
the beginning of the stable crack process, blunting of the crack tip with increasing

loading takes place. This process is characterized by a linear connection between J and
Δa, namely the blunting line. At a critical point, the crack is initiated, which means

that crack growth begins. For some thermoplastic polymers, a stretch zone can be

proven. In this case, the stretch zonewidth (SZW) can be determined as a critical point

where the crack begins to expand and, so, a physical crack initiation value Jiphys can be
determined. For materials that do not form a stretch zone, the ESIS protocol [17]

allows determination of the technical crack initiation value J0.2 at a stable crack

growth size of 0.2 mm as an alternative crack initiation value. After crack initiation,

the crack resistance curve is nonlinear and often flattens with increasing crack growth.

To obtain R-curve data, various experimental methods can be applied including

single-specimen or multi-specimen methods under quasistatic or impact-like

Fig. 6 Representation of a

crack resistance curve

(R-curve)
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loading conditions. For thermoplastic polymers, there are several well-known

standards for R-curve determination. One example is the ESIS TC 4 standard

draft “A testing protocol for conducting J-crack growth resistance curve tests on

plastics” [15–18].

The advantage of the single-specimen method (SSM) lies in the reduced material

consumption and, therefore, reduced costs, which allow crack toughness character-

ization during an early stage of material development [15]. For R-curve tests with
application of the SSM, only one single specimen is necessary. Most of the previous

tests were performed by using SENT specimens (see Fig. 2). Here, the length

l0¼ 100 mm, width Q¼ 25 mm, thickness B¼ 6 mm, and crack length to specimen

width ratio (a:Q) of at least 0.2 were preferred [19, 20]. The notching is realized

using a metal blade to ensure a very sharp notch. Before starting the test, the notch

tip is prepared with TiO2 powder (for black materials) to enable examination of the

point of crack initiation as well as the crack opening lR (see Fig. 7). The latter can be
used as abscissa for the R-curve.

Rice et al. [21] showed that instead of using the energy balance, Eq. (1), the

J-integral can more easily be determined directly from the load–displacement curve

by using the approximate formula:

J ¼ η �W
B � Q� að Þ ð7Þ

with η being a dimensionless geometry function of the a:Q ratio of the SENT

specimen. However, it should be noted that the geometry function can be assumed

to be constant for the limited amount of stable crack propagation in filled elasto-

mers. The deformation energyW was determined by integrating the load–extension

diagram (F–l diagram) up to certain deformation values. The intervals must corre-

spond to the times of taking pictures of the crack opening.

The J–lR data pairs are plotted as an R-curve and two fracture parameters can be

obtained as a result of experiments (see Fig. 6). The first parameter is the physical

crack initiation value Ji, which can be determined through observation of the notch

tip and, therefore, a subjective influence cannot be excluded. The second parameter

Fig. 7 Increasingly loaded specimen during a fracture mechanics test and definition of the

damage parameter crack opening lR (blue)
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is a crack propagation value TJ
*, that is taken from the slope of the R-curve at the

point lR¼ 0.5 mm (i.e., at the beginning of the crack propagation process).

In the multiple-specimen method (MSM), a certain number of equal specimens

are used. Again, SENT was the previously most frequently used specimen type.

Single specimens are loaded in tension up to different load levels, but not to total

fracture. In this way, different amounts of stable crack propagation are created.

During loading, the load–extension diagram can be recorded, including the loading

and unloading cycle (Fig. 8) so that, in addition to J values according to Eq. (7), the
determination of Jdiss according to Eq. (8) is also possible. In this way, the large

amount of elastic deformation is disregarded and therefore:

Jdiss ¼ ηAdiss

B Q� að Þ ð8Þ

with Adiss being the energy corresponding to the area between the loading and the

unloading cycle, which should be a more precise parameter for quantification of

crack resistance.

After the test, the specimens are cut and so that the size of the stable crack

growth Δa can be determined using a light microscope. In this way, data pairs of

J and Δa are available for the construction of an R-curve, which can be analyzed

regarding the slope TJ
* of the curve at a crack growth Δa¼ 0.1 mm, which is a

measure of the resistance against stable crack propagation.

Examples of crack resistance curves for styrene–butadiene rubber (SBR)

vulcanizates and natural rubber (NR) vulcanizates from single-specimen fracture

mechanics tests are shown in Fig. 9. The principle recipe of the materials is the

same, except for the polymer used. It can be seen that addition of filler and an

increase in filler content (in this case carbon black N234) both lead to an increase in

J values. Without filler, a very flat R-curve results, indicating a low crack propa-

gation resistance. Comparing the crack resistance curves of SBR and NR

Fig. 8 Load (F)–extension (l ) diagram from a quasistatic fracture mechanics test (multiple-

specimen method); Ael elastic deformation energy, Adiss energy corresponding to the area between

the loading and unloading cycles, Atot total deformation energy, corresponding to the complete

area under the loading curve (Atot¼Ael +Adiss)
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vulcanizates, one can see a very large difference. The J level for NR with filler is

much higher than for SBR. This is attributed to the strain-induced crystallization

that increasingly appears at higher strains [22]. According to [23], with increasing

strain the number of short, stretched polymer chains acting as nucleation sites

becomes larger. The distance between chains decreases and, at a certain point, the

aligned chains form crystallites. These crystallites contribute to the mechanical

response (similar to the effect of filler particles or network nodes) and a self-

reinforcement effect is obtained, which is connected to increases in strength,

wear, and tear strength. As can be seen from Fig. 9b, the crack propagation

resistance is also enhanced.

A similar conclusion can be drawn from Fig. 10, which shows Jdiss–Δa curves

from fracture mechanics tests using MSM for the same two materials. Again, with

increasing filler content, an increase in Jdiss values is observed and the NR vulcani-

zates have a much higher Jdiss level than the SBR materials. It should be noted that
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Fig. 9 Crack resistance curves (single-specimen method) for the fracture mechanics test for (a)

SBR and (b) NR elastomers with increasing filler content [14]
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Fig. 10 Crack resistance curves (multiple-specimen method) for (a) SBR and (b) NR loaded with

different amounts of CB N234 [14]
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differences between J and Jdiss values are a result of disregarding the influence of

elastic deformation for Jdiss. The corresponding crack propagation values deter-

mined from the R-curves for tests with SSM and MSM are represented in Fig. 11.

Independently of the fracture mechanical method used, the NR vulcanizates

show the largest resistance against crack propagation as a result of strain-induced

crystallization, as discussed above. Furthermore, a crack resistance maximum at a

filler loading of 40 phr was found. Reasons for this behavior are discussed in the

literature [20]. From a practical point of view, such elastomers should be designed

with a certain deformability/flexibility so that, even on the molecular length scale,

the chains are able to compensate for a higher loading without fracture by elastic

deformation. Thus, because the fracture of a polymer begins at the molecular level,

the macroscopic fracture also appears at higher external loadings.

3.2 Dissipation Rate Approach

Under quasistatic loading conditions, stable crack propagation in elastomeric mate-

rials is often characterized by methods based on the R-curve concept of EPFM (see

Sect. 3.1). An R-curve acknowledges the fact that the resistance to fracture

increases with growing crack size in elastic–plastic materials. Thus, stable crack

propagation is characterized by the total energy losses required to produce a certain

stable (i.e., subcritical) crack increment.

The global energy balance, Eq. (1), leads to definition of the energy dissipation

rate [5–9], which is the energy loss during incremental crack propagation as a result

of creation of new fracture surfaces and the energy loss as a consequence of

accompanying dissipative processes.
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Fig. 11 Crack propagation values TJ
* for SBR and NR materials determined from (a) crack

resistance curves (single-specimen method) at the point lR¼ 0.5 mm and (b) crack resistance

curves (multiple-specimen method) at the point Δa¼ 0.1 mm [14]
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The following two examples demonstrate the dissipation rate approach for

elastomers. The first example considers stable crack propagation of a highly filled

elastomer, an SBR vulcanizate filled with 40 phr CB N234 [24]. In such highly

filled vulcanizates, the amount of stable crack propagation is very limited (i.e., in

the micron range) so that stable crack growth can be measured using light micro-

scopy after unloading and cutting the specimen. Consequently, MSM was applied.

Identical notched specimens were loaded in a quasistatic manner up to several

points above the crack initiation threshold, yet below the point of final specimen

fracture. Then, the specimens were unloaded to separate the stored elastic energy

from the total energy (see Fig. 8). Finally, the specimens were cut with a razor blade

with the aim of measuring the stable crack growth size. Energy dissipation rate was

calculated from the left-hand side of Eq. (1).

Moreover, finite element analysis of the MSM was compared with experi-

mentally determined values. It should be noted that, as the result of the quasistatic

loading and the very slow stable crack propagation, rate-dependent dissipative

effects due to viscoelasticity can be neglected and only rate-independent effects

arising from the change in filler structure with increasing strain need to be taken

into account by means of a phenomenological model of endochronic plasticity

[25]. Material parameters of the model were determined by corresponding cyclic

tensile loading of unnotched samples. Comparison of both approaches (i.e., energy

contributions derived from experiment and simulation) showed that the limited

stable crack propagation in such highly filled vulcanizates has only a very small

influence on the amount of energy released during crack propagation. The main

contributing factor to the released elastic energy is the development and increase of

a dissipation zone around the crack tip with increasing load (see Fig. 12). Therefore,

the measured energy losses during stable crack propagation could be related to the

development and increase of the dissipative zone. They are not related to the
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Fig. 12 Development of the dissipation zone during deformation. Values of the phenomeno-

logical equivalent plastic variable as a measure of the amount of filler-induced dissipation are

depicted [24]

374 R. Stoček et al.



invariant translation of such a dissipation zone, as assumed for steady-state crack

propagation. Indeed, for practical applications it is especially desirable to activate

distinct dissipative processes in a region that is as large as possible in order to

increase the material’s ability to absorb energy during crack propagation. However,

trying to separate the influences of various dissipation mechanisms on the energy

balance during crack propagation could lead to a deeper understanding of the

quantities that can be characterized experimentally.

To reach steady-state conditions during crack propagation, in the second exam-

ple similar experiments were conducted, avoiding the cost-intensive MSM by using

single-edge notched PS specimens [3] made of EPDM rubber filled with 60 phr CB

N234. Considering the dissipation rate approach, specific quasistatic loading and

unloading cycles with a subsequent small increase in maximum displacement were

defined. Energy contributions were determined from the loading and unloading

curves. Crack increments were measured from digital photographs taken at various

instances. To compare the quantities to the conventional approach [see Eq. (4)], the

same cycles were conducted with the corresponding unnotched specimen. The

elastic energy density of Eq. (4) was determined from unloading curves.

The comparison of both methods of data evaluation (energy dissipation rate and

Rivlin–Thomas approach) for an EPDM filled with 60 phr CB N234 can be seen in

Fig. 13. The higher energy required for small crack increments can be related either

to the initiation of crack propagation or to an increase in the dissipation zone in the

vicinity of the crack front rather than to propagation of the crack itself. Such higher

values could also be required when the crack must be reinitialized after the crack

stops. In contrast, larger crack increments lead to lower energy dissipation rates.

These values tend to approach the values determined with the tearing energy

approximation [see Eq. (4)] characterizing the steady-state condition during crack

propagation, where crack propagation is accompanied by the invariant translation

of a dissipation zone.

Fig. 13 Dependence of the

energy dissipation rate and

Rivlin–Thomas

approximation on the stable

crack increment for EPDM

filled with 60 phr CB N234

[3]
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Both examples show that the increase in dissipation zone and the initial stages of

crack propagation could influence the fracture toughness measurement. Therefore,

stable crack propagation in elastomers is not always related to steady-state condi-

tions. Moreover, the proposed combined method based on experimental character-

ization and a corresponding finite element analysis offers a general way to identify

the sources and locations of energy dissipation.

3.3 Experimental Evaluation of the J-Integral

Practical experimental fracture mechanical characterization is based on the Rivlin–

Thomas approximation for specific specimen geometries, mainly because of its

easy data evaluation. However, these approximations are derived under the assump-

tion of self-similar crack propagation; that is, the crack does not change direction

and crack propagation is accompanied by the invariant translation of a dissipation

zone. Because crack turning sometimes occurs even under quite simple loading

conditions, a change in crack direction is commonly observed in more complex

loading situations such as biaxial loading. Hence, an alternative characterization

method must be used.

Although mostly used in finite element analysis, the J-integral as a contour

integral [see Eq. (3)] in the large strain version [26, 27] can be also used for the

experimental fracture mechanical characterization of elastomers. Although stress

and strain measures of nonlinear continuum mechanics are used, the interpretation

of the large strain J-integral in terms of energy does not change. The experimental

method consists of two steps: (1) characterization of the hyperelastic behavior of

the corresponding elastomer and (2) plane strain field measurement in the vicinity

of the crack tip of a loaded elastomer sheet, with subsequent evaluation of the strain

state along an integration contour enclosing the crack tip.

Parameters of the generalized tube model [28] as a hyperelastic material model

were fitted considering experimental characterization using unnotched specimens

under, preferably, multiple homogeneous loading cases. Subsequent evaluation of

the plane strain field measurement in the vicinity of a loaded pre-notched or

pre-cracked specimen is based on the local strain field measurement using

ARAMIS software [29]. However, evaluation of the J-integral requires not only

strain information along a defined path surrounding the crack tip, but also stress and

energy density information that can be derived from the fitted hyperelastic model.

Figure 14 shows the results of two approaches, the J-integral approach [large

strain version of Eq. (3)] and the Rivlin–Thomas approach, obtained from a PS

specimen of an EPDM elastomer filled with 60 phr CB N550 [30]. Specific

quasistatic loading and unloading cycles with a subsequent small increase in

maximum displacement were also defined in order to reach a small amount of

stable crack propagation. It should be noted that, for the Rivlin–Thomas approach,

global force and displacement data were used, whereas for the J-integral approach
only local strain fields were used for data evaluation. Despite the totally different
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data evaluation methods, it is surprising that both approaches led to comparable

values of below 10 N/mm, characterizing stable crack propagation. It is evident that

values obtained from the J-integral approach show less scatter. Furthermore, the J-
integral approach led to nearly constant values, as predicted for PS specimens.

However, the main advantage of the J-integral approach is that it is a versatile

approach that is not restricted to specific specimen geometries and can be used in

more complex loading situations (e.g., under biaxial loading where a crack tends to

change its direction) [31]. In this case, the Rivlin–Thomas approximations,

Eqs. (4)–(6), cannot be applied.

4 Tearing Energy Under Cyclic Dynamic Loading

Conditions

As mentioned previously, there are many factors that affect the fatigue process in

rubber and many approaches for analyzing fatigue behavior. Experimental analysis

based on mechanical loading is the most common approach. By definition, mecha-

nical fatigue involves crack nucleation and growth caused by cyclic loadings. The

driving force of load can be represented by any of various parameters associated

with specific analysis approaches: strain, stress, strain energy density, energy

release rate, etc. The value of mechanical loading is usually determined as maxi-

mum, alternating, minimum, and mean loading and/or the R-ratio [32].

The widely used rubber fatigue test at tensile mode or combination of tensile/

compression mode by using standard test specimens (ASTM D4712 Type C,

dumbbell specimen) monitors the behavior of the material under alternating load.

From the results of this test, the difference between a quasistatic load and a

fluctuating load is visible. Quasistatic load does not cause fatigue failure, even at

Fig. 14 Characterization of

stable crack propagation in

EPDM filled with 60 phr CB

N550 (PS specimen)

comparing the J-integral
approach with the Rivlin–

Thomas approach [30]
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high, subfracture levels. In contrast, fluctuating load can cause fatigue failure, even

at low levels. Although quasistatic load does not cause fatigue failures even at high

levels it can cause failure as a result of steady, time-dependent crack growth in the

case of elastomers that do not exhibit strain crystallization or in the presence of

environmental attack [32].

Cyclic dynamic loading conditions are the cause of the loss in stiffness of rubber

materials, and this phenomenon has been treated extensively. The rubber material is

subjected to a rapid decrease in stiffness during application of the first few loading

cycles, which was demonstrated by Mullins [33, 34]. Under cyclic loading beyond

the first few cycles, stiffness loss is known to follow a semilogarithmic trend

[35]. The rate of this trend is smaller than the initial Mullins effect, at least until

the crack nucleation/initiation life is approached. During cyclic loading of the

rubber specimen, the growth of the initiated crack accelerates. Thus, the rate of

stiffness loss increases until the loading is finished or until the test specimen is

totally ruptured [36].

Gent, Lindley, and Thomas [37] determined experimentally the dependence of

fatigue crack growth (FCG) rate da/dn on the crack driving force or tearing energy

for rubber materials.

Figure 15 shows the typical relationship for a rubber material in a double

logarithmic plot. Lake and Lindley [38] divided this plot into four regions (I–IV)

that characterize different tear behaviors. The FCG rate da/dn depends on the

tearing energy T in each of the four regions in a characteristic manner.

When the value of tearing energy T is lower than T0, FCG proceeds at a very low

constant growth rate r and is independent of the dynamic loading, but affected by

the environmental attack:

Fig. 15 Double

logarithmic plot of FCG rate

da/dn versus tearing energy

T for a rubber material,

indicating four regions

(I–IV) of different tear
behavior; B and m are

material constants [38]
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T � T0 ! da

dn
¼ r: ð9Þ

In region II between T0 and T1 one finds a transition to a higher crack growth rate:

T0 � T � TI ! da

dn
¼ A T � T0ð Þ þ r ð10Þ

where A is the crack growth constant.

After this transient state, the crack propagates in a region of stable crack growth

between T1 and T2, which is denoted as region III. The relationship between FCG

rate da/dn and tearing energy is described by Paris and Erdogan [39] with the power
law:

T0 � T � T2 ! da

dn
¼ b � Tm ð11Þ

where b and m are material constants.

In the last region, IV, as the tearing energy approaches T2 unstable FCG occurs

and the FCG rate becomes essentially infinite:

T2 < T < Tc ! da

dn
¼ 1 ð12Þ

Region III was utilized as the region that corresponds most closely to FCG rates

found in the engineering fatigue range. In industrial usage, analyses of SENT and

PS specimens are mostly performed in this region to study stable crack growth and,

thus, to compare the behavior of crack propagation with respect to rubber

composition.

The relationship of crack nucleation/initiation and FCG has been demonstrated

to be dependent on rubber type (e.g., [2, 40]) and thereby on the chemical specifi-

cation of rubber components in experimental fatigue analysis of NR and SBR (see

Fig. 16). The results show that in strain-crystallizing rubbers such as NR the FCG is

delayed by strain-induced crystallization at the crack tip. On the other hand, non-

strain-crystallizing rubbers such as SBR follow time-dependent FCG behavior.

With subsequent increase in loading amplitude (i.e., increase in tearing energy),

the FCG characteristics of both elastomers analyzed also show differences in the

FCG increase. It was observed that the initiation of cracks in SBR starts at higher

tearing energy than in NR. However, the FCG following crack initiation shows a

counter-phenomenon of more rapid crack propagation in SBR than in the specimen

based on NR (see Fig. 16). The results show the hypothetical relationship of crack

initiation and propagation for rubber products based on natural or synthetic rubber.

Moreover, the lifetime nc can be predicted using a fundamental equation

[39]. The number of cycles required to develop the crack precursor from its initial

size a0 to a final size an is given for SENT specimens by:
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nc ¼ 1

m� 1ð Þ � b � 2kWð Þm � 1

a
m�1ð Þ
0

� 1

a
m�1ð Þ
n

 !
ð13Þ

whereas the number of cycles required to develop the crack precursor from its

initial size a0 to a final size an for PS specimens is given by:

nc ¼ an � a0
b Wl0ð Þm ð14Þ

5 Influences on the Fatigue Crack Growth Behavior

of Elastomers

There are several researchers [41–44] who have extensively studied the FCG

behavior of different rubbers and also the influence of fillers, curing agents, anti-

oxidants, environmental conditions (temperature, aging), etc. on FCG behavior.
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5.1 Effect of Rubber Type and Filler Content on FCG

A rubber compound consists of a large number of ingredients. Mechanical proper-

ties can be improved by varying the type or quantity of each of the ingredients. The

type of polymer and the type of filler have the biggest influence on fatigue behavior.

Manufacturing processes also affect fatigue behavior through their influence on

factors such as ingredient dispersion, state of curing (crosslink density), and the

presence and nature of precursor sites for crack initiation [35].

FCG resistance depends on the degree of mechanical hysteresis of the material.

The hysteresis is dependent on the square of the strain amplitude and decreases with

increasing temperature and increasing mean tensile strain [45]. Elastomers that

exhibit strain-induced crystallization are perfectly dissipative at high strains and

have good resistance to crack propagation. The minimum value of the FCG

exponent m [see Eq. (11)] is about 2. This is because the stress distribution for a

sharp crack leads to growth steps that depend on the square of the tearing energy

[46]. For relatively elastic materials, m should be significantly greater than 2. Some

elastomers that exhibit strain crystallization are natural rubber (NR), isoprene

rubber (IR), and polychloroprene (CR). Polymers exhibiting little or no crystalli-

zation are styrene–butadiene rubber (SBR), polybutadiene (BR), butyl rubber (IIR),

acrylonitrile–butadiene rubber (NBR) and ethylene–propylene rubber (EPDM).

The effect of strain-induced crystallinity is time dependent. When the strain is

reduced sufficiently, the crystallized structure returns to the amorphous state. In

contrast to non-crystallizing elastomers, strain crystallizing rubbers do not show

steady crack growth under a quasistatic load [47, 48]. Values ofm are dependent not

only on the strain level but also on the strain rate. Elastomers that exhibit strain

crystallization have a lower m and show superior resistance at high strain rates,

relative to other elastomers. NR is the most resistant material at high tearing energy

rates and NBR is the worst. In contrast, at lower tearing energies, CR is significantly

better regarding the crack resistance than NR. Steady crack growth rate in amor-

phous elastomers is associated with their viscoelasticity. Mullins found a simple

proportionality between the loss modulus and energy release rate at a given crack

growth rate. It was shown that a material exhibiting higher loss modulus requires

higher energy release rates to drive a crack at constant velocity [34].

The presence of CB in the material influences the fatigue behavior. Furthermore,

CB serves as a protection against ultraviolet degradation. The resulting effect

depends on the type and volume of filler. The effect of filler on fatigue properties

has been attributed to multiple mechanisms. CB causes changes in stiffness and

hysteresis properties and has the ability to change crack growth rate as a result of

deviation and branching, induced by non-homogeneity at the crack tip. Filled

rubber compounds exhibit the Mullins effect, characterized by an initial transient

softening of the stress–strain curve [49]. The improvement in the fatigue properties

of filled, non-strain-crystallizing elastomers has been attributed to this dissipative

mechanism [50]. There are two types of CB. High reinforcing CB considerably

improves the cut growth resistance of all vulcanizates except CR. A low reinforcing

CB has a beneficial effect on SBR, IIR, and CR [32]. At low tearing energies, close
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to the fatigue limit, reinforcing fillers can increase the tearing energy by about 50%

[47]. It is necessary to choose the volume fraction of filler according to the required

properties of the material. High volume of filler leads to changes in stiffness and

hysteresis of the material, which can lead to heat buildup. Unless this heat is

dissipated, it can promote further fatigue cracking [38].

5.2 Effect of Temperature on FCG

Lake et al. [38] observed a 104-fold decrease in fatigue life for unfilled SBR on

increasing the temperature from 0 to 100�C, whereas there was only a fourfold

decrease for unfilled NR in the same temperature range. Young et al. [51] observed

a significant increase in FCG rate in changing from 70 to 100�C for undercured NR

belt skim compound. Ghosh et al. [52] showed a temperature dependence of the

FCG rate for pure NR-based rubber (see Fig. 17) using temperatures of 30 and

70�C. The compound exhibited a significant increase in FCG rate with temperature

increase, which can be explained by the energy-dissipation process. Viscoelastic

dissipation at the crack tip is one of the most important mechanisms in the fracture

resistance of polymers. As the temperature increases, molecular movements

become easier and thereby decrease in viscous dissipation. Thus, the fracture

resistance of rubber vulcanizates is reduced as long as more energy is available

for crack propagation.

5.3 Effect of R-Ratio on FCG

The influence of the R-ratio (ratio of minimum to maximum amplitude of applied

force, strain, etc.) on the FCG characteristics of unfilled NR was extensively studied

Fig. 17 FCG curves for NR

vulcanizate at 30�C and

70�C [52]
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by Lindley [53]. Later, Mars et al. proposed [54] a phenomenological model for the

effect of R-ratio on the fatigue behavior of strain-crystallizing rubbers using

published literature data together with their own data. In normal service, the load

is rarely fully unloaded, in contrast to typical laboratory studies. The effect of

minimum or mean loading on fatigue life depends on polymer and filler types.

There is an important difference between the crack growth behavior of crystallizing

and non-crystallizing rubbers. Non-crystallizing rubbers can exhibit steady crack

growth under static load, whereas crystallizing rubbers typically exhibit no crack

growth. The crack growth rate under cyclic load of non-crystallizing rubbers is

given by the sum of contributions of steady and cyclic crack growth rate behavior

[32, 55]. Ghosh et al. [52] investigated the effect of the R-ratio on FCG for pure

rubber based on NR (see Fig. 18). It is evident that, at positive R-ratio, the NR

exhibited a significant decrease in FCG rate at lower tearing energy, but the rates

tended to converge with those at zero R-ratio at higher tearing energies. The

decrease in FCG rate at higher R-ratio is also associated with the strain-induced

crystallization phenomena and has been explained by many researchers

[53, 56]. Recent work by Saintier et al. [56] explains the influence of strain-

induced crystallization of NR material under positive R-ratio cyclic loading condi-

tions. It was argued that at R¼ 0, strain-induced crystallization also exists but the

crystallites melt at each cycle. In the case of R> 0, there is constant pre-load, which

helps to prevent the crystallized zones from melting completely.

5.4 Effect of Waveform on FCG

Waveform shape has an influence on FCG, particularly for amorphous polymers. In

several research works dealing with FCG, a sinusoidal waveform was used. It is

important to adjust the waveform shape to service load conditions corresponding to

the tested product. For instance, Gauss-pulse is representative of some tire defor-

mations, whereas sine waveforms occur in engine mounts. The effect depends not

only on polymer type, but also on other compound ingredients. The pulse waveform

Fig. 18 FCG curves for

NR-based rubber at

different R-ratios [52]
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led to higher FCG rates than the sine waveform at the same peak energy release

rate. This could be caused by the much greater loading rate in the pulse waveform

than in the sinusoidal waveform [35, 50].

Several researchers [57–59] also highlighted the effect of waveform on FCG

characteristics. Harbour et al. [57] studied the effect of dwell period on FCG

characteristics of filled NR and SBR. It was found that SBR showed much higher

sensitivity towards the dwell period than NR. Andreini et al. [58] directly compared

the effect of sine and pulse waveform on the FCG characteristics of various rubbers.

A higher FCG rate was observed in pulse mode compared with sinusoidal loading

for NR and BR, but SBR did not show any significant difference between these two

waveforms.

Ghosh et al. [52] investigated the effect of waveform on FCG for pure rubber

based on NR in pulse mode testing compared with sine mode. The result is shown in

Fig. 19, demonstrating that the NR-based rubber showed a higher FCG rate in pulse

mode than in sine mode. This observation is in accordance with the findings

made by previous researchers [45, 46, 47]. Harbour et al. [56] suggested that in

pulse mode testing there is some relaxation time (dwell period), which can assist in

time-dependent recovery of rubbery microstructure at the crack tip, leading to a

localized and temporary elevated stress state. The re-formation of broken

polymer chains, reorganization of the polymer chain network, or redistribution of

filler at the crack tip produces stiffer material at the crack tip. This can lead to a

localized and temporary elevated stress state, which can account for the higher FCG

rate. In contrast to the above findings, no appreciable difference in FCG rate was

observed in SBR for pulse and sine waveforms in the work presented by Anderini

et al. [58].
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5.5 Effect of Test Specimen Geometry on FCG

Later work by Andreini et al. [59] compared SENT and PS specimens using NR,

BR, and SBR compounds. The results obtained using SENT samples showed a

higher FCG rate in pulse mode than in sine mode. A previous study by Stoček

et al. [13] using simultaneous analysis of two different test specimen geometries

(SENT and PS) showed that there was a dependence of FCG rate on the tearing

energy and found identical FCG exponents m for both specimens. Comparison of

the results determined in SENT and PS specimens (visualized in Fig. 20) shows that

the FCG rate at a given tearing energy is higher in PS than in SENT specimens for

non-reinforced and reinforced NR with a filler concentration of 20 phr carbon

black. The trends shown by the FCG rate for SENT and PS specimens at the

given tearing energy of NR reinforced with 40 phr carbon black are similar [59].

5.6 Effect of Loading Frequency on FCG

The effect of loading frequency depends on polymer type. A large frequency effect

has been observed for amorphous polymers because of the time-dependent conti-

nuous FCG associated with viscoelasticity. This steady component of crack growth

is especially important at frequencies below 0.2 Hz. Natural rubber shows very little

effect of frequency on FCG over the range of 10–3 to 50 Hz. At high frequency, heat

generation occurs in the material, especially for thick samples. In this case, heat

degradation is the predominant cause of failure. This type of failure is called

thermal runaway and often leads to blowout of tires exposed to high speed or

overload [13, 60].

Fig. 20 FCG power law behavior of FCG rate versus tearing energy for SENT (denoted by T ) and
PS (denoted by P) specimens based on carbon black-filled NR; m FCG exponent [58]
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Ghosh et al. [52] studied the influence of loading frequency on FCG for pure

NR-based rubber in pulse mode testing using frequencies of 10 Hz (pulse I) and

1 Hz (pulse II) (see Fig. 21). The FCG rate for pulse I loading is higher than that for

pulse II. The only difference between these two loadings is the relaxation time. This

suggests that the reason for a lower FCG rate in pulse II loading is the higher

relaxation time of 980 ms compared with 80 ms for pulse I.

6 Advanced Experimental Methods Based on the Concept

of Tearing Energy

6.1 Methods for Evaluation of Crack Initiation

The micromechanical mechanisms of crack initiation in rubber materials are sub-

jects of high scientific interest, because at present it is still not known exactly how

these processes start and how they proceed under quasistatic and dynamic loading

conditions. Therefore, their description can improve the safety, durability, and

service life of rubber products. The main scientific aim is to determine the crack

driving force at the crack initiation phase from an energy point of view, which is

generally dependent on the stored elastic energy in the bulk of the rubber matrix.

When this becomes equal to the energy required to create the new crack surface

plus the energy required by the viscoelastic dissipation processes near the crack tip,

the crack starts to propagate; the characteristic energy is called the tearing energy

[1]. However, the subject of current scientific interest is identification of the exact

-6

-5.8

-5.6

-5.4

-5.2

-5

-4.8

-4.6

-4.4

-4.2

-4

-0.8 -0.3 0.2 0.7

Cr
ac

k 
gr

ow
th

 ra
te

 lg
 d
a/
dn

[m
m

/c
yc

le
]

Tearing Energy lg T [N/mm]

Pulse -I

Pulse -II

Fig. 21 FCG curves for

NR-based rubber for

varying loading frequency

[52]

386 R. Stoček et al.



crack driving force at the instant of crack initiation, as well as propagation, from the

point of view of force (i.e., the force actuating at the crack tip orthogonally to the

main stress). An appropriate measure for the crack driving force at crack initiation

that can be determined using standard laboratory tests and is applicable for arbitrary

structures has not yet been found.

Newly developed testing equipment that can evaluate the crack driving force

from the both energy and force point of view was introduced by Stoček et al. in

2015 [61]. The testing equipment, denoted the “intrinsic strength tester,” and the

methodology was developed by PRL Polymer Research Lab. (Zlı́n, Czech Repub-

lic). The measuring principle is based on actuation/cutting of the crack tip in an

orthogonal direction to the main strain with a sharp blade. The crack driving force

can be exactly applied and controlled, or measured at the microscale during crack

initiation and propagation. A diagram of the experimental setup is shown in Fig. 22

and a photograph of the testing equipment in Fig. 23. The measuring principle is

based on use of fully instrumented and electrically driven testing equipment, which

is able to apply varied waveform loading both statically and dynamically. The test

specimen (F) is held in a clamping system (G, H) and is pre-stressed (using the

actuator of the y-axis, A) by applying a given force (controlled by load cell C) or

waveform in strain direction y. The tip of the razor blade (I), defined by the

sharpness radius of the tip, actuates/cuts (using the actuator of the x-axis, B) the
loaded test specimen in direction x, orthogonal to the main strain. During actuation/

cutting of the test specimen with the razor blade, the crack driving force is observed

(controlled by load cell D). The crack driving force subjected to the stored elastic

energy in the bulk of the rubber test specimen is calculated according to energy

criterion defined by Rivlin and Thomas [1].

Fig. 22 Functional

principle and visualization

of testing equipment for

experimental

characterization of crack

initiation: A actuator of the

y-axis, B actuator of the

x-axis, C loading cell of the

x-axis, D loading cell of the

y-axis, E razor blade, F test

specimen, G upper

clamping system of test

specimen, H bottom

clamping system of test

specimen, I razor blade tip
[61]
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In Fig. 24, the tearing energy T [calculated using Eq. (4) for different loading

conditions] is plotted against crack length a resulting from crack driving forces

acting on the test specimen at different velocities in the orthogonal direction to the

main strain, after the test specimen had been pre-stressed by varying amounts (see

Table 1).

Generally, the increase in crack length a is dependent on the increase in tearing

energy T. Figures 4 and 5 show that there is a significant increase in crack length at

low values of tearing energy, which corresponds to the crack initiation process. The

rapid increase in crack length a in the low tearing energy region corresponds to

region II of Fig. 15, defining the transition between nucleation and propagation of

the crack. At the region of higher tearing energies, crack evolution is more or less

linear and defined by a small slope. This behavior corresponds to region III of

Fig. 15, defining stable crack growth.

The values of the energy necessary for crack initiation Ucut (cutting energy) with

respect to various testing conditions (see Table 1) are plotted in Fig. 25. The initial

growth of a crack requires an increased cutting energy, whereas the energy rapidly

decreases after reaching the maximum and almost drops to zero. Thus, for subse-

quent propagation of a crack, the system requires lower energy than for crack

initiation. It can be seen that the rubber matrix affected by a higher velocity in

the direction orthogonal to the main strain requires increased cutting energy. The
reason for this phenomenon can be found in the viscoelastic behavior of the rubber

matrix, whereby with increased dynamic loading the matrix behavior becomes

more elastic.

Fig. 23 The “intrinsic strength tester” for experimental characterization of crack initiation and

propagation
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Fig. 25 Cutting energy Ucutt of razor blade versus crack length a (see Table 1 for details of

conditions 1–4) [61]

Table 1 Applied testing conditions

No. of test Velocity of razor blade vx (mm min–1) Pre-force of test specimen Fy (N)

1. 25 50

2. 25 100

3. 100 50

4. 100 100

Fig. 24 Tearing energy T versus crack length a for different testing conditions (see Table 1 for

details of conditions 1–4)

Tearing Energy as Fracture Mechanical Quantity for Elastomers 389



6.2 Methods for Evaluation of Dynamic Wear

Rubber products very often come into contact with different kinds of surfaces to

meet their functional requirements. Under dynamic conditions, the repetitive inter-

action of rubber with a counter-surface leads to a continuous loss of material caused

by a dynamic wear process. It is necessary to investigate such behavior in rubber

materials used for conveyor belts or tire tread applications, in which the top cover

sheet of rubber material is affected by high cyclic dynamic loading and, thus, by

dynamic wear processes [62]. Most previous fracture mechanics-based research

(e.g., [63–65]) on rubber wear has only considered the frictional force using

experimental analysis under quasistatic loading conditions.

Southern and Thomas [65] have correlated the horizontal frictional force FF(i)

with the tearing energy T:

T ¼ FF ið Þ
z

� 1þ cosϕð Þ ð15Þ

where z is the width of asperity and φ is the angle defining the deflection of crack

growth, created on the tread surface, from the y-axis. The equation assumes that the

entire frictional force is available to drive the crack [63]. Liang et al. [65] showed

that the normal and frictional force between the asperity and the rubber surface also

make a significant contribution to the crack driving energy. The relative signifi-

cance of the normal load FN(i) and the frictional force FF(i) on the abrasion process

at quasistatic loading is still not exactly clear, and for the dynamic wear there is no

significant contribution in scientific publications. Liang et al. [63, 65] introduced a

correlation between the wear at steady state and cyclic FCG rate in dependence on

tearing energy for NR, SBR, and BR, finding very similar behavior. Thus, it was

assumed that the wear process is related to the FCG.

With respect to the process of dynamic loading conditions applied to rubber,

Beatty and Miksch [66] have developed laboratory equipment and measuring

methodology for the characterization of dynamic wear of rubber used for tire

tread applications. Their research publication was the basis for the design of new

testing equipment by Manas et al. [67] that enabled variation of the testing

parameters. However, the analysis depends only on the impact energy, in a very

limited range of energy values, whereas the distance of the affecting penetrator

from the rubber surface is uncontrolled. Also, the time of sliding over the rubber

surface does not reach the required minimal time on the millisecond scale that is

typical for dynamic application during the dynamic wear process.

Thus, new testing equipment has been developed by PRL Polymer Research

Lab., s.r.o. (Zlı́n, Czech Republic) for quantitative analysis of dynamic wear, which

is known in the tire industry as the Chip&Cut behavior of rubber compounds in the

laboratory. The test equipment works automatically. It controls the user-specified

loading conditions over a wide range. Thus, it is possible to simulate the dynamic

wear behavior under conditions that occur for real rubber products in operation in a
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precise and reproducible manner. Furthermore, all relevant forces and energies that

drive the dynamic wear process are measured. The data are correlated to make them

available for analytical purposes. The adjustable load parameter field allows tests to

simulate real load conditions on different abrasion partners with definable allo-

cations and shapes/sizes of its asperities at the laboratory scale.

The testing principle of the equipment is as follows: the cylindrical test specimen

rotates with required velocity up to 1500 rpm and, simultaneously, a penetrator

impacts the surface of the test specimen with defined energy given by the normal

force FN, which can be set from 0–500 N. The penetrator impacts the test specimen

and slides over its surface. The constant normal force FN is applied on the

penetrator for an exactly defined time, which can be set from the minimal value

of 20 ms up to permanent contact. The impact frequency can be set up to 5 Hz.

During measurement, the normal and tangential forces, the depth of impact into the

test specimen, and the length of sliding are measured. Thus, all the required data

and energies defining the dynamic wear process can be separated and evaluated.

Because of the broad possibilities for setting the test equipment, both dynamic and

quasistatic loading conditions can be simulated by a broad range of loading

conditions.

Figure 26 gives a detailed view of the testing equipment and its functional

principle for analysis of dynamic wear and Fig. 27 shows a photograph of the

Chip&Cut analyzer.

To evaluate the relationship between dynamic wear and cyclic FCG, analyses

using the newly developed Chip&Cut analyzer and the Tear and Fatigue Analyzer

from Coesfeld GmbH have been performed.

Dynamic wear analysis is based on the relationship between tearing energy

T and weight loss rate Δw, which is the weight loss per loading cycle:

Δw ¼ dw

dn
ð16Þ

Fig. 26 Functional

principle of the testing

equipment for analysis of

dynamic wear
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The tearing energy T is calculated from the total force affecting the process, which

is a combination of the normal force FN and frictional force FF with respect to the

thickness of the abrading tool L:

T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2
N þ F2

F

q
L

ð17Þ

Figure 28 shows the rate of mass loss plotted against the number of cycles

(on logarithmic scales) for the three studied compounds, where compound A is a

pure SBR rubber, compound B is based on SBR and contains 10 phr of rubber

powder, and compound C contains 30 phr of the same rubber powder. The loading

conditions were set as follows: impacting normal force FN¼ 150 N, loading

frequency f¼ 4 Hz, and two varied rotation speeds of 100 and 300 rpm. It is clear

that the increasing rotation speed and, consequently, the number of loading cycles

n is the reason for the decreasing resistance against abrasion. The abrasion resis-

tance decreases more rapidly as a function of increasing content of rubber powder.

The tearing energy T increases with an increase in rotation speed, whereas the

content of rubber powder has a marginal effect on the tearing energy.

Cyclic FCG measurements were carried out using the Tear and Fatigue Analyzer

under pulse loading conditions using PS specimens. The frequency was set to 4 Hz

with a pulse width of 30 ms and strain of 10–40% of the test specimen length. A

mini pure shear (mPS) specimen with a geometry ratio of 1:10 was used. Each of

the mPS specimens was notched on both sides of specimen considering the

required minimal notch length for PS specimens [68]. The tearing energy was

calculated using Eq. (4).

Fig. 27 Photograph of the

testing equipment for

measurement of

dynamic wear
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In Fig. 29, the influence of the content of rubber powder in SBR on FCG rate

becomes apparent. It was found that the FCG rate at a given tearing energy

increases significantly with an increase in rubber powder content. Furthermore,

the FCG exponent m slightly increases with a higher amount of rubber powder in

test specimens. The increase in tear strength independent of rubber powder con-

centration induces the higher FCG rate.

Fig. 29 Double logarithmic plot of tearing energy T versus FCG rate da/dn for samples A, B, and
C (see Fig. 28)

Fig. 28 Double logarithmic plot of tearing energy T versus weight loss rate Δw for compounds

A (pure SBR), B (SBR with 10 phr of rubber powder), and C (SBR with 30 phr of rubber powder)

using rotation speeds of 100 and 300 rpm
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From Figs. 28 and 29 it is very clear that the content of rubber powder

significantly affects dynamic wear as well as FCG, whereby both parameters

increase with increasing content of rubber powder. However, both diagrams show

that the evaluated tearing energies are significantly different and, therefore, the

comparison is only qualitative.

7 Conclusions

The fracture mechanical characterization of elastomeric materials by means of the

tearing energy is, despite its introduction in 1953, still commonly used. The derived

formulae for the determination of tearing energy for specific specimen geometries

containing a notch are attractive to use because of their simple experimental

evaluation.

The influence of the specific geometry of the specimen was studied in detail with

respect to the reliable experimental determination of tearing energy. Moreover,

alternative fracture mechanical characterizations for elastomers have been

presented. Methods based on elastic–plastic fracture mechanics that are commonly

used for plastics can be adapted for elastomers, leading to reliable characterization

of stable crack propagation by means of the R-curve. This allows simple compar-

ison of different elastomers and, hence, establishment of relationships between the

structural details of the material and the induced properties. Alternatively, energy

balance can be evaluated in detail during crack propagation, giving a quantity

called the energy dissipation rate. This is a costly method but it leads to more

detailed understanding of stable crack propagation in elastomers, especially when

experimental fracture mechanical characterization is accompanied by

corresponding finite element modeling. Taking into account the fact that cracks

often change their direction in loaded specimens, nearly all methods of fracture

mechanical characterizations fail. In those cases, determination of the J-integral is
an appropriate method and involves in line integration along a contour encircling

the crack tip. Instead of using approximate formulae commonly used for the

determination of tearing energy, it combines previous hyperelastic characterization

of the considered elastomer with an appropriate model and the J-integral evaluation
using a full strain field measurement in the vicinity of the crack tip in an elastomer

sheet.

However, taking into account the more practical periodic loading conditions,

approximate formulae have utmost relevance, especially those for pure shear

specimens. Various influences on the fatigue crack growth behavior have been

studied under these loading conditions, not only the influence of rubber type and

filler content but also the influences of specific loading and temperature.

Taking into account the whole degradation behavior, from a virgin elastomer

specimen to its loss of integrity in more practical situations, advanced experimental

methods have been developed to characterize the primary stage of crack initiation

and wear behavior.
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