


OUP CORRECTED PROOF – FINAL, //, SPi

The Philosophy of Social Evolution



OUP CORRECTED PROOF – FINAL, //, SPi



OUP CORRECTED PROOF – FINAL, //, SPi

The Philosophy of
Social Evolution

Jonathan Birch

1



OUP CORRECTED PROOF – FINAL, //, SPi

3
Great Clarendon Street, Oxford, OX DP,
United Kingdom

Oxford University Press is a department of the University of Oxford.
It furthers the University’s objective of excellence in research, scholarship,
and education by publishing worldwide. Oxford is a registered trade mark of
Oxford University Press in the UK and in certain other countries

© Jonathan Birch 

The moral rights of the author have been asserted

First Edition published in 
Impression: 

All rights reserved. No part of this publication may be reproduced, stored in
a retrieval system, or transmitted, in any form or by any means, without the
prior permission in writing of Oxford University Press, or as expressly permitted
by law, by licence or under terms agreed with the appropriate reprographics
rights organization. Enquiries concerning reproduction outside the scope of the
above should be sent to the Rights Department, Oxford University Press, at the
address above

You must not circulate this work in any other form
and you must impose this same condition on any acquirer

Published in the United States of America by Oxford University Press
 Madison Avenue, New York, NY , United States of America

British Library Cataloguing in Publication Data
Data available

Library of Congress Control Number: 

ISBN ––––

Printed in Great Britain by
Clays Ltd, St Ives plc

Links to third party websites are provided by Oxford in good faith and
for information only. Oxford disclaims any responsibility for the materials
contained in any third party website referenced in this work.



OUP CORRECTED PROOF – FINAL, //, SPi

For Caroline



OUP CORRECTED PROOF – FINAL, //, SPi



OUP CORRECTED PROOF – FINAL, //, SPi

Contents

Acknowledgements ix
List of Figures and Boxes xi

Jumping into the River . . . 

Part I. Foundations
 Conceptualizing Social Behaviour 

. Some Examples 
. Hamilton’s Four-Part Schema 
. The Importance of Recent Selection History 
. Objections to Historical Definitions 
. Actions and Strategies 
. The Collaborative Context 
. Summary of Chapter  

 Hamilton’s Rule as an Organizing Framework 
. Queller’s ‘General Model’ (HRG) 
. Cost, Benefit, and Relatedness as Population Statistics 
. The Organizing Role of HRG 
. Indirect Fitness Explanations 
. Direct Fitness Explanations 
. Hybrid and Partially Non-Selective Explanations 
. Summary of Chapter  

 The Rule under Attack: Tautology, Prediction, and Causality 
. The ‘Tautology Problem’ Redux 
. The Predictive Limitations of HRG 
. The Causal Interpretation of Cost and Benefit 
. Coarser- and Finer-Grained Partitions of Change 
. The Multi-Level Price Equation 
. The Lehmann-Keller Framework 
. Summary of Chapter  

 Kin Selection and Group Selection 
. Equivalence Results and Their Limitations 
. Individual- and Population-Centred Approaches 
. Two Influences: Hamilton and Godfrey-Smith 
. K and G 
. The rb �=  Requirement 
. Levels of Organization 



OUP CORRECTED PROOF – FINAL, //, SPi

viii contents

. The Key Substantive Questions 
. Summary of Chapter  

 Two Conceptions of Social Fitness 
. The Conceptual Contrast 
. Hamilton’s Argument Reconsidered 
. Hamilton’s Assumptions: Actor’s Control and Additivity 
. Weak Selection and Fisher’s Microscope 
. Inclusive Fitness as a Criterion for Improvement 
. Should We Expect Inclusive Fitness to be Optimized? 
. Summary of Chapter  

Part II. Extensions

 Gene Mobility and the Concept of Relatedness 
. Sociality in the Microbial World 
. Gene Mobility as a Source of Genetic Similarity 
. A Diachronic Conception of Relatedness 
. Implications for Empirical Research 
. ‘But is it Still Kin Selection?’ 
. Gene Mobility as a Source of Intragenomic Conflict 
. Summary of Chapter  

 The Multicellular Organism as a Social Phenomenon 
. The Return of the ‘Cell State’ 
. Resistance to the Social Perspective 
. Hamilton’s Hypothesis 
. The Economy of the Cell State: Redundancy, Market Size,

and Specialization 
. Limits to the Number of Cell Types 
. Other Major Transitions 
. Summary of Chapter  

 Cultural Relatedness and Human Social Evolution 
. Broad-Scope Prosocial Preferences 
. Cultural Variants 
. Two Types of Cultural Selection 
. A Cultural Analogue of Hamilton’s Rule 
. The Cultural Relatedness Hypothesis 
. Two Objections 
. Summary of Chapter  

. . . and Climbing Out Again 

Appendix: The Price Equation 
Bibliography 
Index 



OUP CORRECTED PROOF – FINAL, //, SPi

Acknowledgements

I thank all the audiences at seminars where I have presented parts of this
material, all the readers who have sent me comments and questions, and
all my present and former colleagues at the London School of Economics
and Political Science (LSE) and the University of Cambridge. I especially
thank Tim Lewens for his support over many years.

I am very grateful to Caroline Birch, Andrew Buskell, Ellen Clarke,
Steve Frank, Peter Godfrey-Smith, Heikki Helanterä, James Marshall,
Samir Okasha, Hannah Rubin, Tobias Uller, two anonymous readers for
Oxford University Press (OUP), and reading groups at UC Irvine and
the Australian National University (ANU) for their comments on a draft
manuscript. They really helped to shape my thinking as I prepared the
final version. I am also grateful to Peter Momtchiloff and his colleagues
at OUP, Clement Raj and his colleagues at SPi Global, Christine Boylan,
Kathleen Gill, and Fiona Tatham for turning the manuscript into a book.

The book incorporates some material from my own journal articles,
and I thank the publishers for permitting the re-use of that material. The
articles are ‘Gene Mobility and the Concept of Relatedness’ (Biology and
Philosophy (), ); ‘Hamilton’s Two Conceptions of Social Fitness’
(Philosophy of Science (), ); and ‘Kin Selection, Group Selection
and the Varieties of Population Structure’ (The British Journal for the
Philosophy of Science, in press).

The writing of this book was generously supported by a Philip
Leverhulme Prize from the Leverhulme Trust, and by visiting fellowships
at UC Irvine and ANU. I also gratefully acknowledge the support I’ve
received over the years from the LSE, the Arts and Humanities Research
Council, and Christ’s College, Cambridge.

Most of all, I thank my wife Caroline, my parents Peter and Marie, and
my sister Rosie for their love and encouragement.

Jonathan Birch
LSE
July 



OUP CORRECTED PROOF – FINAL, //, SPi



OUP CORRECTED PROOF – FINAL, //, SPi

List of Figures and Boxes

Figures
. Workers of the leafcutter ant species Atta colombica 

. Fruiting bodies of the social amoeba Dictyostelium
discoideum 

. Bubble-net feeding by the humpback whale Megaptera
novaeangliae 

. Social behaviour as a fitness-affecting interaction 

. The generation of benefit in a collaborative task 

. Hamilton’s rule, informally 

. A space of explanations 

. An illustration of the causal graphs approach 

. K-G space 

. Neighbour-modulated fitness 

. Inclusive fitness 

. An expanded feedback hypothesis for the evolution of
social complexity 

Boxes
. Classifying actions by task, strategy, and recent selection

history 
. Two ways to conceptualize the role of relatedness 
. The trouble with a simple weighted sum 



OUP CORRECTED PROOF – FINAL, //, SPi



OUP CORRECTED PROOF – FINAL, //, SPi

Jumping into the River . . .

In what circumstances does natural selection favour self-sacrifice? As
legend has it, the best known answer to this question was first spoken in
a London pub, the Orange Tree, that once stood at the corner of Gower
Street and Euston Road. One unspecified night in the s, after ‘calcu-
lating on the back of an envelope for some minutes’, the UCL geneticist
J. B. S. Haldane remarked to one of his graduate students, John Maynard
Smith, that ‘he was prepared to lay down his life for eight cousins or two
brothers’ (Maynard Smith, ).
If the story is true, Haldane had latched on to a profound insight

about the evolution of cooperation. He had seen that genetically related
organisms may, in certain circumstances, have an evolutionary incentive
to help one another. He had also seen that the incentive comes in degrees,
and that the size of the incentive depends on the closeness of the helper’s
genetic relationship to the potential beneficiary. Haldane may not have
been the first to see these things—R. A. Fisher has a good claim to that
accolade—but he may have been the first to glimpse their potential
explanatory power. In a  article, he illustrated these ideas with a
vivid example:

 Hamilton vigorously disputed Maynard Smith’s account, but eventually came to accept
it; see Segerstrale (, Chs. , , and ). There is no conclusive proof of Haldane’s pub
quip, although it makes for a lovely story.
 In a discussion of why some insects have evolved to be distasteful to predators, Fisher

(, Ch. ) observed that, although the trait is unlikely to benefit an eaten individual, itmay
benefit its siblings; and he writes that ‘the selective potency of the avoidance of brothers will
of course be only half as great as if the individual itself were protected’. Hamilton, who had
read Fisher’s book closely as an undergraduate, noted this, alongwithHaldane’s () paper,
as an early precursor of his own theory (Hamilton, ). In a sense, the whole theory can
be seen as a careful unpacking of Fisher’s ‘of course’. Sometimes the notion of kin selection is
projected back even further—on toDarwin—but I regard this as rather tenuous (for reasons
set out by Ratnieks and Helanterä  and Ratnieks et al. ).
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Let us suppose that you carry a rare gene which affects your behaviour so that
you jump into a river and save a child, but you have one chance in ten of being
drowned, while I do not possess the gene, and stand on the bank and watch the
child drown. If the child is your own child or your brother or sister, there is an even
chance that the child will also have the gene, so five such genes will be saved in
children for one lost in an adult. If you save a grandchild or nephew the advantage
is only two and a half to one. If you only save a first cousin, the effect is very slight.
If you try to save your first cousin once removed the population is more likely to
lose this valuable gene than to gain it. (Haldane, , p. )

He went on, however, to suggest that this idea was probably more
applicable to insects than to humans:

But on the two occasions when I have pulled possibly drowning people out of the
water (at an infinitesimal risk to myself) I had no time to make such calculations.
Palaeolithic men did not make them. It is clear that genes making for conduct
of this kind would only have a chance of spreading in rather small populations
where most of the children were fairly near relatives of the man who risked his
life. It is not easy to see how, except in small populations, such genes could have
been established. Of course the conditions are even better in a community such
as a beehive or an ants’ nest, whose members are all literally brothers and sisters.

(Haldane, , p. )

Although Haldane never captured these thoughts in a mathematical
model, we can see in this verbal description the subtlety of his thinking.
He saw a gene for altruism might spread if the benefits fell differentially
on other bearers of the gene, but he also realized that a mechanism that
relied on individual organisms consciously calculating degrees of kin-
ship was implausible. His proposed solution was ‘small populations’: if
a population is so small that everyone is a close relative of everyone else,
the benefits of altruism will tend to fall on genetically similar individuals
without the need for any conscious calculation.
TheOrange Tree was demolished in the spring of . In the aftermath

of the demolition, the Beatles arrived for a photoshoot, and a shot of
them leaping above the rubble of Haldane’s old haunt would be used
as the cover for their  EP, Twist and Shout. Elsewhere in London,

 The photoshoot is documented by Schreuders et al. (, pp. –). Tomy knowledge,
no one has previously noted the Haldane connection. The site directly adjoins Tolmers
Square, where, in the s, a battle raged between developers and squatters over the fate
of the old Victorian tenements (Wates, ). One of the squatters was George Price (of the
‘Price equation’), who lived there in the months prior to his death in  (Harman, ).
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probably on a bus or in a railway station, a graduate student called Bill
Hamilton was making leaps of a different kind. He was busily preparing
a manuscript for submission to the Journal of Theoretical Biology, entitled
‘TheGenetical Evolution of Social Behaviour’, which he intended to com-
plement a short note (entitled ‘The Evolution of Altruistic Behavior’) that
had just been accepted byThe American Naturalist.
Hamilton had independently arrived at a more general form of

Haldane’s insight, and he had formalized it in a rigorous and detailed
mathematical framework. Crucially, he showed that the general sort of
processHaldane had described did not require ‘rare genes’ or ‘rather small
populations’. Whenever organisms interact differentially with relatives—
whether this is due to active kin recognition, or simply due to eco-
logical mechanisms that keep organisms fairly close to their birth
site—the conditions are potentially apt for the evolution of altruism.
Hamilton also realized that the same framework could extend beyond
altruism to explain other kinds of social behaviour: behaviour that was
selfish, spiteful, or mutually beneficial. That  paper became one of
the most influential in the history of evolutionary theory. The ideas it
contained—ideas now known as Hamilton’s rule, kin selection and in-
clusive fitness—changed the way we think about the evolution of social
behaviour.
Maynard Smith, by this time a lecturer at UCL, played a pivotal role in

getting Hamilton’s  paper accepted, and in bringing Hamilton’s ideas
to a wider audience (Maynard Smith, ), but he infuriated Hamilton
by attributing the basic idea of kin selection toHaldane (Segerstrale, ,
Ch. ).The  articlemakes it clear thatHaldane did conceive of a form
of kin selection in an informal and imprecise way, but perhaps not with
the sort of quantitative precision he displayed in the alleged pub quip.
In any case, there is no doubt that Hamilton deserves the credit—and
probably more credit than Maynard Smith gave him—for developing a
formal theory of social evolution with that simple idea at its centre.

 Hamilton’s institutional affiliation at this time was somewhat ambiguous. His graduate
work was funded through a Leverhulme scholarship in the Department of Sociology at
the LSE, and his  paper carries that address. But he was also part-registered with the
Galton Laboratory at UCL, and he gave this as the address for his  paper. He appears to
have preferred to work in his rented bedsit in  Hadley Gardens, Chiswick, on the top of
buses, and in Waterloo station (Segerstrale, ).
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Hamilton’s pioneering work kickstarted a research program now
known as social evolution theory—a program in which the concepts of
relatedness, kin selection and inclusive fitness continue to play a central
role (Frank, ; Wenseleers et al., ; Bourke, ; Marshall, ).
This is a book about the conceptual foundations and future prospects of
that program. I aim to defend the value of Hamilton’s basic insights in the
face of recent criticism, to clarify a number of thorny issues concerning
the structure of social evolution theory as it is today, and to argue that the
theory, when suitably extended, has the resources to explain phenomena
at first glance far removed from the beehive and the ants’ nest, including
cooperation in microbes, cooperation among the cells of a multicellular
organism, and culturally evolved cooperation among the ‘Palaeolithic
men’ (and women) who evidently occupied Haldane’s thoughts.

. Proximate and Ultimate
On  February , while Hamilton was struggling with his early models,
Ernst Mayr, a professor of Zoology at Harvard, gave a lecture at MIT
called ‘Cause and Effect in Biology’, his contribution to a longer series
of lectures on the theme of ‘cause and effect’ (Mayr, ; Lerner, ).
In that lecture, Mayr drew what would become a highly influential dis-
tinction between two types of biological cause.
Underlying Mayr’s distinction was the idea that animal behaviour is

controlled by a genetic program. This concept of a genetic program
leads naturally to a distinction between those causes, such as natural
selection, that are responsible for the gradual shaping of genetic pro-
grams over evolutionary time; and those causes, such as developmental,
physiological, and cognitive mechanisms, that are responsible for decod-
ing and executing the genetic program during the life cycle of a particular
organism. Mayr referred to the former as ultimate causes and the latter
as proximate causes. He regarded the former as the proper subject matter
of evolutionary biology.

 See Mayr () for a particularly clear statement of how Mayr understood
the proximate-ultimate distinction. The close connection of this distinction to the
concept of a genetic program—already very clear in Mayr ()—is set out even more
transparently here.
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Social evolution theory is concernedwith ultimate causes, and so is this
book. However, my conception of ‘ultimate causes’ is somewhat more
liberal than Mayr’s. Recently, Kevin Laland and colleagues (, )
have questioned whether the proximate-ultimate distinction is useful at
all. They cite processes such as niche construction (Odling-Smee et al.,
), developmental plasticity (West-Eberhard, ), and social learn-
ing (Heyes and Galef, ; Avital and Jablonka, ; Richerson and
Boyd, ): processes that clearly matter to both evolution and devel-
opment, but that seem to involve neither the writing nor the execution
of a genetic program. I agree with Laland et al. about the importance of
these processes, and about the misleading nature of the ‘genetic program’
concept—and hence of the proximate-ultimate distinction as Mayr con-
ceived it—when these processes are at work. But I see this as a reason to
frame the proximate-ultimate distinction in a different way—a way more
accommodating of the sorts of processes Laland et al. highlight—rather
than a reason to abandon it altogether.
The key, I suggest, is to drop any reference to genetic programs. All

we really need, in order to draw a useful proximate-ultimate distinction,
is the idea that a behavioural phenotype has an associated transmissible
basis—a basis which may be partially or even wholly non-genetic—that
explains its recurrence across the generations. We can then say that the
ultimate causes of a behavioural phenotype are those which explain the
origin andmaintenance, over evolutionary time, of its transmissible basis
in a population of organisms; whereas the proximate causes of a be-
havioural phenotype are those which explain, in the context of the life
cycle of a particular organism, the relationship between the phenotype’s
transmissible basis and its manifest form.
So, although genes are a very important form of transmissible basis,

I thinkwe should allow that in at least some cases—andperhaps especially
in the case of humans—non-genetic processes of inheritance, such as
cultural and ecological inheritance, also matter, and that the domain of
proximate-causal explanation includes questions about how the manifest
form of a phenotype relates to these non-genetic transmissible bases.
Similarly, although natural selection is a particularly interesting and im-
portant cause of the origin and maintenance of the transmissible basis of
phenotypes, we should allow that many other processes, including forms
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of cultural evolution and niche construction, can also be genuine ultimate
causes.,

This pluralistic view about ultimate causes rarely surfaces in Part I of
this book, Foundations, which focusses almost exclusively on one par-
ticular, much-studied type of ultimate cause: natural selection acting on
parentally inherited genetic variation in a constant environment. I focus
on this type of cause because it is the focus of Hamilton’s work, and the
overarching aim of Part I is to clarify the conceptual structure of the
theory of social evolution we owe to Hamilton.
In Part II, however, I branch out in various directions, exploring

the impact of ‘horizontal’ (i.e. nonparental) transmission on the genetic
(Chapter ) and cultural (Chapter ) evolution of cooperation, as well as
considering the feedback effects of group size on the evolution of social
complexity (Chapter ). A recurring theme of Part II is the ability of
organisms to alter their social neighbourhoods (e.g. through gene mo-
bility, through teaching others, or through promoting the growth of the
group) in ways that feed back into the response to selection, an idea
Powers et al. () have termed ‘social niche construction’. The overall
argument of Part II is that Hamilton’s ideas are even more powerful, and
can explain evenmore about the natural world, whenwe relax some of the
assumptions about inheritance that characterized his original models.

. Foundations and Extensions
Here is a brief preview of what is to come. In Part I, Foundations,
I aim to construct a coherent picture of the conceptual structure of social
evolution theory, a picture that distinguishes the different explanatory

 My view here has affinities with the ‘extended replicator’ view of Sterelny et al. (),
which also aims to make room for the fact that phenotypic traits can have non-genetic
transmissible bases. However, I do not think the transmissible basis of phenotypic traits
must take the form of replicators. For example, cultural transmission need not involve
replicators (see Chapter ). For further discussion of non-genetic inheritance, see Mameli
(); Jablonka and Lamb (); Helanterä and Uller ().
 For further recent discussion of the proximate-ultimate distinction, see e.g. Calcott

();Dickins andBarton ();Gardner ();Haig (); Sterelny (a);Watt ();
Otsuka (). The debate initiated by Laland et al. () has brought to the surface a
remarkable variety of ways in which philosophers and biologists have come to understand
Mayr’s distinction. I do not intend my own proposal to supplant all others; it is simply how
I will construe the distinction for the purposes of this book.
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roles of three distinct Hamiltonian innovations that are often conflated:
Hamilton’s rule, kin selection, and inclusive fitness. I assemble the picture
gradually, focussing in each chapter on a separate key question:

• What are the main categories of social behaviour in the natural
world, and how should they be defined? (Chapter )

• What is the role of the principle known as ‘Hamilton’s rule’ in ex-
plaining social behaviour, and can the rule be defended in the face
of recent criticism? (Chapters  and )

• What is the best way to think about the relationship between kin
selection and group (or multi-level) selection? (Chapter )

• How should we conceptualize an organism’s fitness in the context of
social evolution? (Chapter )

I argue for a set of interlinked answers to these questions. In
Chapter , I argue that we should re-interpret Hamilton’s famous four-
part classification of types of social behaviour as a classification based
on recent selection history rather than current fitness effects. This is,
in effect, to classify behaviours by their function, if one also endorses a
recent history account of function. In Chapter , I argue that we should
think of Hamilton’s rule as an organizing framework for social evolution
research: a framework that helps us compare and interpret the causal
explanations of change provided by more detailed models. In Chapter ,
I argue that recent criticisms of the rule, although they do undermine
other conceptions of its explanatory role, do not diminish its value as
an organizing framework, and I argue that it still compares favourably
to other possible organizing frameworks.
In Chapter , I turn to the relationship between kin and group

selection, arguing for a proposal—inspired by Hamilton’s own brief
comments—on which these processes are conceived as varieties of
selection on indirect fitness differences, distinguished by their commit-
ments regarding population structure. In Chapter , I contrast Hamilton’s
two alternative conceptions of individual fitness—‘neighbour-modulated
fitness’ and ‘inclusive fitness’—and argue that inclusive fitness has
distinctive advantages, in so far as it provides a stable criterion for im-
provement and a standard for optimality in a process of cumulative
adaptation.
The overarching message of Part I is that Hamilton’s conceptual innov-

ations still provide us with a compelling and explanatorily powerful way
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of organizing our thinking about the ultimate causes of social behaviour.
I hope that, by bringing a degree of clarity to areas in which rival camps
of theorists have often talked past each other, this part of the book will
help defuse some of the controversies Hamilton’s work has provoked in
recent years, while at the same time identifying areas in which further
productive debate is possible.
As the field of social evolution research has progressed, its explanatory

scope has steadily increased, pushing well beyond behavioural ecology’s
traditional heartland of insects, birds, and mammals to incorporate a
hugely disparate range of biological phenomena under the umbrella of the
‘social’. AsAndrewBourke (, p. ) notes, the field ‘has grown outwards
from the study of the beehive and the baboon troop to embrace the entire
sweep of biological organization. It claims as its subject matter not just
the evolution of social systems narrowly defined, but the evolution of
all forms of stable biological grouping, from genomes and eukaryotic
unicells to multicellular organisms, animal societies, and interspecific
mutualisms’. In the second part of the book, Extensions, I turn to the ways
in which recent expansions in the explanatory domain of social evolution
theory have generated new conceptual challenges. I ask:

• What are the consequences of horizontal gene transfer for the evol-
ution of cooperation, and for the very concept of relatedness, in the
microbial world? (Chapter )

• Can social evolution theory shed light on the origins of com-
plex multicellular life forms, such as plants, animals, and fungi?
(Chapter )

• Can a concept of cultural relatedness help illuminate the origin and
stability of cooperation in humans? (Chapter )

In Chapter , I argue that horizontal transmission, and the opportun-
ities it creates for altruism-promoting genes to help their potential future
bearers, should lead us to revise our concept of relatedness so that it tracks
genetic similarity across time, rather than at a single time. In Chapter ,
I defend the idea that we can usefully think of the multicellular organism
as a social phenomenon, especially when thinking about the transition
from unicellular to multicellular life. I suggest that thinking about this
transition in terms of ‘the economy of the cell state’ can yield distinctive
insights into the feedback effects that promote and limit the division of
labour among cells. InChapter , I turn to the cultural evolution of human
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cooperation. I develop a concept of cultural relatedness, and I argue that a
cultural version of Hamilton’s rule can provide an organizing framework
for the study of early human social evolution. I propose (and tentatively
defend) a speculative ‘cultural relatedness hypothesis’ regarding the evol-
ution of cooperation in Palaeolithic human populations.
While these ‘extensions’ may initially seem unrelated, there are import-

ant connections. As noted above, the ability of organisms to influence the
selection pressures they face is one theme. The concept of relatedness is
another. Microbial evolution pushes us to change the way we think about
genetic relatedness, while regarding themulticellular organism as a social
phenomenon pushes us to take seriously the genetic relatedness that ex-
ists within, as well as between, organisms. Human evolution, meanwhile,
pushes us to recognize a fundamentally different kind of relatednessmade
possible by the evolutionarily novel mode of inheritance—culture—our
Palaeolithic ancestors mastered. Yet the basic role of relatedness in stabil-
izing altruism remains essentially the same in all three cases.
The overall message of Part II is optimistic: I argue that the Hamilto-

nian organizing framework set out in Part I, if suitably revised and ex-
panded, can help us understand far more about the natural world than
one might initially suppose. We can make real progress in understand-
ing microbial evolution, evolutionary transitions, and cultural change by
viewing them through the lens of social evolution theory, provided the
theory is properly understood and adapted where necessary.
This book is a work of philosophy of science. In both parts, the focus is

on central theoretical concepts, such as relatedness and inclusive fitness,
and on abstract theoretical principles, such as Hamilton’s rule and the
Price equation. The questions I explore concern how these ideas relate to
each other, how they can be used to explain social evolution, and how they
can be extended to novel cases. Experimental research is not the main
focus of the book. Yet in working on microbial evolution, evolutionary
transitions, and cultural evolution, I have found that issues which initially
seem to be of purely theoretical or philosophical interest turn out to bring

 To bemore precise, the book belongs to a tradition in philosophy of science that engages
closely with the theoretical foundations of a scientific discipline and addresses questions
specific to that discipline (as opposed to addressing very general questions about, say, the
scientificmethod or the nature of causation). Landmarks in this tradition, fromwhich I have
learned a great deal, include Sober (); Lloyd (); Brandon (); Okasha (), and
Godfrey-Smith (b).
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novel, testable hypotheses into view. In Extensions, I put forward several
speculative hypotheses I see as interesting and promising. This is not a
work of experimental biology, and I have not attempted to verify these hy-
potheses empirically. But I aim to show that reflecting on the conceptual
structure of social evolution theory, by giving us a better understanding
of the theory, can also open up new directions for experimental work.
I hope the book can serve as an entry point, for philosophers and

biologists, to a range of debates about the conceptual foundations of social
evolution theory—some of which have been running for decades, others
of which have barely begun. With this in mind, I have assumed no prior
knowledge of social evolution theory and tried to avoid inessential math-
ematical detail. There are a few, fairly self-contained sections containing
mathematical arguments (Sections .., .., .., and ..): readers
are encouraged to work through them, but are also welcome to skip to
the key results, which I have tried to indicate clearly.
That said, the book is not a textbook or an introduction. For readers

seeking an introduction to the mathematical methods employed in mod-
elling social evolution, or a survey of the empirical literature, there are
better books out there. This book is intended as ‘one long argument’ for
the cogency and explanatory power of Hamilton’s ideas, not just as a way
of understanding natural selection acting on parentally inherited genetic
variation in a constant environment, but also as a way of organizing
our thinking about the ultimate causes of cooperation among microbes,
among the cells of our bodies, and among enculturated human beings.

 See e.g. Marshall () or McElreath and Boyd () for an introduction to math-
ematical methods, and Bourke () for a synthesis of the empirical literature.
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Conceptualizing Social
Behaviour

. Some Examples
When we talk about social behaviour in the natural world, what are we
talking about? What distinguishes a social trait from a non-social trait,
and what distinguishes biological altruism from biological selfishness?
I will set out and defend a way of thinking about these questions that
puts a trait’s recent evolutionary history at the centre of the picture. First,
however, a few examples will help set the scene.

.. Empire of the leafcutters

The eusocial Hymenoptera provide some of themost celebrated instances
of cooperation in nature, and perhaps the most remarkable of all are
the leafcutter ants of the genera Atta and Acromyrmex (Hölldobler and
Wilson, , ). As their common name suggests, the leafcutters
specialize in cutting and retrieving fragments of leaves—a task they un-
dertake with great efficiency and precision (Figure .)—but this is only
part of the story. The leaves are not food for the leafcutters, nor are they
building material. Instead, the ants use the leaves to cultivate subter-
ranean fungus gardens, stocked with a special fungal cultivar passed from
one generation to the next. Farming the fungus is a joint endeavour on a
colossal scale: the ants plant the fungus in purpose-built chambers, spray
it with growth hormones, protect it against parasites and other fungal
strains, and supply it with appropriate food. Without the coordinated
contributions of vast numbers of workers (leafcutter colonies often num-
ber in the millions; see Hölldobler and Wilson, ), the fungus could
never be cultivated in sufficient volumes to feed the queen’s larvae. The
relationship is one of nature’s great mutualisms: the ants rely on thriving
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Figure . Workers of the leafcutter ant species Atta colombica (photograph by
bandwagonman at English Wikipedia, cropped and reproduced under Creative
Commons licence CC BY-SA .).

fungus gardens to provide the queen’s larvae with food, while the fungus
relies on the steady stream of leaf matter brought by the ants from the
world outside. It is also a remarkable example of biological altruism, in
which workers forego reproduction to raise their sisters.

.. Microbial towers

Cooperative phenomena are extremely widespread in the microbial
world, and the feats of cooperation performed by microbes are no less
spectacular than those undertaken by larger and more familiar creatures
(Crespi, ; West et al., a). One useful model organism for the
growing field of ‘sociomicrobiology’ is the social amoeba, or slime
mould, Dictyostelium discoideum (Bonner, ; Strassmann et al., ;
Strassmann andQueller, ). Formuch of their life cycle, these amoebae
conform to our usual expectations of amoebae: they live in the soil, they
engulf bacteria, they divide mitotically. When food gets scarce, however,
things get interesting: if the amoebae are present in sufficient density, the
starving amoebae aggregate to form a mobile ‘slug’. The slug moves as
one—andmoves further and faster than any individual amoeba could—in
the direction of heat and light. On reaching a favourable location, the slug
stops and begins to transform into a fruiting body (Figure .). Around a
fifth of the amoebae sacrifice their lives in this process, forming a hardy,
cellulose stalk of dead cells. The remaining four-fifths cluster at the tip of
the stalk, where they generate and release spores.The spores are dispersed
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Figure . Fruiting bodies of the social amoeba Dictyostelium discoideum
(photograph by Scott Solomon, reprinted with permission).

through the environment, reducing the probability that the amoebae they
ultimately producewill encounter the sameharsh conditions their parents
endured. The generation of fruiting bodies through the aggregation of
previously separate cells is by no means unique to D. discoideum, nor
is it unique to amoebae: similar behaviour is also found in the social
bacterium Myxococcus xanthus (Velicer and Vos, ).

.. Pack hunters

By working together in structured and organized ways, groups of preda-
tors are able to tackle bigger prey or to predate more efficiently than they
ever could alone. Examples include bands of humans (Homo sapiens),
troops of chimpanzees (Pan troglodytes), prides of lions (Panthera leo),
and packs of wolves (Canis lupus) (Anderson and Franks, ). A par-
ticularly spectacular example is provided by pods of humpback whales
(Megaptera novaeangliae), some of which employ a tactic known as
‘bubble-net feeding’. A shoal of herring is located and driven upwards

 Microbial cooperation will be the subject of Chapter .
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Figure . Bubble-net feeding by the humpback whale Megaptera novaeangliae
(public domain photograph by Evadb at English Wikipedia).

from the sea floor by a group of whales; then a separate whale swims
around the fleeing shoal, encircling it with a curtain of bubbles. The
herring will not swim through the curtain of air; instead, they continue to
swim upwards towards the surface, where they are trapped and devoured
by the chasing group (Figure .; Sharpe and Dill, ; Anderson and
Franks, ).

Pack hunting is by no means the sole preserve of vertebrates, however,
and it may not even be the sole preserve of multicellular organisms.
Recent work onM. xanthus has revealed amysterious behaviour in which
the bacteria move collectively in a ‘ripple’ formation, like waves on the
sea (Berleman and Kirby, ). There is good evidence that rippling is a
predatory behaviour, triggered by the proximity of food; but the question
remains open as to what predatory advantage, if any, it provides for the
bacteria. One hypothesis is that the formation is a kind of battle tactic: by
rippling underneath a prey colony, theM. xanthus swarm is able to disrupt
and dislodge its prey more effectively, enabling its rapid consumption.

.. Sperm cells swim together

Some of the most striking examples of apparently cooperative phenom-
ena occur not between organisms, but within them: almost everywhere
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we look, we find cells interacting in ways which make the language of
cooperation difficult to resist (see Chapter  and Queller, ; Queller
and Strassmann, ; Strassmann andQueller, , ; Bourke, ).
Sperm cells provide some memorable examples. We tend to imagine
sperm as solitary swimmers, competing with one another to fertilize an
egg. In the case of human sperm, this is more or less correct, but the
picture changes when we consider species in which females mate with
multiple males in quick succession. In these cases, the closely related
sperm of a particular male stand a greater chance of winning the race
against the unrelated sperm of rival males if they work together; as a re-
sult, we often find that selection has favoured cooperation within groups
of sperm. For example, in the American opossum, Monodelphis domes-
ticus, sperm swim together in pairs, touching at the head: an arrange-
ment which enables faster and straighter swimming (Moore and Moore,
; Moore and Taggart, ; Pizzari and Foster, ). In rodents such
as the Norway rat (Rattus norvegicus) and the wood mouse (Apodemus
sylvaticus), we see even more dramatic feats of sperm organization: the
sperm use tiny hooks on their heads to latch together into balls, and
propel themselves forwardwith aligned and synchronized beating of their
tails (Moore et al., ; Immler et al., ; Pizzari and Foster, ).

. Hamilton’s Four-Part Schema
Social evolution theorists aim to model the evolutionary processes that
can, over extended periods of evolutionary time, lead to extraordinary
natural phenomena such as these. For this purpose, fromHamilton ()
onwards, they have tended to work with a more abstract characterization
of social behaviour—a characterization that abstracts away from the rich
detail of the actual examples we find in the natural world in order to
capture the core evolutionary features they have in common, and that a
good model of the evolution of social behaviour needs to incorporate.

We can turn to West et al. (c) for a typical definition. They write
that, ‘from an evolutionary point of view, a behaviour is social if it has
fitness consequences for both the individual that performs the behaviour
(the actor) and another individual (the recipient)’ (West et al., c,
p. ). The basic picture here, which we owe to Hamilton (), is of
social behaviour as an interaction between two organisms, an actor and
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Figure . Social behaviour as a fitness-affecting interaction.

a recipient, in which the behaviour of the former causally influences the
reproductive success of the latter (Figure .).

The picture in Figure . involves one obvious simplifying assumption:
it depicts an interaction involving a single actor and a single recipient.
In fact, this simplifying assumption is shared by many formal models of
the evolution of social behaviour. But it should be recognized for what it
is: an assumption that is rarely true of interesting examples of sociality
in nature, which often involve multiple actors working in concert and/or
multiple recipients being affected by their actions. Our examples from
the preceding section are all feats of multi-actor collaboration, in which
focussing on any single pair of individuals in isolation from the surround-
ing collaborative context would fail to do justice to the complexity of the
phenomenon. I will set aside this complication for now, and revisit it at
the end of the chapter (see Section .).

Viewing social behaviour as fitness-affecting interaction leads naturally
to the thought that we can classify different types of social behaviour by
the sign of their effects on the reproductive success of actor and recipient.
The result is a four-part schema, first introduced byHamilton (), that
categorizes social behaviours as mutually beneficial, selfish, altruistic, or
spiteful (Table .). These categories are most intuitive when individuals
interact in pairs; but they can, in principle, apply to more complex inter-
actions (see Section .).

The effects that are relevant for Hamilton’s schema are effects on
the lifetime, absolute reproductive output of an individual organ-
ism. The focus on lifetime output means that so-called ‘reciprocal
altruism’—in which an actor cooperates at a short-term cost to itself
but reaps long-term benefits as a consequence—does not qualify as
‘altruism’ on this conception (West et al., c; Bowles and Gintis, ;

 I largely avoid the term ‘fitness’ in this chapter, so as not to pre-judge the issue of how
fitness should be defined in the context of social evolution. This is the topic of Chapter .
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Table . Hamilton’s () classification of the
types of social behaviour: Row labels refer to the
sign of the effect of the behaviour on the repro-
ductive success of the actor; column labels refer
to the sign of the effect of the behaviour on the
reproductive success of the recipient.

+ −

+ MUTUAL BENEFIT SELFISHNESS
− ALTRUISM SPITE

Ramsey and Brandon, ). The focus on absolute output means that
one’s relative output in comparison to other organisms is not directly
relevant. D. S. Wilson (, , ) takes a different approach, dis-
tinguishing ‘weak’ and ‘strong’ altruism such that the latter requires an
absolute cost to the actor, whereas the former requires only a relative
cost to the actor in relation to the rest of its social group. The altruism
category in Table . corresponds only to Wilson’s strong altruism: his
weak altruism would be categorized as a form of mutual benefit.

There are examples of all four of Hamilton’s categories of social
behaviour in nature.We have already encountered two examples credibly
regarded as cases of altruism (leafcutter workers raising their sisters, and
social amoebae giving their lives to form the stalk in a fruiting body) and
two examples credibly regarded as a case of interaction for mutual be-
nefit (bubble-net feeding, and the opossum sperm swimming together).
Credible examples of biological selfishness are commonplace in nature:
consider sharks fighting over food, or stags fighting over a mate.

The rarest category of social behaviour in nature is almost certainly
spite. One might initially assume that spite cannot be reconciled with
Darwinian logic, since it involves diminished reproduction for both actor
and recipient. In fact, for reasons that will become clearer in Chapter ,
spite can evolve by natural selection when the relatedness between actors
and recipients is negative (Hamilton, ). This is not a mere theoretical
possibility. Andy Gardner and Stuart A. West () describe several
credible examples in bacteria, ants, and wasps: for example, bacteria of
numerous species will sometimes ‘explode in a shower of antibacterial
toxins (bacteriocins) in order to kill their competitors’ (Gardner and
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West, , p. R). As Gardner and West point out, such behaviour
can sometimes be conceptualized as a form of indirect altruism, in which
an actor harms unrelated (or distantly related) social partners in order
to benefit more closely related organisms. In principle, though, spite can
evolve even if no individual gains an absolute benefit (see Chapter ).

. The Importance of Recent Selection History
Hamilton’s four-part schema classifies social behaviours as selfish, spite-
ful, altruistic, or mutually beneficial according to their effects on repro-
duction. But where does cooperation fit into this picture? Traditionally,
cooperation is defined as any social behaviour that confers a positive
fitness benefit on a recipient, regardless of the sign of its fitness effects
on the actor (Hamilton, ; Trivers, ; Bourke and Franks, ). In
the four-part schema, this corresponds to any social behaviour that falls
within the altruism or mutual benefit boxes.

More recently, West et al. (c) have departed from this tradition
by proposing a somewhat more restrictive definition.Their motivation is
the need to rule out behaviour that merely confers a fortuitous benefit on
another organism. Suppose, for instance, that an elephant confers a fortu-
itous benefit on a nearby dung beetle by producing dung in its vicinity.We
would not intuitively describe the elephant as cooperating with the dung
beetle: we would sooner say that the dung beetle is merely exploiting a by-
product of the elephant’s digestive system (West et al., c, p. ).More
importantly, it seems unreasonable to expect a theory of social evolution
by natural selection to explain this kind of behaviour, because there is no
reason to think the egestive behaviour of the elephant has been shaped by
selection for its effects on the dung beetle.

To rule out such cases,West et al. suggest that a behaviour should not be
classified as cooperative unless it is currently selected for in virtue of the
benefit it confers. Accordingly, they define cooperation as ‘A behaviour
which provides a benefit to another individual (recipient), and which is
selected for because of its beneficial effect on the recipient’ (West et al.,
c, p. ).The ‘selected for’ criterion, they argue, gives us a principled
basis on which to exclude cases of fortuitous benefit from the explanatory
domain of social evolution theory. As West et al. note, there is a parallel

 On the notion of ‘selection for’, see Sober (). The idea is that the behaviour is
not simply positively selected, but positively selected because of its causal effects on fitness
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herewithMaynard Smith andHarper’s () distinction between signals
and cues, and with historical definitions of ‘adaptation’ (Rose and Lauder,
); there is also an echo ofWilliams’s () distinction between group
adaptation and fortuitous group benefit.

I agree with West et al. that we need some criterion to distinguish
cooperation from fortuitous benefit, and I think they are on the right lines
in appealing to natural selection tomake sense of this. However, I disagree
with their decision to focus on the selection pressures currently operating
on a trait. We need to make room for cooperative traits that are not
currently under selection because they do not currently vary, or because
their link to fitness has been severed by recent ecological change. Human
cooperation arguably falls into this latter category. The dispositions un-
derlying human cooperation are widely thought to fall within the scope
of social evolution theory (see Chapter ). Yet we might doubt whether
this behaviour is currently subject to selection, at least when selection is
defined in genetic terms, because we live in a social world in which our
actions are largely decoupled from reproductive consequences. We also
need to make room for cooperative traits that were once selected for in
virtue of their effects on the recipient, but which are now under selection
only in virtue of their effects on the actor. Once a cooperative trait that
is costly for the actor has gone to fixation, selection may subsequently
favour variants that reduce the cost of performing the behaviour, leaving
the beneficial effect on the recipient unaltered. Yet it would be strange to
claim that trait has ceased to be cooperative simply because selection is
currently targeting only its actor-directed effects.

A natural move here is to appeal to selection history. For example, we
could spell out the ‘selected for’ condition as the condition that the trait
has, at some point in its evolutionary history, been selected for in virtue
of its beneficial effect on the recipient. This would adequately handle the
dung beetle case, and it would also make room for cooperative traits that
are not currently under selection by virtue of their effects on the recipi-
ent. West et al. resist this move, however, citing the need to distinguish
between the reasons for a trait’s current maintenance and the reasons
for its origin. What makes a trait cooperative, they argue, is that it is

(and not, for example, because it is linked to another trait that causally promotes fitness). In
the context of social behaviour, we need to allow that the ‘effects on fitness’ may be effects
on the fitness of another organism.
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maintained by virtue of its beneficial effects on other organisms, not that
it originated for that reason.

At this point, it helps to borrow a move from the literature on ‘etio-
logical’ (i.e. causal-historical) theories of function (Allen et al., ;
Buller, ). One influential position in the functions debate is that
biological function is a matter of ‘modern’ or ‘recent’ selection history:
a trait’s function is, roughly speaking, the effect in virtue of which it
has been maintained by natural selection in its recent evolutionary past
(Godfrey-Smith, ). This allows for cases in which a trait is not cur-
rently subject to selection for that effect, but it also respects the distinction
between a trait’s maintenance and its origin, since a trait’s recent selection
history explains its maintenance but not necessarily its origin.

I suggest that we define cooperation in similar terms: a cooperative
behaviour is one which, in its recent selection history, has been main-
tained in the population by natural selection in virtue of its positive effect
on the reproductive success of other organisms. As well as respecting
both the distinction between cooperation and fortuitous benefit and the
distinction between maintenance and origin, this proposal has a further
advantage: it shows why it is explanatory to successfully classify a social
behaviour. For an accurate classification, like an accurate attribution of a
function, provides a reason why a trait has recently been maintained, and
thereby provides a causal explanation (admittedly, a minimal one, but an
explanation nonetheless) for its current presence in a population.

How recent is ‘recent’? Godfrey-Smith (, pp. –) takes a prag-
matic line on this:

Somemightwonder how recent the selective episodes relevant to functional status
have to be. The answer is not in terms of a fixed time—a week, or a thousand
years. Relevance fades. Episodes of selection become increasingly irrelevant to an
assignment of functions at some time, the further away we get.

I am inclined to take the same line in the case of cooperation. The selec-
tion history that matters is the selection history relevant to explaining the
recent maintenance of the trait. To the extent that this is sensitive to our
explanatory interests, so is the classification of social behaviour.

 Griffiths (, p. ) suggests a more principled way of delimiting a trait’s re-
cent selection history (in his terminology, an ‘evolutionarily significant period’), whereby
this encompasses a length of time such that we would expect the trait to be eroded by
the accumulation of mutations in the absence of any selection in its favour during that
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I further suggest that this ‘recent history’ version of the ‘selected for’
criterion removes the need for the first part of the West et al. definition:
we should describe any trait that has been maintained in recent history
by natural selection in virtue of its beneficial effects on a recipient as
cooperative, regardless of its current effects.Thismakes room for cooper-
ative traits that currently fail to have any beneficial fitness effects because
they are currently being expressed outside the ecological environment in
which they evolved.

West et al. do not comment on whether their ‘selected for’ criterion
should apply to the four categories of social behaviour represented in
Table ., or just to cooperation. I propose that the ‘recent history’ version
of the criterion should indeed apply to these four categories. In other
words, I propose that we think of mutual benefit, altruism, selfishness,
and spite as defined not in terms of their current effects but rather in terms
of their recent selection history. For example, wemight say (subject to the
refinements in the next two sections) that a behaviour is altruistic if and
only if it has, in recent history, beenmaintained by selection because of its
positive effect on the reproductive success of other organisms, and despite
its negative effect on the reproductive success of the actor.

. Objections to Historical Definitions
There are various possible objections to the idea that we should classify
social behaviours by their recent selection history. However, since these
objections mirror well-known and timeworn objections to etiological
theories of function and adaptation, they can be resisted in much the
same way. Before I introduce any further refinements to my approach,
I will briefly consider three of these objections.

One is that, in bringing natural selection into the definition of cooper-
ation, we make it true by definition that any behaviour that is cooperative
has been maintained in recent history by natural selection, when this
should be a substantive explanatory hypothesis (see Wilson  for a
version of this objection). Daniel C. Fisher () made a similar point
with reference to the concept of adaptation. He observed that, if we define
an adaptation in historical terms, as a trait that was shaped by natural

time. Readers unpersuaded by Godfrey-Smith’s pragmatic answer may find this one more
satisfactory.
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selection for its current function, then the claim that natural selection
explains the origin of adaptations becomes trivially true. Yet it was surely
a non-trivial breakthrough, on Darwin’s part, to discover that natural
selection can explain the origin of adaptations.

However, as Tim Lewens (a) notes, it is helpful in this context
to distinguish the theoretical notion of adaptation from a more intui-
tive notion—call it ‘adaptedness’—that denotes the apparent ‘good fit’
between an organism’s phenotypic traits and its environment. It was cer-
tainly no trivial discovery that natural selection explains adaptedness. But
this discovery, once made, provided a rationale for introducing a theoret-
ical notion of adaptation in which the role of natural selection in generat-
ing such traits wasmade explicit. Adaptation thus became an explanatory
category in its own right—one that carries implications about the origins
of a trait—and not simply an intuitive description of a phenomenon.

Similar considerations apply in the case of cooperation.We should take
care to distinguish the theoretical notion of cooperation, which I define in
terms of recent selection history, from themore intuitive idea of an action
that benefits other organisms. Obviously, the discovery that natural selec-
tion can explain the maintenance of actions that benefit other organisms,
even at a cost to the actor, was a non-trivial breakthrough, in this case
one properly credited to Hamilton (). But, as with adaptation, this
discovery now provides us with a rationale for introducing a theoretical
notion of cooperation in which the role of selection is made explicit. This
theoretical notion is an explanatory category: to classify a behaviour as
cooperative is to assign it to a class of behaviours whose maintenance
under selection is explained by their positive effect on the reproduction
of other organisms.

It is also helpful to stress again here the distinction between a trait’s
origin and its recent maintenance. It may be a definitional truth that a
behaviour that is cooperative has been maintained by selection in recent
history, but it remains, for any particular cooperative behaviour, a sub-
stantive explanatory hypothesis that selection explains the origin of that
behaviour. It therefore remains a substantive explanatory hypothesis that
the behaviour is an adaptation (rather than, say, an ‘exaptation’ in the
sense of Gould and Vrba, ).

A second concern is that a historical definition of cooperation faces
a version of the infamous ‘swampman’ objection to etiological theories
of function and mental content (Braddon-Mitchell and Jackson, ).
Suppose an object physically indistinguishable from a living human being
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comes together through chance quantum fluctuations in a swamp. Being
a product of chance, this creature has no selection history. Nevertheless,
can we not legitimately attribute functions to its parts? And, relevantly for
our purposes, canwe not legitimately describe its actions as being cooper-
ative, altruistic, selfish, and so on?The standard, and tomymind effective,
reply is that this objection places excessive weight on armchair intuitions
regarding merely possible cases (Neander, ; Papineau, ).

A third concern, in my view more serious than the others, is that a
historical definition of cooperation sets a high evidential bar for knowing
whether or not an action is cooperative: if we are ignorant of its recent
selection history, thenwe are not in a position to knowwhether or not it is
an instance of biological cooperation (again, seeWilson  for a version
of this objection). A similar worry is sometimes raised for etiological
accounts of function, which set a high evidential bar for the attribution of
functions (Lewens, b). Defenders of such accounts reply that, given
the importance attached to function attributions, and given the explan-
atory role they serve in explaining the maintenance of traits, the concept
should be seen as an onerous one, and we should not invoke it before
we understand the selection pressures that have operated on the trait of
interest (cf. Williams,  on adaptation).

I suggest that same should apply to cooperation.This too is an onerous
concept: one that carries implication about how a trait functions in the
social lives of its bearers, and about why it has beenmaintained by natural
selection. We should not describe a trait as cooperative (or altruistic,
selfish, etc.) before we understand the selection pressures responsible
for its recent maintenance. We should therefore not underestimate the
amount of empirical work required to determine conclusively that an
action is cooperative. Like ‘function’ and ‘adaptation’, ‘cooperation’ and
related notions are onerous concepts that should be treated with caution
in the absence of knowledge of selection history.

To summarize the argument so far: West and colleagues’ ‘selected
for’ criterion is well motivated, but it does not go far enough. For the
purposes of social evolution theory, we should characterize biological
cooperation, and all other categories of social behaviour, in terms of their
recent selection history. This is, in effect, to characterize them by their
function, if we also endorse a recent-history theory of function (along
the lines of Godfrey-Smith, ). My proposal consequently inherits all
the drawbacks of that theory, but these drawbacks are outweighed by the
advantages.
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. Actions and Strategies
There are, however, two important complications that still need to be
addressed. Here is one.Throughout this chapter we have been concerned
with categorizing types of social behaviour, but the examples of ‘beha-
viour’ we have been considering are examples of individual social actions.
Yet particular actions are rarely the immediate target of evolutionary
explanations.More often than not, the explanatory target is a strategy that
involves a variety of actions across a range of environmental conditions.
But what exactly is a strategy? And should strategies or actions be the
main targets of classification?

Talk of strategies, though extremely widespread, has sometimes been
regarded as controversial. For example, Kramer () complained that
such talk imputes to insects, bacteria, and other social organisms a du-
bious capacity for planning and foresight. Social evolution theorists have
typically sought to evade such concerns by characterizing the notion of a
strategy in terms that imply no commitment to foresight on the part of
social actors. For example, Maynard Smith (, p. ) defines a strategy
as ‘a behavioural phenotype; i.e., it is a specification of what an individual
will do in any situation in which it may find itself.’The idea here is that we
think of a strategy as a pattern of behaviour, a pattern that can be captured
by a function mapping the ‘situation’ an organism is in to the action it
performs (on the reality of patterns, see Dennett, , ). If strategies
are simply patterns of behaviour, then no capacity for foresight is required
in order to possess one, and Kramer’s worry is defused.

However, there may be a lingering concern that talk of ‘strategies’
still involves a controversial commitment, namely a commitment to the
idea that an organism’s behaviour is in some sense ‘programmed’ by
its genome. As we saw in the book’s introduction, this idea, famously
advocated byMayr (, ), has come in for severe criticism in recent
philosophy of biology. There is now a widespread view that, although
it is reasonable to suggest that the genome ‘codes for’ specific RNA
molecules and polypeptides, talking of whole-organism behaviours as
‘programmed’ stretches a seductive metaphor to breaking point, given
the substantial influence of environmental and epigenetic processes on
realized phenotypes (Godfrey-Smith, , b; Griffiths, ).

I suggest, however, that this worry is misplaced, not because the criti-
cisms of the ‘genetic program’ metaphor are unsound, but simply because
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talk of ‘strategies’ does not imply a commitment to the validity of this
metaphor. True, it is tempting to envision a strategy as a program that
‘tells the organism what to do’ in the various environmental scenarios it
may encounter over its lifetime. This informal talk is particularly appeal-
ing in the context of computer models of social evolution, since in such
models strategies are literally programmed. But all of this informal ‘pro-
gram’ talk is dispensable. In taking strategies as our primary explanatory
targets, all we are really presupposing is that (i) organisms objectively
manifest patterns of behaviour and that (ii) these patterns of behaviour
are transmitted across generations in a way that makes them appropriate
targets for natural selection and evolutionary explanation.The concept of
a strategy, construed in thisminimal way, is compatible with explanations
of the transmission of patterns of behaviour that eschew concepts of
programming or coding.

The concept of a strategy is invaluable in social evolution research, be-
cause it is often the case that we can only understand the ultimate explan-
ation for an action by considering the wider strategy of which it is a part.
‘Axelrod’s tournaments’ provide a famous example of this. In the s
Robert Axelrod ran computer simulations to establish which strategies
were more successful than others in a game called the repeated (or it-
erated) prisoner’s dilemma (Axelrod and Hamilton, ; Axelrod, ).
As in a one-shot prisoner’s dilemma, players choose whether to cooperate
or defect, but in the repeated version they play the game repeatedly, not
just once.The headline result was that a strategy called ‘Tit-for-Tat’, which
involved reciprocal cooperation with players who have cooperated in
the past, along with reciprocal defection on players who have defected
in the past, won both tournaments (though see Nowak and Sigmund,
; Imhof et al.,  for a strategy that does even better under certain
conditions). Crucially, ‘Tit-for-Tat’ outperformed ‘Always Cooperate’, a
strategy of unconditional cooperation.This is a case in which cooperating
as a part of a strategy of unconditional cooperation is selected against, but
cooperating conditionally as part of a strategy of reciprocity is selected
for. The action of cooperating itself is neither selected for nor selected
against: selection favours one strategy involving cooperative actionswhile
disfavouring another.

This observation allows a further refining of our definition of coopera-
tion and related phenomena: if actions aremaintained by selection only as
parts of strategies, and if they are to be classified by their recent selection
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history, then the cooperative (or altruistic, spiteful, etc.) character of an
action depends on the explanation forwhy the strategy ofwhich it is a part
has been maintained. For example, we might say that a type of action A is
cooperative if and only if the strategy of which A is a part was, in recent
history, maintained in the population by natural selection at least in part
because of the fitness benefits conferred by A on other organisms, when
A was performed as part of that strategy. This is close, I think, to a satis-
factory definition, subject to one further refinement (see the next section).

Note that, on this proposal, it is still actions, not strategies, that are
classified as cooperative, altruistic, and so on; it is simply that the char-
acter of the action depends on the strategy of which it is a part. Why
not entirely switch the focus to strategies, and talk of ‘altruistic strategies’,
‘selfish strategies’, and so on? Biologists, notably in the context of evolu-
tionary game theory, often talk in these terms. Sometimes they are labels
introduced stipulatively to name particular strategies in an evolutionary
game, but sometimes they are used in a looser sense, with the aim of
describing the overall character of a strategy. I do not seriously object
to such talk (indeed, I will often use it myself in this book); however, we
should recognize that it is potentially misleading. A strategy can encom-
pass a wide variety of actions under a wide variety of conditions, and
the same strategy may lead to altruistic actions in some contexts and
selfish actions in others. If a strategy is unconditionally altruistic, that
is, involves performing altruistic behaviours in all circumstances, then
we could reasonably gloss it as an ‘altruistic strategy’; but altruism in the
real world rarely, if ever, works like this. Most of the strategies that we
informally describe as ‘altruistic’ are in fact only conditionally altruistic:
they dispose an organism to act altruistically in some—but not all—social
and environmental circumstances.

. The Collaborative Context
Here is the second complication, which we noted and set aside earlier. So
far, we have been assuming that it makes sense to talk of ‘the effects of
a type of action on reproductive success’ without reference to the actions
of others. However, reflecting on real-world examples, such as bubble-net
feeding, makes it immediately apparent that the fitness consequences of
a type of action can be highly sensitive to the actions of others.
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Patrick Forber and Rory Smead () have recently argued that this
problem seriously undermines Hamilton’s four-part schema. They focus
on a simple model of collaboration known as the ‘stag hunt’, a two-player
game inwhich each playermust choose whether to hunt a stag or whether
to hunt a hare (Skyrms, ).The payoff structure rewards coordination:
bothmust hunt the stag together in order to receive themaximum payoff.
In such a game, the fitness effects of one player’s action clearly depend on
how the other player behaves, in a way that seems as though it should
make a difference to the classification of that action. A good classification
scheme, it seems, should allow us to say that hunting the stag in collab-
oration with the other player is a case of mutually beneficial cooperation,
whereas hunting the stagwhen the other player is hunting the hare is not.

It can hardly be denied that, in cases where two or more social act-
ors collaborate to generate a benefit in an interaction with the structure
of a stag hunt (or a pure coordination game), the fitness effects of an
action depend on the actions of others. However, I question the moral
Forber and Smead draw from this.Themoral they draw is that we should
stop classifying particular social actions and instead classify whole payoff
matrices. For example, the stag hunt game can be characterized as a spe-
cial case of amore general type of game, namely a coordination game. It is
more illuminating, Forber and Smead suggest, to classify a certain type of
interaction as a coordination game than to classify a specific actionwithin
that game as mutually beneficial cooperation.

I take the view that both approaches to classifying social behaviour
have their uses and their limitations. The drawback to classifying whole
payoff matrices rather than individual actions is the proliferation of cat-
egories once we move beyond symmetric two-player games to consider
more complex payoff structures and larger numbers of actors and re-
cipients. As Forber and Smead note, classifying games in which players
have three strategic options (rather than two, as in the stag hunt) by their
overall payoff structure leads to a scheme with forty-seven categories,
leading them to concede that ‘as interactions become more complicated,
classification will become significantly more difficult and, most likely,

 A similar point can bemade using a pure coordination game. In such a game, no player
receives any payoff unless both choose the same strategy. The need for context-sensitive
classification is arguably even more striking here: it seems appropriate to say that in a pure
coordination game an action is cooperative if and only if both players perform it.
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less helpful for drawing conclusions of evolutionary significance’ (Forber
and Smead, , p. ).

By contrast, classifying actions, although less informative about payoff
structures, gives us a set of categories that apply across a wide range
of different structures, helping to bring out the underlying functional
similarities between actions that initially seem very different. We should,
however, concede the point that, because the fitness consequences of an
action often depend on its coordination (or lack of coordination) with the
actions of others, the classification of an action should be relativized to a
collaborative context. This allows for the possibility that the same type of
action, such as pursuing a stag, might be cooperative when performed
in one collaborative context and non-cooperative when performed in
another.

However, we cannot simply leave things there. The notion of ‘the col-
laborative context’ needs further elaboration. In two-player coordination
games, this idea has an obvious meaning: it is simply the strategy of
the other player. However, many real-world collaborative phenomena are
not well modelled as two-player coordination games: they involve many
actors and/ormany recipients.We encountered three striking examples at
the beginning of the chapter: fruiting-body formation in D. discoideum,
social foraging and fungal cultivation in the leafcutter ants, and bubble-
net feeding in humpback whales (Section .).

What does relativizing our classifications to a collaborative context
mean in such cases? If what is needed is a complete specification of
what every other actor or recipient is doing, collaborative contexts will
be very fine-grained, and the worry arises that a particular collaborative
context will not recur often enough for it to make sense to regard the
expression of a behaviour in that context as having a selection history.
Collaborative contexts need to be specified in such a way as to be coarse-
grained enough to recur regularly in the life history of an organism, but
fine-grained enough to facilitate biologicallymeaningful classifications of
social behaviour.

The crucial concept here, I suggest, is that of a task. Think of hunting a
stag: this is a task that requires contributions from two more actors for
its completion. In the context of that task, certain actions, performed
in a specific way at a specific time (e.g. throwing a spear at a crucial
moment) lead causally to positive fitness consequences. Performed out-
side the context of that task, those same actions may be ineffectual or
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even harmful. Bubble-net feeding has a similar structure: a number of
organisms undertake a task, and in the context of that task certain actions,
performed in a specific way at a specific time (e.g. producing a curtain of
bubbles around the target shoal), lead causally to successful feeding.

In a seminal series of papers, Carl Anderson, Nigel Franks, and Daniel
McShea argue for the importance of the concept of a task in social evol-
ution research in general, and especially in the social insects (Anderson
and McShea, ; Anderson and Franks, ; Anderson et al., ).
Consider, for example, the collaboration between members of the major
(large) and minor (small) castes in the dimorphic ant Pheidole pallidula:
when the colony is threatened by an intruder, the ants form teams com-
prising one major ant and many minor ants; the minors then pin down
the intruder so that the major can deploy its strong jaws to decapitate
it (Detrain and Pasteels, ; Anderson and Franks, ). Or consider
the army ants Eciton burchelli and Dorlyus wilverthi, which form teams of
two or more individuals (one at the front, the rest at the back) to retrieve
prey items that are too heavy for any single ant to carry alone (Franks,
, ; Anderson and Franks, ). These teams are ‘superefficient’,
in the sense that they are able to carry items heavier even than the sum
of the weights each team member could carry by itself (Franks, ;
Anderson and Franks, ). In all these cases, the actions performed as
parts of these tasks seem clearly cooperative, but they yield positive fitness
consequences only in conjunction with the actions of others.

What can be said in general about the nature of tasks? Anderson and
Franks propose that ‘a task is an item of work that potentially makes a
positive contribution, however small, to inclusive fitness’ (Anderson and
Franks, , p. ). This characterization, although a reasonable first
pass, has two main drawbacks. The first is that, for reasons I will discuss
in Chapter , defining the notion ‘inclusive fitness’ in the context of task-
structured cooperation raises some difficulties that, for now at least, we
should set aside. So I suggest that, for the purposes of defining task-
structured cooperation, we instead take the effect on the reproductive
success of recipients as the relevant effect. I also want to allow that the
effects of tasks on reproductive success can be negative as well as positive
(consider, for example, warfare in humans).

The second drawback is that the notion of an ‘item of work’ seems too
imprecise. In particular, it draws no distinction between a whole task and
its component steps. For example, suppose a humpback whale produces
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a ring of bubbles around a shoal of fish.This is an item of work, and there
is a sense in which it potentially contributes to reproductive success, in so
far as it enables the humpback and its neighbours to feedwhen performed
as part of the bubble-net feeding procedure. Is it therefore a whole task in
its own right? Or is it, as intuition would suggest, a mere component of
a larger task? The Anderson et al. definition does not help us settle such
questions.

We can remedy this second problem by drawing on an idea from Cal-
cott (): tasks are mechanisms for the generation of benefit or harm.
Machamer et al. (, p. ) characterize mechanisms in biology as com-
posed of ‘entities and activities, organized such that they are productive
of regular changes from start or set-up to finish or termination condi-
tions’. Calcott suggests that collaborative tasks fit this description: they
are mechanisms composed of entities and activities organized such that
they are productive of regular benefits or harms, typically in the form of
resources (e.g. food resources) that promote reproductive success.

If we think of tasks as benefit-generating (or harm-generating) mech-
anisms, then identifying distinct tasks is a matter of identifying mech-
anisms. While this is not always easy, it is a feat biologists accomplish
in many different areas of biology. In the case of the humpback whales,
we can see that, while bubble-net feeding qualifies as a mechanism that
produces regular benefits in the form of food resources, its component
steps do not qualify as tasks in their own right, since they lead to regular
benefits only if the other component steps are also completed in the
correct order.

This conception of a task may give the impression that some social be-
haviour is task-structured and some is not. I think it would bemore accur-
ate, however, to say that all social behaviour takes the form of tasks—that
is, all social behaviour consists in the implementation ofmechanisms that
generate benefit or harm—but some tasks are simple enough to require
only one action from one organism for their implementation (Anderson
and McShea call such tasks ‘individual tasks’). Many, however, including
the examples introduced earlier, require multiple contributions in order

 I want to allow that selfish or spiteful behaviour can take the form of tasks that are
productive of regular harms to other organisms, so I allow that tasks may be productive of
regular harms. However, the examples of tasks I discuss here all involve the generation of
benefit.
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Figure . The generation of benefit in a collaborative task.

to generate benefit. In such cases, the causal structure of the task does
not match the simple picture of a single actor conferring a benefit on
a recipient (Figure .): rather, it is one of many actors collaborating to
confer a benefit through task completion (Figure .). The recipients may
be the same individuals as the actors (as in the case of a task performed by
a number of individuals for theirmutual benefit) but they need not be; in-
deed, in eusocial insect societies the recipients (queens) rarely participate
in any collaborative tasks, and the actors (workers) rarely gain any benefit
from their efforts.

With this inmind, let us return to the problem of specifying the ‘collab-
orative context’ in which a social action is expressed. I suggest that, for the
purpose of classifying social behaviour, the context thatmatters is the task
within which the action is performed. We should therefore classify not
actions simpliciter, but actions-in-tasks. A task-relative classification of
behaviour gets the grain of analysis right: tasks supervene on distributions
of individual behavioural phenotypes without completely determining
them, allowing for the same task to recur many times in slightly differ-
ent ways, but they are fine-grained enough to capture the elements of
the wider context that make a difference to the fitness consequences of
an action.
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With all the necessary refinements now in place, here (at last) is my
favoured conception of biological cooperation:

Biological cooperation: An action A, performed as part of a strategy
S in a task T, is cooperative if and only if S has, in recent history, been
maintained by selection at least in part because of the positive effect of
performing A in T on the reproductive success of other organisms.

While, all else being equal, a simpler definition might be preferable,
I maintain that the relative intricacy of this definition is well motivated.
Theunderlying rationale is that an individual cooperative action is neither
the primary target of selection nor a complete mechanism for the gener-
ation of benefit or harm. Rather, strategies are selected for, tasks generate
benefit or harm, and cooperative actions are performed as parts of both
strategies and tasks.

In special cases, it may be that A = T, because the action generates be-
nefit by itself; it may also be that A = S, because the organism’s strategy is
simple and unconditional.There may even be cases in which A = T = S.
But I contend that such cases are the exception rather than the rule. In
general, it is important to distinguish actions from strategies and tasks,
and to relativize the cooperative or non-cooperative character of an action
to the strategy and task within which it is expressed. It is straightforward
to construct corresponding definitions for related categories of social
behaviour (Box .).

Box . Classifying actions by task, strategy, and recent selection
history

An action A, performed as part of a task T and a strategy S, is:

cooperative if and only if S has, in recent history, been maintained
by selection at least in part because of the positive effect of per-
forming A in T on the reproductive success of other organisms.

altruistic if and only if S has, in recent history, been maintained by
selection at least in part because of the positive effect of perform-
ing A in T on the reproductive success of other organisms, and
despite the negative effect of performingA inT on the reproduct-
ive success of the actor.
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mutually beneficial if and only if S has, in recent history, been
maintained by selection at least in part because of the positive
effect of performing A in T on the reproductive success of other
organisms, and also at least in part because of the positive effects
of performing A in T on the reproductive success of the actor.

selfish if and only if S has, in recent history, been maintained by
selection at least in part because of the positive effect of perform-
ing A in T on the reproductive success of the actor, and despite
or also in part because of the negative effects of performing A in
T on the reproductive success of other organisms.

spiteful if and only if S has, in recent history, been maintained by
selection at least in part because of the negative effect of per-
forming A in T on the reproductive success of other organisms,
and despite the negative effects of performing A in T on the
reproductive success of the actor.

. Summary of Chapter 
Hamilton () proposed classifying social behaviours by the sign of
their effects on the reproductive success of the actor and the recipient,
leading to a four-part schema that categorizes behaviour as altruistic,
selfish, mutually beneficial, or spiteful. West et al. (c), while broadly
endorsing Hamilton’s approach, suggested that, in order to distinguish
cooperation from the fortuitous conferral of benefit, we should define
cooperation in terms of the selection pressures currently acting on a
behaviour.

I have argued that we should characterize cooperation, and all other
categories of social behaviour, in terms of the selection processes that have
maintained the behaviour in recent history. If one also endorses a recent
history account of function, this is simply to characterize them by their
function.This preserves a difference between cooperation and fortuitous
benefit, and it shows why it is explanatory to identify some phenomenon
as an instance of cooperation.

Given its close affinity with a recent history theory of function, a recent
history classification of social behaviour faces objections that parallel
the well-known objections to the former theory—but parallel responses
are also available. The objection that the account turns an explanatory
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connection into a definitional truth can be rejected, as can a version of
the infamous ‘swampman’ objection.

In response to the objection that the account sets a high evidential
bar for attributions of cooperation (or altruism, etc.), we can only say
that it does indeed, but that this is something we should accept. The
recent history account makes the concept of cooperation (like function
and adaptation) explanatory but empirically onerous. We cannot con-
clude that a behaviour is cooperative (or altruistic, etc.) in the absence
of knowledge regarding the selection processes that have maintained it in
recent history.

In the last two sections, I further argued that the classification of
an action should be (i) strategy-relative and (ii) task-relative. Since it
is strategies that are selected for, rather than specific social actions, we
should classify actions by the selection history of the wider strategy to
which they belong. Since actions often contribute to the generation of
harm or benefit as part of collaborative tasks, and not in isolation, we
should consider the past fitness effects of actions-in-tasks, recognizing
that the same action may have very different fitness effects when per-
formed in different collaborative contexts.
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Hamilton’s Rule as an
Organizing Framework

Hamilton’s rule, on the face of it, is a very simple statement of the con-
ditions under which natural selection will favour the genes underlying a
behavioural strategy. What the rule says, in a nutshell, is that selection
favours the genes for a particular strategy when rb > c, where c is the
fitness cost imposed on the actor, b is the fitness benefit conferred on
a recipient, and r is the coefficient of relatedness between actors and
recipients (Hamilton, , ). In plain terms, the rule tells us that the
genes for a strategy are favoured when the cost to the actor is offset by
a sufficient benefit to sufficiently related recipients. Figure . provides a
visualization of what the rule says, although (as we will soon see) it is in
some ways a misleading visualization.

This principle is one of the most important ideas in social evolution
theory. It is also, for all its apparent simplicity, one of the most contro-
versial. In a strongly worded () Nature article, Martin A. Nowak,
Corina E. Tarnita, and Edward O. Wilson claimed that ‘Hamilton’s rule
almost never holds’, in the sense that it almost never provides a correct
statement of the conditions for the evolution by natural selection of a
social behaviour (Nowak et al., , p. ). In , Nature published
five rebuttals, one of which asserted in no uncertain terms that Nowak
and colleagues’ arguments ‘are based on a misunderstanding of evolu-
tionary theory’ (Abbot and  others, , p. E). The letter was signed
by  social evolution researchers. Later that year, in a detailed defence
of the rule, Andy Gardner, Stuart West, and Geoff Wild (, p. )
wrote that ‘it is simply incorrect to claim that Hamilton’s rule requires
restrictive assumptions or that it almost never holds’. Nowak,Wilson, and
colleagues were not persuaded (Nowak et al., ), and an article by Ben
Allen, Nowak, and Wilson () provided a second barrage of criticism
of Hamilton’s rule, partly in response to Gardner et al. ().
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Figure . Hamilton’s rule, informally. Roughly speaking, the genes for a social
behaviour are favoured by natural selection if and only if rb > c, where b is the
benefit the behaviour confers on a recipient, c is the cost its expression imposes
on the actor, and r is the coefficient of relatedness between actor and recipient.

I have weighed into this on-going debate before, seeking to bring out
its connections to philosophical debates about causality and explanation
(Birch, b; Birch andOkasha, ). Here I provide an updated assess-
ment of the status of Hamilton’s rule, again stressing the philosophical
dimensions of the debate. My aim is to defend the use of a particular
version of Hamilton’s rule (David Queller’s a ‘general model’, which
I call ‘HRG’) for a particular explanatory purpose: that of an organizing
framework for social evolution research. Queller (a) found a way of
deriving Hamilton’s rule that was more general than Hamilton’s own de-
rivations, and this version of the rule has since become a standard version
in the theoretical literature (Gardner et al., ).This chapter sets out the
mathematical basis of Queller’s general model, and explains why it is apt
to serve as an organizing framework. The next chapter defends it from
criticism and compares it with alternative frameworks.

. Queller’s ‘General Model’ (HRG)
First, I will set out the key details of Queller’s (a) general model.
I will go somewhat more slowly than Queller’s original paper, in the hope
that readers with no familiarity with this sort of argument can follow it.
However, readers who wish to avoid mathematical details altogether may

 This chapter differs substantively and not just presentationally frommy (b) article.
Perhaps most significantly, I no longer think the value of Hamilton’s rule as an organizing
framework relies on the cost and benefit coefficients being interpretable as quantitative
measures of direct causal influence (see Section .).
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safely skip most of this section (but please note the key result at the end,
labelled ‘HRG’).

Queller’s (a) argument begins with the Price equation (Price,
, a), an abstract mathematical description of the evolutionary
change in the frequency of a gene between earlier (‘ancestral’) and later
(‘descendant’) populations (e.g. consecutive generations in a discrete gen-
erations model, or earlier and later census points in an overlapping gen-
erations model):

�p = 
w

[
Cov(wi, pi) + E(wi�pi)

]
(.)

The derivation of the Price equation is discussed in the book’s appendix
(see also Price, , a; Frank, , , ; Rice, ; Okasha,
;Gardner, ).Here Iwill simply explainwhat the equationmeans.
The variable pi represents the individual gene frequency (or, for short,
genic value) of the ith individual in the population with respect to the
allele of interest. The mean value of pi over all individuals, p, is simply
the population frequency of the gene. The variable wi is the number of
descendants contributed to the descendant population by the ith member
of the ancestral population. This can be glossed for now as a measure
of ‘individual fitness’, although the subject of fitness, and the different
ways in which it may be conceptualized in the context of social evolution,
will be considered in detail in Chapter . The mean value of wi over all
individuals, w, is thus the mean individual fitness in the population.

The Price equation states that the overall change in population fre-
quency of the gene between the ancestral and descendant populations
(�p) is equal to the sum of two population statistics (both divided by the
mean fitness, w): Cov(wi, pi), the covariance in the ancestral population
between individual gene frequency and individual fitness; and E(wi�pi),
the expectation, across all ancestor-descendant pairs, of the change in pi
between an ancestor and one of its descendants.

The derivation of the equation requires few assumptions about the
evolving population it describes. Inward migration is assumed absent,
since all members of the descendant population must have ancestors in

 An individual’s ‘individual gene frequency’ for some allele is the number of copies of
the allele it possesses at the relevant locus, divided by its ploidy. In other words, it is its
number of copies expressed as a fraction of the maximum number of copies it could have
at that locus.
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the ancestral population. It must also be the case that all descendants have
the same number of ancestors, that every individual in the ancestral
population has a well-defined value for individual fitness (wi), and that
every individual in both the ancestral and descendant populations has a
well-defined value for individual gene frequency (pi), but nothing else is
assumed.

From this starting point, Queller makes (in the space of two sentences)
three crucial moves. First, he notes that the Price equation is true not only
when pi is interpreted as an individual gene frequency, but also when pi
is interpreted as a linear combination of such frequencies over multiple
alleles atmultiple loci. One such linear combination is the ‘breeding value’
of quantitative genetics, which is essentially an individual’s trait value for
a specific phenotypic character as predicted by the sum of average effects
(in the sense of Fisher, , ) of all relevant alleles (Falconer and
Mackay, ; Gardner et al., ). When pi is interpreted as the ith

individual’s breeding value for a phenotypic character,�p is interpretable
as the change in the population mean of the breeding value; and, given a
further technical assumption I will not discuss here, �p is equal to the
change in the population mean of the phenotypic character itself (Frank,
, p. ). Interpreting pi as a breeding value is important if we want a
version of Hamilton’s rule that describes the evolutionary change in the
population means of quantitative, polygenic traits, and not simply in the
frequencies of individual genes.

Second, Queller assumes that E(wi�pi) = , so that the expectation
term of the Price equation disappears, leaving:

�p = 
w

[
Cov(wi, pi)

]
(.)

He takes this to follow from ‘neglecting meiotic drive and genetic drift’
(p. ), but this is not quite correct. When we interpret pi as a breeding
value, the assumption that there is no systematic change in pi across

 See Kerr and Godfrey-Smith () for an extended version of the Price equation that
relaxes this assumption, as well as the ‘no inward migration’ assumption.

 These formal arguments assume nothing about the nature of the phenotypic character
of interest. It may be a qualitative, all-or-nothing character, such as the presence or absence
of a particular strategy, in which case we assign organisms a phenotypic value of  if they
have it and  is they do not. It may also be a quantitative, continuously varying character,
such as the probability with which an organism adopts a particular strategy.
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ancestor-descendant pairs requires not only that genes are transmitted
without bias (hence no meiotic drive, no gametic selection, and no ran-
dom bias due to drift or mutation) but also that the average effects of
alleles on the phenotype of interest are constant (Frank, ). Since
the average effects of alleles can change simply due to changes in the
frequency of dominance and epistatic effects, as well as due to changes
in the ecological environment, this is a substantial assumption.Wemight
think of it as the assumption that the ‘genic environment’ is held fixed.

There is a certain amount of interpretative leeway regarding the mean-
ing of assuming that E(wi�pi) = . If we regard ourselves to be represent-
ing biased transmission and changes in average effects as absent, then we
are making idealizations (in the sense ofThomson-Jones, ), since we
know these assumptions will often be false in real populations. However,
we might also think of ourselves as simply choosing to focus on the part
of the evolutionary change that is independent of transmission biases and
changes in average effects, in order to isolate the effects directly attrib-
utable to natural selection acting in a constant genic environment, while
making no commitments about the contributionmade by other processes
to the total change.This is the interpretation favoured by Steven A. Frank
() and Gardner et al. (), among others. On this interpretation,
the neglect of E(wi�pi) is an exercise in abstraction (again, in the sense
of Thomson-Jones, ): we are not representing certain causal factors
as absent, but simply omitting them from our analysis in order to focus
on the effects of causes we especially want to understand.

Queller’s third move is to interpret the term that remains, Cov(wi, pi),
as capturing the effects of natural selection on the evolution of the charac-
ter of interest (it is, as he puts it, the ‘selective change’ in the character).We
should qualify this: Cov(wi, pi) captures the effects directly attributable
to natural selection acting in a constant genic environment, but it does

 This issue is often discussed in the context of Fisher’s () ‘fundamental theorem of
natural selection’, which similarly relies on ‘holding fixed’ the average effects of alleles, which
can be interpreted as holding fixed the ‘genic environment’. See Price (b); Edwards
(); Frank (b); Okasha (); Ewens (); Birch (b) and references therein
for further discussion. I also revisit this crucial notion of the ‘genic environment’ in the
book’s conclusion.

 See Thomson-Jones () on the difference between idealization and abstraction,
Godfrey-Smith (a) on the application of this distinction in evolutionary biology, and
Potochnik () for a related discussion in the context of optimality modelling.
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not capture the ways in which selection may alter the genic environment.
Moreover, in the presence of drift even this qualified interpretationwould
be questionable, since drift can give rise to random covariance between
one’s genes and one’s number of descendants (see Okasha, , Ch. ),
but on the assumption that drift is absent, it is reasonable.

To get from equation (.) to a version of Hamilton’s rule, we partition
the covariance term into two components: one corresponding to rb, the
other to −c. The first step is to write a linear regression model for the
fitness of the ith individual. This expresses its fitness as a linear function
of its own individual gene frequency (pi) and the average individual gene
frequency of its social partners (p̂i), in which each quantity is weighted
by a partial regression coefficient:

wi = α + βpi + βp̂i + εwi (.)

Here, β is the partial regression of one’s fitness on one’s own individual
gene frequency, controlling for one’s social partner’s individual gene fre-
quency; β is the partial regression of one’s fitness on one’s social partner’s
individual gene frequency, controlling for one’s own. α is a constant and
is interpretable as the baseline ‘non-social’ component of fitness, assumed
to be the same for every individual.The residual, εwi , quantifies the extent
towhich the ith individual’s fitness departs from the value predicted by the
regression model.

This regression model can be visualized intuitively as the ‘plane of best
fit’ through the population data when one plotswi as a dependent variable
against pi and p̂i for every individual in the population. It is important
to see that, because the regression model includes a residual term, it is
compatible in principle with any set of population data. Naturally, the
regression model will fit some populations better than others (i.e. the
residuals will be larger in some cases than others), but there can be no

 Grafen () formulates a version of the Price equation that makes room for drift
by looking at the expected values of Cov(wi , pi) and E(wi�pi) across a measure space of
possible outcomes, and Rice () provides further developments of the Price equation to
incorporate stochastic effects, but these formulations introduce complications I intend to
leave aside here.

 The technique of decomposing the response to selection using a regressionmodel of fit-
ness was originally developed by Lande and Arnold () and Arnold andWade (a, b).
Queller’s innovation was to apply the technique to recover a version of Hamilton’s rule.
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individual in any population, real or modelled, of which the regression
equation is false.

I should also emphasize, foreshadowing the discussion of the next
section, that the statistical associations captured in the regression coeffi-
cients, being population statistics and not sample statistics, are properties
of populations that exist independently of whether there is anyone around
to estimate them: although it is natural to visualize the regression model
as a plane of best fit through a set of population data, the model is still
true of populations for which we have no data.

We then substitute our regression model of fitness into the Price equa-
tion, obtaining the following partition:

w�p = Cov(α, pi) + βVar(pi) + βCov(p̂i, pi) + Cov(εwi , pi) (.)

We can simplify this by noting firstly that pi cannot co-vary with the
constant α, and secondly that pi, by virtue of being a predictor in the
regressionmodel, cannot co-vary with the residual εwi . Eliminating these
terms leaves us with a simplified partition:

w�p = βVar(pi) + βCov(p̂i, pi) (.)

We rearrange this to yield:

w�p =
{
β + β

Cov(p̂i, pi)

Var(pi)

}
Var(pi) (.)

Finally, because neither w norVar(pi) can be negative, we can derive from
this a condition for an increase in the population mean of the character:

�p >  ⇐⇒ Cov(p̂i, pi)

Var(pi)
β > −β, provided Var(pi) �=  (.)

 A caveat: the partial regression coefficients are defined only if (i) there is non-zero
variance in both predictor variables and (ii) the two predictor variables are not perfectly
collinear. These are fairly minimal conditions, and it is reasonable to assume that they will
be met in a very wide range of cases.

 Note that the covariance between pi and itself is simply the variance in pi .



OUP CORRECTED PROOF – FINAL, //, SPi

 hamilton’s rule as an organizing framework

To obtain the rule in its familiar rb > c form, we introduce the following
notation:

r = Cov(p̂i, pi)/Var(pi)

b = β

c = −β

This simplified notation allows us to rewrite (.) as:

�p >  ⇐⇒ rb > c, provided Var(pi) �=  (HRG)

Inmy (b) article, I called this formulation of the rule ‘HRG’ (‘G’ for
‘General’, following Queller’s description, although it could equally be for
‘Genic’).The description of HRG as a ‘general’ result is in some ways mis-
leading, to the extent that it downplays the assumption of E(wi�pi) = 
and the neglect of drift and migration. However, I will keep this label
here. I called Queller’s formulation HRG to contrast it with the pleth-
ora of alternative formulations of Hamilton’s rule that require further
assumptions: for example, an assumption of weak selection or assump-
tions regarding the payoff structure of social interaction. Some of these
assumptions, and their relationship to the concept of inclusive fitness, will
be discussed in Chapter . Here I simply want to note that, as Queller
(a) emphasized, such assumptions are not required by HRG, which
can be interpreted as a general mathematical truth about the action of
natural selection in a constant genic environment.

. Cost, Benefit, and Relatedness as
Population Statistics

Let us consider more closely the meaning of r, b, and c, or, as they are
commonly known, the coefficients of relatedness, benefit, and cost. In-
tuitively, one might take these coefficients to be referring to features of a
specific social interaction on a particular occasion (what one might call,
borrowing some philosophical jargon, a ‘token’ social interaction). One
might assume that c and b denote the payoffs of that interaction for the
actor and recipient, and that r denotes some measure of the degree of
genetic relatedness between them, as suggested by Figure ..

However, I noted from the outset that the figure was misleading, and it
is time to explain why. While the above is often harmless as an informal
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gloss onwhat the coefficients inHRGmean, it is not how they are formally
defined. Formally, they are not properties of token interactions at all, but
population statistics—specifically, regression coefficients—computed by
averaging over the whole population. In broad terms, r can be visualized
as the ‘line of best fit’ through a set of population data plotting p̂i against
pi for every individual in the population; while, as noted above earlier,
c and b can be visualized as specifying the ‘plane of best fit’ through a
set of population data plotting, for each individual in the population, wi
against pi and p̂i.

The upshot is that the coefficients in HRG are properties of popula-
tions, not of individual organisms or token social interactions. Strictly
speaking, it makes no sense to talk of the relatedness (in this sense)
between one particular individual and its social partner in isolation, nor
does it make sense to talk of the cost incurred or benefit received by
a single individual on a particular occasion, assuming these terms are
intended to have the meaning they have in HRG. Regression coefficients
cannot be defined for a single data point. Of course, we can still talk of the
payoff lost or gained by a particular organism on a particular occasion,
or of the genealogical relationship between two organisms, but we should
not equate these notionswith the cost, benefit, and relatedness coefficients
in HRG. Cost and benefit are not payoffs; relatedness is not genealogy
(Grafen, ).

Thinking of cost, benefit, and relatedness as population statistics has
some important and potentially counterintuitive consequences. One is
that these quantities are all about differences: c and b quantify the dif-
ferential fitness effects of having a higher than average value (in oneself
or one’s social partners) for the character of interest, and r quantifies
the differential genetic similarity (at loci relevant to a social character of
interest) between pairs of organisms that interact socially, relative to the
average genetic similarity (at the relevant loci) of a randomly selected pair
of individuals from the population (Grafen, ). If there is no variation
at the relevant loci, r, b, and c are not even well-defined.

 There is a popular misconception that relatedness is simply a matter of absolute num-
bers of shared genes, leading (for example) to the idea that, if humans share approximately
%of our geneswith chimpanzees, then r ≈ ., suggesting an extremely strong incentive
to cooperate. As should now be clear, this rests on a misunderstanding of the meaning of r,
whichmeasures differential similarity at lociwhere there is genetic variation (Dawkins, ;
Grafen, ).
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Another consequence is that, since regression lines can slope down-
wards as well as upwards, all three coefficients can be negative. Hence,
although talk of costs and benefits intuitively connotes that costs will
detract from an agent’s fitness while benefits increase it, this need not be
the case: b and c can be positive or negative, andHRG still holds regardless
of their sign. So, although Hamilton’s rule is most often associated with
the evolution of prosocial behaviour (i.e. mutually beneficial cooperation
or altruism), HRG describes the conditions for any social behaviour—
including antisocial (i.e. selfish or spiteful) behaviour—to be subject to
positive selection.

That relatedness too can be negative is harder to see. In what sort of
biological scenario might a negative value of relatedness arise? It would
be one in which social partners are less genetically similar at relevant
loci, on average, than a pair of individuals drawn at random from the
population (Grafen, ).Hamilton () suggested that such a scenario
would be conducive to the evolution of spite: by inflicting harm on their
social partners, even at a cost to themselves, individuals with the genes for
spite could increase the relative representation of these genes in the next
generation. HRG underwrites this prediction, since it implies that, when
r is negative, a social behaviour can be favoured by selection even if its
fitness effects on both actor and recipient are also negative (Gardner and
West, a, b, ; West and Gardner, ; Smead and Forber, ).

. The Organizing Role of HRG
What is the explanatory role of HRG in social evolution research? As
I noted from the outset, this is a contested issue, and the central issue
of this chapter and the next. In the rest of this chapter, I will set out my
favoured answer. In the next chapter, I will argue that recent criticisms of
HRG, although they may undermine other ideas one might have about
its explanatory role, do not undermine the picture I favour.

I have in the past argued that HRG serves as a ‘unifying principle’ for
social evolution theory (Birch, b). The suggestion here was that, in
identifying a condition that is satisfied by all processes of social evolution
by natural selection, HRG latches on to an important feature that these
processes have in common. I should be clear, however, about the sort
of ‘unification’ HRG achieves. The sort of ‘unification’ I have in mind
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is not ‘unification’ in Philip Kitcher’s (; ) sense. Kitcher’s notion
of unification involves identifying ‘argument patterns’ that can be used
over and over again to derive truths about various phenomena of interest.
HRG, however, does not unify in this way. The relation between HRG
and the models of particular ecological scenarios it unifies is not one
of derivation: social evolution theorists do not use HRG to derive more
detailed evolutionary models.

Yet there is still an important sense in which HRG is ‘unifying’. For
HRG provides an organizing framework within which the results of more
detailed models of particular evolutionary scenarios can be interpreted,
compared, contrasted, and classified. Social evolution theory is a broad
church, encompassing a plethora of models that vary a great deal in
both the formal methods they employ and the dynamical details of the
evolutionary processes they aim to represent. On the face of it, for ex-
ample, computer simulations of ‘Tit-for-Tat’ reciprocity (e.g. Axelrod and
Hamilton, ) have little in commonwith analyses of kin selection based
on solving partial differential equations (e.g. Taylor and Frank, ), and
neither looks to have much in common with classical population-genetic
models. But since we know that HRG is true of all these models, despite
the variation in their mathematical details, we can interpret all of them
as describing different ways in which the fundamental rb > c condition

 Kitcher informally presents the unificationist view as the idea that understanding
involves ‘seeing connections, common patterns, in what initially appeared to be different
situations’ (Kitcher, , p. ). It seems to me that HRG fits this informal description
better than it fits Kitcher’s formal account.

 Morrison () and Woodward () have noted the plurality of forms of unifica-
tion in the sciences. For example, Woodward (, Section .) observes that

unification, as it figures in science is a quite heterogeneous notion, covering
many different sorts of achievements. Some kinds of unification consist in
the creation of a common classificatory scheme or descriptive vocabulary
where no satisfactory scheme previously existed, as when early investigators
like Linnaeus constructed comprehensive and principled systems of bio-
logical classification. Another kind of unification involves the creation of
a common mathematical framework or formalism which can be applied
to many different sorts of phenomena, as when the systems of equations
devised by Lagrange and [the physicistW. R.] Hamilton were first developed
in connection with mechanics and then applied to domains like electromag-
netism and thermodynamics.

The unification afforded by HRG contains elements of both of these kinds: it provides
a classificatory scheme and a descriptive vocabulary that derive from the construction of
a common mathematical framework (but see also Chapter , footnote ).
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can come to be satisfied. In other words, HRG shows how the results
of many particular models, from diverse modelling traditions, can be
seen as ways of satisfying a very general statistical condition for positive
evolutionary change.

Because of this, HRG allows us to make useful comparisons between
models: comparisons that highlight biologically significant similarities
and differences in the processes they represent. For example, HRG al-
lows us to see that mechanisms as diverse as kin discrimination, limited
dispersal, recognition of phenotypic markers, shared habitat preference,
and horizontal gene transfer can all play a similar role in promoting the
evolution of social behaviour, since all of them can be viewed as sources
of positive genetic assortment between social partners (see ‘Indirect Fit-
ness Explanations’ later in the chapter). Similarly, it allows us to see that
punishment, reward, reciprocity, pleiotropy, and linkage can play a rele-
vantly similar role, because all can be viewed as ways of coupling the
short-term costs of possessing the genes for a particular behaviour with
longer-term direct fitness returns (see ‘Direct Fitness Explanations’ later
in the chapter).

It will help here to be a little more precise about what I mean in calling
HRG an ‘organizing framework’. Suppose we have a set M comprising
models of particular target systems (in this context, models of social
evolution in particular ecological scenarios). The idea is that a model
outside that set, �, is able to serve as an organizing framework for M if
(i) � represents all the target systems represented by the members of M,
but does so in less detail, (ii)� assumes nothing that is not assumed by all
members of M, and (iii) there are relations between � and the members
of M that enable us to classify the members of M in an illuminating way.

This three-part account allows us to see exactly why Queller’s ‘general
model’ is well-placed to serve as an organizing framework for awide range
of models of social evolution. First, because of the flexibility in the inter-
pretation of pi, HRG can be interpreted as a highly abstract representation
of the evolutionary change between ancestral and descendant populations
in any character that is genetically inherited from parents to offspring,
so it satisfies condition (i) (moreover, see Chapter  for an extension to
horizontal transmission, and Chapter  for an extension to non-genetic
inheritance). Second, although the derivation of HRG does make some
important assumptions—no drift, and E(wi�pi) = —these are assump-
tions it shares with a wide range of models that focus on representing the
change due to natural selection acting in a constant genic environment
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rather than the change attributable to other causes, so it satisfies condition
(ii).Third, the partition of the selective change achieved byHRG—that is,
its partitioning into an ‘rb’ component and a ‘−c’ component—enables a
useful classification of models and modelling results, because it allows
us to classify them by their commitments regarding the sign and relative
magnitude of these components. So Queller’s general model has all of the
key features we require of an organizing framework.

I should say more, however, about the nature of the classification
afforded by HRG, and why it is useful. One way to visualize the classi-
fication HRG affords is in terms of a ‘space of explanations’ defined by
rb on the x-axis and c on the y-axis (Figure .). All models of genetic
social evolution aim to provide explanations of positive change in the
frequency of a gene, or in the population mean of a polygenic character,
and all such explanations fall somewhere within this space. I will switch
here to talking about ‘potential explanations’ rather than models, since
the same model might be used to construct various different potential
explanations of evolutionary change (e.g. by exploring different sets of
parameter values), each with different commitments regarding the values
of rb and c. However, once we specify a set of parameter values and

Figure . A space of explanations. Queller’s general model allows us to dis-
tinguish four broad classes of explanation of positive evolutionary change in a
social trait, defined by their commitments regarding the values of rb and c. All
explanations of positive change lie somewhere in this space. The corresponding
space for negative change is an inversion of this space (with O as the centre of
inversion).
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construct an adequately specified potential explanation, that explanation
will be located somewhere in the space—in other words, it will have
certain commitments regarding the sign and relative magnitudes of rb
and c. We can sort all such explanations into one of four categories on
the basis of these commitments. The four categories are: indirect fitness
explanations, direct fitness explanations, hybrid explanations, and non-
selective explanations.

Before illustrating these categories, I should note that I am not the first
to emphasize this organizing role of HRG. I do not intend to present this
view as radical or revisionary: rather, my aim is to articulate what I take
to be the source of HRG’s existing attraction in the eyes of its proponents
(e.g. Gardner et al., , ; West et al., c; Marshall, ). For
example, Gardner et al. () write that:

Themost powerful and simple approach to evolutionary problems is to start with
a method such as population genetics, . . . game theory or direct-fitness maximiz-
ation techniques. The results of these analyses can then be interpreted within the
frameworks that Price’s theorem and Hamilton’s rule [HRG] provide.The correct
use of these powerful theorems is to translate the results of such disparate analyses,
conductedwith a variety ofmethodologies and looking at very different problems,
into the common language of social evolution theory.

(Gardner et al., , p. )

This is another way of putting the point that HRG provides an organizing
framework; I simply favour a different metaphor. In my terms, HRG
organizes social evolution research by allowing us to locate specific mod-
elling results in a space of explanations.

. Indirect Fitness Explanations
To flesh out that metaphor, I will now briefly review the main sorts of
models that provide explanations in each of the four categories. My aim
is not to provide an exhaustive survey of the field. I simply aim to show

 These commitments are sometimes stated explicitly, but they are often left implicit in
the model. For example, if a model contains no source of genetic assortment, it will be the
case that rb =  in that model, but this may not be stated explicitly.

 Here I drop ‘potential’ and talk simply of ‘explanations’ rather than ‘potential explan-
ations’, but I take it for granted that any potential explanation of a real-world case of evolu-
tionary change requires empirical support before it can be regarded as a true explanation.



OUP CORRECTED PROOF – FINAL, //, SPi

hamilton’s rule as an organizing framework 

that there exists enough diversity among explanations of social evolution
for an organizing framework to be desirable, and that HRG, by marking
out a four-way distinction between indirect fitness explanations, direct
fitness explanations, hybrid explanations, and non-selective explanations,
provides such a framework. HRG is not the only such framework—I will
discuss some of the alternatives in the next chapter—but, for reasons
I will set out in due course, I take it to be a particularly useful one.

The region of the space in which rb > , c �  and rb > c contains
indirect fitness explanations. What unites and distinguishes this class of
explanations is a reliance on positive rb, either because both r and b are
positive, as is needed for the evolution of altruism, or because both are
negative, as is needed for the evolution of spite. I will focus in this sub-
section on indirect fitness explanations for the evolution of altruism. Such
explanations rely on there being amechanism that explains the systematic
tendency for the benefits caused by the expression of genes for altruism
to fall differentially on other bearers of those genes; in other words, they
rely on positive genetic assortment at loci relevant to altruistic behaviour.

Among explanations for positive genetic assortment, we can usefully
distinguish between those which rely on kinship—that is, shared genea-
logical ancestry—as a source of genetic similarity and those which do
not. In the former category are kin discrimination and limited dispersal.
Kin discrimination involves organisms detecting and preferentially in-
teracting with kin. Note that this does not require any cognitive ability
to recognize kin as kin, let alone a cognitive ability to estimate degrees
of kinship. All that matters is that, for one reason or another, actors
behave in a way that is sensitive to whether or not the recipient is a close
genealogical relative. For example, long-tailed tits (Aegithalos caudatus),
if they do not breed themselves, assist in raising the offspring of others.
Using learned vocal cues, they are able to discriminate between relatives
and non-relatives, and they preferentially help the former (Russell and
Hatchwell, ; West et al., b).

By contrast, when relatedness arises through limited dispersal, the be-
haviour of social actors need not be sensitive to any properties of the
recipient. The idea is simply that, for various ecological reasons, leaving
one’s birth site is sometimes hard, with the upshot that social partners

 I am indebted in this chapter toWest et al. (b): several of the examples are drawn
from their wide-ranging survey.
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are differentially likely to have shared a birth site. This means they are
differentially likely to have shared ancestry, resulting in genetic correla-
tions. For example, meerkats (Suricata suricatta) appear not to discrim-
inate actively between kin and non-kin. In the wild, however, limited
dispersal ensures that groups are formed of close relatives (Clutton-Brock
et al., ; West et al., b). The drawback to limited dispersal as a
source of relatedness, as regards the evolution of altruism, is that it can
increase the strength of competition among relatives (Hamilton, ).
In some cases, the increase in local competition may cancel out or even
outweigh the selection for helping relatives (Wilson et al., ; Taylor,
; Queller, ).This competition effect can be conceptualizedwithin
HRG as a factor that erodes b, since the benefit conferred by the helping
behaviour indirectly harms the competitors of the beneficiary, and these
competitors are also relatives of the actor (Frank, ; West et al., ;
Marshall, ).

What about kinship-independent mechanisms? One might wonder
how there could be positive r without kinship. Don’t they mean the same
thing? But they do not. We have already seen that, in social evolution
theory, relatedness is defined as a regression coefficient that measures
the genetic similarity between actors and recipients at the genomic loci
relevant to the character of interest. Hence, if there are mechanisms that
generate genetic similarity at relevant loci without relying on genealogical
kinship, then these too will contribute to the value of r.

Richard Dawkins’s () ‘greenbeard’ thought experiment (based on
a remark in Hamilton, ) provides one example. Dawkins asks us to
consider a gene or gene-complex that causes its bearers to (a) grow a
green beard, (b) recognize other bearers on the basis of their green beards,
and (c) differentially help these individuals at a cost to themselves. Could
such a trait ever be favoured by natural selection? Dawkins argues that it
could. The key consideration is that, by causing its bearers to help other
bearers of the same allele, the greenbeard gene may indirectly increase
its genetic representation in the next generation, in spite of the cost it

 It can also, perhaps less intuitively, be conceptualized as a factor that erodes r, if we
define r with reference to the subpopulation consisting of the recipient’s competitors, not
the global population (Queller, ). As competition becomes more local, the reference
population of competitors becomes increasingly dominated by the focal individual’s
relatives, so the focal individual’s differential relatedness to its social partners is eroded.



OUP CORRECTED PROOF – FINAL, //, SPi

hamilton’s rule as an organizing framework 

imposes on its bearer. This argument relies on the idea that there is pos-
itive relatedness—in the regression sense—between social partners with
respect to the greenbeard locus. Note, however, that the mechanism does
not require any genealogical kinship between bearers of the greenbeard
gene. We can suppose, if we want to, that the initial bearers of the trait
are genealogically unrelated, and that the greenbeard mutant appears
independently in each of them.

The example is hypothetical, but strikingly similar effects (mediated
not by literal green beards, but by phenotypic markers playing a similar
role) have since been discovered empirically (Gardner and West, ;
West and Gardner, ). For example, Keller and Ross () discovered
an allele in the fire ant Solenopsis invicta that (a) causes queens with the
allele to emit a characteristic odour, and (b) causes workers with the allele
to spare these queens while decapitating others. The ‘green beard’ in this
scenario is the odour: a phenotypic marker, produced by a certain allele,
that attracts a differential benefit (i.e. the benefit of being spared decapi-
tation) from other bearers of that allele.

The essence of a greenbeard effect is that a social trait is connected, for
genetic reasons, with somemechanism for generating positive assortment
between bearers of the trait. The connection may arise through pleio-
tropy (i.e. multiple phenotypic effects from a single gene, as in the fire
ant example) or through linkage between different genes. In a ‘classic’
greenbeard scenario, the assortative mechanism relies on a phenotypic
marker, such as an odour. But other assortative mechanisms exist. For
example, as Hamilton () pointed out, a social trait may be linked
to a gene promoting a certain kind of habitat preference (as in Wilson
and Hölldobler’s  model of the evolution of eusociality, criticized
by Foster et al., ). A recent model by Powers et al. () provides
another example: they show how assortment can arise when a gene for
a social trait is linked to another that encodes a preference for social
group size.

Inmicrobes, a different way of generating locus-specific genetic correl-
ations is through horizontal gene transfer, the transfer of genetic material
between individuals by means other than reproduction (Nogueira et al.,
; Rankin et al., b; Mc Ginty et al., ; West and Gardner, ;
Birch, a). InChapter , I will argue that this should cause us to rethink
the very concept of genetic relatedness, but I do not want to pre-empt
that discussion here. For now, let us simply note that this mechanism
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can generate genetic resemblance between social partners in a way that
does not rely on genealogical kinship. From a certain oblique angle, we
could describe this as another variety of greenbeard mechanism, since
it provides another way in which a social trait can come to be linked to
an assortative mechanism. However, this mechanism differs in important
ways from classic greenbeard phenomena (see Chapter ).

How important are kinship-independent mechanisms? One import-
ant feature all such mechanisms share is that they produce genetic
correlations at specific genomic loci only; they do not generate ge-
netic correlation at every locus in the genome. To the best of our
knowledge, the only sources of whole-genome relatedness in nature are
kinship-dependent mechanisms. This leads naturally to the thought that
greenbeard genes (of any variety) are ‘intragenomic outlaws’, in the sense
that the rest of the genome stands to gain by suppressing their expres-
sion.This line of argument suggests that kinship-dependent mechanisms
have a special role to play in the evolution of altruism, since only these
mechanisms align the interests of the whole genome, and so only these
mechanisms can give rise to stable altruistic phenotypes (Dawkins, ;
Grafen, ; Okasha, ).

As Mark Ridley and Alan Grafen () have argued, there is some-
thing apt about the phrase ‘intragenomic outlaws’, but also something
that is potentially misleading (see also Gardner and West, ). In most
greenbeard scenarios, the selection pressures operating at other genomic
loci are no different from the pressures operating at the greenbeard locus
itself.This is because (a) selection at any locus would favour a ‘falsebeard’
allele that selectively suppressed the altruistic behaviour while retaining
the associated marker; while (b) selection at other loci would favour an
allele that suppressed the whole phenotype (i.e. both the marker and
the altruism) if and only if such an allele would also be favoured at the
greenbeard locus. To see the logic behind (b), note that if bearers of the
greenbeard gene are fitter on average than non-bearers, then the rest of
the genome does not stand to gain by suppressing the whole greenbeard
phenotype, since, on average, it attracts benefits that outweigh the associ-
ated costs. Meanwhile, if bearers are less fit on average than non-bearers,
then an allele suppressing the whole phenotype would be favoured even
if it were to arise at the greenbeard locus itself.

However, even if we avoid the term ‘intragenomic outlaws’, it is import-
ant to emphasize that a greenbeard mechanism is always vulnerable to
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subversion by an allele that selectively suppresses the altruistic behaviour
while retaining the associated marker that attracts benefits from others.
In other words, it always pays to be a ‘falsebeard’, a free rider who subverts
the assortativemechanism (Gardner andWest, ).This alone provides
a reason to doubt the evolutionary stability, in the long term, of altruistic
traits that rely on greenbeard mechanisms. They will be stable only if, for
some reason, the altruism cannot be suppressed without also suppressing
the marker.

. Direct Fitness Explanations
Direct fitness explanations are united by their reliance on negative c, and
by the absence of any reliance on positive rb. For many behaviours, the
source of negative c is nomystery, because the behaviour has a clear direct
advantage.This is especially true ofmany behaviours that benefit the actor
at the expense of others. If, for example, we see a social predator such as
a wolf or a hyena stealing food from a fellow group member, we need not
look beyond direct fitness effects to explain this behaviour, because there
is a clear advantage to feeding rather than starving.

Social evolution theorists have tended to focus on constructing dir-
ect fitness explanations for behaviour that benefits others (i.e. ‘prosocial’
behaviour). There are many situations in which a prosocial behaviour
pays off for the actor over the course of its lifetime, even if it seems costly
at the time it is performed. Direct fitness explanations of this general
sort are widely thought to be particularly important in explaining the
origins of human cooperation, because genetic relatedness in early human
populations is estimated to have been low. Here I will consider three
broad classes of ways in which a short-term costly trait can come to be
associated with direct fitness returns over the longer term. These are (i)
direct returns from task completion; (ii) reciprocity, reward, and punish-
ment; and (iii) pleiotropy and linkage.

 I revisit this point in Chapter , Section ..
 A study of contemporary hunter-gatherers by Hill et al. () estimates that r ≈ .

in these societies. While this is not conclusive evidence of low relatedness in Palaeolithic
societies, it does suggest we should be wary of assuming greater degrees of relatedness.
I revisit this issue in Chapter .
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Direct returns from task completion describes a situation in which an
actor participates in a collaborative task, incurring a short-term cost of
some kind (e.g. in the formof expended energy, risk of injury, or simply an
opportunity cost), but gains in the longer term provided the task is com-
pleted successfully. The c <  condition requires that the expected gain
from participating exceeds the short-term cost, and this may sometimes
be the case even in the absence of any positive genetic assortment between
the participants. For example, in a stag hunt game, the strategy of hunting
the stag can increase in frequencywithout positive assortment of any kind
if the payoff for success is sufficiently large and the initial frequency of
the strategy is sufficiently high. Such strategies can evolve more readily,
however, when we introduce sources of phenotypic assortment, such as
learning from neighbours or partner choice (i.e. cooperators choosing to
interact with other known cooperators) (Skyrms, ). In the frame-
work provided by HRG, these are all interpreted as ways of generating
negative c, since, in the absence of genetic assortment, it remains the case
that rb = .

This is arguably an underrated class of mechanisms for the evolution
of cooperation.That said, it has received greater attention in recent years,
especially in the context of human sociality (Skyrms, ; Tomasello
et al., ; Tomasello, ; Forber and Smead, ; Sterelny, ). For
example, Kim Sterelny () argues that cooperation in early human
populations initially evolved due to the immediate returns of social for-
aging. Participating in collaborative foraging tasks, he argues, was directly
beneficial for participants, because it entailed immediate access to valu-
able food resources when they were acquired. He further contends that
the ‘free rider’ problem in early human populations has been exaggerated:
aspiring free riders would have lost out simply by virtue of being excluded
from access to the immediate returns of successful cooperation.

Reciprocity, reward, and punishment provide less straightforward,more
mediated ways in which the lifetime fitness cost of performing a social
behaviour can be made negative, and they are widely thought to be espe-
cially important in humans. In a case of direct reciprocity, the beneficiary
of a social behaviour returns the favour by conferring a reciprocal payoff
on the actor, a phenomenon captured in formal modelling by the Tit-for-
Tat strategy in the repeated prisoner’s dilemma (Trivers, ; Axelrod and
Hamilton, ). Outside human populations, examples of reciprocity are
rare and contentious (Clutton-Brock, ; Melis and Semmann, ).
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Vampire bats (Desmodus rotundus) provide a famous alleged example,
whereby bats that have recently fed regurgitate blood and feed it to their
hungry fellow group members (Wilkinson, ). The case remains con-
troversial, however, since ‘field studies do not provide unequivocal evi-
dence that individuals aremore likely to give blood to bats that previously
have provided them with a meal’ (Clutton-Brock, , p. , although
cf. Carter and Wilkinson, ).

In a case of indirect reciprocity, recipients do not directly reciprocate
benefits, yet reputation ensures that ‘what goes around comes around’:
actors with a reputation for cooperating will differentially receive the
benefits of cooperation, whereas actors with a reputation for selfishness
will be shunned (Nowak and Sigmund, ; Nowak, ). The cog-
nitive demands of indirect reciprocity are comparatively high, since so-
cial actors must be able to assess the reputation of their fellow group
members and update their assessments in light of observed (or reported)
behaviour (Sigmund, ). Consequently, it is doubtful whether this
mechanism ever operates outside humans (Melis and Semmann, ).
Among humans, it may well have been one important driver of cooper-
ation in Palaeolithic societies (Panchanathan and Boyd, ); indeed,
according to some accounts, it lies at the heart of the evolution ofmorality
(Alexander, ; Nowak and Sigmund, ; Joyce, ).

Both direct and indirect reciprocitymay be regarded asways of reward-
ing cooperators for their prosocial behaviour. But mechanisms of reward
need not rely on reciprocity, if the latter is understood as requiring that
recipients (or other groupmembers) perform the same behaviour that the
original actor performed. Rewards may also be distributed in other ways,
for example by repaying a share of a public good to those who contributed
to it (Sigmund et al., ; Hauert, ; Sasaki and Unemi, ).

The opposite of reward is punishment, the conditional imposition of
direct fitness penalties on actors who behave in antisocial ways (or, in
humans at least, on those who violate prevailing social norms). Since c
quantifies differential cost, not absolute cost, this can lead to negative c for
traits that adhere to the enforced patterns of behaviour. We find various
examples of punishment in this minimal behavioural sense in animal
societies, usually involving dominant individuals in a hierarchical social
group punishing their subordinates (Clutton-Brock and Parker, ).
For example, in primitively eusocial Polistes wasps, ‘queens are regularly
aggressive to inactive workers, chasing, biting, grappling or bumping
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them, and experimental removal or cooling of queens rapidly lowers
the level of worker activity’ (Clutton-Brock and Parker, , p. ).
In humans, of course, punishment tends to acquire explicitly moralistic
overtones, and it is therefore unsurprising that this too (along with in-
direct reciprocity) features prominently in accounts of the evolution of
morality (see Kitcher, ; Boehm, , though cf. Sterelny, b).
Note, however, that punishment is itself a social behaviour, and it calls
for explanation in its own right. If it is costly, as often seems to be the
case in humans, the ultimate explanation of punishment practices may
require some appeal to indirect fitness effects (Boyd et al., ; Bowles
and Gintis, ).

Finally, pleiotropy and linkage can lead to negative c, if they lead to a
situation in which a gene or gene-complex that promotes a costly social
behaviour is associated with a different behaviour that causes a direct
fitness advantage. For example, recall the fruiting bodies of the social
amoeba D. discoideum, in which the cells included in the stalk sacri-
fice their lives so that those in the fruiting body above can sporulate
(Chapter , Section .). In a groundbreaking experimental study, Foster
et al. () identified a gene in this amoeba with two associated pheno-
types. First, its bearers tend to opt out of prestalk formation, increasing
their chances of entering the fruiting body. But then, later in the life cycle,
its bearers tend to be competitively excluded from the spores by non-
bearers. The second effect cancels out the individual advantage the first
would otherwise have conferred. As Foster et al. suggest, this may help
‘to limit cheating and ensure fair contribution to the stalk’ (, p. ).
Effects of this sort, which have also been found in Vibrio fischeri and
Escherichia coli bacteria (Foster et al., ), can more than cancel out
the individual advantage defectors reap, thereby promoting the evolution
of cooperation.

. Hybrid and Partially Non-Selective
Explanations

.. Hybrid explanations

The third category—hybrid explanations—combines the previous two,
citing fitness effects on genetically related recipients, leading to positive
rb, and direct fitness returns for the actor, leading to negative c.
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Sometimes, in such cases, there may be separable causal explanations
for the indirect fitness effects and the direct fitness returns. The phe-
nomenon of worker policing in the eusocial Hymenoptera may be an
example. In most species, workers are not entirely sterile: they can lay
unfertilized eggs which can develop into males. However, in some colon-
ies, around % of worker-laid eggs are eaten by the queen or by other
workers (Ratnieks andWenseleers, ). Both direct and indirect fitness
considerations feature in themost plausible explanation of this behaviour.
First, policing provides a direct fitness benefit, since the eggs nourish the
workers or queens who eat them. Second, it yields an indirect fitness
benefit for the workers, since the workers are more closely related to
the offspring of the queen than to the offspring of their fellow work-
ers. Their actions thus help the queen to reproduce at other workers’
expense, leading to net positive rb (Ratnieks, ). In this case, the
direct and indirect fitness components of the explanation cite different
consequences of the behaviour: it is the nutritional value of the eggs that
explains the direct fitness returns to egg-eating, whereas it is the easing of
competition for resources on the queen’s larvae that explains the indirect
fitness benefits.

In other cases, however, the same biological process causally contrib-
utes to both rb and c. These are cases in which interactions among rela-
tives generate ‘synergistic’ effects—effects that are not attributable to a
single behaviour performed by a single actor, but which result from the
interaction of behaviours performed by more than one actor (Queller,
). Consider again the stag hunt game. This game involves synergistic
effects, but in the absence of any genetic assortment these effects only
make a difference to c, since rb = . Now imagine, however, that the
agents playing the game are genetic relatives. In this case, successfully
hunting the stag yields both direct and indirect fitness returns, and it
therefore makes both a negative contribution to c and a positive contri-
bution to rb.

There is a class of models, collectively known as synergy games
with genetic assortment, in which both rb and c depend on a syn-
ergistic payoff obtained when both agents play a particular strategy
(Queller, ; Gardner et al., , ; Taylor and Maciejewski, ;

 Reciprocity among genetic relatives is also an important source of synergy in this
sense. See the discussion of Lehmann and Keller () in the next chapter.
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van Veelen, ; van Veelen et al., ; Taylor, , ; Birch, b;
Okasha and Martens, a, b). In some games, and for some parameter
values, synergy leads to the satisfaction of rb > c by boosting rb and
mitigating c without making it negative, in which case what is on offer
is fundamentally an indirect fitness explanation of positive change. How-
ever, it can also be the case that the expected direct fitness return from
a synergistic effect more than offsets the expected costs of cooperating,
leading to negative c, in which case both direct and indirect fitness effects
are driving the evolution of the behaviour, and the explanation on offer is
a hybrid explanation.

This particular way of interpreting the effects of synergy—that is, as a
factor that offsets the direct fitness costs and boosts the indirect fitness
benefits of cooperating with relatives, leading to hybrid explanations—is
not the only way. It is the way favoured by Gardner et al. (, ),
who show precisely how the rb and c coefficients in HRG depend on the
same synergistic effects in simple synergy games (for more detailed dis-
cussion of this, see Birch, b andOkasha andMartens, a). Queller
() however, despite emphasizing that his (a) general model does
accommodate synergistic effects implicitly as effects that modulate cost
and benefit, prefers to interpret the effects of synergy using an ‘expanded’
version of Hamilton’s rule in which such effects are explicitly represen-
ted in a separate ‘d’ coefficient, an approach also favoured by Marshall
(b, c, ). This approach is no less correct than that afforded by
HRG. It simply offers a different, somewhat more fine-grained way of
carving up the space of explanations—one that I will discuss further in
the next chapter.

.. (Partially) non-selective explanations

If rb � c, then positive change in the mean of the character of interest
requires an explanation that is at least partially non-selective, which is not
to say that it must avoid any appeal to selection, but simply that it must
advert to some other evolutionary process to explain why the selective
bias against the character (or selective neutrality) has been overcome. In
these cases, we need to revisit the evolutionary processes we intentionally
set aside when deriving HRG: drift, mutation, migration, meiotic drive,
gametic selection, and changes in the average effects of alleles (i.e. changes
in the ‘genic environment’).
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As the inclusion of ‘gametic selection’ (i.e. selection among gametes)
in that list indicates, the term ‘non-selective’ here should not be read as
excluding within-organism selection: it is simply intended as a shorthand
for explanations that invoke a process other than natural selection acting
on fitness differences between organisms. It is well known that biased
transmission at the level of organisms is often explicable in terms of select-
ive processes occurring within organisms, and selection among gametes
is one example of such a process.

We should not discount non-selective explanations. One might worry
that adopting HRG as an organizing framework encourages us to dis-
count them, but I think this worry is misplaced.While it is true that HRG
focuses primarily on drawing distinctions among selective explanations,
it also draws our attention to the conditions under which a (partially or
wholly) non-selective explanation is required.

Althoughwholly non-selective explanations are rare in social evolution
theory, partially non-selective explanations have an important role to
play. For one example, consider again the repeated prisoner’s dilemma.
A well-known drawback of the Tit-for-Tat strategy in this game—one
that arguably undermines the idea that it can be stable in real evolving
populations—is that, in a population of agents playing this strategy,
Always Cooperate can invade bymutation and then increase in frequency
by drift. Since populations of unconditional cooperators are vulnerable
to invasion by unconditional defectors, this can destabilize cooperation
altogether in the long run (Boyd and Lorberbaum, ). Clearly, the
overall explanation for the instability of reciprocal cooperation here does
appeal to selection. However, the spread of unconditional cooperators
through a population of reciprocators is attributable to non-selective pro-
cesses.We can therefore see how the long-run stability of a strategy in this
game depends on the interaction of selective and non-selective causes of
change, which matter at different times.

For another example, consider the production of so-called ‘public
goods’ in microbes, which will be the topic of Chapter . To foreshadow
that discussion briefly, empirical work in this area has led to the re-
markable discovery that the production of public goods is often caused
by mobile genetic elements such as plasmids, which are able to move

 This is one of the drawbacks that allows an alternative strategy—‘Win Stay, Lose
Shift’—to outperform Tit-for-Tat, as shown by Nowak and Sigmund ().
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‘horizontally’ between individuals. Smith () argued that the mobility
of the genes for public goods production might help overcome the threat
of ‘free-riding’, since it allows producers within a group to transform
‘cheaters’ into fellow producers. There is a selective component to this
hypothesis, because Smith proposes that gene mobility is maintained by
group selection for groups that can sustain high frequencies of public
goods production. However, there is also a non-selective component,
because a crucial part of the hypothesis is a systematic tendency for
producers to convert cheaters into producers, rather than the reverse,
which is a form of biased transmission. Smith’s model, and other more
recent models, bring out the interplay of selection and biased horizontal
transmission in microbial social evolution—this fascinating issue merits
further discussion, but I will postpone that discussion until Chapter .

This admittedly brief survey has been, I think, adequate to establish
what it was intended to establish: that there exists sufficient diversity
among explanations of social evolution for an organizing framework to be
desirable, and that HRG provides such a framework.This, I suggest, is the
source of its explanatory value. In the next chapter, I defend HRG against
several recent criticisms.These criticisms, I argue, rest onmisunderstand-
ings about the nature of HRG’s explanatory role. They cut successfully
against the value of HRG for other explanatory purposes, but they do not
undercut its value as an organizing framework.

. Summary of Chapter 
Queller’s (a) version of Hamilton’s rule (HRG), derived from the
Price equation, states that the mean breeding value for a social character
increases if and only if rb > c, where r is the coefficient of relatedness
between social partners, b is the benefit conferred on recipients, and
c is the cost incurred by actors. All the variables in HRG are popula-
tion statistics, not properties of individual organisms or particular social
interactions.

The value of HRG lies in its ability to provide an organizing framework
for social evolution theory, helping us to interpret, classify and compare
more detailed models of particular scenarios. HRG does this by allowing
us to classify causal explanations of positive change by their commitments
regarding the sign of rb and c (Figure .).
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This leads to a four-part taxonomy of explanations, comprising indir-
ect fitness explanations (rb > , c � ), direct fitness explanations (rb �
, c < ), hybrid explanations (rb > , c < ), and wholly or partially
non-selective explanations (rb � c). There are plausible instances of all
four categories in the natural world.
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The Rule under Attack
Tautology, Prediction, and Causality

This chapter picks up where the last left off: with a positive account of
the explanatory role of HRG in place, it is now time to confront some
recent, high-profile criticisms of this version of Hamilton’s rule (Nowak
et al., , ; Allen et al., ) and to consider some prominent chal-
lengers to its status as the best known and most widely used organizing
framework for social evolution research.

In the first half of the chapter, I will focus on three criticisms in
particular: the criticism that HRG is an ‘empty statement’, or tautology
(Section .), the complaint that it has no predictive power (Section .),
and the criticism that it fails to yield causal explanations of particular
evolutionary outcomes (Section .). These criticisms are not without
foundation, and they do undermine alternative conceptions of the ex-
planatory role of HRG. However, I contend that they do not undermine
the value of HRG as an organizing framework.
In arguing that HRG is apt to provide an organizing framework for

social evolution theory, I have not argued that it is the only possible
such framework. One potentially powerful line of criticism of HRG is to
argue that an alternative framework is superior. There are several poten-
tial contenders, including Queller’s () ‘expanded’ version of the rule,
the multi-level Price equation (Price, a), and the Lehmann-Keller

 I will not address criticisms levelled at other formulations of Hamilton’s rule. For ex-
ample, van Veelen () criticizes a formulation of the rule in which the cost and benefit
coefficients are payoff parameters in a specified game-theoretic model. See Birch (b)
and Birch and Okasha () for discussion of this formulation. In a later paper, van Veelen
et al. () criticize a phenotypic formulation of the rule, devised by Queller (b), that
differs from HRG in taking phenotypes, rather than breeding values, as the predictors of
fitness. Birch and Marshall () rebut these criticisms.
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framework (Lehmann and Keller, ). In the second half of the chapter
(Sections .–.), I discuss how these alternatives relate to HRG, and I
argue thatHRGprovides amore useful framework inmany (although not
all) explanatory contexts.

. The ‘Tautology Problem’ Redux
The case against HRG is given its most forceful expression by Ben Allen,
Martin Nowak, and Edward O. Wilson (). At the heart of their cri-
tique is the idea that the fairly minimal nature of the assumptions HRG
requires, cited as a virtue by its defenders, is in fact a serious shortcoming.
Allen et al. write:

[The] lack of utility [of HRG] is not due to any technical oversight. Rather, it
arises from the attempt to extend Hamilton’s rule to every instance of natural
selection.This impulse is understandable, given the intuitive appeal of Hamilton’s
original formulation. However, the power of a theoretical framework is derived
from its assumptions, thus a theory with no assumptions cannot predict or ex-
plain anything. AsWittgenstein argued in his Tractatus Logico-Philosophicus, any
statement that is true in all situations contains no specific information about any
particular situation. (Allen et al., , p. )

There is some exaggeration here: it is not correct to suggest that HRG
requires no assumptions at all. It does make assumptions, most notably
the assumption that E(wi�pi) = . But its assumptions are admittedly
minimal in comparison to many other models (this is why Queller calls
it a ‘general model’). This gives rise to an understandable concern, and
one need not be a Wittgensteinian to see the thrust of it. In fact, it is
reminiscent of a problemphilosophers of biology have engagedwith since
the early days of the field, namely the ‘tautology problem’.
Some brief background on this problem will help to put the present

debate in context. A tautology, in the ordinary sense of the word, is a
phrase that is true only by virtue of saying the same thing in two different
ways. The original tautology problem concerned the allegedly tautolo-
gous nature of the phrase ‘survival of the fittest’. Although this so-called
problem stimulated importantwork on the nature of fitness (e.g.Mills and
Beatty, ), in hindsight it is difficult to take seriously, since (a) fitness

 ‘Tautology’ also has a technical meaning in propositional logic, to which Allen et al.
allude by referring to Wittgenstein, but that need not concern us here.
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is not simply a matter of survival, and (b) the phrase itself plays no deep
explanatory role in evolutionary theory (Lewontin, ; Dawkins, ;
Waters, ).
However, philosophers of biology came to interpret the tautology prob-

lem more broadly, and more charitably, as a concern about the scientific
value of evolutionary modelling (Sober, , Section .). The broader
problem began with the observation that evolutionary models tend to
have an a priori character: they start with certain assumptions about the
causes of change, and then show that these assumptions mathematically
imply certain consequences regarding the direction of change or the even-
tual equilibrium. Elliott Sober () gives the example of Fisher’s ()
sex ratio argument, which moves from assumptions about the reproduct-
ive value of each sex and the parental expenditure each requires to a con-
clusion about the equilibrium sex ratio. The tautology problem, broadly
construed, is the problem of explaining how these a priori arguments can
illuminate real processes of evolutionary change—processes that seem to
be the sort of things that call for empirical investigation.
The standard response to this broader problem, as set out by Sober

(), is roughly the following. It is true that evolutionary modelling
typically aims at uncovering mathematical truths of the form ‘if these
assumptions (regarding dynamics, initial conditions, and so on) obtain,
then this evolutionary outcome follows (or is likely to follow)’. These
conditional statements are indeed a priori truths rather than empirical
hypotheses. However, they are scientifically valuable nonetheless, because
they provide the basis for empirical projects that investigate the condi-
tions under which the assumptions of the model are satisfied or violated
in real populations. For example, Fisher’s sex ratio argument shows that
the equilibrium sex ratio depends on the crucial variables of parental
expenditure and reproductive value, guiding empirical researchers to in-
vestigate these variables. The argument predicts a : ratio unless certain
assumptions are violated, which tells researchers where to look in order
to explain ‘extraordinary’ sex ratios (i.e. ratios other than :) (Hamilton,
).Modelling results may not themselves be empirical hypotheses, but
they help steer empirical inquiry in fruitful directions.
The recent debate about HRG adds a new twist to this story, because

Nowak, Allen, van Veelen, and their supporters appear to endorse this
general picture of the scientific value of modelling—and are themselves
professional modellers—and yet they still dismiss the Price equation and
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HRG as mere tautologies or ‘empty statements’ (Nowak et al., ; van
Veelen et al., ; Allen et al., ).Their critique, therefore, is evidently
not aimed at evolutionary modelling in general, but at these particular
ways of representing evolutionary change. Their concern is that these
representations rest on assumptions that are so minimal their scientific
utility is undermined.
To see the source of this concern, note that the Price equation and

HRG deliberately avoid making detailed dynamical assumptions of the
sort one has to make in order to derive long-run evolutionary trajectories
of populations. For example, they assume nothing about the ploidy of
the organisms or about the mating scheme. They are therefore compat-
ible with many different evolutionary dynamics, including the replicator
dynamics (which assumes asexually reproducing haploid organisms),
classical population genetics for diploid organisms with random mating,
and dynamics that posit more complex genetic architectures or non-
randommating. It is well known, however, that the long-run trajectory of
a population will depend a great deal on the dynamics. This leads to the
accusation that, while the Price equation and HRG may achieve a high
degree of generality by avoiding detailed assumptions about evolutionary
dynamics, the very absence of such assumptions renders these principles
unable to guide empirical inquiry in the way good models do.
Although I have some sympathywith this criticism, I think it ultimately

rests on a misunderstanding of the explanatory role HRG is intended to
play. It is true that HRG is not well suited to the role typically envisaged
for detailed evolutionary models of particular ecological scenarios, but
it is not intended as a substitute for such models. It is designed for a
different job: that of an organizing framework. For this organizing role,
the minimal assumptions of HRG are an advantage, because they ensure
its compatibility with a wide range of models of particular scenarios—
models that make more substantial assumptions in order to derive long-
run evolutionary trajectories.

 This is sometimes expressed as the idea that the Price equation and HRG are not
‘dynamically sufficient’. Defenders of these principles now tend to avoid this terminology
because it has often led to misunderstandings about what the principles aim to achieve
(Grafen, a; Frank, ).They are not aspiring to dynamic sufficiency and failing: rather
they are intentionally aimed at providing a description of change compatible with a plurality
of underlying dynamics.
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Allen and colleagues’ accusation in the above quotation thus rests on
an overly narrow conception of explanatory power. If the power of a the-
oretical framework consists in its ability to derive dynamical trajectories
that lead to particular outcomes from specified initial conditions, then
HRGdoes indeed lack power. But it does not aspire to power in this sense.
This criticism does not undermine the utility of HRG as an organizing
framework, since this only depends on the relations in which it stands to
other models that, by virtue of making more substantial assumptions, are
dynamically richer and more predictively powerful.
Critics of HRG might reply that my conception of explanatory power

is too broad—that a model is not explanatory merely because it offers
a way of organizing a class of other, more detailed models. They might
even draw on the philosophical literature on explanation in support of
this claim, because that literature has tended tominimize the significance
of organizing frameworks. An organizing framework is not, as I see it,
a source of causal explanations of particular phenomena, in either the
‘process’ sense of Wesley Salmon () or in the ‘interventionist’ sense
of JamesWoodward (). Rather, causal explanations of particular phe-
nomena (in Woodward’s sense, or something close to it) are provided by
the detailed models that the framework seeks to organize. Moreover,
although an organizing framework does have a ‘unifying’ role in an in-
tuitive sense of the word, I have already noted that it is not ‘unifying’
in the technical sense of Kitcher’s (; ) ‘unificationist’ theory of
explanation, since it does not provide an ‘argument pattern’ that can be
used to derive particular evolutionary outcomes.

 This is not to say that HRG is irrelevant to causal explanation. On the contrary, by
organizing models of particular scenarios in ways that reveal a unity in the evolutionary
consequences of very different processes, HRG deepens our understanding of the causes of
social evolution (see Section ., below).
Here I part ways with Woodward () who, immediately following the passage quoted

in Chapter , footnote , remarks that these kinds of unification (i.e. the construction of
classificatory schemes and common mathematical frameworks) do not ‘have much intui-
tively to do with explanation, at least if we think of explanation as involving the citing of
causal relationships.’ I see this as a mistake: it fails to recognize that classificatory schemes
and common mathematical frameworks can serve to organize our thinking about causes in
a way that deepens our understanding of those causes, as the case of HRG illustrates.

 By way of comparison, the Taylor-Frankmethod (Taylor and Frank, ; Frank, ),
mentioned briefly in Section ., does provide an ‘argument pattern’ for deriving evolution-
arily stable strategies in models of social evolution, and so might be said to be unifying in
Kitcher’s sense, but this cannot be said of HRG.
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However, I take this to be a failure of Kitcher’s theory to capture the sort
of explanatory unification HRG affords, rather than a reason to regard
the sort of unification afforded by HRG as non-explanatory. It would be
non-explanatory only if it added nothing of value to our understanding
of social evolution, and I claim that, in sorting causal explanations of
particular phenomena into biologically meaningful classes, it does aid
understanding. For example (and to reiterate a point made earlier), when
one comes to see that kin discrimination, limited dispersal, recognition
of phenotypic markers, shared habitat preference, and horizontal gene
transfer are all potential sources of positive genetic assortment between
social partners—and are all, for that reason, processes that potentially
enable the evolution of altruism—one comes to understand something
about social evolution one did not understand before. One sees a unity in
the effects of these diverse processes—one sees something evolutionarily
significant that they have in common. It is not my task here to provide
a detailed theory of understanding, and I do not think one is needed for
my purposes. Rather, I claim that the onus is on those who would deny
that HRG provides understanding to explain why revealing a significant
unity in the evolutionary consequences of a diverse class of processes
does not qualify.

. The Predictive Limitations of HRG
With this general line of response in mind, we can now turn to two other,
closely related criticisms Allen et al. () level against HRG. One is the
criticism that HRG is unable to predict the direction of selection. At first
sight, HRG appears to offer a recipe for prediction: simplymeasure rb and
c, and you can predict the sign of �p. Allen et al. () object that this
recipe is worthless, because if one had the data that would be required
in order to calculate rb and c accurately—namely, data about the
genotype and reproductive success of each individual in the ancestral

 Though see De Regt and Dieks () for a theory of understanding well suited to my
aims. De Regt andDieks suggest that understanding a phenomenon consists in constructing
an intelligible theory of it, where a theory is ‘intelligible’ to a scientist just in case the scientist
can recognize ‘qualitatively characteristic consequences’ of the theory. HRG helps us to see
‘qualitatively characteristic consequences’ of classes of evolutionary models. For example, it
allows us to see that altruism (in the sense of Chapter ) will evolve by natural selection only
if there is positive r, and spite will evolve by natural selection only if there is negative r.
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population—then one would be able to calculate �p directly using the
same data. They add that:

It is logically impossible to predict the outcome of a process without making prior
assumptions about its behavior. In the absence of any modeling assumptions, all
that can be done is to rewrite the given data in a different form.

(Allen et al., , p. )

I should again emphasize that HRG does make some modelling as-
sumptions. Recall in particular the assumption that E(wi�pi) = . The
direction of change implied by the sign of rb − c might differ from the
sign of the total change if this assumption is violated, so there is enough
of a logical gap between the sign of rb − c and the direction of total change
to make talk of ‘prediction’ intelligible.
Even so, Allen et al. are correct to suggest that HRG is not very useful

for prediction. There are two main reasons for this. One is that, for the
vastmajority of evolving populations, we lack the sort of fine-grained data
about genotypes and fitness that would be required in order to calculate
its coefficients accurately. The other is that, as emphasized earlier, HRG
does not specify the dynamics of change—on the contrary, it deliberately
abstracts away from them to provide a statistical truth compatible with
a wide range of underlying dynamics—and therefore cannot be used to
derive predictions about long-run evolutionary trajectories.
There is a danger here of conflating HRG with other formulations

of Hamilton’s rule that are more apt for predictive purposes. If we aim
to predict evolutionarily stable strategies, a ‘marginal’ formulation of
Hamilton’s rule in which the partial regression coefficients in HRG are
approximated by partial derivatives of a fitness function is particularly
valuable.The general idea is that, to predict the mean value of the pheno-
type of interest at equilibrium, we express b and c as partial derivatives
and solve the partial differential equation rb − c =  (Taylor and Frank,
; Frank, ; Lehmann and Rousset, a, b). I have previously
called this the ‘approximate version of Hamilton’s rule’, or ‘HRA’ (Birch
and Okasha, ). This version of the rule is commonly used by so-
cial evolution researchers and has enjoyed notable predictive successes
(Wenseleers et al., ).

 For example, (Wenseleers et al. a, b) used a version of HRA to predict a nega-
tive correlation between the frequency of egg-laying workers and the strength of policing
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In comparison with HRG, HRA buys its predictive utility at the cost of
its utility as an organizing framework. This is because an assumption
of weak selection must be invoked in order to justify the approximation
of regression coefficients by partial derivatives (Frank, ; Wild and
Traulsen, ). If selection is strong, such that non-first-order fitness
effects become non-negligible, the approximation is no longer accurate.
An organizing framework, recall, should not make any assumptions that
are not made by all themodels it seeks to organize.The implication is that
HRG can serve as an organizing framework for models with any strength
of selection, whereas HRA cannot.

The key here is to distinguish HRA from HRG, and to understand the
different theoretical functions they serve.HRGprovides a superior organ-
izing framework but an inferior predictive tool; for HRA, the reverse is
true. The defender of HRG should therefore concede the point that HRG
has serious predictive limitations but should not see this as grounds for
concern, because the role of the principle in the theory is not predictive.
While Allen and colleagues’ discussion shows clearly why it would be a
mistake to put HRG to work as a tool for prediction, it does not under-
mine the value of HRG as an organizing framework.

. The Causal Interpretation of Cost
and Benefit

A third line of criticism is that HRG does not yield causal explanations of
social evolution, because its regression coefficients are purely statistical
notions that do not admit of a causal interpretation. Allen et al. (,
p. ) write, for example, that ‘the claim that the regression method
[HRG] identifies the causes of allele frequency change cannot be correct,
because regression can only identify correlation, and correlation does not
imply causation.’
The status of this criticismdepends onwhat exactly ismeant by ‘a causal

interpretation’ of a regression coefficient. Here is one way of thinking
about causal interpretability: a regression coefficient admits of a causal

in social insect species, and also a negative correlation between the frequency of egg-laying
workers and the relatedness between workers, which were confimed by empirical studies
(Wenseleers and Ratnieks, ).

 See Chapter  for further discussion of weak selection.
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interpretation if and only if it accurately quantifies the expected change
in the dependent variable that would result from an intervention on the
predictor (i.e. regressor) variable so as to change its value by one unit. If
a regression coefficient is causally intepretable in this sense, let us say it
is interpretable as a measure of ‘direct causal influence’.This is plainly not
normally true of r, because r does not normally (setting aside some of
the interesting cases discussed in Chapter ) quantify the direct causal
influence of one’s social partners’ average genotype (p̂i) on one’s own
genotype (pi). Rather, r captures a statistical association between these
genotypes that typically arises because they are effects of a common cause,
namely a common ancestral genotype.
In some circumstances, however, c and bmay be interpretable as meas-

ures of direct causal influence. That is to say they may be interpreted as
quantifying, respectively, the direct causal influence of one’s own geno-
type (pi) and one’s social partners’ average genotype (p̂i) on one’s indi-
vidual fitness (wi). This will be the case if the correct causal model of
fitness has the same linear structure as the two-predictor linear regression
model in equation .. In other words, it will be the case if wi really is,
causally speaking, a linear function of pi and p̂i and no other variables.
The problem is that the causal structure of the relationship between

genotype and fitness is rarely so simple. Inmanymodels—not tomention
real ecological scenarios—the causal structure of this relationship is far
more complex than the structure of a two-predictor linear regression
model. For example, as noted in ‘Hybrid explanations’ earlier, there will
often be synergistic effects that depend on the product of pi and p̂i.
Central to the utility of HRG as an organizing framework is that c and
b are still well-defined in models with synergy, and HRG still captures
a statistical truth about the direction of change in these models. This is
because, as Queller (a, ); Gardner et al. (, ), andMarshall
() have all emphasized, c and b implicitly take synergistic effects into
account. However, the precise way inwhich c and b take synergistic effects
into account undermines the interpretation of c and b as measures of
direct causal influence. In a careful recent treatment of this issue, Samir
Okasha and Johannes Martens (a) show that, in games with synergy,
c and b cannot be interpreted as measuring the expected change in wi
that would be caused by an intervention on pi or p̂i (respectively) so as
to change its value by one unit. I will not recount the technical details
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here; I will simply note that synergy is one source of trouble for the
interpretation of c and b as measures of direct causal influence.

Another potential source of trouble, highlighted by Allen et al. (),
is assortment that involves discrimination on the basis of expected repro-
ductive success.This can lead to situations in which associations between
p̂i and wi arise not due to the causal influence of the former on the latter,
but rather as an effect of one’s expected fitness on the composition of one’s
social neighbourhood. They give three toy examples, the general flavour
of which can be gleaned from the first:

In the first hypothetical scenario, a ‘hanger-on’ trait leads its bearers to seek out
and interact with individuals of high fitness.We suppose that these interactions do
not affect fitness. However, this seeking-out behavior leads fitness to become pos-
itively correlatedwith having a hanger-on as a partner; thus the regressionmethod
yields [b > ]. According to the proposed interpretation, hangers-on should be
understood as cooperative, bestowing high fitness on their partners. However, of
course this gets causality backward—the high fitness causes the interaction, not
the other way around. (Allen et al., , p. )

To be clear, I have not argued that we can simply read off the correct
classification of a behaviour (e.g. as cooperative) from the sign of c and b.
I prefer to define the categories of Hamilton’s schema (including ‘cooper-
ation’) in explicitly causal terms, and in terms of past selection history
(see Chapter ). So I am not the opponent Allen et al. are targeting in
this passage. Moreover, the example is not a counterexample to HRG
(and they do not claim it to be one). In their hanger-on model, rb equals
c, implying, correctly, that there is no net selection gradient on the

 One way to evade this problem is to expand Hamilton’s rule, adding an extra term
to the regression model that explicitly represents synergistic effects (Queller, b, ;
Smith et al., ; Marshall, b, ). This leads to a principle sometimes known as
‘Queller’s rule’, which states that the change in the population mean of the breeding value
for the character of interest is positive if and only if rb − c + sd > , where ‘sd’ captures
the synergistic effects and their association with breeding value. I discuss this expanded
partition of change in Section ..

 The interpretation that ‘the high fitness causes the interaction’ seems to suggest that
reproduction has already occurred before the interaction takes place, but I do not think this
is what Allen et al. have in mind. I take them to be envisaging a situation in which one’s
reproductive success and the composition of one’s social neighbourhood are joint effects of
a common cause, to wit, some phenotypic indicator of high expected fitness that a ‘hanger-
on’ can recognize.
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character. However, the example does pose a further problem for the
idea that the cost and benefit coefficients in HRG can be interpreted as
measures of direct causal influence.
The overall message from these cases is that regression coefficients are

not always interpretable as measures of direct causal influence (Spirtes
et al., ; Birch, b; Birch andOkasha, ). I take the view that, just
as we should be candid about HRG’s lack of predictive utility, we should
also be candid about the problems with interpreting c and b in this way.
Put simply, correlation is not causation, and c and b track the former, not
the latter. I regard synergy as a more serious problem than preferential
assortment with high- or low-fitness social partners, because the strength
of evidence for the biological importance of the former strikesme as over-
whelming, and the same cannot be said of the latter. Yet even someone
minded to dismiss both phenomena as biologically unimportant should
still acknowledge the conceptual point that c and b, as purely statistical
notions, cannot be relied upon to measure causal influence.
Because of this, I prefer to conceive of c and b in strictly statistical

terms, as population statistics that quantify the overall extent to which
an organism’s reproductive success is predicted by its breeding value and
that of its social partners. I do not, however, think this undermines the
value of HRG as an organizing framework. This is because, although the
use ofHRG as an organizing framework does involve using its coefficients
to classify causal explanations of particular scenarios, it does not require
us to interpret its coefficients as measures of direct causal influence. This
is easiest to see with respect to r. We have already seen that r is plainly
not a measure of the causal influence of p̂i on pi. However, this is com-
patible with there being a distinctive and biologically significant class of
causes (kin discrimination, limited dispersal, etc.) that are relevant to the
direction of natural selection by virtue of being causes of non-zero r.This
latter claim is what makes r a useful concept to have in an organizing
framework.

 There is negative relatedness (r < ) in the model, since hangers-on differentially
assort with organisms who are not themselves hangers-on. Thus rb < , and this negative
rb is exactly cancelled out by negative c. In general, Allen and colleagues’ examples lead to
somewhat counterintuitive values of b and c, but they do not lead us to misclassify causal
explanations of change (e.g. they do not lead us to mistake an indirect fitness explanation
for a direct fitness explanation).
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A similar point can be made in relation to c and b. These are use-
ful concepts to have in an organizing framework because there is a
distinctive class of causal explanations of change that are united by
their commitment to positive rb (i.e. indirect fitness explanations) and
a distinctive class of causal explanations of change that are united by
their commitment to negative c (i.e. direct fitness explanations), as
well as a third class that combines both commitments (i.e. hybrid ex-
planations). As with r, the aptness of c and b for this organizing role
depends not on their interpretability as measures of direct causal influ-
ence, but on their interpretability as evolutionarily significant effects that
facilitate a useful, though fairly coarse-grained, classification of causal
explanations (Figure .).
The lesson here, and one that may be of more general interest to

philosophers of science, is that a regression model, when used to obtain
a statistical decomposition of change, can aid our understanding of
causes even if its coefficients are not interpretable as measures of dir-
ect causal influence, and even if its structure is far simpler than the
true causal structure of the relationship between the predictors and the
dependent variable. To be clear, HRG is no substitute for constructing
detailed causalmodels of particular scenarios—models that do attempt to
represent the causal structure of the relationship between genotype and
fitness. Rather, HRG complements such models by generating a frame-
work in which they may be compared, classified, and interpreted. By
organizing our thinking about causes, HRG deepens our understanding
of the causes of social evolution, but in a more subtle way than would be
suggested by a reading of its cost and benefit coefficients as measures of
direct causal influence.
How does this bear on the complaint that HRG does not yield ‘causal

explanations’? This depends on how narrowly we construe the term
‘causal explanation’. Causal explanations in the sense ofWoodward ()
are provided by the models of particular scenarios HRG serves to organ-
ize, not by HRG itself. It is to these detailedmodels that we should turn to
find causal relationships that are ‘invariant under interventions’, inWood-
ward’s sense. The regression equation (.), being too simple to capture
the causal structure of fitness in most cases, would often fail to be invari-
ant under interventions. In other words, intervening on the genotype of
a particular individual, or that of its social partners, would often fail to
produce the change in that individual’s fitness predicted by the regression
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model. But this should not worry the defender of HRG, sinceHRGdoes
not aspire to yield causal explanations in this Woodwardian sense.
In a more liberal sense of the term, however, HRG does aid causal ex-

planation, in so far as it deepens our understanding of the causes of social
evolution. As noted in Section ., it does this by revealing an evolution-
arily significant unity in the effects of what initially seem to be very het-
erogeneous causes. We have two options here. One is to reserve the term
‘causal explanation’ for a particular way of generating understanding of
causes—away that proceeds by constructing detailedmodels of particular
scenarios and citing relationships that are invariant under interventions.
If we take this route, then HRG does not provide causal explanations—
that is not its job—but it nevertheless generates understanding of causes
by providing a framework for comparing, classifying, and interpreting
such explanations. The other option is to understand ‘causal explanation’
more broadly, as encompassing any principle or framework that deepens
our understanding of causes. If we take this route, HRG can be said to
explain causally, albeit in an unusual and interesting way.
I have no strong opinion on how narrowly or broadly the term ‘causal

explanation’ should be construed. The key philosophical point, which is
independent of our semantic choices, is that an organizing framework
based on a regression model can aid our understanding of causes even if
that model intentionally abstracts away from causal detail, with the result
that it is not invariant under interventions on the predictor variables.

. Coarser- and Finer-Grained
Partitions of Change

A very different way of objecting to HRG is to grant its ability to play an
organizing role in social evolution theory, but to argue that an alternative
way of decomposing change is better suited to this role. There are several
serious alternative candidates.

 SeeOkasha andMartens (a) formore onhow this plays out in gameswith synergy.
 There are some interesting (though tangential) connections here with the debate

between proponents of ‘statisticalist’ and ‘causalist’ interpretations of evolutionary theory
in the philosophy of biology. I will reflect on some of these connections in the conclusion
of the book.
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One is the Price equation itself. This is even more minimal in its as-
sumptions than HRG. However, it compresses all pathways from genes to
reproductive success into a single covariance term—an example of what
Elliott Sober and David Sloan Wilson () have called the ‘averaging
fallacy’. This is not particularly helpful when our aim is to understand
the causes of social evolution, because we want to be able to draw distinc-
tions among different causal explanations for covariance between pi and
wi. By contrast, by partitioning the selective change into two compon-
ents, HRG allows a more fine-grained, and for that reason more useful,
partition of the space of explanations.
However, this line of thought leads naturally to a concern. HRG, in

partitioning selective change into just two components, provides a parti-
tion that is very coarse-grained. Finer-grained partitions, which carve up
the space of explanations more finely, are clearly possible (Queller, ;
Marshall, b, ). So why aren’t they more useful?
Consider, for example, Queller’s (; ) ‘expanded’ version of

Hamilton’s rule in which synergistic effects are explicitly represented in
a separate term. We start with a regression model that adds to equation
(.) a further predictor of fitness, pip̂i, the product of one’s breeding value
and the average breeding value of one’s social partners. We can substitute
this into the Price equation, rearrange, and re-label (by a procedure that
closely parallels that in Chapter , Section .; I will not recount the
details here) to obtain the following expanded rule, sometimes known
as ‘Queller’s rule’:

�p >  ⇐⇒ rb − c + sd > , provided Var(pi) �=  (Queller’s rule)

Here, d labels the partial regression of wi on the new predictor pip̂i, and
s is a ‘coefficient of synergism’ defined as the simple regression of pip̂i
on pi. To be clear, this version of the rule is neither more nor less accurate
than HRG: all it does it represent explicitly what HRG takes into account

 The same can be said in relation to the principle I have elsewhere called ‘Robertson’s
rule’ (in Birch, b, after Robertson, ), a corollary of the Price equation which states
that a character undergoes positive selective change if and only if the simple regression of
wi on pi is positive, assuming Var(pi) �= .

 Queller () also provides an expansion for effects that rely on phenotypic cor-
relations, which he calls ‘kith selection’. I do not discuss this expansion here, but since it
is another way of partitioning change at a finer grain of analysis, the issues it raises are
essentially the same.
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implicitly. In HRG, synergistic effects are shared between the c and b
coefficients in a ratio that depends on the details of the case; in Queller’s
rule, synergistic effects go into the d coefficient.
Queller’s rule is an important result that is useful for certain empirical

applications, especially in microbes (Smith et al., ). My objection
to its use as an organizing framework is simply that it is more fine-
grained than is usually optimal for that role. Like HRG, Queller’s rule
can be conceived as defining and partitioning a space of explanations.
In this case, the space (analogous to that in Figure .) has three dimen-
sions: rb, c and sd. The plane rb − c + sd =  slices through the space,
separating selective explanations of positive change from partially or
wholly non-selective explanations. In the selective region, there are seven
sub-regions. In effect, we carve up each category in Figure . into two
sub-categories, one of which involves a boost from positive synergy and
one of which involves overcoming negative synergy, andwe add a seventh
category in which positive synergy is the only driver of positive change.
In relation to the intuitive four-category taxonomy provided byHRG, this
eight-category taxonomy is cumbersome: it becomes a much more diffi-
cult task to locate a particular explanation in the space, and the additional
understanding one would gain from this exercise is questionable.
The moral here is that, given the cognitive role an organizing frame-

work is intended to play in generating understanding of causes, the
optimal grain of analysis for such a framework is fairly coarse-grained.
Although the Price equation is too coarse-grained, Queller’s rule is
already too fine-grained. The attraction of HRG for social evolution
researchers is that it gets the grain of analysis just right for most purposes
(though see Section . for a qualification).

. The Multi-Level Price Equation
There is, however, another potential organizing framework that decom-
poses change at the same grain of analysis as HRG, but in a quite
different way. This is the multi-level Price equation (MLS), which par-
titions the covariance term of the standard Price equation (see Chapter ,

 These correspond to (rb > , c > , sd > ); (rb > , c > , sd < ); (rb > , c < ,
sd > ); (rb > , c < , sd < ); (rb < , c < , sd > ); (rb < , c < , sd < ); and (rb < ,
c > , sd > ).
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Section .) into a ‘between-group’ component and a ‘within-group’
component (Price, a):

w�p = Cov(Wi,Pi) + E
[
Covi(wij, pij)

]
(MLS)

HereWi represents themean fitness of the ith group, Pi represents the fre-
quency of the allele in that group, and wij and pij represent (respectively)
the individual fitness and individual gene frequency of the jth member of
the ith group. Cov(Wi,Pi) therefore captures the covariance in the whole
population between themean fitness and gene frequency of a group, while
Covi(wij, pij) captures the local covariance between individual fitness and
individual gene frequency within the ithgroup.

The MLS partition implies a corresponding rule for positive change,
which we might aptly call ‘Price’s rule’:

�p >  ⇐⇒ Cov(Wi,Pi) + E
[
Covi(wij, pij)

]
>  (Price’s rule)

Informally, in the case of an altruistic trait that is positively selected
between groups and negatively selected within groups, the population
mean for the trait increases if and only if between-group selection in its
favour is stronger than the within-group selection against it.
This too provides a framework in which detailed models of particular

scenarios can be classified, compared, and interpreted (Sober andWilson,
; Okasha, ). In particular, it draws our attention to a three-way
distinction between ‘individual selection’ explanations for positive
change that cite positive selection within groups and zero or nega-
tive selection between groups, ‘group selection’ explanations that cite
positive selection between groups and zero or negative selection within
groups, and hybrid explanations that cite positive selection at both levels.
Like HRG, this partitions the space of explanations at the right grain of
analysis to provide a useful and intuitive organizing framework.The case
for organizing our thinking about the causes of social evolution in this
way is made powerfully by Sober and Wilson ().
However, I maintain that HRG provides the more useful organizing

framework of the two. The reason is that the domain of applicability
of MLS is more limited than that of HRG, since the former applies

 This formulation assumes that groups are equal in size; if they vary in size, the MLS
partition is still possible, but we must use ‘size-weighted’ covariances and expectations, as
defined by Price (a).



OUP CORRECTED PROOF – FINAL, //, SPi

 the rule under attack

only to group-structured populations (Okasha, ; Godfrey-Smith,
, ; Birch and Okasha, ). Not all populations are group-
structured. For a simple example of one that is not (from Godfrey-
Smith, ), imagine a population with the spatial structure of a square
lattice. Each organism occupies one node on the lattice, no node is
unoccupied, and each organism interacts with the organisms on the four
adjacent nodes (i.e. its ‘von Neumann neighbours’). In this model, my
neighbours’ neighbours are not my neighbours. There is social inter-
action, but there is no non-arbitrary way to partition the population
into discrete social groups: social neighbourhoods blur continuously into
each other. Godfrey-Smith (, ) describes such populations as
‘neighbour-structured’ (see Chapter  formore on this notion). Inmodels
of neighbour-structured populations, HRG still applies, but MLS does
not, unless we assign organisms to groups arbitrarily.Thismove, however,
would deprive MLS of any biological meaning: its value as an organizing
framework relies on the ‘groups’ it describes being biologically real.
Here I should state an important qualification, which foreshadows the

discussion of Chapter . I am claiming here that HRG provides a more
versatile organizing framework than MLS, primarily because it assumes
less about the population structure. Traditionally, the HRG partition of
the Price equation has been associated with the idea of ‘kin selection’
(as in Queller, a) and the MLS partition of the Price equation has
been closely associated with the idea of ‘group selection’ (as in Sober and
Wilson, ). However, I do not think the concepts of kin and group
selection should be tied to specific statistical formalisms in this way. In
the next chapter, I will argue that we should break that association and
think of kin and group selection in explicitly causal terms, as distinctive
kinds of causal process, both of which can contribute to indirect fitness
explanations of change. Hence, in claiming that HRG provides the better
organizing framework for social evolution research, I do not intend to
imply that the process of group selection is rare or unimportant.

. The Lehmann-Keller Framework
Although I cannot discuss all possible alternative organizing frameworks
here, one more alternative merits discussion, namely that of Laurent
Lehmann and Laurent Keller (). This is another example of a
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framework that is more fine-grained than HRG. I will not recount the
formal details, since the framework is quite complicated (the glossary of
symbols has thirty-five entries). In short, Lehmann and Keller explicitly
represent the effects of reciprocity by partitioning the c and b coefficients
in HRG into an ‘immediate returns’ component and a ‘returns from
reciprocation’ component. In other words, they express c as a sum of
(i) the immediate net fitness consequences of your behaviour and (ii)
the expected net fitness returns you accrue from your social partner’s
reciprocation of your behaviour, and they express b as a sum of (i) the
immediate net fitness consequences of your social partner’s behaviour
and (ii) the expected benefits that accrue to you in the long run from
reciprocating their behaviour.
The Lehmann-Keller framework is illuminating for various reasons:

perhaps most notably, by explicitly separating out the effects of recipro-
city, it shows how, in games of reciprocal interaction among relatives,
c and b depend on the same model parameters (e.g. the probability of
interacting again with the same individual), but in different ways. This is
another way of saying that reciprocation among relatives is an important
source of synergistic effects (see Chapter , Section .).
However, as Grafen (c) points out in a commentary on Lehmann

and Keller’s article, their proliferation of parameters sometimes obfus-
cates rather than clarifies. For example, it is not clear why they separate
the immediate cost to the actor of cooperating (‘C’) from the immediate
benefit to the actor (‘ζB′), rather than simply talking of the immediate net
cost: the biological rationale for the separation here is not clear.
The comparative value of Queller’s general model (HRG) and the

Lehmann-Keller framework is not easy to assess: it ultimately turns on
the gains and losses, in terms of overall understanding, that are achieved
by formally separating immediate effects from the longer term effects of
reciprocity. I see it as a particularly helpful feature of HRG that it makes
plain that, fundamentally, immediate returns and reciprocity among non-
relatives both contribute to direct fitness explanations, which is to say they
are causes of negative c. But HRG does not make it clear that reciprocity
among relatives is different, because it also makes a difference to rb. The
virtue of the Lehmann-Keller framework is that it does make this clear, at
the cost of a significant amount of additional formal complexity.
We do not have to choose between these frameworks: they are

wholly compatible and indeed complementary, since the Lehmann-Keller
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framework simply provides a finer-grained partitioning of the coefficients
in HRG. The comparison, however, brings out the need to qualify my
earlier remarks about the ‘optimal’ grain of analysis for an organizing
framework. To some extent, the optimal grain of analysis is a context-
dependent matter. For many purposes, a coarse-grained partitioning of
the space of explanations, as provided by HRG, is what we want. But
for some purposes, a finer formal subdivision of those categories may be
useful, and this is what the Lehmann-Keller framework offers.

. Summary of Chapter 
HRG has been criticized for being an ‘empty statement’ or tautology,
for failing to yield predictions of change, and for failing to yield causal
explanations of change.There is some justification for all of these charges,
but I have argued that they do not undermine the use of HRG as an
organizing framework.
In response to the ‘tautology’ complaint, we should admit that HRG

is indeed tautology-like. It says, in effect, that the change under one de-
scription is positive if and only if the change under another description
(a description that partitions it into an rb and −c component) is also
positive. It thereby avoids making detailed dynamical assumptions about
the processes responsible for the change it describes. But, although the
absence of dynamical assumptions would be a disadvantage in a detailed
model of a particular evolutionary scenario, it is an advantage in an or-
ganizing framework, because it makes the framework compatible with a
wide range of more detailed models.
In response to the ‘prediction’ complaint, we should concede thatHRG,

by virtue of its tautology-like character, is not very useful for prediction.
But the role of an organizing framework is not a predictive role: predic-
tions are generated by detailed models of particular scenarios.
To respond to the ‘causal explanation’ complaint, we need to under-

stand the subtle relationship of HRG to causality. I have argued that,
by organizing our thinking about the causes of social evolution, HRG
generates understanding of causes. But it does this without attempting

 This marks a contrast with Queller’s rule, which redistributes a portion of the change
from rb and c to a different term, and with MLS, which partitions the change in quite a
different way.
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to represent the causal structure of the relationship between fitness and
its genetic basis. For this reason, HRG does not provide (and does not
attempt to provide) causal explanations of particular evolutionary out-
comes in the sense ofWoodward (). Causal explanations in this sense
are provided by the detailed models of particular scenarios that HRG
serves to organize. Yet, to the extent that HRG generates understanding
of causes, it might still be said to ‘explain causally’ in a more liberal sense
of the term.
HRG is not the only possible organizing framework: alternatives in-

clude the Price equation itself, an expanded version of Hamilton’s rule
known as ‘Queller’s rule’, the multi-level Price equation (MLS), and the
Lehmann-Keller framework. Comparing HRG with MLS highlights an
important virtue of HRG: its compatibility with any population structure.
MLS applies only to populations with a special sort of population struc-
ture, namely group-structure.We will revisit this idea in the next chapter,
which discusses the relationship between kin and group selection.
Comparing HRG with the Price equation, Queller’s rule and the

Lehmann-Keller framework raises the question of the optimal grain of
analysis for an organizing framework. I have argued that HRG gets the
grain of analysis right in most contexts, making it preferable to frame-
works that carve up change at a finer or coarser grain. Sometimes, how-
ever, we may want a finer-grained partition of the c and b coefficients in
HRG, and this is what the Lehmann-Keller framework provides.
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Kin Selection and Group
Selection

The relationship between kin and group selection is a longstanding
source of controversy in the social evolution literature. In earlier debates,
biologists tended to regard kin and group selection as rival empirical
hypotheses (Maynard Smith, , ; Dawkins, , ). But many
biologists now regard them as ‘formally equivalent’ approaches, and see
this formal equivalence as implying that they are not competing empirical
hypotheses after all (e.g.Marshall, a). Although there are high-profile
dissenters from this equivalence claim, includingNowak et al. (), the
majority of social evolution theorists appear to endorse it.

Yet the debate has long been hampered by insufficient attention to
the distinction between statistics and causality (Birch and Okasha, ;
Okasha, ). It is crucial to distinguish between the formal equivalence
of two statistical descriptions of change and the identity (or otherwise)
of two types of causal process responsible for change. The former does
not imply the latter. Indeed, my claim in this chapter is that, although

 Here, and throughout the chapter, the type of group selection I have in mind is ‘MLS’
in the terminology of Heisler and Damuth (). In other words, it is group selection in
which the fitness of a group is defined as the average fitness of its members, rather than
the number of offspring groups it produces. I use the term ‘group selection’ in preference to
‘multi-level selection’ because I see both kin and group selection as processes that can occur
at multiple levels of organization, as I explain in Section ..

 For example, Hölldobler and Wilson (); van Veelen (); Traulsen ();
Nowak et al. (); van Veelen et al. (), and Wilson () depart from this view in
various ways. Sober and Wilson () depart from this view by regarding kin selection as
a special case of group selection. This view, though not widespread among social evolution
theorists, remains influential among philosophers of biology. As will become clear in due
course, I do not regard either process as a special case of the other.

 For example, Queller (b); West et al. (); Wenseleers et al. (); Gardner et al.
(); Marshall ().
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there is an important sense in which kin and group selection are formally
equivalent when conceived as statistical descriptions of change, there
is a real and useful—but not sharp—distinction to be drawn between
kin and group selection conceived as causal processes responsible for
change. The differences lie in their commitments regarding population
structure.

Here is the chapter in outline. In the first section, I consider the ‘formal
equivalence’ results mentioned earlier, explaining why these results are
compatible with there being a worthwhile causal distinction to be drawn
between kin and group selection. In Section ., I set out two ways of
making sense of this distinction. One approach, developed recently by
Okasha (), locates the difference in the causal path at the individual
level between an organism’s genotype and its fitness. I highlight some
problems with Okasha’s approach that, although not fatal, motivate the
development of an alternative. My favoured alternative, which I call the
‘population-centred’ approach, locates the difference in the structural fea-
tures of populations responsible for generating indirect fitness effects.

The rest of the chapter pursues the population-centred approach. In
Section ., I draw inspiration from two sources: Hamilton’s () own
views on the relationship between kin and group selection, and Peter
Godfrey-Smith’s (; ) recent work on the varieties of popula-
tion structure. Section . combines these influences into a positive pro-
posal. The intuitive idea is that kin selection occurs in populations that
are structured such that relatives tend to interact differentially, while
group selection occurs in populations in which there are stable, sharply
bounded, and well-integrated social groups at the relevant grain of ana-
lysis. Some populations have both features, but it is possible for one to
occur without the other. Since these structural features are matters of
degree, a spatial metaphor (‘K-G space’) is useful for thinking about the
distinction.

The account also requires that rb �=  as a precondition for both kin
and group selection; in Section ., I explain and defend this requirement.
In Section ., I discuss the relationship between kin/group selection
distinction and levels of biological organization, arguing that both types
of selection process can occur at multiple levels. Finally, in Section ., I
close by setting out the key substantive questions at stake, by the lights of
my account, when we investigate whether a process is one of kin selection
or group selection.
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. Equivalence Results andTheir Limitations
The best-known argument for the formal equivalence of kin and group
selection involves comparing Queller’s generalized version of Hamilton’s
rule (HRG)with ‘Price’s rule’, the condition for positive change implied by
the multi-level version of the Price equation (MLS), and noting the very
minimal assumptions that both rules require. Both are derived from the
Price equation (Price, ). The assumptions required for the derivation
of HRG from the Price equation are that Var(pi) �= , that pi and p̂i are
not collinear (so that the c and b coefficients are well-defined), and that
E(wi�pi) = .The assumptions required for the derivation of Price’s rule
from the Price equation are that the population is group-structured and
(again) that E(wi�pi) = . Hence, in all group-structured populations
in which E(wi�pi) = , Var(pi) �= , and pi and p̂i are not collinear, the
assumptions required for both rules obtain and the following equivalence
holds (Marshall, a; Frank, ; Birch and Okasha, ):

�p >  ⇐⇒ rb > c ⇐⇒ Cov(Wi,Pi) + E
[
Covi(wij, pij)

]
> 

(.)

To understand the intuitive rationale for this equivalence, imagine the
typical circumstances underwhich each conditionwould be satisfiedwith
respect to an altruistic trait. First, consider what is required for rb > c. It
must be that bearers of the genes for altruism cluster together, so that the
benefits of altruism fall differentially on bearers of those genes. Second,
consider what is required for the selection against the trait within groups
to be outweighed by selection for the trait between groups. It must be
that bearers of the genes for altruism cluster together, so that the genetic
variation within groups is suppressed and the genetic variation between
groups is boosted. Both approaches can thus be seen as alternative ways
of capturing the fundamental requirement that bearers of the genes for
altruism cluster together and interact differentially with each other.

The result in (.) is plainly an equivalence result of a sort. But we
should be clear about what it does and does not show. Four main limita-
tions are worth spelling out. Firstly, the result holds only in populations
with a particular type of structure: that is, group-structured populations.

 HRG was introduced in Chapter ; MLS and Price’s rule were introduced in Chapter .
 It is important here that the ‘Cov’ in Covi(wij , pij) and the ‘E’ in E

[
Covi(wij , pij)

]
are

interpreted as ‘size-weighted’ functions in the sense of Price (a); otherwise we need the
further assumption that all groups are equal in size (cf. Chapter , footnote ).

202729
Text Box
Flint
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As I emphasized in the previous chapter, not all populations are group-
structured, and the multi-level Price equation can be applied in the
absence of group-structure only by assigning organisms to groups arbit-
rarily, which deprives it of biological significance. I think the importance
of this qualification has been understated in the literature (Godfrey-Smith
,  is an important exception, which I will discuss in Section .).
As will soon become clear, I also think this provides a clue as to where we
should look when drawing a causal distinction between kin and group
selection processes.

Secondly, the result involves comparing maximally general and
purely genetic formulations of kin selection and group selection theory,
ignoring the complications that arise when we want to apply one of
these approaches to analyse change in a particular ecological scenario.
For example, in both the kin selectionist and multi-level modelling
traditions, theorists use phenotypic rather than genetic predictors of
fitness when they have empirical applications in mind, since hypo-
theses about phenotypic selection gradients are easier to test empirically
(Grafen, ; Queller, b, ; Frank, ; Goodnight and Stevens,
; McGlothlin et al., ). In fact, formal equivalence results can
still be derived in relation to phenotypic versions of the two approaches,
provided like is compared with like (Queller, b; Birch and Marshall,
). The resounding moral from this literature is that, as long as the
same assumptions go into the construction of the kin selection and group
selection models being compared, the same predictions will come out
regarding the direction of change (Queller, b; Godfrey-Smith and
Kerr, ; Lehmann et al., ; Birch and Marshall, ).

Thirdly, not all group selection theorists accept that the multi-level
Price equation (MLS) succeeds in separating the effects of selection at the
group and individual levels.There is a prominent alternative—contextual
analysis—advanced by Lorraine Heisler and John Damuth (Heisler and
Damuth, ; Damuth and Heisler, ) and by Charles Goodnight
and colleagues (Goodnight et al., ; Goodnight and Stevens, ;
Goodnight, ). The clash between contextual analysis and the multi-
level Price equation is long-running, and I do not aim to weigh into that
debate here. For current purposes, it is sufficient to note that contextual

 See Okasha () for an overview of the issues, see Sober () for a commentary
on Okasha, and see the disagreement between Gardner () and Goodnight () for a
recent instalment.
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analysis involves decomposing change in a very similar way to the gener-
alized version of Hamilton’s rule: here too we decompose fitness using a
regressionmodel, but rather than taking the average genotype of the focal
individual’s social partners as a predictor, we take properties of the focal
individual’s social group (Heisler and Damuth, ). Thus the formal
relationship between kin selectionist and multi-level methodologies
would be even closer if we were to take contextual analysis as our flagship
example of a multi-level approach, and it would become even clearer that
the methodological differences between these traditions reflect divergent
modelling preferences and explanatory interests rather than divergent
empirical commitments (Okasha, , p. ).

Fourthly, andmost fundamentally, neitherHRGnor Price’s rule should
be seen as embodying a substantive set of commitments about the causes
of change. Like the Price equation itself, these rules are highly abstract,
highly general, statistical results, compatible with a wide range of un-
derlying causal explanations of change. As I emphasized in Chapter ,
there are many different causal explanations for the satisfaction of HRG,
and the role of HRG is to provide an organizing framework within which
we can interpret, compare, and classify more detailed explanations. The
same goes for Price’s rule: it provides a different way of carving up the
change in gene frequency, and a different organizing framework, but it too
abstracts far away from causal detail. It would therefore be a mistake to
infer the identity of kin and group selection, conceived as causal processes
responsible for change, from an equivalence result that merely concerns
the relationship between two statistical conditions for change.

Of course, if we were to stipulate that by the term ‘kin selection’ we
meanHRGandby the term ‘group selection’ wemeanPrice’s rule, evading
the issue of causality, then there would be little to add to the equivalence
result in (.). But I doubt whether this is the most useful way to employ

 Goodnight () suggests two ways in which the explanatory interests of the kin se-
lectionist and contextual analysis traditions diverge: contextual analysis focusses on pheno-
types whereas kin selectionist approaches tend to focus on genotypes (although many
models in the kin selectionist tradition also focus on phenotypes, e.g. Queller, b, ;
Frank, ; Lehmann and Rousset, a, andMcGlothlin et al., ); and contextual ana-
lysis focusses on away-from-equilibrium change whereas kin selectionist approaches tend
to focus on finding equilibria (although many models in the kin selectionist tradition also
focus on away-from-equilibrium change, see e.g. Hamilton, ; Queller, b; Grafen,
a).These differences indicate differentmodelling preferences and explanatory interests,
not deep disagreements about the causes of evolution.
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these terms. After all, these terms intuitively refer to kinds of causal
process—to things that actually happen in natural populations, and that
feature in causal explanations—and not to formal methods, modelling
traditions, or statistical conditions for change. I think we should hold
on to that intuition. I contend that the right moral to draw from the
formal equivalence ofHRGandPrice’s rule, and other similar equivalence
results, is not that kin and group selection are identical causal processes,
but rather that purely statistical formalisms lack the resources to capture
the causal distinction between them.

. Individual- and Population-Centred
Approaches

Broadly speaking, there are two approaches one can take to capturing this
causal distinction. One is an individual-centred approach that explicates
the distinction in terms of differences in the causal path that runs from
a focal individual’s genes to its fitness. The other, which I will develop
in this chapter, is a population-centred approach that explicates the dis-
tinction in terms of structural properties of populations. To provide a
rationale for pursuing the second approach, I should comment briefly on
the first.

Okasha () has recently pursued the first approach, drawing on the
notion of a causal graph (see Spirtes et al., ; Pearl, ). Okasha
suggests that, in paradigm cases of group selection, a causal path runs
‘upwards’ from the individual gene frequency of a focal individual (pi)
to the local group’s gene frequency (Pi), then through the group gene
frequency to the group mean fitness (Wi), and finally ‘downwards’ from
groupmean fitness and an ‘allocationmechanism’ to the focal individual’s
fitness (wi) (see Figures  and  inOkasha, ). In paradigm cases of kin
selection, by contrast, there is no causal path running via the groupmeans
and no allocation mechanism. Instead, we have a causal path running
directly, at the individual level, from the genes of one individual, via its
own behaviour, to the fitness of another individual, and the fitness of the
group is determined by the individual fitness of its members (see Figure
 in Okasha, ). Figure ., reprinted from Okasha (), depicts the

 A point also stressed by Birch and Okasha (); Okasha (); and Lehtonen ().
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Figure . An illustration of the causal graphs approach. Case (a) is a paradigm
case of kin selection; case (b) is a paradigm case of group selection. The math-
ematical relation between group fitness (Wi) and individual fitness (wi) is the
same in both cases:Wi is the groupmean ofwi . However, in case (a) the individual
fitness values metaphysically determine the group mean; whereas in case (b)
the group mean, in conjunction with an allocation mechanism, metaphysically
determines the individual fitness values (Figure reprinted from Okasha, ,
Figure ).

relations between individual and group fitness in the two cases, without
including genotypes (see Okasha, , for more detailed figures).

Okasha’s graphs for paradigm cases of group selection posit ‘bottom-
up’ causal relationships between individual gene frequencies and the
group gene frequency and ‘top-down’ causal relationships between the
group mean fitness and individual fitness values. I am uneasy with this
aspect of the proposal, because I do not see the relationship between a set
of individual properties and the groupmean of those properties as one of
causation. It strikes me as more accurate to describe this as a relationship
of supervenience, because two groups cannot differ in their mean value
of some property unless there is at least one difference between their
respective sets of individual values.

Foreseeing this problem, Okasha argues that, although these relation-
ships would not normally be considered causal, they ‘can be depicted as if
[they] were causal without violating the principles of causal modelling’
(Okasha, , p. ). However, this ‘as if ’ move leads to a concern
about whether the direction of these arrows is adequately constrained by
the causal facts. In all cases, Wi supervenes on the set of wi values. In
some cases, Okasha draws a causal arrow from wi to Wi; in other cases,
he draws a causal arrow from Wi to wi. Why is the same relationship
of supervenience to be represented in some cases by a top-down causal
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arrow and in other cases by a bottom-up causal arrow, and what con-
strains this choice?

Okasha’s view is that the choice depends on the ‘direction of metaphys-
ical determination’ between wi and Wi, which may be ascertained using
‘modal intuitions, empirical knowledge of the system being modelled, or
both’ (p. ). For example, Okasha suggests that, if wi depends on the
sharing of a group payoff, such as a large animal carcass, then it accords
with intuition to say that the individual fitness values are metaphysically
determined by the group mean fitness; whereas, if wi depends only on
payoffs obtained separately by individuals, such as smaller animals they
have hunted individually, then it accords with intuition to say that the
group mean fitness is metaphysically determined by the individual fit-
ness values.

I do not share these intuitions:my intuition, for what it’s worth, is that a
groupmean is alwaysmetaphysically determined by the individual values
over which it averages, and that this remains the case even when the
individual fitness values are causally explained by the sharing of a group
resource. If this is right, then the arrow between wi and Wi should always
be a bottom-up arrow, and never a top-down arrow. However, I take it
that intuitions on this question will differ, as will opinions regarding the
evidential weight such intuitions merit. The deeper concern here is that
Okasha’s approach makes the classification of a process as one of kin or
group selection dependent on such intuitions. This, I suggest, motivates
the development of an alternative approach that can classify a process on
the basis of its empirically observable features, without relying on intu-
itions about the direction of metaphysical determination that are subject
to interpersonal variation.

A related but subtly different problem for Okasha’s graphs concerns
the arrow at the group level that runs from Pi to Wi. If we accept that
the true relationship between a set of individual properties and the group
mean of those properties is one of supervenience rather than causation,
we run into traditional philosophical concerns about the causal efficacy of
supervenient properties. Can group means cause other group means, or
can the appearance of a causal relationship between two group means be
explained away as a by-product (i.e. an ‘epiphenomenon’) of causation at
the level of individual properties? So-called ‘causal exclusion’ arguments,
a staple of the philosophy of mind for several decades, seem to have some
purchase here (Kim, , ).
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This is not the place for a lengthy discussion of such arguments, or of
the numerous responses to them (for a review of this area, see Robb and
Heil, ). Okasha is right, I think, to set this issue to one side for his
purposes. However, the way in which he does so leads to a problem. After
acknowledging that the question of causal exclusion is a ‘controversial
metaphysical issue that is better not to prejudge’ (p. ), Okasha aims
to sidestep the question by explicating the meaning of causal arrows
between group variables in terms of hypothetical interventions on the
supervenient property and its lower-level supervenience base:

[T]he following convention is adopted here: in a causal graph in which one vari-
able supervenes on others, when we consider hypothetically intervening on the
supervenient variable we do not hold fixed the variables on which it supervenes,
but rather alter them to preserve consistency. Modulo this convention, causal
arrows going out of supervenient variables, if any, can be understood in the usual
way. (Okasha, , p. )

Thus, we are to interpret a causal arrow running from Pi to Wi as
implying that a counterfactual intervention on Pi and the individual
gene frequencies over which it averages would lead to a change in Wi.
This renders such arrows neutral regarding the causal exclusion problem,
since even a sceptic about full-blooded causation between group means
should not object to the metaphysically thin relations of counterfactual
dependence Okasha takes the group-level arrows in his graphs to imply.
The trouble with this manoeuvre is that this thin sort of counterfactual
dependence holds even in cases in which there is intuitively no group
selection at work.

Consider G. C. Williams’s () famous example of a population of
deer, structured into herds. Herds containing faster deer are more suc-
cessful than those containing slower deer, but only because faster indi-
viduals are more successful at evading predators than slower individuals.
This is usually considered a case in which there is no genuine group
selection—only covariance between a group’smean running speed and its
mean fitness caused by natural selection acting on individuals (Okasha,
, Ch. ). Yet if one were to intervene on the mean running speed of a
herd of deer, altering the individual running speeds of the group members
to preserve consistency, this would make a difference to the group mean
fitness. Okasha cannot consistently omit a causal arrow from Pi to Wi in
such cases (as in Figure  in Okasha, ), given his apparent interpret-
ation of the meaning of such an arrow.
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I do not see these as fatal objections to the individual-centred approach
Okasha pursues, but they are enough to motivate the development of an
alternative.There are two key ideas at the heart of my approach that mark
important departures from Okasha’s. First, I see the causal differences
between kin selection and group selection as differences of degree, not
all-or-nothing differences explicable in terms of the presence or absence
of certain causal relationships. Second, I take it that the degree to which
a selection process resembles a paradigm case of kin selection or group
selection depends primarily on the structure of the population. Okasha’s
graphs implicitly make assumptions about population structure (e.g. a
graph containing a ‘group gene frequency’ variable implicitly assumes the
existence of groups), but they do not give population structure a central
role. I favour an approach that explicitly accounts for the differences
between kin and group selection in terms of the structural features of
populations, bringing the role of population structure to the fore.

. Two Influences: Hamilton
and Godfrey-Smith

Before setting out the details of my proposal, I want to acknowledge
(and highlight the insights of) two important influences. First, here are
Hamilton’s () own views on the relationship between kin and group
selection:

If we insist that group selection is different from kin selection the term should be
restricted to situations of assortation definitely not involving kin. But it seems on
the whole preferable to retain a more flexible use of terms; to use group selection
when groups are clearly in evidence and to qualify with mention of ‘kin’ (as in the
‘kin group’ selection referred to by Brown), ‘relatedness’ or ‘lowmigration’ (which
is often the cause of relatedness in groups), or else ‘assortation’, as appropriate.
The term ‘kin selection’ appeals most where pedigrees tend to be unbounded and
interwoven, as is so often the case with humans. (Hamilton, , p. )

This passage is a little confusing: Hamilton initially sounds sceptical of
there being any useful distinction to be drawn between kin and group
selection, but he then proceeds to set out a nuancedway of thinking about
that distinction. As I read it, the point he ismaking is that the terminology
of ‘kin selection’ and ‘group selection’ does track real and biologically
important differences, but the differences that matter are differences of
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degree in aspects of population structure.The degree to which groups are
‘clearly in evidence’ matters, as does the degree to which assortment is
explained by kinship. But the distinction is not clean or neat; it is not a
dichotomy.

A second inspiration is Godfrey-Smith’s (; ) work on the vari-
eties of population structure, which we first encountered in Chapter ,
Section .. Godfrey-Smith contrasts group-structured populations with
what he terms ‘neighbour-structured’ populations. In the former, so-
cial interactions are contained within sharply bounded, well-integrated
groups in which everyone interacts with everyone else. In the latter, every
individual interacts with its nearest neighbours, but there are no well-
defined groups: there are only continuously overlapping networks centred
on individuals. As Godfrey-Smith notes, we can conceptualize this differ-
ence in terms of the transitivity (or otherwise) of the social network. In
the paradigm case of a group-structured network, the relation of fitness-
affecting interaction is perfectly transitive (if A affects the fitness of B, and
B affects the fitness ofC, thenA affects the fitness ofC). By contrast, in the
paradigm case of a neighbour-structured network—one in which each
individual interacts with its four adjacent ‘von Neumann neighbours’
on a square lattice—the relation is perfectly intransitive: if A affects the
fitness of B, and B affects the fitness of C, then A does not affect the
fitness of C, assuming A �= C. These should be seen as extreme cases: real
social networks are likely to be neither perfectly transitive nor perfectly
intransitive, but will instead have some intermediate level of transitivity.

The mathematical literature on network analysis gives us some formal
tools with which to quantify the extent to which a network approximates
these extreme cases. Network analysis has grown rapidly in recent years,
and a great deal of work in this area has concentrated on the problem of
identifying communities within networks (reviewed in Fortunato, ).
The starting point for any approach to this problem is to represent the
whole-population social network as a graph (G) in which the individuals
are the vertices (or nodes) and social interactions are the edges (or con-
nections) between the vertices. Social neighbourhoods of focal individu-
als can then be represented as subgraphs. The vertices to which a focal
vertex (vi) is directly connected by an edge are known as its adjacent
vertices. The subgraph N [vi], comprising vi and all vertices adjacent to
vi, is known as the closed neighbourhood of vi. The subgraph N(vi),
comprising all vertices adjacent to vi but not vi itself, is known as the open
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neighbourhood of vi. This gives us the basic framework we need to start
thinking more formally about the structure of social neighbourhoods.

One formal tool that may be of use for our purposes is the clustering
coefficient, which provides a quantitative measure of the transitivity of a
neighbourhood (Watts and Strogatz, ). The (local) clustering coeffi-
cient of vi is the ratio of the number of edges in N(vi) to the maximum
possible number of such edges. Informally, this quantifies the extent to
which the neighbours of vi are directly connected to each other. So, in
a network in which each individual interacts with its four von Neumann
neighbours on a square lattice, the clustering coefficient at all vertices is ,
because one’s neighbours are never directly connected to each other. In a
group-structured network inwhich all members of a social group interact
with each other, the neighbourhood of a focal individual will be maxim-
ally ‘joined-up’, implying a clustering coefficient of . An intermediate case
is a square lattice in which each individual interacts with its eight ‘Moore
neighbours’ (including, in addition to its four von Neumann neighbours
on each side, the four neighbours on the corners between these sides).
In this network, each of the focal individual’s neighbours is connected to
either two or four of its other neighbours out of a possible seven, with an
average of three, so the clustering coefficient is /.

We can also think of the difference between neighbour-structure and
group-structure in terms of the relative density of social neighbour-
hoods. This is a more subtle notion, but arguably a more useful one
for our purposes. Formally, the relative density is defined in terms of
two other concepts: the internal and total degree of a subgraph. Con-
sider the subgraph N [vi], representing the closed neighbourhood of a
focal vertex. The internal degree of a vertex vj in N [vi] is the number
of edges directly linking vj to other vertices within N [vi]; the external
degree of vj is the number of edges directly linking it to vertices outside
N [vi]; and the total degree of vj is the sum of its internal and external
degrees. The internal degree of the subgraph N [vi] is then defined as
the sum of the internal degrees of its vertices, and the external and total
degrees of the subgraph are likewise defined as the sumof the external and
total degrees (respectively) of its vertices. The relative density of N [vi] is
the ratio of its internal degree to its total degree (Fortunato, , p. ).

Informally, then, relative density compares the number of ‘inner’
connections joining up the members of a social neighbourhood to the
number of ‘outer’ connections linking the members to other organisms
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outside the neighbourhood. InGodfrey-Smith’s paradigmatic neighbour-
structured population, in which each organism interacts with its four
von Neumann neighbours on a square lattice, the subgraph defined by
a focal individual and its von Neumann neighbourhood has a relative
density of / (.): the internal degree is  and the total degree is .
By contrast, the subgraph defined by an hermetically sealed social group,
with no outward connections, has a relative density of . A focal individual
interacting with its eightMoore neighbours is again an intermediate case,
but one much closer to the former than the latter: the internal degree is
 and the total degree is , implying a relative density of / (.).

These concepts differ in that the clustering coefficient considers only
how internally ‘joined-up’ a subgraph is, without considering the extent to
which it is isolated from the rest of the network. A subgraph consisting of
a focal individual and its four vonNeumannneighbourswill always have a
clustering coefficient of , regardless of how this neighbourhood joins up
with the rest of the graph. It will therefore be  even if the neighbourhood
is completely cut off from the rest of the population, intuitively forming
a distinct social group. By contrast, the relative density is very sensitive
to isolation—a subgraph with some internal connections and no outward
connections will always have a relative density of , no matter how poorly
integrated it is—but, for any subgraph with some outward connections,
it is also sensitive to the extent to which the subgraph is internally joined-
up.This, I suggest, gives us the toolkit we need to make precise the extent
to which groups are ‘clearly in evidence’ in a population.

 A social neighbourhood cannot have a relative density of , because there must be
at least one internal connection in a subgraph to justify interpreting it as a social neigh-
bourhood. However, we can imagine social neighbourhoods with relative densities of ap-
proximately . Think here of a social outcast who interacts with only one individual, and
suppose this other individual has ninety-eight connections to the rest of the population.The
subgraph comprising the outcast and its social partner would have a relative density of ..

 But note that, if a group is isolated but poorly connected internally, this will tend
to show up in lower relative densities for the social neighbourhoods of individuals at the
periphery of the group. For example, imagine a subgraph comprising a central individual
and its four von Neumann neighbours that has no outward connections to the rest of the
population. The central individual’s social neighbourhood has a relative density of , but,
for the four peripheral individuals, the relative density of their social neighbourhood is ..
The average relative density over all neighbourhoods will therefore tend to be quite low
when groups are poorly integrated internally; this matters for the discussion of G in the
next section.
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. K and G
My positive proposal, in short, is that we conceptualize the distinction
between kin and group selection in terms of gradated differences in two
key structural properties of populations. I will label these properties as K
(for ‘kin-structure’) andG (for ‘group-structure’). Kin selection, roughly
speaking, is selection on indirect fitness differences (rb �= ) in a high-
K population (i.e. a population with a high degree of kin-structure);
whereas group selection, roughly speaking, is selection on indirect fitness
differences (rb �= ) in a high-G population (i.e. a population with a high
degree of group-structure).

To forestall any misunderstandings, let me be clear that this proposal
is not intended to capture current usage of the terms ‘kin selection’ and
‘group selection’. Rather, it is a proposal about how these concepts should
be used, if we want them to mark a real and evolutionarily significant
distinction among selection processes. It is to some extent a revisionary
proposal, although, as I have been emphasizing, I see it as well-aligned
with Hamilton’s own views on how the distinction should be drawn.

Before explaining K and G, let me stress the condition that, for either
kin or group selection to occur, it must be the case that rb �=  in the
population as a whole. In other words, kin and group selection are pro-
cesses that contribute to indirect fitness explanations and hybrid explan-
ations of change, but not to direct fitness explanations (in the sense of
Chapter ). If rb = , then the selection process at work relies on direct
fitness effects alone, and I claim that to count such a process as one of
kin or group selection unhelpfully obscures this fact. If what is on offer is
a direct fitness explanation, we should not invoke these concepts. While
this may sound uncontroversial, many authors in fact allow that group
selection can occur when rb = , so I will comment further on this issue
below (in Section .).

.. K

K, the degree of kin-structure in a population, is intended to capture the
overall extent to which genealogical relatives interact differentially with
respect to the character of interest. Accordingly, I will refer to populations

 This form of labelling is inspired by that of Godfrey-Smith (b), who labels the
key properties that determine the Darwinian character of a population in a similar way.
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inwhich there is a high degree of differential interaction between relatives
as ‘high-K’ populations; and I will refer to populations in which there is
no tendency for relatives to interact differentially as ‘zero-K’ populations.

I do not intend to commit to a single quantitative measure of K, firstly
because I want to allow that different measures may be appropriate in
different contexts, and secondly because I do not need to commit to
a measure in order to use K to make qualitative comparisons among
populations (cf. Godfrey-Smith, b; Queller and Strassmann, ).
However, for the purpose of fixing ideas, it may be helpful to think of
K as the counterfactual correlation between social partner breeding val-
ues (with respect to the character of interest) that would obtain in the
absence of any kinship-independent sources of such correlation, such as
greenbeard effects.

How high does the degree of differential interaction between relatives
have to be before we have a case of kin selection? Because we are dealing
with a continuum of cases here, any cut-off will be a pragmatic choice,
and it is arguably best to avoid any such cut-off. FollowingGodfrey-Smith
(b), I prefer to talk of ‘marginal’ and ‘paradigm’ cases. Paradigm
cases of kin selection occur in high-K populations. When we have non-
zero rb but very low K, either because r is very low or because it is
largely generated by kinship-independent mechanisms, we have at best
a marginal case of kin selection, and such a selection process is probably
more aptly described in other terms.Human evolutionmay be an example
of a marginal case, since estimates based on studies of modern hunter-
gatherers suggest a value of genetic relatedness of around . in such
societies (Hill et al., ; Bowles and Gintis, ; see Chapter  for more
discussion of this issue).

One might ask: why does K matter? Why is this a structural prop-
erty worth estimating at all? Why are comparisons among populations,
in regard to their degree of K, worth making? My answer is that kin-
structure has a special role to play in generating the conditions for the
evolution of stable altruistic or spiteful behaviour. Genetic correlations
can arise without kinship, as greenbeard phenomena demonstrate. But
recall the concern about greenbeard effects raised in Chapter : altruism

 In cases where kinship-independent sources are actually absent, this is related to r
but not identical to it, since r is a regression coefficient rather than a correlation coefficient.
Correlations are more useful for my purposes because they take values between  and .
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that relies on greenbeard effects will be stable only if, for some reason, the
expression of the altruistic behaviour cannot be suppressed without also
suppressing the marker that attracts benefits from others. If this selective
suppression is possible, then it will pay to be a ‘falsebeard’: an organism
who expresses the marker without expressing the altruism. By contrast,
genetic correlations generated by kinship-dependentmechanisms are not
so easy to subvert, because kinship generates genetic correlation at every
locus in the genome (Ridley and Grafen, ; Okasha, ; West and
Gardner, ).

.. G

G, the degree of group-structure in a population, is intended to capture
the overall extent to which a population contains well-defined social
groups, at the right grain of analysis for generating non-zero rb, that
are stable over the course of the life cycle. A ‘high-G’ population is one
in which groups are well-integrated, highly stable, and effectively insu-
lated from other groups, with no room for ambiguity regarding group
membership. Maynard Smith’s () haystacks model, in which we ima-
gine social interaction and reproduction occurring in isolated subpopula-
tions (envisioned as haystacks inhabited bymice), with occasionalmixing
events, is a good example of this. A ‘low-G’ population is one in which,
although interaction is locally structured to some extent, there are no
discrete, well-defined social groups to speak of, because—as in the von
Neumann neighbour-structured populations of Godfrey-Smith ()—
social neighbourhoods blur continuously into one another. A ‘zero-G’
population is one in which we do not even have neighbour-structure:
individuals interact with social partners drawn from the population as
a whole, with no regard to their spatial location.

The qualification ‘at the right grain of analysis for generating non-zero
rb’ merits emphasis. For example, one might worry that all populations
of multicellular animals are ultimately high-G populations: after all, there
is always group-structure if one looks at a fine enough grain of analysis,
because one can always describe individual animals as groups of cells.

 The place of a haystacks model on the K-axis depends on the parameter values
specifically, the size of the founding population, the assortativity of group formation, and
the time of isolation. With small founding populations, assortative grouping and/or long
isolation periods, the population is likely to be high-K.
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However, if our goal is to explain an organism-level phenotype, groups
of cells are groups at the wrong grain of analysis. The right grain of
analysis is that of the organism-level social network defined by fitness-
affecting interactions with respect to the phenotypic character of interest.
The population is ‘high-G’ if that network can be subdivided into sharp
and stable social groups.

As with K, I do not intend to commit to a single quantitative measure
of G. I suspect there is no perfect measure, and that the most appropriate
measure will depend on the context, because the relative importance of
the different properties that contribute to G—that is, internal integration,
external isolation, and stability over time—will depend on the context.
But again, for the purpose of fixing ideas, it may be helpful to have a
possible measure in mind. One possible measure with attractive features
is the average, taken over all individuals in the population and over an ap-
propriate time period, of the relative density of a focal individual’s social
neighbourhood.This ranges between  and , and (as noted earlier) places
von Neumann neighbour-structure at ., Moore neighbour-structure at
., and perfectly integrated, hermetically sealed groups at .The range 
to . is occupied by social structures in which the average social neigh-
bourhood has a greater external degree than we see in a von Neumann
neighbour-structured population, without displaying significantly more
internal integration. The range . to  is occupied by social structures
that display less internal integration and/or external isolation than in
the idealized extreme case, but more internal integration and/or external
isolation than we see in a Moore neighbourhood.

The relative density is well suited tomeasuring internal integration and
external isolation of social neighbourhoods, but less well suited to meas-
uring their stability, underlining the point that there is probably no single
perfect measure of G. However, the time-average of the relative density
over an extended time period will convey something about the stability
of groups over that time period: if well-defined groups are ephemeral
and dissolve soon after forming, the relative density will be high while
they exist but lower once they have dissolved, resulting in a lower time-
average than in a population with more stable group-structure. So, while

 For example, imagine a structure in which every individual has five social partners
drawn at random from a very large population. This is likely to result in social neighbour-
hoods with relative densities of around /.
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the relative density is not intended as a measure of group stability, time-
averages of the relative density may sometimes be useful for that purpose.

As with K, one might ask: why does G matter? Why is this a structural
property worth measuring?Why are comparisons among populations, in
regard to their degree of G, worth making? My answer to this question
is to point to the special role of high-G populations in evolution-
ary transitions in individuality (the topic of Chapter ). A population
that is high-G contains identifiable higher-level entities—namely, social
groups—formed of collections of lower-level entities. These groups are
not automatically higher-level individuals. I take it that higher-level indi-
viduality requires some process of collective reproduction (see Godfrey-
Smith, b), as well as the presence of mechanisms that suppress
selection within (or, in Godfrey-Smith’s memorable terminology, ‘de-
Darwinize’) the groups (Michod, ; Godfrey-Smith, b; Queller
and Strassmann, ; Clarke, ). Nevertheless, group-structure is
clearly an important precondition for the evolution of higher-level indi-
viduals. When we identify a population as high-G, we cannot conclude
that a transition is underway, but we can conclude that an important
precondition for such a transition has been met.

.. K-G space

K and G can be imagined as the axes of a two-dimensional space, and
we can think of kin selection and group selection as large, overlapping
regions of that space. Paradigm cases of kin selection occur in high-K
populations: they are cases in which we find selection on indirect fit-
ness differences in a population with a fairly high degree of related-
ness between social partners, and with kinship-dependent mechanisms
serving as the main source of this relatedness. Paradigm instances of
group selection occur in high-G populations: they are cases in which we
find selection on indirect fitness differences in a population in which
social interaction is structured by stable, well-integrated, and sharply
bounded groups. The distinction here is not sharp, but nor is it merely
arbitrary or conventional.

Figure . provides a visualization of the proposal, illustrated with
some notable cases. The placement of the points is not exact and is
open to debate: the aim is simply to provide an intuitive visualization.
In the bottom-left corner, we have populations that are low-K and
low-G—populations with neither kin-structure nor group-structure.



OUP CORRECTED PROOF – FINAL, //, SPi

 kin selection and group selection

Figure . K-G space. Kin selection and group selection can be conceptualized
as overlapping regions of a D space defined by the variablesK andG. Locations of
points are approximate and for illustration only (see themain text for commentary
on some of the points).

An important class of examples are so-called ‘well-mixed’ populations
in which individuals interact at random such that no pair of invididuals
is any more likely to interact than any other. These are populations in
which neither kin nor group selection can be said to occur, since the
required structural features are entirely lacking.

As wemove up theK-axis, we come to populations in which organisms
still interact with sets of individuals drawn from the whole population
with no regard to their spatial location, rather than interacting in struc-
tured local neighbourhoods, but in which there is some greater-than-
chance probability of interacting with a relative (e.g. a sibling). Models
of this sort have a long history in social evolution theory and continue to
be studied (e.g. Grafen, ; Maynard Smith, ; Queller, ; Allen
and Nowak, ).These are aptly described as cases of kin selection, but,
since interactions are not contained within localized social groups, they
are not aptly described as cases of group selection.
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As we move along the G-axis, we come to Godfrey-Smith’s neighbour-
structured populations, in which there are discernible local neighbour-
hoods that structure interaction, but nothing yet resembling well-defined
social groups. A square lattice in which organisms interact with their
von Neumann neighbours and are assigned to vertices at random, with
no limited dispersal, is a zero-K version of this. As we go up the K-axis
here, introducing differential interaction between kin due to limited dis-
persal, we arrive at populations that are high-K but still fairly low-G.
Models of so-called ungrouped viscous populations that make use of von
Neumann neighbourhoods and similar structures, such as the models
of D. S. Wilson et al. (), belong in this area; their precise position
will depend on the parameter values. In models of haploid organisms,
very high levels of relatedness can be attained due to limited dispersal
from the birth site (in one of the simulations discussed by Wilson et al.
, r = .), and this is reflected in the figure in the value of K. Mov-
ing further along the G-axis, we arrive at the discrete ‘trait-groups’ of
D. S.Wilson (), which are externally isolated and fairlywell integrated
(at least with respect to the trait of interest) while they exist, but which are
not stable for long periods and are typically outlived by their members.
These can be anywhere on the K-axis depending on the role of kinship in
generating assortative grouping, but for illustrative purposes I have put
them at low-K.

In the bottom-right corner, there are populations that are low-K and
high-G. Here, groups are ‘clearly in evidence’ but groups are not com-
posed of close kin. Bowles and Gintis’s () models of human evolu-
tion belong in this region. Bowles and Gintis assume that early human
populations were structured into well-defined, stable groups with low
relatedness. Finally, as we go up the K-axis to the top-right, we arrive
at populations that are high in both K and G. These are the cases for
which Hamilton favoured the term ‘kin-group selection’. In these popu-
lations, there is sharp and stable group-structure and a high degree of
genetic correlation between social partners due to kinship-dependent
mechanisms.

The evolution of multicellularity is a source of extreme cases in this
corner (see Chapter , andMaynard Smith and Szathmáry, ; Michod,
; Queller, ). Consider colonial algae such as Gonium: the colon-
ies are clonal, implying high K, and the group-structure is sharp and
stable over the course of the life cycle, implying high G. There is little to
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be gained by arguing over whether the selection processes that operate
in these populations are cases of kin or group selection, because they
have the core structural features of both. The term ‘kin-group selection’
removes the misleading appearance of competing hypotheses.

. The rb �=  Requirement
The proposal I have advanced includes the requirement that, for either
kin or group selection to occur, it must be the case that rb �= . I noted
earlier that this requirement, traditionally associated with kin selection,
might prove controversial as a requirement on group selection, and it is
now time to elaborate further on the consequences of, and justification
for, this requirement.

Let us first consider some of its implications. One is that not all
processes of natural selection occurring in populations that intuitively
contain groups will qualify as cases of group selection. Consider again
G. C. Williams’s scenario in which a group containing fast-running
deer outperforms a group containing slower-running deer because the
faster deer, as individuals, evade predators more easily. This is not group
selection on my account, because the trait’s advantage arises entirely
from its direct fitness effects (Okasha, ). The intuitive motivation
for excluding these cases is that, although a form of group-structure
is present, it plays no role in explaining the selection for fast running.
Similarly, processes of natural selection that involve interactions among
relatives do not qualify as kin selection if the interactions fail to generate
non-zero rb, perhaps because the interactions are not fitness-affecting,
or because social partners, though related, are not differentially related
relative to the population average (see Chapter , Section .).

Awkward cases arise when, although rb = , intergroup conflict plays
an essential role in the generation of a direct fitness benefit. Sterelny’s
(b) hypothesis regarding the evolution of hierarchy in earlyHolocene
human societies provides an interesting example. In broad terms, Sterelny
proposes that ruling elites were tolerated by the majority because the
intense and frequent intergroup warfare of the early Holocene put a fit-
ness premium on strong and centralizedmilitary leadership. Groups with
strong leaders were more successful in warfare, causing traits associated
with hierarchy to spread. Is this a group selection hypothesis? In one
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sense it is, because the advantage of acquiescing to the demands of an
elite depends on the existence of intergroup conflict. But onmy proposal,
it is not, because the explanation on offer is a direct fitness explanation.
Norms of acquiescence evolve because, at an individual level, it pays in
direct fitness terms to adopt them; there is no requirement that rb > 
(Birch, d). Not a lot hangs on how we classify these cases. I propose
that we resist the urge to describe them as cases of group selection. In
so doing, however, we should take care not to forget that direct fitness
explanations can still appeal to intergroup conflict as a source of direct
fitness benefit.

If rb �= , is one or other of kin and group selection at work? Not
necessarily: the requirement is intended as a necessary condition but
not a sufficient condition. Consider greenbeard effects. Populations in
which the only genetic correlations between social partners are owed to
greenbeard phenomena belong in the bottom-left quadrant of Figure ..
They do not require group-structure, provided we assume that bearers
of the greenbeard marker can still seek each other out successfully in a
non-group-structured population. But nor do they rely on differential
interaction between genealogical kin, since bearers of the greenbeard
gene need not be kin in this sense.

Gardner et al. () propose regarding greenbeard effects as a form
of kin selection, broadly construed. But although we could go this way,
I advise against it. It is important to distinguish clearly between processes
that rely on shared ancestry and processes that rely on genetic similarity
generated by others means, and I suggest we mark that distinction by
reserving the term ‘kin selection’ for the former. As we noted earlier, gene
mobility provides another mechanism for generating positive r without
genealogical kinship (see Chapter  for a more detailed discussion).
Rankin et al. (a) suggest that this too can be regarded as a form of
kin selection, but I regard it as a marginal case. Note that, in some cases,
these kinship-independentmechanismsmay operate in conjunction with
kinship-dependentmechanisms, such that both contribute to the value of
r. We therefore have a continuum here—not a dichotomy—ranging from
cases of socal evolution in which shared ancestry is wholly unimportant
to cases in which it is essential.

The main reason I anticipate resistance to the idea that group selec-
tion requires rb �=  is that rb �=  is neither necessary nor sufficient
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for there to be variation in fitness between groups, and many group
selection theorists consider this a hallmark of group selection. Non-zero
rb is unnecessary because, as in the aforementioned cases of Williams’s
fast-running deer and Sterelny’s explanation for acquiescence to hier-
archies, there can be fitness variation between groups even though dir-
ect fitness effects fully account for this variation. It is insufficient due
to the possibility of soft selection with local population regulation, as
discussed by Heisler and Damuth (); Goodnight et al. (), and
Okasha (). In such cases, we have a group-structured population,
but each group makes the same, fixed contribution to the next gen-
eration, and all fitness variation occurs within groups. Yet grouping is
assortative—altruists interact differentially with other altruists—leading
to non-zero rb. This population is high-G, suggesting a paradigm case of
group selection by the lights of my account, but there is no variation in
fitness between groups.

If one takes variation in fitness between groups to be the mark of
group selection, then one should take Cov(Wi,Pi) �= , not rb �= , as
the minimal statistical requirement all cases of group selection must
satisfy. This adds an extra layer of complexity to the account, since kin
and group selection would then differ in their minimal statistical re-
quirements as well as their commitments regarding population structure.
However, I resist this amendment, because I do not see a compelling case
for regarding variation in group fitness as necessary for group selection.
If well-defined group-structure is implicated in generating non-zero rb,
I take the view that the selection process can be aptly described as one of
group selection, even if groups do not vary in mean fitness.

Why insist that group selection must require fitness variation between
groups? I see twomainmotivations. One is a desire that the conditions for
group selection should be directly analogous to the conditions for natural
selection in a population of individuals, but with ‘groups’ substituted

 My position is well-aligned with what Okasha () calls the ‘neighbour approach’
of Nunney (), which diagnoses group selection in a group-structured population
whenever there is positive rb. This is closely related to, although not identical to, the ‘con-
textual approach’ of Heisler and Damuth (). Both approaches decompose change using
regression models of fitness. The difference is that the contextual approach uses regression
models that take group characters (e.g. group gene frequencies) as predictors, whereas the
neighbour approach uses neighbourhood characters (e.g. the average gene frequency of
the focal individual’s social partners). The latter corresponds to the partition of change
represented in HRG.
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for ‘individuals’. The conditions for natural selection include fitness vari-
ation among individuals, so group selectionmust require fitness variation
among groups for a direct analogy to hold.

I reply that, although a direct analogy between the conditions for
individual and group selection would be elegant, it does not deserve
high priority. It is helpful here to invoke Heisler and Damuth’s ()
MLS/MLS distinction, and to recall that the type of group selection at
issue in this article is the MLS type. In MLS, groups are higher-level
individuals or proto-individuals, reproducing in their own right. In this
context, a direct analogy between the conditions for individual and group
selection seems important, because ‘group selection’ in this sense is simply
a higher-level form of individual selection. In MLS, by contrast, groups
structure interaction at the lower-level but do not reproduce in their own
right, making the need for a direct analogy seem less pressing (Okasha,
). The priority, in my view, is that the category of group selection
demarcates (albeit not sharply) a real and evolutionarily significant class
of selection processes—a class that is worth distinguishing from the class
of kin selection processes. On my account, it does this: the distinction
between kin and group selection highlights real and evolutionarily sig-
nificant differences in population structure within the class of indirect
fitness explanations of change.

A second motivation is that group selection should be apt to generate
group adaptation, and there can be no group adaptation without fitness
variation between groups (Gardner and Grafen, ). I reply that, al-
though the connection between group selection and group adaptation is
clearly important, especially in the context of evolutionary transitions,
there should be no requirement that group selection must be apt to gen-
erate group adaptation in all cases. It is enough that this can happen under
some further conditions—conditions that will include variation in fitness
between groups. To insist that group selection must require variation in
fitness between groups is, I think, to insist on too close a link between
group selection and group adaptation.

. Levels of Organization
One final clarifying remark deserves special emphasis, owing to its
particular relevance for later chapters. Both kin-structured (high-K) and
group-structured (high-G) populations can occur at multiple levels of
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biological organization. If we take a group-structured population of base-
level entities and ‘frameshift’ (i.e. change perspective) up a level to con-
sider the population of groups, this higher-level populationwill itself have
a position in K-G space.

The population of groups may have higher-order group-structure:
there may be well-defined meta-groups, or groups of groups, defined by
patterns of social interaction. This may lead to higher-level group selec-
tion. For example, there might be higher-level group selection for genes
that promote cooperation among members of the same meta-group who
are located in different first-order groups.

The population of groups may also be kin-structured. This will be the
case if groups form well-defined lineages, and if groups that are closely
related genealogically are more likely to interact with each other than
groups that are not. This may lead to a higher-level form of kin selection.
For example, if nearby groups tend to be ‘offspring’ groups of the same
‘parent’ group, there might be higher-level kin selection for genes that
promote cooperation among nearby groups. This may occur even if the
population of groups is simply a viscous population, with no well-defined
meta-groups.

These ideas may sound strange at first hearing, but they are simply
unusual ways of describing something familiar. From the point of view of
social evolution theory, multicellular organisms can be regarded as par-
ticularly well-integrated social groups of cells (see Chapter ). From this
perspective, populations of animals are populations of groups of lower-
level entities, and standard cases of kin selection and group selection
occur in such populations.

This should alert us to the possibility of kin and group selection occur-
ring at higher levels of biological organization than we usually envisage:
that is, in kin- or group-structured populations of groups of organisms.
For example, in many ant species we find ‘supercolonies’, each consisting
of multiple distinct nests. This leads to the idea that supercolonies may
be created andmaintained by group selection acting on groups of nests—
a possibility discussed by Kennedy et al. (). Moreover, dispersal of
offspring nests fromparental nests is limitedwithin supercolonies, raising
the possibility that, within a supercolony, kin selection at the level of the
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nest favours cooperation between adjacent nests—a possibility discussed
by Chapuisat et al. ().

. The Key Substantive Questions
Debates surrounding kin and group selection are easily derailed by
semantic confusion. This, combined with the plethora of ‘equivalence
results’ described in Section ., gives rise to the suspicion that there are
no worthwhile debates to be had here at all: that all the disputes on these
issues are merely verbal disputes. But I think this suspicion is misplaced.
By identifying kin and group selection with overlapping regions of K-G
space, we make room for worthwhile debates about the resemblance of
a given selection process (e.g. early human evolution, or social evolution
in microbes, or the evolution of eusociality in insects) to a paradigm case
of kin or group selection. These debates can be usefully recast as debates
about the position of the population in that space. A population’s position
in K-G space will depend on the answers to the following questions:

. How high is K in the population? That is, how strong are the
genetic correlations between social partners, and how import-
ant are kinship-dependent sources, as opposed to greenbeard
effects and other kinship-independent sources, in generating those
correlations?

. How high is G in the population? In other words, how internally
integrated, sharply bounded, and stable is the group-structure at the
relevant grain of analysis?

These are substantive, empirical questions: they are the sort of ques-
tions it takes serious empirical inquiry, not just stable semantic con-
ventions, to settle. So, although the distinction between kin and group
selection is not sharp, these concepts can still provide a useful way of
framing meaningful debates about the importance of kin-structure and
group-structure in real processes of social evolution. There can be no
universal answers to these questions, and hence no universal answer to
the question of whether social evolution proceeds by kin selection or
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group selection: the answers depend on the details of the case at hand. Kin
and group selection correspond to large, overlapping regions of a space
of population structures, and real populations can be found throughout
both of these regions.

. Summary of Chapter 
In group-structured populations in which some other assumptions are
satisfied,HRG (the generalized version ofHamilton’s rule) andPrice’s rule
(the corresponding condition for change entailed by the multi-level Price
equation) provide formally equivalent conditions for change. However,
this result and others like it merely show an equivalence between two
statistical descriptions of change; they do not show that there is no useful
distinction to be drawn between kin and group selection, conceived as
causal processes responsible for change.

One can distinguish two broad ways of drawing such a distinction.
An ‘individual-centred’ approach locates the crucial differences in the
causal path at the individual level between a focal organism’s genotype
and its fitness. A ‘population-centred’ approach, inspired by Hamilton
() and Godfrey-Smith (, ), locates the crucial differences in
the structural features of populations responsible for generating indirect
fitness effects.

Here I have pursued a population-centred approach, identifying kin
and group selection with large, overlapping regions of a space defined
in terms of two key structural features of populations: K, the over-
all degree to which genealogical kin interact differentially, and G, the
overall degree to which the population contains stable, internally integ-
rated, and externally isolated social groups.

The significance of K lies in the fact that high-K populations may sup-
port the evolution of stable altruistic and spiteful behaviour—behaviour
that is not suppressed by modifier alleles at other genomic loci. The
significance of G lies in the fact that high-G populations meet a basic
precondition for an evolutionary transition in individuality. Popula-
tions at any level of biological organization can be given a position in
K-G space.
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This way of thinking about the distinction allows us to see that, in
some cases, there is no worthwhile debate to be had about whether a
process is one of kin or group selection, because the population has the
paradigmatic structural features of both. These cases are aptly described
as ‘kin-group selection’. However, the overlap is not total, and the ques-
tion of where a particular population lies in K-G space is a substantive
question that requires empirical investigation to settle.
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Two Conceptions of Social
Fitness

On the way to deriving the original version of Hamilton’s rule, Hamilton
() described two alternative ways of thinking about the fitness of
an organism in the context of social evolution. He called them inclu-
sive fitness and neighbour-modulated fitness (Hamilton, , pp. –).
Hamilton chose to focus on developing the inclusive fitness concept,
and this continues to be the better known of the two. However, by the
mid-s, the neighbour-modulated fitness concept—often going under
the name of ‘direct’ or ‘personal’ fitness—had inconspicuously grown
into a full-fledged alternative modelling approach. In recent years its
popularity has grown steadily, to the point where it is now the preferred
methodology of many social evolution researchers (Taylor et al., ;
Wenseleers et al., ; Frank, ).

Unsurprisingly, this has led to considerable discussion of the
relationship between Hamilton’s two fitness concepts. The key questions
are: When are the two fitness concepts equivalent for the purposes
of calculating gene frequency change? When do they come apart?
And when the choice between them is not forced by considerations of
accuracy, which fitness concept is preferable? I will argue that, although
the neighbour-modulated fitness concept requires fewer assumptions
than the inclusive fitness concept, the latter retains important advantages
when its assumptions are at least approximately met. This is because
inclusive fitness, in contrast to neighbour-modulated fitness, provides a
criterion for improvement and a standard for optimality in a process of
cumulative adaptation.

 Landmarks in this literature include Orlove (, ); Cavalli-Sforza and Feldman
(); Grafen (); Queller (); Taylor and Frank (); Frank ().
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Here is a more detailed outline. In Section ., I set out the conceptual
contrast between neighbour-modulated and inclusive fitness. I explain
how the two fitness concepts embody different perspectives on the role
of relatedness in social evolution, leading them to make different choices
regarding the assignment of descendants to ancestors. Roughly, the
former assigns descendants to ancestors according to considerations
of parenthood, whereas the latter assigns descendants to ancestors
according to considerations of social causation. I then turn to the question
of their formal equivalence, briefly surveying existing views on this issue.
In Section ., I reconstruct Hamilton’s () argument for the formal
equivalence of the two concepts, highlighting two crucial assumptions
on which the argument rests: actor’s control and additivity. In Section .,
I consider what it takes for these assumptions to hold, arguing that they
are rarely, if ever, exactly true if interpreted as claims about total effects.

In Section ., I explain why social evolution theorists typically
invoke a certain kind of ‘weak selection’ to justify both assumptions as
approximations concerning marginal effects. I explain that this move,
although it may seem ad hoc at first glance, emerges naturally from a
gradualist picture of the origins of complex adaptation. In Section .,
I argue that, in the context of a process of cumulative adaptation driven
by weak selection, inclusive fitness has a special role as the criterion for
improvement and the standard for optimality. In Section ., I argue
against the related but more ambitious claim, which remains popular in
social evolution research, that we should expect inclusive fitness to be at
least approximately optimized in nature.

. The Conceptual Contrast
To understand the difference between the two fitness concepts, consider
two perspectives on what happens when a social trait evolves because
of positive relatedness between social partners (Box .). From one per-
spective, we can view genetic relatedness as the underlying source of
phenotypic correlation: when r is high, bearers of the genes for altruism are
differentially likely to interact with other bearers, so they are differentially
likely to receive the benefits of other agents’ altruistic behaviour. Thus
high r means that bearers of the genes for altruism may have greater
reproductive output, on average, than non-bearers.
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Box . Two ways to conceptualize the role of relatedness

Picture . Genetic relatedness leads to phenotypic correlation. Two altru-
ists (black) confer a fitness benefit (B) on each other at a cost (C) to them-
selves. As a result, they are fitter overall than two nearby non-altruists (white).
Genetic relatedness can give rise to such patterns of correlated interaction in
a population, making altruists fitter (on average) than non-altruists.

Picture . Genetic relatedness leads to indirect reproduction. An altruist
(black) confers a fitness benefit (B) on a related recipient (white) at a cost (C)
to itself. The recipient does not express the altruistic phenotype. However, it
possesses the genes for altruism, which it transmits to some of its offspring (as
indicated by the dotted lines, which show the genetic similarity between the
actor and the recipient’s offspring). The recipient thereby provides the actor
with a means of ‘indirect reproduction’—that is, an indirect route to genetic
representation in the next generation.

From another perspective, we can view genetic relatedness as provid-
ing opportunities for indirect reproduction: when r is high, recipients
provide actors with an indirect means of securing genetic representation
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in the next generation.Thus genes for altruism may spread, if the genetic
representation an altruist secures indirectly through conferring greater
reproductive output on its relatives exceeds the genetic representation it
loses through sacrificing a portion of its own reproduction success.

These contrasting perspectives on the role of r push us towards con-
trasting ways of thinking about social fitness. If we think of relatedness
as a source of phenotypic correlation, then we can continue to think
of fitness as (roughly speaking) a measure of an individual organism’s
direct reproductive success, but we will need to pay special attention
to the ways in which this quantity is affected by correlated interactions
with neighbours. If, however, we think of relatedness as a source of
indirect reproduction, then we are pushed towards a more ‘inclusive’
conception of fitness—a conception that counts an individual’s success in
reproducing indirectly through relatives in addition to its own personal
offspring.

The first perspective is captured formally in Hamilton’s concept of
neighbour-modulated fitness (Figure .), which analyses the correl-
ations between an individual’s genotype and its social neighbourhood,
and helps predict when these correlations will give bearers of the genes
for altruism greater personal fitness, on average, than non-bearers
(Hamilton, ; Taylor and Frank, ; Frank, , ). The second
perspective is captured formally in Hamilton’s concept of inclusive fitness
(Figure .), which adds up all the fitness effects causally attributable to
a social actor—weighting each component by the relatedness between
actor and recipient—in order to calculate the net effect of a social beha-
viour on the actor’s overall genetic representation in the next generation
(Hamilton, ; Frank, , ; Grafen, a).

Both fitness concepts are often misunderstood. To pre-empt some
common misunderstandings, I need to note explicitly what these fitness
concepts are not. First, neighbour-modulated fitness is not simply a new
name for classical individual fitness, even though both are measured in
terms of direct reproductive success.The qualifier ‘neighbour-modulated’
is introduced in order to make explicit some additional assumptions

 This dual theoretical role for the coefficient of relatedness—r as capturing the under-
lying source of phenotypic correlation between actor and recipient, and r as capturing the
value of a recipient to an actor for the purposes of indirect reproduction—is discussed by
Frank (b, a, ), who suggests we should define relatedness slightly differently for each
theoretical purpose. See Birch (b, Ch. ) for further discussion of this idea.
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Figure . Neighbour-modulated fitness. An organism’s neighbour-modulated
fitness is an unweighted sum of effects on its own reproductive success. In this
illustration, organism ’s reproductive success is affected by the behaviour of four
organisms, including itself.Theorganisms are labelled , , , and , and the arrows
indicate causal influence of behaviour on reproductive success. ’s neighbour-
modulated fitness is a sum of these effects, plus a baseline non-social component.

that are being brought into play. As Figure . indicates, the concept of
neighbour-modulated fitness assumes that an individual’s reproductive
success can be decomposed into a sum of components, each of which
is causally attributable to a particular neighbourhood phenotype, plus a
‘baseline’ component that is independent of what these neighbours do.
Since the classical Darwinian fitness concept does not make any such
assumption about the causal structure of fitness, it would be incorrect to
simply equate the two (Marshall, , pp. –).

Second, inclusive fitness is not simply an organism’s classical individual
fitness plus the classical individual fitness of its relatives, with the latter
quantitiesweighed by relatedness coefficients.Hamilton never defined in-
clusive fitness in this way, because it leads to serious problems. As Grafen
(, ) emphasizes, it is a constraint on any fitness concept that if
bearers of one allele are, on average, fitter than bearers of an alternative
allele, then the former should be favoured by selection at the expense of
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Figure . Inclusive fitness. An organism’s inclusive fitness is a weighted sum of
its effects on the reproductive success of others. In this illustration, organism ’s
behaviour affects the fitness of itself and of organisms , , and  (as shown by
the arrows; the shaded regions represent components of fitness caused by the
behaviour of organism ). Organism ’s inclusive fitness consists of a baseline non-
social component, plus the effect on its own reproductive success caused by its
own behaviour, plus its effects on organisms , , and , weighted in each case
by the relevant coefficient of relatedness. In a population without class-structure,
the coefficient of relatedness will be the same for every effect and will correspond
to the r coefficient in HRG (for discussion of more complex cases in which class-
structure is present, see Taylor, , ; Frank, ; Grafen, a;Wenseleers
et al., ; Birch, b).

the latter. A simple weighted sum of classical individual fitnesses violates
this constraint. This is essentially because it allows any given descendant
to be countedmultiple times, once in computing the fitness of its parents,
and again (and again, and again . . .) in computing the fitness of any collat-
eral relatives.Thismultiple-counting has the consequence that organisms
with ‘bushier’ family trees can end up much fitter than organisms with
more sparse family trees, even though the bushiness of one’s family tree
makes no difference in itself to the future representation of one’s genes in
a population (Box .).
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What Hamilton () saw from the outset is that, if the notion is
to make sense at all, inclusive fitness must be defined in a way that
avoids multiple-counting. His solution was to assume (as illustrated in
Figure .) that every organism’s reproductive output can be written as a
sum of components, each attributable to the behaviour of a specific social
actor. Given this assumption, we can make sure that each component is
counted once—and only once—by insisting that each component counts
only towards the fitness of the actor who was causally responsible for it.
As Hamilton () himself put it:

Inclusive fitness may be imagined as the personal fitness which an individual
actually expresses in its production of adult offspring as it becomes after it has
been stripped and augmented in a certain way. It is stripped of all components
which can be considered as due to the individual’s social environment, leaving
the fitness he would express if not exposed to any of the harms or benefits of that
environment. This quantity is then augmented by certain fractions of the quant-
ities of harm and benefit which the individual himself causes to the fitness of his
neighbours. The fractions in question are simply the coefficients of relationship.

(Hamilton, , p. )

Thus inclusive fitness is an inherently causal notion: a weighted sum
of the fitness components for which a given social actor is causally re-
sponsible, where the weights are coefficients of relatedness.This weighted
sum can be interpreted as a measure of the net genetic representation an
actor gains in future generations by means of its social actions. The core
conceptual contrast with neighbour-modulated fitness is that, while the
neighbour-modulated fitness concept assigns descendants to ancestors
in the traditional way—according to direct genealogical descent—the
inclusive fitness concept assigns descendants to ancestors according to
considerations of social causation (Frank, ; Queller, ).

Box . The trouble with a simple weighted sum

Consider a population containing two types of organisms: squares and
circles. The initial generation contains one square and one circle. The
initial circle has three offspring while the initial square has only one.
But in the second generation, the square produces two offspring while
each circle produces only one. The situation is depicted in the figure
below (the first generation is the top row, the second generation is
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the middle row, and the third generation is the bottom row; arrows
represent parent-offspring relationships).

If individual fitness (wi) is measured by personal reproductive out-
put, then organism  (for which w = ) is fitter than organisms , ,
or  (for which w = ). If individual fitness is measured by a simple
weighted sum, with relatedness providing the weights, then organism
 (for which w = ) is less fit than organisms , , or  (for which
w = ).

Now consider the question: what do these fitness concepts predict
about the change in the relative frequencies of squares and circles
between the second and third generations? If fitness is personal re-
productive output, then squares in the second generation are fitter
on average than circles, so we predict that squares increase in rela-
tive frequency. But if fitness is a simple weighted sum, then circles
are fitter on average than squares, so we predict that circles increase
in relative frequency. The correct answer is that squares increase in
relative frequency: personal reproductive output gets the prediction
right, whereas a simple weighted sum gets it wrong.

The simple weighted sum gets the direction of change wrong be-
cause it counts the same offspring three times over, simply because
the parents happen to be (clonally) related. The moral is that an ad-
equate formulation of inclusive fitness must avoid counting the same
offspring multiple times over, and must therefore be something more
subtle than a simple weighted sum.
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On the face of it, phenotypic correlation and indirect reproduction
sound like very different phenomena, and neighbour-modulated and in-
clusive fitness sound like very different ways of thinking about fitness.
Despite this, the two approaches are often considered ‘formally equi-
valent’, in the sense that they reliably yield identical results about the
direction of gene frequency change.

Yet there have always been dissenters from the consensus. For example,
Maynard Smith () contrasted ‘the exact “neighbour-modulated fit-
ness” approach’ with ‘the more intuitive “inclusive fitness” method’ (,
p. ). He advocated inclusive fitness on the grounds that he considered
it easier to apply, but he thought it less accurate. Another advocate of
neighbour-modulated fitness is Frank, who has written of the ‘mistaken
conclusion that direct [i.e. neighbour-modulated] and inclusive fitness
models are the same process described in different ways’ (b, p. )
and has come to the view that ‘inclusive fitness is more limited and more
likely to cause confusion’ (, p. ). In recent years, JeffreyA. Fletcher
and Michael Doebeli (; ; ) have defended a somewhat sim-
ilar position, arguing that only a neighbour-modulated (or ‘direct’) fitness
approach has the resources to provide ‘a simple and general explanation
for the evolution of altruism’.

To achieve a degree of clarity on this issue, I suggest that Hamilton’s
own work provides an excellent starting point. Hamilton () asserted
that gene frequency change can be calculated using either fitness concept,
but he provided no formal argument for their equivalence. He did, how-
ever, include such an argument in his () paper on selfishness and
spite. Within a new, elegant formalism drawing on the work of Price
(), Hamilton articulated clearly and concisely the basic insights he
had presented in a rather dense way in earlier work. But perhaps the argu-
ment is a little too concise. As I will show, it leaves important assumptions
unarticulated.

 See, for example, Dawkins (); Rousset (); Taylor et al. (); West et al.
(c); Gardner and Foster (); Wenseleers et al. (); Gardner et al. (); Queller
(); Marshall (). Taylor et al. () qualify their endorsement of the equivalence
thesis by noting that it holds when selection is weak in a specific sense, but might not hold
when selection is strong.This chapter eventually arrives at a similar view by a different route
(see Section .).
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. Hamilton’s Argument Reconsidered
Here I reconstruct the argument I take Hamilton to have given for the
formal equivalence of neighbour-modulated and inclusive fitness. In do-
ing so, I want to draw attention to two assumptionsHamilton left implicit,
since they point to interesting limitations of this equivalence.

Consider a finite population of N numbered individuals. Let Wtot
i rep-

resent the total reproductive success of the ith individual (‘the recipient’),
and let sij represent the additive effect of the social behaviour of the
jthindividual (‘the actor’) on the reproductive success of the ithindividual.

We should pause here to consider the meaning of sij. Hamilton ()
simply glosses the sij as ‘additive effects’. However, I suggest that, to
do justice to Hamilton’s explicitly causal conception of social fitness,
we should interpret sij in explicitly causal terms, as the causal effect
the jthindividual has on the reproductive success of the ithindividual
by means of expressing the social character of interest. In keeping with
Hamilton’s own verbal descriptions, this idea can be explicated in terms
of counterfactuals: we can interpret the quantity (Wtot

i − sij) as the re-
productive success that the ithindividual would have achieved, if it had
never been affected by the trait-value of the jthindividual.

Note the contrast here with HRG (Chapter ). In the context of HRG,
I argued that b and c should be understood as aggregate population stat-
istics that are causally interpretable only in special cases. The difference
arises because, in deriving HRG, we deliberately abstracted away from
all detail regarding the individual-level causal paths linking genotype to
fitness in order to arrive at a statistical decomposition of high generality.
Here, however, we are putting some of that detail about individual-level
causal paths back in, so as to capture Hamilton’s causal conception of

 Frank () also reconstructs and discusses Hamilton’s model, though without draw-
ing attention to its assumptions.

 Readers wishing to avoid mathematical details may skip this section—but please note
the two key assumptions stated verbally at the end of it.

 This explication assumes a relatively simple relationship between causation and coun-
terfactuals. As Lewis (),Woodward (), Paul andHall (), andmany other philo-
sophers have argued, the true relationship is far more complicated, but we can bracket these
complications for current purposes. To be clear, the sij are defined in terms of causation,
and I am merely invoking counterfactuals to provide an intuitive gloss on what ‘causation’
amounts to.
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social fitness, conceived not as a population statistic but as a property of
an individual organism.

We can now return to the model. Let rij represent the coefficient of
relatedness: a regression prediction of the recipient’s genotype on the
basis of that of the actor, calculated by averaging over interacting pairs of
actors and recipients. More precisely, let (i, j) label a possible recipient-
actor pair, where i labels the recipient and j labels the actor. Let A
denote the subset of all possible recipient-actor pairs that actually inter-
act socially. Let rij = CovA(pi, pj)/VarA(pj), where pi is the recipient’s
genic value for a particular allele, pj is the actor’s genic value, and the
covariance and variance are computed by summing over the set of all
interacting pairs, A.

We can express an individual’s reproductive success, with full general-
ity, as a sum of additive effects attributable to distinct social actors, plus a
term representing the individual’s baseline non-social fitness (αi), plus a
term representing the deviation from fitness additivity (εWi ):

Wtot
i = αi +

∑

j
sij + εWi (.)

There are many biological reasons why an individual’s reproductive
success might deviate from additivity in the real world; see in particular
the discussion of task-structured cooperation in Chapter  and syner-
gistic effects in Chapter  (see also Queller, , b). Hamilton ()
simply assumes deviations from additivity to be absent (for reasons dis-
cussed in Sections . and . of this chapter). However, I want to repres-
ent them explicitly in the model, in order to state precisely the nature
of the assumption we must make about them (see the NMF equation
below).

 This is closely related to the the regression definition of relatedness fromChapter  that
features in HRG. There is a difference: here we are using actor genotypes as predictors of
recipient genotypes, whereas HRG involves using recipient genotypes as predictors of actor
genotypes. However, reversing the direction of the regression in this way makes no differ-
ence to the value of r if we assume, as we are assuming here, that there is no class-structure
in the population. For discussion of the complications introduced by class-structure, see
Frank (); Taylor et al. (); Birch (b).
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Let us now follow Hamilton () in defining the neighbour-
modulated fitness of the ith individual as the sum of all additive effects
on its reproductive success, plus the baseline non-social component:

WNMF
i = αi +

∑

j
sij (NMF)

If the deviations fromadditivity are zero for all individuals (i.e. εWi = 
for all i), then an individual’s neighbour-modulated fitness can be equated
with its total reproductive success. If εWi �= , then neighbour-modulated
fitness can still be used to calculate gene frequency change accurately,
provided the deviations from additivity do not co-vary with the gene of
interest. However, in cases in which deviations from additivity do co-
vary with the gene, neighbour-modulated fitness maymislead.This is the
point at which a substantive assumption of ‘additivity’ is required, and the
nature of this assumption is now clear: we must assume that deviations
from fitness additivity (εWi ), if present, do not co-vary with the gene
of interest, and so are irrelevant to the direction and magnitude of gene
frequency change.

Now let us define the inclusive fitness of the jthindividual as its baseline,
non-social fitness (αj) plus the sum of all the additive fitness effects (sij)
forwhich it is causally responsible, weighted in each case by the coefficient
of relatedness rij:

WIF
j = αj +

∑

i
sijrij (IF)

We can see immediately that if there is no social interaction at all
(i.e. if sij =  for all i, j such that i �= j), then our two fitness concepts are
identical. Unsurprisingly, both yield the result that an individual’s fitness
is simply equal to its baseline, non-social fitness α. When social inter-
action occurs, however, the two concepts are non-identical. Neighbour-
modulated fitness assigns the sij to recipients, whereas inclusive fitness
assigns them to actors, weighting them by relatedness.

We can now ask: under what conditions does Cov(WNMF
i , pi) equal

Cov(WIF
j , pj)? This is the crucial question as regards the ‘formal equi-

valence’ of the two fitness concepts for the purpose of calculating gene
frequency change. In fact, it turns out that, given one further important
assumption, these quantities are equal.
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First, we can use our definitions of neighbour-modulated and in-
clusive fitness to split each covariance into a non-social and social
component:

Cov(WNMF
i , pi) =

non-social
︷ ︸︸ ︷
Cov(αi, pi)+

social
︷ ︸︸ ︷

Cov
( ∑

j
sij, pi

)
(.)

Cov(WIF
j , pj) =

non-social
︷ ︸︸ ︷
Cov(αj, pj) +

social
︷ ︸︸ ︷

Cov
(∑

i
sijrij, pj

)
(.)

The non-social component is the same in both cases: the only difference
is the indices, and since both i and j are being used to label elements of
the same set, this difference is merely notational. Hence it is only the
equivalence of the two social components that needs to be established.
Following Hamilton, let us call these social components (respectively)
the ‘neighbour-modulated fitness effect’ and the ‘inclusive fitness effect’.
Hamilton further simplifies matters by assuming α to be a constant (of
value ), so that the non-social component is zero in both cases; but this
assumption is dispensable to the argument.

The neighbour-modulated fitness effect can be usefully rewritten as

Cov

⎛

⎝
∑

j
sij, pi

⎞

⎠ =
∑

j

{

N

∑

i
(pi − p)sij)

}

(.)

Now note that, from the definition of relatedness as a regression pre-
diction of the recipient’s genotype on the basis of that of the actor, it
follows that

pi − p = rij(pj − p) + εpi (.)

where εpi denotes the extent to which the recipient’s actual genotype
deviates from the regression prediction. Assume now that

Cov

⎛

⎝
∑

j
sij, εpi

⎞

⎠ =  (.)
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This key assumption, which Hamilton () makes implicitly, amounts
to assuming that the recipient’s personal gene frequency predicts its social
fitness only via correlations with actors, and not via any other pathway
(e.g. via conferring an ability on the recipient to make better use of the
help it receives). This entitles us to substitute rij(pj − p) for (pi − p) in
equation ., yielding

Cov

⎛

⎝
∑

j
sij, pi

⎞

⎠ =
∑

i

⎧
⎨

⎩

N

∑

j
(pj − p)rijsij)

⎫
⎬

⎭
(.)

The right-hand side of (.) can now be rewritten once again as a
covariance:

Cov

⎛

⎝
∑

j
sij, pi

⎞

⎠ = Cov

(
∑

i
sijrij, pj

)

(.)

Comparing this result to (.) and (.), we see that

Cov(WNMF
i , pi) = Cov(WIF

j , pj) (.)

as we hoped to prove.
We can now see that Hamilton’s () argument for the formal

equivalence of neighbour-modulated and inclusive fitness relies on two
pivotal assumptions, both of which amount to assumptions of uncorrel-
ated residuals:

• Additivity: Deviations from fitness additivity (εWi ), if present, do
not co-vary with the gene of interest, and so are irrelevant to the
direction and magnitude of gene frequency change.

• Actor’s control:The recipient’s genotype predicts its social fitness only
via its correlation with actor genotypes, and not via any other path-
way (e.g. by enabling it to make better use of the help it receives).

Reliance on these assumptions is by no means an idiosyncratic feature
of Hamilton’s () model. More recently, Grafen (a, pp. –)
has provided an argument for formal equivalence that improves on
Hamilton’s in various respects: in particular, it accommodates uncer-
tainty, and it accommodates the various different social ‘roles’ an actor
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can occupy. Nevertheless, for all its additional sophistication, Grafen’s
argument still relies crucially on the assumptions of additivity and actor’s
control.The only difference is that, while Hamilton left these assumptions
implicit, Grafen notes them explicitly.

. Hamilton’s Assumptions: Actor’s Control
and Additivity

Actor’s control points to one important qualification we need to add
to Hamilton’s equivalence result. If the recipient’s genotype correlates
with the fitness effects it receives in ways that are not fully explained
by correlations with actor genotypes, the result will be a situation in
which Cov(

∑
j sij, εpi) �= . This is a situation in which inclusive fitness

could lead to errors. Essentially, this is because inclusive fitness involves
substituting the actual value of the recipient’s genotype with a regres-
sion prediction based on the actor’s genotype. If this substitution can be
achieved without losing a portion of the covariance between the recip-
ient’s genotype and its reproductive success (something guaranteed by
actor’s control) then there is no problem; but if a portion of the covariance
goes missing, there is a problem.

Such a situation may seem intuitively hard to visualize. But all it needs
is for there to be some genotype that, in addition to disposing an organism
to express a social behaviour, also affects its ability to receive the benefit
of that behaviour when expressed in others. Consider, for example, a
genotype that disposes its bearer to produce an alarm call. In so doing,
it reveals the organism’s location to nearby predators, adversely affecting
its ability to benefit from the alarm calls of others. In this scenario, the
benefit of receiving an alarm call for a recipient does not just depend on
the genotype of the actor. It also depends on a fact about the recipient
(i.e. whether or not the recipient has also produced an alarm call) that

 Grafen (a) goes on to argue (controversially) that there is a sense inwhich inclusive
fitness is ‘optimized’ in evolution. We will discuss this idea later in the chapter.

 Frank () also derives a qualified equivalence result that holds under broadly similar
assumptions in a framework that explicitly incorporates class structure. See Birch (b)
for discussion of Frank’s formalism.



OUP CORRECTED PROOF – FINAL, //, SPi

two conceptions of social fitness 

will be correlated with its genotype (see Section . for further discussion
of this example).

When actor’s control is violated, neighbour-modulated and inclusive
fitness are no longer equivalent, and only the former is valid. Neighbour-
modulated fitness does not require the actor’s control assumption,
because it does not rely on substituting the recipient’s genotype with a
regression prediction based on the actor’s genotype. Instead, it simply
looks at the overall covariance between the recipient’s genotype and the
fitness effects it receives, implicitly allowing for cases in which the value
of a social fitness effect depends on the genotype of the recipient as well
as that of the actor.

Let us now turn to additivity. This assumption enters Hamilton’s ar-
gument at an early stage, as a prerequisite for the formulation of both
neighbour-modulated and inclusive fitness. Hamilton defines both fitness
concepts in terms of an additive causal model of reproductive success,
and assumes that deviations from that model are irrelevant to the direc-
tion of change. Consequently, if this assumption turns out to be widely
violated in nature, this will not undermine the claim that the two fit-
ness concepts are equivalent, but it will pose a threat to the utility of
both concepts.

Is the additivity assumption widely violated? We should distinguish
here between strong andweak varieties of additivity. If the deviation from
the additive causal model, εW , is zero for all individuals, then we can
say that the structure of social interaction is strongly additive. If εW is
non-zero for some individuals but makes no difference to gene frequency
change, we can say that the structure of social interaction is weakly addit-
ive. Strong additivity implies weak additivity, but the converse is not true,
and Hamilton’s fitness concepts require only weak additivity. Either way,
we are talking about a property of the causal structure of social interaction
in a population, not a property of any particular organism or gene.

It is clear that social interactions in the natural world frequently vio-
late strong additivity. Strong additivity requires that an individual’s social

 The assumption of ‘equal gains from switching’, which is often invoked in evolutionary
game theory, can be seen as a way of securing actor’s control in a class of simple evolutionary
games (vanVeelen, ; Nowak et al., ; Birch, b). As critics of inclusive fitness have
oftennoted, synergistic payoffs, such as those found in alarm call scenarios, imply a violation
of equal gains from switching.
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fitness can be written, without remainder, as a sum of causal components,
each of which reflects the amount of reproductive success a recipient
would lose if it had never been affected by the trait-value of a particular
social actor. Compare this to paradigm cases of task-structured cooper-
ation, such as those discussed in Chapter : fruiting body formation in
social amoebae, bubble-net feeding in humpback whales, fungus culti-
vation in leafcutter ants, and so on. Such task structures tend to create
situations in which the effect on the recipient cannot be expressed as
a sum of components, each corresponding to the difference made by a
single actor’s contribution (Birch, ). Or imagine jumping into a river
to save a drowning child. If your action saves the child’s life, then any
future occasions onwhich the child’s life is saved are only possible because
of your action, so the effects of your action and these later actions will not
combine additively.

Weak additivity, however, is compatible with substantial deviations
from the additive causal model. Its tenability in any particular case de-
pends on whether these deviations co-vary with the gene of interest. This
makes the empirical status of weak additivity difficult to assess. We are
often in a position to know empirically that a social interaction violates
strong additivity, since this depends only on the causal structure of the
interaction, but we are less often in a position to know whether the de-
viations from strong additivity co-vary with any genes. I will not try to
settle this empirical question here. Note, however, that failures of weak
additivity are clearly possible in principle whenever there are deviations
from strong additivity. We should therefore be cautious about assuming
weak additivity when strong additivity is violated.

These considerations lend weight to the view that, as Grafen puts it,
‘the assumption of additivity . . . is not in general a realistic assumption.
In many applications, non-additivity is an important part of the problem’
(Grafen, a, p. ; see also Queller, , ; Marshall, ). What
does this mean for our two conceptions of social fitness and for the rela-
tionship between them?

The immediate challenge is not to the formal equivalence of the two
fitness concepts but rather to the generality of both. Hamilton formulated
both fitness concepts in terms of an additive causal model. If the model is
inappropriate in some biological scenario, then both fitness concepts as
Hamilton originally conceived them are inappropriate in that scenario.

Yet it would be wrong to conclude that the two fitness concepts are
on a par when it comes to accommodating deviations from additivity.
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A key difference is that neighbour-modulated fitness, because it does
not assume actor’s control, has more leeway for accommodating effects
that depend on the behaviour of multiple actors. Neighbour-modulated
fitness requires that an individual’s fitness can be expressed as a sum of
effects attributable to properties of its social neighbourhood, but it does
not require that each property is controlled by a single actor. This means
that, as Queller (, ) has shown, we can augment the basic additive
causalmodel with ‘synergistic effects’ that depend in complex ways on the
phenotypes of multiple actors (see also Smith et al.,  and Marshall,
, pp. –).

By contrast, the inclusive fitness concept relies fundamentally on the
assumption that each fitness effect can be attributed to a single controlling
actor, whose inclusive fitness it counts towards. Since synergistic effects
are not controlled by any single actor, there is no principled answer to
the question of whose inclusive fitness they promote. In these contexts,
inclusive fitness, as Hamilton conceived it, is no longer a well-defined
property of an individual organism.

Thus, the two fitness concepts are threatened in different ways by fail-
ures of weak additivity. Put simply: for neighbour-modulated fitness, the
problem is a technical one that can often be surmounted by expanding
the causal model of fitness. For inclusive fitness, however, the problem
runs deeper, for it is a problem of a conceptual nature. The reassignment
of fitness components to controlling actors that Hamilton envisaged is no
longer possible when the additive causal model fails.

. Weak Selection and Fisher’s Microscope
So far, then, things look bad for both fitness concepts as formulated
by Hamilton, since both assume an empirically questionable form of
additivity. Things look doubly bad for inclusive fitness, since this also
relies on an empirically questionable assumption of actor’s control, and
this extra assumption blocks the extension of the concept to accommo-
date synergistic effects. Critics of inclusive fitness are likely to feel that
the discussion should end here: since both neighbour-modulated and
inclusive fitness demand restrictive assumptions, we should concentrate
onmodelling approaches that simply use reproductive success as a fitness
measure, without neglecting or reassigning any of its causal components.
This, roughly, is the line advocated by Nowak et al. () and Allen et al.
(). But I do not think the discussion should end here. I take the view
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that, for all their strong underlying assumptions, a good case can bemade
for the theoretical value of both fitness concepts, and of inclusive fitness
in particular.

Defenders of inclusive fitness (e.g. Grafen, , a) have long noted
that both of its main assumptions can be justified as approximations
if we assume a specific form of weak selection, now usually known as
δ-weak selection (Wild and Traulsen, ). To assume δ-weak selection
is to assume that the character of interest is a quantitative character, and
that the alternatives competing in the population are a wild type and a
mutant that differs only very slightly from the wild type. For example, in a
strategic interaction with two discrete pure strategies, such as a prisoner’s
dilemma or a hawk-dove game, a δ-weak selection model would pit a
mixed-strategy wild type that chooses one strategy with probability q
and the other with probability  − q against a mixed-strategy mutant that
chooses the first strategy with probability q + δ and the other strategy
with probability  − q − δ, where δ is a very small increment such that
δ ≈  (Wild and Traulsen, ). To give a more vivid example, if we
wanted to construct a δ-weak selectionmodel of the evolution of jumping
into rivers to save drowning children, we might compare the strategy of
jumping with probability q to the strategy of jumping with probability
q + δ.

With this idea in hand, we can go back to Hamilton’s model and
reinterpret the sij parameters. Instead of thinking of sij as the total causal
effect of the jth actor’s behaviour on the ith recipient’s reproductive out-
put (i.e., roughly, the total amount by which the recipient’s reproductive
output would have been lower, had it never interacted with the actor), we
can now think of sij as the marginal (or differential) causal effect of the
jth actor’s behaviour on ith recipient’s reproductive output in comparison
with a default scenario in which the actor expresses the wild type beha-
viour. All effects common to the mutant and wild type are now folded
into the ‘baseline’ component of fitness. Non-zero values of sij occur only
when the actor expresses the mutant.

In this reinterpretedmodel, the key assumptions of the inclusive fitness
concept can be reinterpreted as assumptions about marginal rather than
total causal effects: what is required is that the marginal causal effects of

 See Grafen (, Section ) for a more detailed discussion of the options for model-
ling such phenomena.
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the mutant phenotype, relative to the wild type, are weakly additive and
actor controlled.Under these conditions, a gene for themutant phenotype
is positively selected if and only if the mutant has a positive inclusive
fitness effect relative to the wild type. The difference is that, with δ-weak
selection assumed, the assumptions that initially seemed too strong are
now reasonable as approximations, even in cases in which they would be
violated if defined in relation to total causal effects.

To see the intuitive rationale for this, consider again the alarm call
example. The problem here was that making an alarm call reduces the
benefit an organism receives from an alarm call expressed in others, lead-
ing to a violation of actor’s control. But now consider the marginal causal
effect of making an alarm call with probability q + δ rather than proba-
bility q.This will have a first-order negative effect on one’s own fitness and
a first-order positive effect on the fitness of nearby recipients. It will also
have a second-order effect on the benefit one receives from a very small
increase in the probability with which another nearby individual makes
an alarm call. However, this second-order effect, which is the source of
the trouble for the actor’s control assumption, is precisely the kind of
effect that the assumption of δ-weak selection entitles us to regard as
approximately zero, since it relies on the product of two tiny phenotypic
differences.

The upshot is that there is a class of models—models of δ-weak
selection—in which both of Hamilton’s original fitness concepts are valid
and require no extension. Moreover, because δ-weak selection secures
both weak additivity and actor’s control (as first-order approximations)
in one fell swoop, inclusive fitness does not end up with a more lim-
ited domain of application within this class of models by virtue of
assuming actor’s control. So, although the actor’s control assumption does
necessitate a qualification to Hamilton’s equivalence claim—it is some-
thing formally assumed by inclusive fitness but not neighbour-modulated
fitness—this qualification turns out to be less significant than one might
have supposed.

To critics of inclusive fitness, the appeal to δ-weak selection will seem
ad hoc and perhaps even a little desperate: to justify two empirically
questionable assumptions, we invoke another assumption that appears
to be no less questionable. Why think that selection is normally δ-weak?

 The ‘jumping into the river’ case can be handled in a similar way (Grafen, ).
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Indeed, why think it is ever δ-weak? However, it would be not be fair to
characterize this assumption as an ad hoc move intended to immunize
inclusive fitness against empirical challenges. It is fairer, I think, to see
δ-weak selection as an assumption that is reasonable given some im-
portant empirical and methodological background commitments that
inclusive fitness theorists hold. These are commitments which can be
traced back to Hamilton, but which critics of inclusive fitness do not
necessarily share.

At the heart of the inclusive fitness paradigm is a version of meth-
odological adaptationism that takes complex adaptation—or ‘organism
design’—to be the field’s main explanatory target (Gardner, ; Grafen,
). This is combined with an empirical commitment to a Fisherian
‘micromutationist’ picture of how complex adaptation arises. Fisher
() took complex adaptation to result from the gradual accumulation
of mutations with tiny effects on the phenotype. He posited small-effect
mutations on the grounds that large-effect mutations are much less likely
to constitute adaptive improvements. In support of this claim, he offered
two iconic arguments: one involving an informal analogy with a micro-
scope, the other involving a more formal geometric model.

To paraphrase (and simplify) the informal argument, suppose you are
attempting to focus a microscope by turning an adjustment knob. Know-
ing nothing ofmicroscopes, you have no idea whichway to turn the knob,
so you turn it in a random direction. If the adjustment is very small, there
is a % chance it will improve the focus, because any very small adjust-
ment in the right direction will help. But the larger the adjustment gets,
the lower the probability it will be an improvement, because it becomes
ever more likely that an adjustment, even if it happens to be in the right
direction, will overshoot the target.

Using a geometric model in which a population is displaced from the
optimum in phenotypic space andmust find its way back to the optimum

 Darwin () was also a gradualist about complex adaptation: there is a passage in
the Origin in which Darwin clearly envisages ‘organs of extreme perfection’ arising through
the accumulation of tiny improvements (Birch, c). However, it would be tendentious
to project on to Darwin the whole package of Fisher’s views about the typical strength of
selection and the typical effect size of adaptive substitutions. Darwin, knowing little about
the mechanisms of inheritance, at times appears to invoke very strong selection as a way of
cancelling out the effects of blending inheritance (Lewens, a).
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through random gene substitutions, Fisher showed that the probability
of an improvement, which falls off with the size of the adjustment even
in the one-dimensional case, falls off more rapidly in the case of an
adjustment in two dimensions, and falls off very rapidly indeed when we
are adjusting at random in many dimensions, as in the case of a mutation
that affects many aspects of the phenotype.The chance of improvement is
greatest—at %—for a mutation that affects the phenotype by an infini-
tesimal amount.

Fisher’s argument has not been without its critics. Notably, Motoo
Kimura () argued that, in finite populations, mutants with larger ef-
fects on the phenotype have a greater chance of going to fixation, because
mutants with small effects are prone to drifting out of existence. In a
seminal analysis,H.AllenOrr () showed that both Fisher andKimura
could be partially vindicated in relation to different stages of the process
of cumulative adaptive evolution: the typical effect size of a mutation
fixed at an early stage in the process, when the phenotype is far from
the optimum, is much larger than Fisher thought; but, as the phenotype
gets closer to optimality, Fisher’s concern about ‘overshooting’ becomes
increasingly salient and the typical effect size of a fixedmutation becomes
progressively smaller.

Although Fisher’s argument remains a source of on-going debate (see
e.g. Waxman and Welch ; Martin and Lenormand ), what mat-
ters for current purposes is that themicromutationist picture remains the
received wisdom in behavioural ecology, and certainly among inclusive
fitness theorists. It was, notably, central to Hamilton’s own thinking on
these issues. In an autobiographical note included in his () collected
papers, he wrote:

I was and still am a Darwinian gradualist for most of the issues of evolutionary
change. Most change comes, I believe, through selected alleles that make small
modifications to existing structure and behaviour. If one could understand just
this case in social situations, who cared much what might happen in the rare
cases where the gene changes were great and happened not to be disastrous?
Whether under social or classical selection, defeat and disappearance would, as
always, be the usual outcome of genes that cause large changes. I think that a
lot of the objection to so-called ‘reductionism’ and ‘bean-bag reasoning’ direc-
ted at Neodarwinist theory comes from people who, whether through inscrut-
able private agendas or ignorance, are not gradualists, being instead inhabitants
of some imagined world of super-fast progress. Big changes, strong interlocus
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interactions, hopefulmonsters,mutations so abundant and so hopeful that several
may be under selection at one time—these have to be the stuff of their dreams if
their criticisms are to make sense. (Hamilton, , pp. –)

This allows us to see why an assumption of δ-weak selection is not ad
hoc, but rather stems directly from the core commitments of Hamilton’s
program.This assumption is at the heart of the micromutationist picture
Hamilton advocated, on which selection assembles complex adaptations
cumulatively by acting on tiny phenotypic differences. The subset of
selection processes for which inclusive fitness is a valid predictor of gene
frequency change is thus the same subset that inclusive fitness theorists,
on independent grounds, take to be responsible for the generation of
cumulative adaptation.

. Inclusive Fitness as a Criterion
for Improvement

However, the connection between inclusive fitness and cumulative
adaptation runs deeper than this. The fact that inclusive fitness can be
used to calculate short-term gene frequency change under δ-weak selec-
tion does not give it any advantage over neighbour-modulated fitness,
since this too can be used to calculate short-term gene frequency change
under δ-weak selection. But, in the context of explaining adaptation, there
is a different sort of theoretical role for a fitness concept with respect to
which inclusive fitness is superior: that of providing a stable criterion for
phenotypic improvement over the evolutionary medium term.

Before explainingwhy inclusive fitness is apt for this role, letme explain
what I mean by the ‘evolutionary medium term’. A number of authors
(e.g. Eshel and Feldman, , ; Neander, ; Hammerstein, ;
Eshel et al., ; Godfrey-Smith and Wilkins, ; Metz, ) have
noted the disconnect between the ‘microevolutionary’ timescale of most
population genetics models and the longer timescale over which com-
plex adaptations are cumulatively assembled. Most population genetics
models focus on relatively short-term changes in allele frequency, lead-
ing to equilibria that are stable given the alleles currently competing in
the population, but that may be destabilized by the appearance of new
mutants. By contrast, cumulative adaptation occurs over many success-
ive episodes of short-term allele frequency change, as one new mutant
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responsible for a small improvement spreads through the population,
eventually followed by another, and another, and so on, in a process
memorably described byDawkins () as ‘climbingMount Improbable’.
This is clearly a longer timescale than that of short-term microevolution,
but nor are we talking here about the timescale of ‘macroevolution’ (in
the sense of, e.g., Gould, ; Sterelny, ), since these changes are
typically still occurring within a single species. Metz () and Godfrey-
Smith () have suggested the term ‘mesoevolution’ for the timescale of
cumulative adaptation. This is what I mean by ‘medium term’ evolution.

Consider, then, a picture of cumulative adaptation arising from the
gradual accumulation of tiny improvements to the phenotype over a
mesoevolutionary timescale. In this context, I suggest that we want more
from a fitness measure than accurate calculations of short-term gene fre-
quency change and short-term equilibria. We also want a fitness measure
that can serve as a stable criterion, throughout the whole process, for
what constitutes an ‘improvement’ to the phenotype. In other words,
fitness must be a property of an organism, X, such that new mutants
are systematically favoured over the wild type if and only if they make a
positive marginal contribution (in contrast with the wild type) to X. The
distinctive advantage of inclusive fitness is that it is a very good candidate
for property X.

Neighbour-modulated fitness is not a good candidate. To see why, ima-
gine a process of cumulative adaptation in which natural selection gradu-
ally ‘shapes’ various different aspects of a complex behavioural strategy.
Suppose the strategy is initially shaped by selection for marginal direct
benefits to the actor, then goes through a stage in which it is shaped by
selection for marginal indirect benefits conferred on a relative at a direct
cost to the actor, and then finally goes through a ‘streamlining’ stage in
which the direct cost to the actor is gradually reduced.

At all stages in this hypothetical process, the actor’s inclusive fitness
provides a consistent criterion for improvement: all and only those
mutants which differentially promote the inclusive fitness of the actor
are favoured. Yet the same cannot be said of the actor’s neighbour-
modulated fitness, since mutants that detract from this quantity are
favoured during the middle stage; and nor can it be said of the recipient’s
neighbour-modulated fitness, since mutants that are neutral with respect
to the recipient’s neighbour-modulated fitness are favoured in the initial
and final stages.
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It is true that, at any given stage in this process, one can point to a
neighbour-modulated fitness property—that of the actor in the first and
third stages, and that of the recipient in the second stage—and say that the
trait’s marginal effects on that property are driving the evolution of the
trait. But this does not lead to a stable criterion of improvement, because
the relevant property changes over time: selection sometimes favours
mutants that promote the neighbour-modulated fitness of the recipient
and sometimes favours mutants that promote the neighbour-modulated
fitness of the actor. Only the inclusive fitness of the actor provides a
stable criterion for improvement throughout thewhole process, as natural
selection ‘shapes’ different aspects of the phenotype.

This distinctive role for inclusive fitness as a criterion for phenotypic
improvement points to a close relationship between inclusive fitness and
the concept of optimality, because a criterion for improvement implies
a standard with respect to which the optimality (or suboptimality) of a
phenotype can be judged. For social evolution researchers thinking about
cumulative adaptation over mesoevolutionary timescales, it makes sense
to conceptualize a locally ‘optimal’ trait, within a specified set of alter-
natives, as one that leaves no room for further cumulative improvement
under δ-weak selection; and it makes sense to conceptualize a ‘subop-
timal’ trait as one that does leave room for such improvement. Since, as
I have argued, inclusive fitness provides the appropriate criterion for what
constitutes an improvement, it also provides the appropriate standard for
optimality. An optimal trait, within a set of alternatives, is one that at least
locallymaximizes inclusive fitness; a suboptimal trait is one that does not.

. Should We Expect Inclusive Fitness
to be Optimized?

On all the points so far discussed, I take my view to be well aligned with
those of Grafen (); Gardner (), and West and Gardner (),
all of whom emphasize the special role of inclusive fitness in explain-
ing ‘organism design’. I want to stress, however, that in calling inclusive
fitness the criterion for improvement and the standard for optimality
in a process of cumulative adaptation, I am not making any empirical
claim that we should expect cumulative improvement to occur in any
particular case, and nor am I suggesting that we should expect optimality,
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approximate optimality, or anything remotely close to optimality, to be
reliably achieved by natural evolutionary processes.

After all, there are numerous well-known obstacles to cumulative im-
provement: if there is too much dominance or epistasis, if there is too
much drift, if the environment changes too rapidly, or if the mutation
rate is too high or too low, cumulative adaptation can stall or fail to get
off the ground at all. There can be no theoretical guarantee that these
obstacles will ever be overcome in nature.When we find a phenotype that
is approximately locally optimal among a range of variants, this provides
some inductive evidence that the conditions underwhich the trait evolved
were favourable to cumulative optimization (although tests of this sort
should be performed and interpreted carefully; see Orzack and Sober,
, ). But there can be no deductive proof that the optimization
of inclusive fitness is widespread, likely, or indeed ever instantiated in the
natural world.

Here I suspect I part ways with Grafen, who writes, for example, that
the theoretical results of his ‘Formal Darwinism’ project support ‘a very
general expectation of something close to [inclusive] fitness maximiza-
tion, which will convert into [inclusive] fitnessmaximization unless there
are particular kinds of circumstances’ (Grafen, , p. ). It is not
easy to tease out the empirical commitments of such a hedged claim;
but I take it that Grafen, like many other social evolution researchers,
regards cumulative optimization as a process that, on theoretical grounds,
we should expect to occur frequently in natural populations, leading in
many cases to at least approximately optimal outcomes.

To explainwhy I am sceptical of this claim, a brief comment onGrafen’s
‘Formal Darwinism’ project is needed. The aim of the project is to derive
mathematical links between a formal representation of natural selection
(a version of the Price equation), and a formal representation of pheno-
typic optimality that uses the apparatus (borrowed from economics) of

 Many of these obstacles are discussed by Godfrey-Smith (b), who characterizes
a ‘paradigm’ Darwinian population as one in which cumulative adaptation is apt to occur,
and a ‘marginal’ Darwinian population as one that departs from a paradigm Darwinian
population in one or more ways. The conditions for cumulative adaptation highlighted by
Godfrey-Smith (b) include the fidelity of transmission, the smoothness of the fitness
landscape, and the strength of selection in relation to drift. It is worth noting here that
selection can be strong in relation to drift even if selection is δ-weak, although the prospect
of advantageous mutations drifting to extinction is particularly concerning under δ-weak
selection, as noted by Kimura and discussed briefly earlier in the chapter.
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optimization programs. I find the project admirable but do not think it
has proved—or could prove—the above claim, or any empirical claim
about the regularity with which cumulative optimization of phenotypes
occurs in nature.

I have discussed the Formal Darwinism project in detail on several
occasions and I will not repeat these discussions here, although two
concerns do merit repeating (Birch, c, a, b). First, Grafen’s
framework involves an assumption of ‘perfect transmission, that is, no
mutation, no gametic selection, fair meiosis, and that all contributing loci
have the same mode of inheritance’ (Grafen, , p. ). The assuming
away of mutation implies that his model is one in which no cumulative
adaptation can occur, so his formal links between gene frequency change
and phenotypic optimality are results that are proven to hold only in a
world inwhich no cumulative adaptation is possible (Birch, c, b).
Second, Grafen’s framework avoids making any assumptions about the
genetic architecture underlying phenotypic traits, such as the absence of
dominance and epistasis. It follows that his formal results would hold
even in a world in which dominance and epistasis were ubiquitous, im-
posing severe genetic constraints on optimization (Okasha and Pater-
notte, a; Birch, c). These two observations should lead us to
question whether these formal results can be said to support a ‘general
expectation of something close to inclusive fitness maximization’, even in
a highly qualified sense. In fact, they do not imply that inclusive fitness
maximization will ever occur.

There is a broader point to be made here: we should not overstate the
ability of purely theoretical arguments to support empirical generaliza-
tions, nomatter howhedged, about natural populations. We can say that
if a particular social adaptation has originated by means of the process
Fisher envisaged—that is, via the gradual accumulation of small-effect
mutations under δ-weak selection—then inclusive fitness provides the
appropriate criterion for improvement and the appropriate standard for
optimality with respect to that adaptation. This points to an important
and distinctive theoretical role for the concept of inclusive fitness: one

 For other perspectives on Formal Darwinism, see the commentaries collected in
Okasha and Paternotte (b).

 Orzack’s () commentary on Formal Darwinism provides a particularly forceful
statement of this point.
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to which neighbour-modulated fitness, although equally valid for the
purpose of calculating short-term gene frequency change under δ-weak
selection, is not well suited. But we should add the qualification that, in
such a case, the distance from optimality of the end product will depend
on many different variables, including how readily small mutations arise,
how reliably they are inherited, how constant they are in their average
effects on the phenotype, how effective selection is at retaining them
in the face of drift and other evolutionary processes, and how long the
whole process of cumulative improvement has been able to operate in a
sufficiently stable environment. All of these are empirical matters that no
amount of theoretical work can settle.

. Summary of Chapter 
Hamilton () introduced two alternative conceptions of social fitness,
which he termed neighbour-modulated fitness and inclusive fitness. The
core conceptual contrast is that the former assigns descendants to ances-
tors according to considerations of parenthood, whereas the latter assigns
descendants to ancestors according to considerations of social causation.

In subsequentwork,Hamilton () offered a simple formal argument
that the two frameworks provide equivalent ways of calculating gene
frequency change. This argument, like Grafen’s (a) updated version,
relies on two key assumptions: actor’s control and additivity. Additivity is
required by both fitness concepts, whereas actor’s control is an additional
assumption required by inclusive fitness.

Both assumptions are empirically questionable if interpreted as exact
claims about total effects. However, both can be justified as first-order
approximations regardingmarginal effects under δ-weak selection, which
is to say selection on tiny differences between the mutant and the wild
type. An assumption of δ-weak selection is not ad hoc: it stems from a
methodological stance that takes complex, cumulative adaptation to be
the main explanatory target of social evolution research, together with an
empirical commitment to a gradualist picture on which such adaptation
arises through the accumulation of small improvements.

In the context of a process of cumulative adaptation by δ-weak selection
for small improvements to the phenotype, short-term gene frequency
change can be calculated using either neighbour-modulated or inclusive
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fitness, but inclusive fitness has a special role to play as the criterion
for improvement and the standard for optimality. This is not to say that
optimal or even approximately optimal phenotypes are regularly achieved
in natural populations, or that cumulative improvement reliably occurs.
Given the number of potential obstacles to optimization, the question of
how often cumulative improvement occurs and the question of how often
optimality is approximately achieved are empirical questions that cannot
be answered by theory alone.
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Gene Mobility and the
Concept of Relatedness

. Sociality in the Microbial World
Themost celebrated examples of cooperation in the natural world involve
multicellular animals. We marvel at the elaborate nests of ants, bees,
wasps, and termites; at the hunting strategies of lions, orcas, and wolves;
and at the complex social hierarchies of baboons and chimpanzees. Yet
this stock of familiar examples provides only a meagre sample of the
full range of cooperative phenomena in nature. Moreover, it is a biased
sample: many of nature’s most spectacular social phenomena go largely
unnoticed by human eyes, for they are too small for the unaided eye to see.

In Chapter , we met the social amoeba Dictyostelium discoideum,
with its mobile slug (or ‘grex’) and its fruiting bodies (Bonner, ;
Strassmann et al., ; Strassmann and Queller, ). We also met
the social bacterium Myxococcus xanthus, with its ‘pack hunting’ in syn-
chronized ripples (Berleman and Kirby, ). Such impressive feats of
collective action should convince us that cooperation in microbes is no
mere sideshow: it is no less sophisticated, no less spectacular, and no less
central to the life cycles of the organisms involved than cooperation in
the macroscopic world.

But these headline-grabbing examples are only the tip of the iceberg.
The moral from the past few decades of research in microbiology is that
sociality is pervasive in microbial populations (Crespi, ; West et al.,
a). We now realize that what looked like a blob on a Petri dish is
in reality a dynamic social network: a community in which vast num-
bers of microorganisms—often including members of several different
species—interact with each other in complex and evolutionarily signi-
ficant ways. Perhaps the most frequent type of social interaction involves
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the production and consumption of so-called ‘public goods’. These goods
include enzymes, surfactants, antibiotics, toxins, adhesive polymers,
ammonia, and other useful organicmolecules: what they have in common
is that, when emitted by a producer into the external environment, they
confer a fitness benefit on at least some other nearby microorganisms
(in some cases indirectly, by harming their competitors). In recent years,
many instances of public goods production have been documented across
otherwise highly disparate microbial taxa (West et al., a).

Economic metaphors such as ‘collective action’ and ‘public goods pro-
duction’ do more than simply point to a superficial resemblance between
microbial sociality and our own feats of cooperation. They also draw our
attention to a distinctive explanatory puzzle these behaviours present, a
puzzle of a kind we also encounter in economics. For it is a truism, in
both economics and evolutionary biology, that collective action and the
production of public goods are often destabilized by free riding (Olson,
; Hardin, ; Kagel and Roth, ). Cooperative actions are often
costly, free riders reap the profits of their neighbours’ cooperative actions
without paying that cost, and so one intuitively expects such free riders
to do better, in the long run, than cooperators.

There is no reason to think that microbial cooperation is immune to
this threat. In microbes, the production of public goods usually imposes
a metabolic cost (and hence, all else being equal, a fitness cost) on the
producer, and so one would intuitively expect organisms that consume
the goods without producing them to prosper at the producers’ expense.
So the puzzle we face is this: why does natural selection appear, in somany
cases, to have favoured collective action and public goods production in
microbes?Why are these behaviours not destabilized by free-riding?This
is the ‘problem of cooperation’ in microbes (West et al., , a),
and understanding how the problem is solved in nature is one of the
central tasks of the emerging program of ‘sociomicrobiology’ (Parsek and
Greenberg, ).

Of course, as we saw in Part I, the problem of stabilizing cooper-
ation has been studied for over half a century in mainstream behavi-
oural ecology, where theorists have developed a variety of modelling
approaches that show how natural selection can, under certain condi-
tions, favour costly cooperative behaviour among multicellular animals.
Ideally, then, we would simply import our off-the-shelf solutions to the
problem of animal cooperation to a microbial context. Matters, however,
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are not quite so simple. Complications arise from the fact that our tradi-
tional approaches to the problem were developed with multicellular ani-
mals in mind. Applying them to microbial populations is often far from
straightforward, because social evolution in microbes has a number of
distinctive features that traditional approaches were never intended to
accommodate. As a result, we often find that standard formal methods
require various extensions and amendments before they can be put to
work in a microbial setting (Smith et al., ; Cornforth et al., ).

Hamilton’s rule is an important case in point. As we saw in Part I, this
provides an organizing framework for social evolution research in which
the concept of relatedness plays a crucial role. In populations of multi-
cellular animals, the concept of relatedness is fairly (though not wholly)
unproblematic: roughly speaking, the degree of relatedness between two
organisms can be estimated by looking at the degree to which they have
ancestors in common. This leaves room for disagreement about the best
quantitative measure of relatedness, and in recent decades traditional
pedigree-basedmeasures have increasingly givenway to generalized, stat-
istical measures of genetic (and, in some cases, phenotypic) similarity of
the sort introduced in Chapter . But as long as multicellular animals
are the explanatory target, the differences between these measures can
often be ignored in practice, and the intuitive notion of relatedness as
genealogical kinship remains adequate for many purposes.

This is far from the case in microbial populations. The source of the
trouble is the propensity of microbes to exchange genes horizontally,
bypassing the parent-offspring channel. A growing body of evidence
points to the importance of this process to social evolution in microbes
(Smith, ; West et al., a; Nogueira et al., ; Rankin et al.,
a, b; Mc Ginty et al., , ; West and Gardner, ; Dimitriu
et al., , ). In this chapter, I will argue that even generalized statis-
tical measures of relatedness do not fully account for the impact of gene
mobility, forcing a further revision to the concept.

 I am by no means the first author to stress the radical consequences gene mobility
holds for the conceptual foundations of evolutionary theory. Other authors have rightly
emphasized theways inwhichmobile genetic elements (particularlywhen they cross species
boundaries) challenge traditional conceptions of the tree of life, biodiversity, individuality,
and other aspects of biological ontology (see, in particular, the articles collected inO’Malley,
, ; Dupré, , as well as O’Malley, ).This chapter can be seen as a contribution
to this growing body of work.
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. Gene Mobility as a Source of Genetic
Similarity

Since the s, microbiologists have known that prokaryotes are able
to transfer genes ‘horizontally’ within a single generation, bypassing
the parent-offspring channel (Lederberg and Tatum, ; Zinder and
Lederberg, ). This horizontal gene transfer occurs most readily
among conspecifics. Occasionally, genes cross species boundaries, and
these events, though relatively rare, have profound implications for the
notion of a ‘tree of life’ (O’Malley, ; O’Malley and Boucher, ).
Here, I intend to focus mainly on within-species gene mobility, and on
the implications it holds for our understanding of social evolution.

It is already known that gene transfer among conspecifics affects the
course of evolution by facilitating recombination: mobile genetic ele-
ments, although themselves separate from the chromosomal DNA, can
‘transfer large sections of the chromosome, along with parts of the con-
jugative element, into a recipient cell’ (Frost et al., , p. ), altering
the chromosomal DNA so that new gene combinations are created. But
more recent literature has highlighted another way in which gene transfer
among conspecifics has consequences for microbial evolution (Nogueira
et al., ; Rankin et al., a, b; Mc Ginty et al., ; Mc Ginty and
Rankin, ; Mc Ginty et al., ; West and Gardner, ; Dimitriu
et al., , ).These consequences arise not from its role as a source of
recombination, but from its role as a source of genetic similarity between
nearby organisms.

I do not intend to discuss all forms of gene mobility in this chapter.
‘Horizontal gene transfer’ and ‘gene mobility’ are in fact umbrella terms
for a plurality of different mechanisms (Bushman, ; Thomas and
Nielsen, ). Similarly, ‘mobile genetic element’ is an umbrella term
for various types of genetic entity that can be transferred in this way, in-
cluding transposable elements, bacteriophages, and plasmids (Frost et al.,
). My focus here will be on the evolutionary consequences of one
particular mechanism, namely plasmid transfer by bacterial conjugation.

The process of conjugation, because of its role in recombination,
is sometimes likened to microbial sex. It is not, however, a mode of
reproduction: no cell division takes place. Instead, nearby cells come into
contact via tubular protusions known as pili. Plasmids—packets of extra-
chromosomal DNA—are copied from one cell to another via these pili.
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Themechanistic details need not concern us here.The crucial point about
plasmid transfer by conjugation, for our purposes, is that it is a replicative
process: the plasmid does notmove fromone cell to another, but is copied.
The result is that, after conjugating, two nearby organisms may share
genetic elements that they did not share before. We can therefore see
how, in principle at least, plasmid conjugation can be a source of genetic
similarity between social partners.

For a simple example, imagine a population sorted randomly into large
groups of size M, in which some individuals carry a rare plasmid X.
Because the process of group formation is random, there is initially no
tendency for X-bearers to cluster together. Suppose, however, that at a
particular point in the life cycle, each individual conjugates with a ran-
domly picked member of its local group. Further suppose that, if a bearer
conjugates with a non-bearer during this conjugation phase, the plasmid
will infect the non-bearer with probability λ. After transfer, groups that
had no plasmid bearers prior to the transfer phase will still have no plas-
mid bearers, but groups that had N plasmid bearers before the transfer
phase are now expected to have approximately N + λN bearers. The
distribution of plasmid bearers in the population is now non-random:
plasmid bearers now cluster together in a way they did not before.

This genetic similarity can lead to positive r at themobile genetic locus.
To see why, it is crucial here to recall that, on the modern, regression-
based definition of r given in Chapter , r quantifies the overall statistical
association in a population between actor and recipient genotypes, with
respect to a specified locus or set of loci. Kinship-dependentmechanisms,
based on kin recognition or limited dispersal, are one source of positive r,
but not the only source. We noted in Chapter  that kinship-independent
mechanisms, such as greenbeard effects, can also be important. The case
of genemobility is another illustration of this point.With respect to genes
carried on mobile genetic elements, conjugation is a source of positive
genetic correlation between interacting organisms.

However, a sceptical worry arises here: is conjugation really a significant
source of genetic similarity from the point of view of social evolution

 This approximation relies on our assumptions that the plasmid is rare and that groups
are large. If we do not make these assumptions, the frequency of plasmid bearers after
conjugation is N + λN(M − N)/(M − ). This quantity is approximated by N + λN when
M >> N (the plasmid is rare) and M >>  (groups are large).
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theory? In other words, is it ever likely to make a significant difference to
the value of r at loci relevant to social traits? In fact, recent empirical work
suggests that social evolution researchers often cannot afford to ignore
mobile genetic elements, because these entities are indeed implicated
in producing social behaviour in microbes—and more often than one
might imagine. A study by Teresa Nogueira et al. (), which examined
twenty-one Escherichia coli genomes, concluded that ‘genes coding for
secreted proteins—the secretome—are very frequently lost and gained
and are associated with mobile elements’ (, p. ). Daniel Rankin
et al. (b) synthesize diverse sources of evidence in support of the
hypothesis that mobile genetic elements are ‘drivers of bacterial sociality’
(b, p. ).

More recently, an ingenious experimental study by Tatiana Dimitriu
et al. () found direct evidence that gene mobility promotes cooper-
ation in laboratory conditions. Their experimental setup uses a spe-
cially modified plasmid that can enable the horizontal transfer of other
plasmids without also transferring itself. This allowed them to com-
pare a situation in which a public-goods-producing plasmid was mobile
(i.e. subject to horizontal as well vertical transmission between bacteria)
with a situation in which the same plasmid was immobile (i.e. unable to
transfer horizontally).

To be precise, Dimitriu et al. created a population containing two
distinct subpopulations (or demes) containing differing initial propor-
tions of a public-good-producing ‘P+’ plasmid and a non-public-good-
producing ‘P−’ plasmid. They then investigated the change over time
in the ratio of P+ to P−, both within subpopulations and in the global
population, under a setup in which the plasmids were mobile and a setup
in which they were immobile. In the immobile setup, individuals with
P+ were selected against within groups, as one would intuitively expect.
Dimitriu et al. then asked: how does introducing gene mobility alter the
situation?

They found that introducing gene mobility did not increase the local
ratio of P+ to P− within each subpopulation, in comparison with the
immobile scenario, because both types of plasmid were equally mobile.
However, it did increase the global ratio of P+ to P−, because the sub-
population with a higher initial density of P+ grewmore quickly than the
subpopulation with a lower initial density, and this difference in growth
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rates was greater than it was when the plasmids were immobile. In other
words, gene mobility increased the power of between-group selection for
P+. This was due to gene mobility differentially increasing the density of
P+ bearers in the subpopulation with the higher initial density, as in the
abstract ‘simple example’ described earlier. This introduced a degree of
positive assortment among bearers of P+, leading to a greater differen-
tial growth rate between the two subpopulations than in the setup with
immobile plasmids.

The remarkable result can be naturally interpreted in terms of group
selection (in the sense of Chapter ): gene mobility boosted between-
group genetic variance, increasing the power of group selection in relation
to individual selection. It can also be interpreted within the framework
of Hamilton’s rule as evidence of gene mobility causing positive genetic
relatedness at the plasmid locus, leading to stronger positive selection for
P+. However, I will argue in the next section that, to capture fully the
effects gene mobility may have on relatedness, we need to change the way
we think about relatedness.

. A Diachronic Conception of Relatedness
The role of gene mobility in microbial social evolution is ultimately an
empirical question; and, although the available evidence is suggestive of
a strong role, it remains an open question. I do not intend to settle it here.
Instead, I want to take a step back from this empirical question to focus on
a conceptual question. Suppose that genemobility is indeed an important
source of genetic similarity in microbial populations. What follows for the
concept of relatedness?

If relatedness were defined in terms of kinship in the ordinary sense
of the word, then gene mobility would clearly call for a revision of the
concept, since it provides an empirically important, kinship-independent
source of genetic similarity. However, we saw in Chapter  that related-
ness in contemporary social evolution theory is not defined in terms of
kinship: it is ameasure of the statistical association between the genotypes
of social partners at relevant loci. One might infer from this that social
evolution theory is ‘preadapted’ for gene mobility—that the regression-
based definition of r already implicitly takes its effects into account. How-
ever, this would be too hasty. I contend that even the regression definition
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of relatedness requires revision in order to fully accommodate the effects
of mobile genetic elements.

The source of all the trouble is a simple observation about gene
mobility. The regression definition of relatedness takes it for granted that
each organism in the population of interest has a determinate individual
gene frequency, or genic value, for the gene of interest. But note that,
when organisms are horizontally exchanging genes for social phenotypes
at a non-negligible rate, we can no longer even talk of an organism’s
genic value simpliciter.This property may be altered by a plasmid transfer
event, and may therefore vary diachronically (i.e. over time) during the
course of the organism’s life cycle. Strictly speaking, we can only talk of an
organism’s genic value at a particular time in the life cycle. I contend that
this has consequences for the concept of relatedness that go beyondmere
technicalities. It should change the way we think about the relationship
between relatedness and time, in a way that holds meaningful implica-
tions for empirical work.,

.. An idealized life cycle

To think formally about the question of how to define relatedness in
the presence of horizontal transmission, it will help here to introduce
an idealized life cycle in which social interaction (i.e. public goods pro-
duction), horizontal transmission, population regulation, reproduction,
and dispersal all occur as separate stages, rather than all occurring con-
currently. Sorcha Mc Ginty et al. () make the same move, and I will
consider the same life cycle they do, with one exception (explained later).
I will consider a ‘patch-structured’ population, in which microbes live

 This is also the case for organisms with complex life cycles that may (for example)
include a diploid phase and an extended haploid phase (Godfrey-Smith, a, b). Some of
the considerations regarding relatedness discussed in this chapter might also arise in these
cases, but I do not explore that possibility here.

 Readers wishing to avoid mathematical details can skip the rest of this section—but
note the key result labelled ‘HRM’.

 Even without gene mobility, there is a sense in which the average genotype of a social
neighbourhood may be time-dependent, if the composition of this social neighbourhood
changes during the life cycle; and this too can introduce a form of time-dependence to
measures of relatedness. Time-dependence of this sort (and its consequences for r) is dis-
cussed in (Úbeda and Gardner, ). My claim here is that diachronic variation in the
focal individual’s genic value during its life cycle introduces a yet more radical sort of time-
dependence.



OUP CORRECTED PROOF – FINAL, //, SPi

gene mobility and the concept of relatedness 

in discrete, isolated patches. The stages of the idealized life cycle are as
follows:

• Founding: Each patch is populated with N founder cells, sampled at
random from a well-mixed population of potential founders. These
founders divide many times to produce a large group (no selection
takes place during this time). If a founder carries the plasmid of
interest, then this plasmid is transmitted vertically to its descendants,
although not necessarily with perfect fidelity, since plasmids can be
lost during cell division.

• Horizontal transmission : Descendants of the founders then have
an opportunity to conjugate and transfer plasmids horizontally to
other organisms within their local patch. The genic value of indi-
vidual i prior to this stage is denoted by pi (pi =  if i initially carries
the plasmid of interest , and pi =  if it does not). The (potentially
modified) genic value of i after this stage is denoted by p∗

i . The
average initial and post-transfer genic values of i’s social partners are
denoted, respectively, by p̂i and p̂∗

i .
• Public goods production: Organisms with the plasmid of interest

(i.e. individuals for whom p∗
i = ) produce a public good, incurring

a net cost to their own viability but conferring a net benefit on all
other organisms in the patch.

• Horizontal transmission : Organisms have a second opportunity to
conjugate and transfer plasmids horizontally to other organisms in
the patch. The genic value of i after this stage is denoted by p∗∗

i .
• Global competition: Organisms in all patches are killed off with a

probability proportional to the total payoff they received in the pub-
lic goods production stage.

• Dispersal: All surviving cells disperse to form a well-mixed popu-
lation of potential founders, and the life cycle begins again. The
average initial genic value of the descendants of i, prior to horizontal
transmission, is denoted p′

i.

 These patches (which are akin to ‘haystacks’ in Maynard Smith’s  haystacks model)
could be interpreted as large animal hosts; however, as is the convention in the microbiolo-
gical literature, I call them ‘patches’ rather than ‘hosts’ because the microbes themselves are
‘hosts’ to plasmids.
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Thedifference from the life cycle ofMcGinty et al. () is the addition
of a second horizontal transmission stage; Mc Ginty et al. only include
one horizontal transmission stage. I have included this additional stage
in order to argue (in due course) that horizontal transmission can still
make a difference to the direction of selection on a social trait even if it
occurs after the expression of that trait.

.. A modified Price equation

Recall (from Chapter , Section .) the standard version of the Price
equation:

�p = 
w

[
Cov(wi, pi) + E(wi�pi)

]
(.)

where wi is the fitness of the ith individual, conceptualized (in a discrete
generations model) as its total number of descendants in the next gener-
ation; pi is its genic value; and �pi is the change between the genic value
i and the average genic value of its descendants. The term Cov(wi, pi) is
usually interpreted as capturing the part of the change in gene frequency
attributable to natural selection, whereas E(wi�pi) is usually interpreted
as capturing the part of the change attributable to transmission bias.

Two problems arise for the standard Price equation when the gene in
question is mobile during the life cycle. One (noted earlier) is that the
equation assumes each organism to have a single, unambiguous genic
value that does not change over time. When genic values can and do
change, we must time-index them to a particular point in the life cycle.
In the notation introduced in the description of the life cycle, pi spe-
cifically denotes the ith individual’s initial genic value, prior to the first
horizontal transmission stage. Correspondingly, we can interpret �pi as
p′

i − pi, the difference between the ith individual’s initial genic value and
the average initial genic value of its descendants in the next iteration of the
life cycle.

The standard Price equation is still mathematically valid with pi and
�pi interpreted in this way. However, the interpretation of Cov(wi, pi)

as fully capturing the selective change in the gene frequency is now
questionable—and this is the second problem. For why should we think
selective change requires covariance between an organism’s fitness and
its genic value at the beginning of its life cycle, prior to horizontal
transmission, public goods production or global competition? Shouldn’t
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covariance between fitness and genic values at later time points also
count? If genic values change significantly during the life cycle, there is
a risk that this version of the Price equation will misleadingly interpret a
substantial part of the effect of natural selection as an effect of transmis-
sion bias alone.

The abstract possibility of this problem has been noted by various
authors in other contexts. Frank (a, b, ); Okasha (, ), and
Godfrey-Smith (a) have all observed that the so-called ‘transmission
bias’ term in the standard Price equation is influenced by fitness differ-
ences whenever Cov(wi,�pi) �= . This is often thought to be a merely
technical point, since it is usually hard to think of a reason why fitness
would co-vary with transmission bias, and in any case many models in
the social evolution literature assume transmission to occur with perfect
fidelity (Chapter ).

However, in models that incorporate horizontal transmission, this
is not a merely technical point. If a gene of interest is subject to
horizontal transmission, there are various reasons why it may be that
Cov(wi,�pi) �= . For example, plasmid carriage may impose a fitness
cost, with the result that organisms which receive a plasmid horizontally
during their life cycle may be systematically less fit than organisms which
avoid doing so. Alternatively, �pi and wi may be positively correlated
in cases where receiving a plasmid confers a direct fitness benefit. More
subtly, but relevantly for our purposes here, �pi and wi may be posi-
tively correlated even when the plasmid encodes a costly public good, by
virtue of being joint effects of a common cause: the number of plasmid
bearers in one’s vicinity. In other words, an organism surrounded by a
high density of public-good-producing plasmid bearersmay be both fitter
than average and more likely than average to receive the plasmid through
conjugation.

When, for whatever reason, receiving a gene horizontally co-varies
with fitness, the technical problem noted by Frank, Okasha, andGodfrey-
Smith becomes significant. Fortunately, Frank provided a solution to the
problem, in the form of a modified version of the Price equation (see the
Appendix, and also Frank, ):

w�p = Cov(wi, p′
i) + wE(p′

i − pi) (.)

The crucial difference here with equation (.) is that the transmission
bias term is now unaffected by variation in fitness, and pi (i.e. the ith
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individual’s initial genic value) has been replaced by p′
i (i.e. the initial

genic value of its descendants in the next iteration of the life cycle) in
the selection term. Both formulations are mathematically valid—they are
algebraic rearrangements of each other—but only the second fully cap-
tures the effects of selection in the covariance termwhen Cov(wi,�pi) �=
.Thismakes equation (.) a particularly useful formulation of the Price
equation in the presence of horizontal transmission.

On the assumption that infidelities of vertical transmission between i
and its descendants in the next generation do not co-vary with its fitness,
we can re-write this equation as follows, where τ is fidelity of vertical
transmission:

w�p = τCov(wi, p∗∗
i ) + wE(τp∗∗

i − pi) (.)

Let us now assume that E(τp∗∗
i − pi) = . This parallels Queller’s

assumption that E(wi�pi) =  in the context of deriving HRG. This
move, like Queller’s, may be interpreted either as an idealization or as
an abstraction (in the sense of Thomson-Jones, ). On the ‘idealiz-
ation’ reading, we are assuming that the net change in the frequency of
the plasmid due to its infectivity alone is zero—in other words, we are
assuming that every horizontal transfer event is cancelled out, on average,
by another event in which the plasmid is expelled by a host—so that
natural selection on organismal fitness differences is the sole driver of
change. This is not an empirically plausible assumption. On the ‘abstrac-
tion’ reading, we are not assuming anything about the net infectivity of
the plasmid; we are simply omitting the part of the change attributable to
its infectivity alone from our analysis, without assuming anything about
its value. I prefer to think of this move as an abstraction; but we should
remember that, on this interpretation, the left-hand side of the Price
equation only captures part of the total change in gene frequency, to wit,
the part attributable to fitness differences between organisms.

This assumption yields a simplified Price equation:

w�p = τCov(wi, p∗∗
i ) (.)

 Formally, τ is defined by the regression equation p′
i = τp∗∗

i + εpi , and the assumption
of uncorrelated residuals invoked here is that Cov(wi , εpi ) = .
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.. Separating Direct and Indirect Fitness Effects

By partitioning this modified and simplified Price equation in the way
outlined inChapter , Section ., we arrive at a ‘mobileHamilton’s rule’—
a variant of HRG that accommodates the effects of horizontal transmis-
sion. We begin with a regression model of fitness almost identical to that
of Queller’s general model (see equation . in Chapter ), with −c and
b again defined as the partial regression coefficients in this model. The
difference is that now the regressors are the genic values of the focal
individual (p∗

i ) and the average genic value of its social partners (p̂∗
i ) at the

public goods production stage in the life cycle, i.e. after the first horizontal
transmission stage but before the second:

wi = α − cp∗
i + bp̂∗

i + εwi (.)

Substituting this regression model into equation (.), and assuming
that Cov(εwi , p∗∗

i ) = , we obtain the following partition of the selective
change:

w�p = −cτCov(p∗
i , p∗∗

i ) + bτCov(p̂∗
i , p∗∗

i ) (.)

On the further assumptions that τ >  (i.e. the fidelity of vertical trans-
mission is positive) andCov(p∗

i , p∗∗
i ) >  (i.e. an organism’s genic value in

the public goods stage is positively correlated with its genic value after the
secondhorizontal transmission stage), this partition implies the following
rule for positive selection:

�p >  ⇐⇒ −c + b · Cov(p̂∗
i , p∗∗

i )

Cov(p∗
i , p∗∗

i )
>  (HRM)

Because this is a variant of HRG that accommodates gene mobility,
I have called it HRM (‘M’ for ‘mobile’). It has the characteristic form of
Hamilton’s rule, but the covariance ratio that plays the role of r differs
in interesting ways from the standard concept of relatedness that we dis-
cussed in Chapter , and that we defined formally as Cov(p̂i, pi)/Var(pi).
I will refer to this non-standard relatedness concept as rM (again, ‘M’ is
for ‘mobile’):

rM = Cov(p̂∗
i , p∗∗

i )

Cov(p∗
i , p∗∗

i )
(.)
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In contrast to the standard concept of relatedness, rM takes account of
genetic correlations between actors and recipients created by horizontal
transmission events.These events matter even if they occur in the second
horizontal transmission stage, which is to say after the time at which
public goods were produced. This feature of rM leads to a more subtle
difference from the standard concept: it is diachronic. It captures the
statistical association between genic values at two different time points:
the genic value of the actor at the time of public goods production and the
genic value of the recipient at the end of the life cycle, after all horizontal
transmission has taken place.

This may sound strange on first hearing, but, on further reflection, it is
not so counterintuitive, especially if one adopt’s a gene’s eye view on the
process (Williams, ; Dawkins, ). From a gene’s eye perspective,
the role of a coefficient of relatedness in social evolution theory is to
quantify the value of a recipient to a gene (located in an actor) as a means
of indirectly gaining representation in future populations. When genes
are mobile, the recipient’s value to a focal gene depends not on what
genes the recipient has at the time the actor interacts with it, but on
what genes the recipient is likely to have further down the line, when
it comes to transmitting its genes to the next generation. If there is no
tendency for recipients to share the genes of actors early in the life cycle,
but a systematic tendency for recipients to come to resemble actors later
on in the life cycle due to horizontal transmission events, then this confers
evolutionary value on those recipients from the perspective of the focal
gene. In other words, what matters to the success of a mobile gene under
natural selection is that it confers fitness benefits on future bearers of
that gene, whether or not they are current bearers at the time the gene
is expressed. This idea is captured formally in HRM.

In sum, relatedness in the presence of horizontal transmission should
be defined as rM , and hence should be defined as a measure of diachronic
genetic similarity between actor genotypes at the time of public goods
production and recipient genotypes at the end of the life cycle.The formal

 The relationship between Hamilton’s rule and the gene’s eye view of evolution is dis-
cussed in the book’s conclusion. As I see it, HRG already embodies a subtle form of gene’s
eye thinking, but this is particularly clear in the case of HRM.

 See Frank () and Birch (b) for further discussion of relatedness as measuring
value of a recipient to the genes of an actor.
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argument for taking rM to be the appropriatemeasure of relatedness in the
presence of gene mobility is simple: if one accepts that equation (.) is
the appropriate version of the Price equation to use in this context, and
if one accepts that equation (.), which regresses fitness on genotypes at
the time they are expressed, is the appropriate regressionmodel of fitness,
then it follows that rM is the appropriate concept of relatedness. The
informal ‘gene’s eye view’ argument is even simpler: the role of related-
ness, with respect to a specified locus, is to capture the value of a recipient,
to the actor’s genes at that locus, as a means of securing genetic repres-
entation in future populations. For genes carried on plasmids, the value
of a recipient to such a gene depends not just on how likely it is that the
recipient currently possesses the plasmid, but also on how likely it is that
the recipient will come to possess the plasmid by the end of its life cycle.

. Implications for Empirical Research
The previous section focussed on a conceptual question—how should
relatedness be conceptualized in the presence of gene mobility?—and
argued for an unorthodox definition of r as a measure of the association,
at a specific locus, between genotypes of actors at the time the gene in
question is expressed and the genotypes of recipients at the end of their
life cycle. But does this proposed revision have practical consequences
for social evolution research in microbiology? If not, one may question
whether the payoff justifies the effort involved in changing the way we
think about a central theoretical concept. But I contend that it does have
practical consequences.

In the theoretical models of Nogueira et al. () and Mc Ginty et al.
(), and in the experimental framework of Dimitriu et al. (), the
opportunity for horizontal plasmid transfer through conjugation pre-
cedes the production of the ‘public good’. This is a natural choice for
investigating the hypothesis that producers are able to convert free riders
into producers before the public good is produced, thereby increasing
the number of producers in their neighbourhood. It is also a choice
constrained by the practical details of the Dimitriu et al. () setup.
However, this naturally leads to the question: what happens if the oppor-
tunity for horizontal plasmid transfer occurs partially or wholly after the
expression of the plasmid?
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One possibility is that transfer events after social interaction make no
difference to relatedness or to the direction of organism-level selection,
and can only effect the ‘pure infectivity’ component of the total change.
This is the view taken byMcGinty et al. (), who write that ‘our results
clearly depend on our life cycle and, if transmissionwere to occur after the
public goods interaction . . . then we would no longer see the kin selection
effect but the infectivity effect would remain’ (, p. ). However, they
are led to this view because they are working with a synchronic concep-
tion of relatedness, evaluated at the time of public goods production.
A diachronic conception of relatedness leads to a different answer:
opportunities for gene transfer still matter to the direction of selection
even if they occur after social interaction, because they increase the value
of a recipient to a plasmid as a means of securing genetic representation
in future populations.

We can, in fact, formally decompose the numerator of rM into a
component reflecting the synchronic assortment present at the time of
public goods production and a component reflecting the effects of trans-
fer events after public goods production. For note that (trivially) p∗∗

i =
p∗

i + (p∗∗
i − p∗

i ). Substituting this identity into (.), we obtain:

Cov(p∗
i , p∗∗

i ) · rM =
Assortment present in public goods stage

︷ ︸︸ ︷
Cov(p̂∗

i , p∗
i )

+
Effect of subsequent plasmid transfer

︷ ︸︸ ︷
Cov(p̂∗

i , [p∗∗
i − p∗

i ]) (.)

The first component captures the synchronic assortment at the moment
the social behaviour encoded on the plasmid is expressed, whereas the
second component captures the tendency for organisms who interacted
with a plasmid bearer to obtain the plasmid later on, by virtue of a plasmid
transfer event in the second horizontal transmission stage. This allows us
to see that, in principle, it is possible that a plasmid encoding a costly
social trait could spread even if there is zero synchronic assortment at the
time the trait is expressed, provided an organism that expresses the trait
is sufficiently likely to conjugate later in the life cycle with neighbours
who free-rode on its actions in the public goods stage. In short, plasmids
encoding costly social traits may be favoured by selection if they are able
to help potential future hosts, even when those potential future hosts are
not current bearers of the plasmid.
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Tomyknowledge, this possibility has not been investigated empirically,
and nor have detailed, realistic models of this hypothetical ‘helping
potential hosts’ process yet been constructed. This is perhaps because
it is a possibility that only comes into view once we switch from thinking
about relatedness as a synchronic population statistic, evaluated at the
time of social interaction, to a diachronic statistic that can be affected
by gene transfer events that occur some time after the expression of a
social trait. It is still a mere possibility, but it is one that merits further
investigation.

. ‘But is it Still Kin Selection?’
Giraud and Shykoff (), responding to Rankin et al. (b), question
whether a selection process in which a social trait is favoured because of
gene mobility can be described as one of ‘kin selection’. They argue that,
fundamentally, the trait’s infectivity is the causal explanation for its evo-
lutionary success.They have inmind a picture in which gene transfer pre-
cedes social interaction, converting potential free riders into cooperators
by the time the trait is expressed, but one might argue that this objection
applies even more acutely if horizontal transmission occurs after public
goods production, so that the trait spreads by virtue of infecting organ-
isms who had been free riders during the social phase of the life cycle.

I have some sympathy with this criticism. In Chapter , I put for-
ward a view on which a paradigm case of kin selection involves kinship-
dependent sources of relatedness. Processes in which relatedness at the
relevant locus arises largely or entirely from kinship-independent sources
such as greenbeard mechanisms or gene mobility are best regarded as, at
most, marginal cases of kin selection, owing to the potential for intragen-
omic conflict (discussed below, in Section .). However, what should not
be in doubt is that the process being envisaged here genuinely involves
natural selection on indirect fitness differences and not simply infectiv-
ity, because the positive selective change in plasmid frequency, though
reliant on the plasmid’s ability to transfer horizontally, is driven by the
fitness consequences for the host organism of the public good it produces.
Horizontal transmission will probably also have an effect on the ‘pure

 What I have aimed to provide here is an organizing framework, not a detailed dynam-
ical model. See Chapters  and  for discussion of the difference.
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infectivity’ component of the total change, but it will also influence the
response to selection via its effects on relatedness, as Rankin et al. (a)
correctly point out.

When populations are group-structured, as we are assuming here, an
interpretation in terms of group selection (in the sense of Chapter ) is
often attractive. As I see it, the models of Mc Ginty et al. () and the
experimental studies of Dimitriu et al. (), in which plasmid transfer
occurs wholly before social interaction, more closely resemble paradigm
cases of group selection than paradigm cases of kin selection. The
basic idea is that groups with a higher density of public goods producers
outcompete groups with a lower density, and plasmid transfer gener-
ates (at least some of) the clustering of producers that is necessary for
group selection for public goods production to outweigh selection within
groups for free riding. The only difference here from standard examples
of group selection is that within-group genetic variance is suppressed by
an unusual mechanism.

However, if plasmid transfer occurs wholly after social interaction,
then the intuitive idea is different. The idea is roughly that plasmids, by
producing a public good, surround themselves with fitter than average
potential hosts, and spread for that reason. Another way of putting this
is to say that a free rider surrounded by a high density of public goods
producers is likely to be both fitter than average and more likely than
average to be infected by the plasmid before it divides. This may lead
to positive covariance between fitness and change in genic value during
the life cycle, which, if the effect is large enough, may lead to positive
selection of the gene. This is still a formof selection for social behaviour:
change is driven by covariance between organismal fitness and genic
value, and not (or not only) by infectivity. But, if such a process does
occur, it is a very interesting and unusual form of selection. It resembles
neither a paradigm case of kin selection nor a paradigm case of group
selection, and it simply could not occur in a species in which genic values
cannot change during the life cycle.

I should add that, although these processes are forms of natural selec-
tion, they also involve an element of niche construction, in the sense of
Odling-Smee et al. (). Plasmids, by transferring horizontally, create

 That is, Cov(wi ,�pi) > .  That is, Cov(wi , p∗∗
i ) > .

 See Birch (a) for further discussion of this idea.
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through their own activities the genetic assortment that sustains the
production of public goods.Moreover, by causing their hosts to produce a
public good, they create an environment for themselves that contains fit-
ter than average targets for infection, and this is an environment in which
they are potentially able to spread faster than they otherwise would have
done. This can be interpreted as an instance of what Powers et al. ()
have called ‘social niche construction’: the adaptivemanipulation by evol-
utionary agents, in this case plasmids, of their own social environment.

. Gene Mobility as a Source of Intragenomic
Conflict

There is much we do not yet understand about the role of mobile genetic
elements in microbial cooperation. One significant open question jumps
out: if a plasmid encodes a social trait that, when expressed, is costly for
the fitness of its host, why is that plasmid not suppressed or expelled by
the rest of the genome? After all, there is a sense in which genemobility is
akin to a greenbeard mechanism: just as in a classic greenbeard scenario,
a gene for altruism is able to spread by virtue of generating genetic correl-
ation between social partners at its own locus, without thereby generating
correlation at other genomic loci, or indeed any of the chromosomal
loci. We thereby intuitively expect that genes at chromosomal loci will be
selected to inhibit the uptake of the plasmid or the expression of the genes
it carries. More precisely, we should expect intragenomic conflict when
rMb > c > rHb, where rM is the coefficient of relatedness at the mobile
locus (defined as earlier) and rH denotes the coefficient of relatedness at
a locus in the host’s chromosome (Mc Ginty and Rankin, ).

Which should we expect to find: resistance to uptake or suppression
of gene expression? A formal analysis by Mc Ginty and Rankin ()
compares full resistance (of the sort that might be accomplished by the
CRISPR-Cas system, a simple form of immune system) with the suppres-
sion of plasmid gene expression by the chromosome once the plasmid
is acquired. One might intuitively expect full resistance to be favoured
by organism-level selection, since plasmid carriage imposes physiological
costs, even if the plasmid is not expressed.However,McGinty andRankin
() argue that full resistance leads to cyclical ‘rock-paper-scissors’
dynamics, essentially because full resistance itself imposes a cost on the
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organism that is worth paying when the plasmid is common but not
worth payingwhen the plasmid is rare.The spread of full resistance causes
a collapse in the plasmid population that leads to the loss of resistance,
creating a new opportunity for the plasmid to spread.

This leads Mc Ginty and Rankin () to propose that mechanisms
for suppressing the expression of mobile genes are more stable than
mechanisms that suppress their uptake. To this argument we can add the
further consideration that a host which merely suppresses the expression
of a plasmid rather than preventing its uptake may have the opportunity
to transfer that plasmid onward to its own neighbours, through further
conjugation events. If those neighbours fail to suppress its expression,
they may end up conferring fitness benefits back on the organism from
which they received it. This too may favour the suppression of gene
expression over full resistance. Moreover, since plasmids often contain
multiple genes, it may be advantageous to suppress the expression of a
plasmid partially, rather than expelling it totally.

In sum, there are plausible, albeit hardly conclusive, reasons to think
that genes which suppress the expression of costly plasmids—without
preventing their uptake—would spread under organism-level natural
selection. This leaves us with a puzzle when we find apparently costly
plasmids that are being expressed. Two broad possibilities come to mind,
both of which merit further exploration. One is that rH , the chromosomal
relatedness between actors and recipients, is typically high enough for
the suppression of public goods production to detract from the inclusive
fitness of the chromosome, inwhich case there is no intragenomic conflict
in the first place. In patch-structured populations, chromosomal related-
ness can be extremely high, lending some credence to this suggestion.
The other is that, although there is genuinely intragenomic conflict here,
costly plasmids and their hosts are locked in an arms race that neither
side has yet decisively won. In some cases it may be that a point has
been reached at which the cost of detecting a cost-imposing plasmid has
become too high, either due to the physiological cost of the suppression
mechanism or because the mechanism leads to too many false positives
(i.e. the suppression of beneficial plasmids), so that hosts have evolved
to tolerate certain kinds of cost-imposing plasmid in order to retain a
horizontal transmission system that is on the whole beneficial.

Gintis () argues that the same may be true of another form
of horizontal transmission, namely cultural transmission in humans.
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Here there is a similar problem: we often seem to find cultural variants
(beliefs, desires, etc.) that detract from the biological fitness of their hosts.
The general line of thought Gintis develops is that, although opening
oneself up to cultural transmission inevitably leaves one vulnerable to
‘infection’ by cultural variants that detract from one’s biological fitness,
this is a price worth paying for a transmission system that is on the whole
beneficial. The parallels between horizontal transmission in humans and
microbes are suggestive, and we will revisit them in Chapter .

. Summary of Chapter 
Sociality is rife in the microbial world, yet our best current theories of
social evolution were developed with multicellular animals in mind. In
importing these traditional approaches to a microbial context, we must
take account of the significant differences between microbes and multi-
cellular animals, and we must be ready to make conceptual revisions to
social evolution theory in light of these differences.

One crucial difference between multicellular organisms and microbes
is the prevalence of mobile genetic elements, such as plasmids, in
microbial populations. There is evidence that plasmids are frequently
implicated in the production of so-called public goods (Nogueira et al.,
). There is also evidence that enabling the horizontal transfer of a
public-goods-producing plasmid can cause it to be favoured by selection
(Dimitriu et al., ).

As researchers in this area have noted, relatednessmay be at the heart of
this curious phenomenon. Because the transmission of plasmids through
bacterial conjugation is a replicative process, it is a potential source of
relevant genetic similarity between interacting organisms. As a result, it
makes a difference to relatedness at mobile loci, which may help explain
the evolutionary success of costly cooperative traits carried on mobile
genetic elements.

What follows from this for the concept of relatedness? Gene mobility
introduces a novel, temporal aspect to relatedness: because genotypes can
change over the life cycle, two organisms may share a gene at one point
in the life cycle, but not at some earlier or later time point. This means
we must specify the point in the life cycle at which genotypes should be
evaluated for the purposes of calculating relatedness.
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I have argued that the best concept of relatedness in this context—
assuming the aim is to capture fully the effects of horizontal transmission
on the response to selection—is a diachronic measure that quantifies the
association between actor genotypes at the moment of gene expression
and recipient genotypes at the end of the life cycle.

This measure takes into account not only genetic correlations between
actor and recipient that exist at the moment of social interaction, but
also genetic correlations created by subsequent horizontal transfer events.
These subsequent transfer eventsmatter because the evolutionary success
of a gene for a costly trait relies on the benefits falling differentially on
future bearers—not necessarily current bearers—of the gene.

This conceptual point leads to an empirical conjecture: public-goods-
producing plasmids may be able to spread by natural selection even if
there is no genetic assortment at the moment of social interaction, if they
are likely to have an opportunity to transfer horizontally at a later time
point into individuals who, by virtue of having been free riders when the
public good was produced, are fitter than average. This conjecture merits
further exploration.

However, the very idea of costly social traits being sustained by gene
mobility leads to a worry about intragenomic conflict. Why are these
plasmids, which benefit other copies of themselves at a cost to their host,
not expelled or suppressed?This remains an open question. But it is worth
noting the suggestive parallels with cultural transmission in humans,
where similar questions arise.
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The Multicellular
Organism as a Social
Phenomenon

. The Return of the ‘Cell State’
The cell theory, arguably the cornerstone of all modern biology, states
that organisms are composed of one or more cells, that the cell is the
basic functional unit of the organism, and that all cells arise from other
living cells. One of the original contributors to the cell theory, theGerman
pathologist Rudolf Virchow, realized that the theory brought with it a new
way of seeing the organism. He described the organism as a ‘cell state’,
or Zellenstaat, a ‘society of cells, a tiny, well-ordered state, with all of the
accessories—high officials and underlings, servants andmasters, the great
and the small’ (Virchow, , p. ).

Virchow’s vision of the organismwaswidely discussed, andwidely sup-
ported, in late nineteenth-centuryGerman biology.Notably the naturalist
Ernst Haeckel, best known as an influential early advocate of Darwinism,
propounded the ‘cell state’ metaphor throughout his career, reflecting
towards the end of it that:

[t]he conception of cells as ‘elementary organisms’ led to the further opinion that
our own human organism, just like all higher animals and plants, is actually a ‘cell
state’, composed of millions of microscopic citizens, the individual cells, which
work more or less independently, and co-operate for the common purpose of the
entire state. (Haeckel, , p. , quoted in Reynolds, , p. )

 For extensive and illuminating discussion of the history of ‘cell state’ metaphor, see
(Reynolds, a, b, , ). The translated quotations in this section are drawn from
these articles.
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In Britain, meanwhile, the philosopher Herbert Spencer coined the
related notion of the ‘social organism’, a term that encapsulated a complex,
two-way analogy between the cells of the body and the members of a
society:

Hence we are warranted in considering the body as a commonwealth of monads,
each of which has independent powers of life, growth, and reproduction; each
of which unites with a number of others to perform some function needful for
supporting itself and all the rest; and each of which absorbs its share of nutriment
from the blood. And when thus regarded, the analogy between an individual
being and a human society, in which each man, whilst helping to subserve some
public want, absorbs a portion of the circulating stock of commodities brought to
his door, is palpable enough. (Spencer, , p. )

In the twentieth century, the ‘cell state’ metaphor fell out of favour
among biologists. As Reynolds (b, p. ) notes, ‘as many researchers
became increasingly preoccupied with the biochemistry of the cell and its
nuclear hereditary mechanisms, the idea that higher plants and animals
are “states” of amoeba-like elementary organisms ceased to have much
relevance or allure’. The rise of biochemistry and, later, molecular biology
was accompanied by the emergence of a new metaphor: the notion of a
cell as a factory, subordinate to the organism as a whole and dedicated to
serving its biochemical needs.

Has the time now come for a revival of the ‘cell state’ perspective?
Three trends in recent social evolution research—trends we have already
encountered in earlier chapters—suggest that it has.

Firstly, in microbiology, a growing awareness of the scale of cooper-
ation among unicellular organisms (described in Chapters  and ) has
made it impossible to deny that social evolution occurs in microbial
populations. Moreover, some social behaviours in microbes, such as the
formation of a grex in D. discoideum, result in phenomena that clearly
resemble simple multicellular organisms (Strassmann and Queller, ).
More controversially, some authors have suggested that even biofilms
should be regarded asmulticellular organisms in their own right (Shapiro
and Dworkin, ; Shapiro, ; Ereshefsky and Pedroso, ).

Secondly, in entomology, the recent resurgence of group selectionist
modes of explanation (discussed in Chapter ) has led to a revival of
interest in the ‘superorganism’ concept: the suggestion that we should
think of a complex insect colony as a single, higher-level organism
(Wheeler, ; Seeley, ; Wilson and Sober, ; Hölldobler and
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Wilson, ; Gardner and Grafen, ). While this idea remains con-
troversial, even to take it seriously is to recognize that a high degree of
social complexity might in principle give rise to a new, organism-like
entity, pointing to a close conceptual and/or metaphysical relationship
between sociality and organism-status.

Thirdly, the burgeoning ‘major transitions’ research program has led
to a radical re-evaluation of the importance of sociality in the history
of life. Far from being confined to a relatively small number of animal
taxa, cooperation is increasingly seen as an utterly central element of
the Darwinian worldview. Building on foundations laid by, among oth-
ers, Leo Buss (), John Tyler Bonner (), and John Maynard
Smith and Eörs Szathmáry (), major transitions researchers portray
the history of life as a series of ‘evolutionary transitions in individual-
ity’ in which integrated, higher-level individuals have evolved, through
social-evolutionary processes, from social groups of lower-level entities
(Queller, ; Michod, ; Calcott, ; Queller and Strassmann,
; Strassmann and Queller, ; Bourke, ; Calcott and Sterelny,
; Bouchard and Huneman, ). When we look at evolution in
this new light, we start to see social phenomena where we saw none
before: we see cooperation among cells within multicellular organisms,
among organelles within eukaryotic cells, even among genes within a
chromosome. The result has been a dramatic increase in the explanatory
domain of social evolution research, and the return of ‘cell state’ thinking
is one strand within this broader trend.

Among major transitions researchers, the loudest and most dir-
ect calls for a social perspective on the multicellular organism have
come from David Queller and Joan Strassmann, and from Andrew
Bourke (Queller and Strassmann, ; Strassmann and Queller, ;
Bourke, ). Strassmann and Queller (, p. ), propose that ‘what
makes an organism is high and near-unanimous cooperation among its
constituent parts, with actual conflicts among those parts largely absent or
controlled’ (see also Queller, , ; Queller and Strassmann, ).
They envision a D space of groups of cells, placed according to their
degree of internal cooperation and degree of internal conflict. Strass-
mann andQueller intend this proposal to encompass both unicellular and
multicellular organisms, as well as ‘superorganisms’ such as eusocial
insect colonies (like the leafcutter ants described in Chapter ) and
siphonophores (like the Portuguese man o’ war, Physalia physalis), which
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they suggest should simply be regarded as higher-level organisms. In all
cases, they suggest, ‘organismality’ at level n in the biological hierarchy
can be explained in terms of high cooperation and low conflict within a
social group of entities at level n − .

Bourke (), meanwhile, proposes that we can conceptualize any
evolutionary transition in individuality as involving three characteristic
processes: social group formation, in which a population of lower-level
entities becomes group-structured (cf. Chapter ); social group mainten-
ance, in which cooperation within groups is stabilized against the threat
of free riding; and social group transformation, in which social groups
that are already well-defined and stably cooperative are transformed into
higher-level individuals. He notes that social evolution research has de-
voted a great deal of attention to social group maintenance, and some
attention to social group formation, but comparatively little attention
to the process of social group transformation, which remains poorly
understood.

Importantly, for Strassmann, Queller, Bourke, and their collaborators,
the ‘cell state’ is more than an attractive metaphor: it is the foundation for
a research program that seeks to understand evolutionary transitions in
individuality. In other words, taking a ‘social perspective’ on the multi-
cellular organism does not simply mean describing the activities of cells
in social terms. It implies a commitment to draw on the concepts and
methods of social evolution theory to explain the evolutionary origins of
multicellular individuals.

. Resistance to the Social Perspective
There are at least three reasons why one might initially be sceptical of
the suggestion that the multicellular organism is a social phenomenon.
Firstly, there is the concern that cells cannot normally survive outside the
body of which they are a part. If they have no ‘choice’ in the matter, is
social evolution theory still applicable? The simple answer is that oblig-
ate sociality is still sociality. One might further argue that the survival
chances of a somatic cell outside the body are not much worse than those
of a solitary leafcutter ant or, for that matter, a solitary human in most
environments. It has never been part of the theory that a social organism
must ‘choose’ to be social. In any case, it may well be that cells are often
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viable outside proto-organisms during the early stages of a transition to
multicellularity, only to lose that ability gradually during the process of
social group transformation.

Secondly, the concern about cell autonomy that originally caused the
decline of the ‘cell state’ metaphor still holds some force. Don’t cells follow
the ‘instructions’ of centralized nervous and endocrine systems? If so, can
they really be said to be social actors in their own right? In response, we
should first observe that this is not true of all multicellular organisms, or
even all multicellular animals: in sponges, for example, we find amoeba-
like cells (called archaeocytes) with comparable functional autonomy to
free-living amoebae. We should also observe that the coordination of cell
function via nervous and endocrine systems is something that calls for
evolutionary explanation, and that social evolution theory may usefully
play a part in this explanation. More fundamentally, however, I do not
see the top-down control of the somatic cells by nervous and endocrine
systems as incompatible with thinking of the cells as social actors: we
can, if we wish, take a social perspective on this phenomenon too, and
regard the cells outside the nervous and endocrine systems as receivers
in a signalling system, receiving instructions from senders in the brain
and reliably carrying out those instructions, just as workers in insect
colonies respond to pheromonal signals from the queen (cf. Cao, ;
Shea, ). Recall in this context Virchow’s hierarchical image of the
cell state, with its ‘high officials and underlings, servants and masters,
the great and the small’.

Thirdly, and in my view most seriously, there is a concern that somatic
cells should not be regarded as evolutionary agents in their own right
because they have zero reproductive value. This is not the place for a
detailed discussion of the concept of reproductive value, but the basic idea
is that the reproductive value of a certain class of entity is the expected
relative genetic contribution of that class of entity to future populations in
the long run. For example, in a diploid species with sexual reproduction,
the two sexes have equal reproductive value, and this is pivotal to Fisher’s
famous ‘sex ratio argument’ (Fisher, ). In multicellular animals, there
is a clear germ-soma division of labour, and the somatic cells, even if they
are able to divide mitotically, are normally unable to leave descendants

 For detailed discussions, see Frank () and Grafen (b).
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in future populations beyond the life cycle of the organism, implying
zero reproductive value. There are interesting exceptions, such as the ter-
rible facial tumours of the Tasmanian devil (Sarcophilus harrisii), which
are transmissible through direct contact (Bourke, ), or the case of
the ‘HeLa’ cell line, taken from a patient called Henrietta Lacks in 
and now used in laboratories around the world (Skloot, ). But such
exceptions merely serve to remind us of the usual situation, which is that
somatic cells, barring some genetic mutation, are incapable of creating
lineages that persist beyond the lifespan of the animal.

Of course, one could say the same about obligately sterile workers in
insect societies. A natural response here is to point out that, while the
existence of a class of entities with zero reproductive value may be a
characteristic end-point of a transition to multicellularity, or of a trans-
ition to advanced eusociality, it need not be true during the transitional
stages, and seems unlikely to be true at the beginning of the process. It
can therefore be useful to think of cells and sterile workers as distinct
evolutionary agents in order to understand how it is that they ultimately
came to lose that status. Their loss of reproductive value is something
that itself calls for explanation, and the explanation should begin from
a starting point at which they do have reproductive value.

In sum, although the above concerns are all reasonable, they are not
decisive. In all cases, the key is to appreciate that the social perspective
is primarily a methodological stance—a way of approaching evolution-
ary transitions in individuality—rather than an empirical hypothesis. In
taking a social perspective on the multicellular organism, we are making
a methological bet: we are betting that there are deep and illuminating
(rather than superficial and misleading) parallels between multicellular
organisms and other complex societies in the natural world, such as
eusocial insect colonies, and we are betting that social evolution theory
will provide us with the tools we need to explore these parallels.

There is admittedly an empirical aspect to this bet: we are betting
that the evolutionary processes that have driven the evolution of social
behaviour in well-known cases and the processes that have driven the
evolution of multicellularity are similar in relevant respects, so that the-
ories and models devised to help us to understand the former can, if
suitably revised and extended, shed light on the latter. But one should
not exaggerate the degree of similarity that is needed for the bet to pay off.
The fact that there are obvious differences between cells andmore familiar
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social actors, though grounds for caution, does not imply that a social
perspective on the organism will not prove fruitful.

Is the bet a good bet? My view is that a social perspective on multi-
cellularity has already proved to be, and will continue to be, extremely
valuable. It helps us see the distinctive explanatory puzzles that the evolu-
tion ofmulticellularity presents, and it helps us generate novel hypotheses
with the potential to solve those puzzles. But there is no way to make a
convincing case for this view except by putting the social perspective to
work, and this is the task of the rest of the chapter.

In the next section, I explain why, even though the evolution of multi-
cellularity has been described as a ‘minor major transition’, the evolution
of complex multicellularity, and the relationship between complexity and
size, remains rather mysterious. In Section ., I hypothesize that this
transition can be explained as the product of a feedback loop in which the
redundancy of task structures generated by increasing group size plays
a pivotal role. In Section ., I suggest that the fragility of this feedback
mechanism may help explain why most of the lineages in which simple
multicellularity has evolved have not proceeded to more complex forms
with larger numbers of cell types. In the final section, I consider some
open questions regarding the account’s validity and scope.

. Hamilton’s Hypothesis
For Buss (), the evolution of multicellularity presented the following
puzzle: given that natural selection favours cells that promote their own
fitness, how did proto-multicellular organisms avoid being destabilized
by conflict among cell lineages? His answer was that such organisms have
evolved—through selection at the group level—mechanisms for con-
trolling intra-organismal conflict, such as germline segregation, whereby
the capacity to generate a new organism is limited to a very small number
of cell lineages, known as the germline, that are set aside from the somatic
cell lineages early in development. This, however, led to a ‘chicken and
egg’ puzzle: how could group selection be powerful enough, relative to
individual selection, to assemble such mechanisms prior to the existence
of such mechanisms?

However, when we view the multicellular organism through the lens
of social evolution theory, the puzzle seems to dissolve. Multicellular
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organisms are clonal groups of cells, and there is no reason to think that
the cell lineages in a clonal group are in evolutionary conflict with each
other. A clonal group is one in which, barring anymutation events during
the formation of the group, the genetic variance within the group is  and
the relatedness among groupmembers is  at all loci, and these conditions
are highly favourable to the evolution of altruism. As Hamilton (,
p. ) himself noted:

our theory predicts for clones a complete absence of any form of competition
which is not to the overall advantage and also the highest degree of mutual altru-
ism. This is borne out well enough by the behavior of clones which make up the
bodies of multicellular organisms.

Hence there is no deep puzzle about the evolutionary stability of
cooperation among the cell lineages of the first multicellular organisms.
These organisms were clonal groups of cells, and they cooperated because
they were genetically near-identical (Maynard Smith and Szathmáry,
; Queller, ; Grosberg and Strathmann, ; Fisher et al., ).
No further mechanisms were needed to suppress competition, so no
‘chicken and egg’ problem of the sort Buss envisaged actually arises. Let
us call this ‘Hamilton’s hypothesis’.

Queller () has taken this hypothesis further, arguing that related-
ness can even explain the origins of a germ-soma division of labour. He
suggests that ‘the germ line might have originated as a consequence of
other cell lineages’ altruistically removing themselves from the repro-
ductive line, to perform some somatic benefit to the organism’ (Queller,
, p. ). This turns the explanatory relationship posited by Buss
on its head. Far from being a group-level adaptation for suppressing
conflict among cell lineages, germline segregation, on Queller’s picture,
arose as a by-product of somatic altruism—altruism that evolved because
the inclusive fitness interests of the cell lineages were aligned by high
relatedness.

Hamilton’s hypothesis is complicated by the fact that few multicellular
organisms are truly clonal. Clonality is a feature of organisms that develop
from a single-celled propagule, but not all development is like this. For
example, many plants can reproduce vegetatively, with the new individual

 In a passage also quoted by Grosberg and Strathmann ().
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developing from a multicellular propagule. In plants under cultivation,
many generations of vegetative reproduction can lead to the gradual
accumulation of mutations in different cell layers, resulting in individuals
containing substantial genetic diversity (Godfrey-Smith, b). In the
wild, however, plants frequently reproduce sexually, pushing their lineage
through a single-cell bottleneck and thereby restoring high relatedness
and low mutational load. Provided this happens often enough, high
relatedness and low internal conflict will be maintained (Grosberg and
Strathmann, ).

Even among organisms that pass through a single-cell bottleneck
every generation, such as multicellular animals, clonality is not per-
fect. Within-organism genetic diversity can arise through chimerism,
where cell lineages produced from a different sperm and egg mix in the
early stages of development. We see this, for example, in marmosets
(Callithrix kuhlii; Ross et al., ). Genetic diversity can also arise
through mutation during mitotic cell division. Occasionally, these muta-
tion events create cancerous cell lineages, and the stability of multicellu-
larity in the long term depends crucially on these ‘cheater’ lineages being
unable to spread between organisms. We see a grim illustration of this
point in the Tasmanian devil, which is now threatened with extinction
due to an epidemic of the facial tumoursmentioned earlier (Bourke, ).
Given this, we should not be surprised to find that an ability to discrim-
inate ‘self ’ from ‘non-self ’, and to attack intruding cell lineages, is present
even in sponges, usually thought to be the most basal of the multicellular
animals (Bayne, ).

Despite all these caveats, it remains plausible that, for any multi-
cellular organism spawned from a unitary propagule and of a size
within certain limits, relatedness is typically high enough to stabilize
cooperation among the cells. It is also plausible that organisms that can
reproduce vegetatively nevertheless pass through a single-cell bottleneck
often enough to generate sufficient relatedness to stabilize cooperation
among their cells, given their ecological and physiological circumstances
(Grosberg and Strathmann, ). If this is correct, then we can endorse

 There is a long-running debate about whether this process is truly one of reproduction
rather than growth, and about whether it produces a new biological individual, but I do not
need to take sides on this issue here (Harper, ; Janzen, ; Fagerström et al., ; Pan
and Price, ; Godfrey-Smith, b; Clarke, , )
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Hamilton’s claim: the ultimate explanation for the stability of cooperation
within multicellular organisms, at least up to a certain size, is genetic
relatedness.

This observation has led Grosberg and Strathmann () to suggest
that the evolution of multicellularity is no great puzzle at all—that it is a
‘minor major transition’. They point out that simple multicellularity has,
to our knowledge, arisen around twenty-five times in the history of life on
Earth: not very often, but often enough to suggest that we are not dealing
with a phenomenon as singular as some of the other ‘major transitions’,
such as the origin of the eukaryotic cell, the origin of sex, or the origin
of life itself. Moreover, simple cell aggregates have recently been evolved
in the laboratory, often in surprisingly few generations, in various species
including the bacteriaM. xanthus andPseudomonas fluorescens, the green
alga Chlorella vulgaris, and the budding yeast Saccharomyces cerevisiae
(Bourke, ; Ratcliffe et al., ).

So what still needs explaining about the evolution of multicellularity,
from the point of view of social evolution theory? As Bourke () has
suggested, many of the most tantalizing questions concern the process of
social group transformation, by means of which a social group of cells,
once formed and stabilized, is transformed over evolutionary time into
a multicellular organism with a clear division of labour among distinct
cell types. In this context, one particularly interesting question concerns
the relationship between the size of a multicellular organism and its
complexity. Across all phyla of multicellular organisms, we find a clear
positive correlation between the total number of cells an organism
contains and the number of distinct, specialized cell types it contains
(Bell and Mooers, ). What explains this relationship?

A related open question concerns the factors that limit the number of
cell types. Grosberg and Strathmann () count twenty-five separate
instances of the evolution of simple multicellularity, but in only three of
these cases—the plants, animals, and fungi—has the lineage in question
proceeded to evolve large numbers of distinct cell types. As Szathmáry
and Wolpert (, p. ) note, ‘three hits in . billion years is not that
many’. This suggests that evolving high numbers of specialized cell types
remains improbable even once a lineage has attained simple multicellu-
larity. Indeed, it suggests that quite restrictive further physiological or
ecological conditions are required (Maynard Smith and Szathmáry, ).
What are these conditions?
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Bourke () maintains that a social perspective on the organism
can help not only with questions about the evolutionary stability of
cooperation among cells, but alsowith questions such as these—questions
that concern the transformation of a social group of cells into a
recognizable proto-multicellular organism, repletewith division of labour
and morphologically differentiated individuals specialized in particular
tasks. Here too, he argues, analogies between multicellular organisms
and eusocial insect colonies can prove illuminating. I agree, and indeed
I think we can develop these analogies even further than Bourke does.
That is my aim in the rest of this chapter.

. The Economy of the Cell State:
Redundancy, Market Size, and
Specialization

Bourke (, ) argues that the size of a social group and the amount
of specialization it contains are connected in a positive feedback loop,
whereby greater size enables greater specialization, and greater special-
ization enables yet greater size. He calls this the ‘size-complexity hypo-
thesis’ and proposes that it applies to both multicellular organisms and
social insect species. In both social insects and multicellular organisms,
we see a clear size-complexity trend, with the number of morphological
worker-types or cell-types increasing, on average, with group size, and
the attraction of the size-complexity hypothesis is that it provides a com-
mon explanation for both trends (Bell and Mooers, ; Bourke, ;
Ferguson-Gow et al., ). But the nature of the feedback loop is not
well understood, and until we understand it better we will not be able
to explain why certain phyla of multicellular organisms have attained
extremely large sizes and extremely high levels of cell specialization, while
others have remained small and with comparatively little differentiation.

 Michod (, , , ) has also made a powerful case for this idea, but I focus
in this chapter on Bourke’s work, which has so far received less attention from philosophers
of biology. See Okasha (, Ch. ) and Godfrey-Smith () for discussion of Michod’s
program.

 Sterelny (a) argues that a somewhat similar feedback loop was the driving force in
human evolution, but there are important differences in the human case (see Section . of
this chapter, as well as Birch, a, for discussion).
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In an earlier paper (Birch, ), Imade an initial attempt at elucidating
how Bourke’s feedback loop might work, and I now want to revisit and
expand that account. The core proposal of my earlier paper was that, as
the size of any social group increases, there is typically a transition in
the source of robustness with respect to the collaborative tasks the group
undertakes. This is inspired by an observation made by George F. Oster
and Edward O. Wilson () and Joan M. Herbers () in the context
of insect societies.

At a coarse grain of analysis, we can distinguish between two ways
in which a group might maintain the robustness of the completion of
a collaborative task (e.g. obtaining enough food to feed everyone) in
the face of individual failures. One is functional versatility at the level of
individuals: if an individual fails to perform their part in the task, other
individuals modify their behaviour to compensate, and switch tasks if
necessary. For example, they might increase their work rate, or abandon
other, less important tasks in order to focus on tasks essential to the
survival of the group.This source of robustness is especially important in
small groups that do not have workers to spare. However, the efficiency
of this source of robustness is limited by the costs of switching: a group
member who switches between tasks will be restricted in the extent to
which they can morphologically specialize in performing one task, and,
if the process of switching takes time, they will also spend some of their
time not contributing to the productivity of the group.

The second source of robustness, which is especially important in large
groups, is redundancy in the organizational structure of the workforce.
In general, a workforce contains redundancy with respect to a task T
when there are more workers available to undertake T than are strictly
needed for the completion of T.We see two kinds of redundancy in insect
societies. The first sort, passive redundancy, occurs when there is a large
reserve workforce, idle but ready to step in should any labour shortages
arise. This phenomenon is widespread in eusocial societies (Hölldobler
andWilson, , pp. –).The second sort, active redundancy, occurs
when large numbers of workers actively undertake the same task in par-
allel, such that the group can tolerate many individuals failing the task,
provided enough of them succeed. We see this in the foraging strategies
of large ant societies: huge numbers of ants search for food in parallel,
then work in parallel to retrieve the food that one individual has found
(Oster and Wilson, ; Herbers, ).
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The upshot of organizational redundancy, whether passive or act-
ive, is that ‘if one worker doesn’t complete the task someone else will’
(Oster andWilson, ). In other words, task completion becomes more
robust, protecting the group against the risk of task failure. Relying on
redundancy rather than functional versatility as a source of robustness has
distinctive advantages, because it eliminates switching costs and allows
for greater morphological specialization. However, it can be inefficient in
its use of workers, who spend some of their time idle (in cases of passive
redundancy) or performing tasks that a sufficient number of workers are
already performing (in cases of active redundancy). These are likely to
be serious disadvantages in smaller groups. But as group size increases,
it becomes more likely that a group has workers to spare, which makes a
transition to this source of robustness possible. It is therefore no surprise
that redundancy is more commonly observed in larger insect societies
than in smaller ones (Herbers, ; Anderson et al., ).

Multicellular organisms also rely on organizational redundancy as a
source of robustness. We find forms of passive redundancy in simple
multicellular organisms: for example, in sponges, in addition to several
permanently differentiated cell types, there is (as briefly noted earlier)
a cell type called an archaeocyte that can specialize to perform any
of the other functions as needed. The role of pluripotent stem cells,
such as haematopoietic stem cells, in larger multicellular organisms
might be interpreted in a similar way. The role of active redundancy in
generating robustness in larger multicellular organisms is plain to see:
the number of cells that specialize in a given task often dramatically
exceeds the minimum strictly required for its completion. To take a
particularly extreme example, the human circulatory system can stand
to lose one-eighth of its total stock of red blood cells during a routine
blood donation without any adverse effects. In the wild, this excess stock
of red blood cells protects multicellular animals against the risk of blood
loss through injury. ‘Redundancy’ might be considered a misnomer for
a phenomenon that, as a source of robustness, has an obvious adaptive

 There is an interesting parallel here with the work of Wagner (, a, b), who
suggests that the redundancy of genes in genetic networks may to some extent be explicable
as an adaptation for promoting the robustness of development in the face of mutation. Here,
however, I am considering the redundancy of cells in a multicellular organism, and more
generally the redundancy of actors in a social group, rather than the redundancy of genes.
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function. To be clear, however, in calling the surplus cells ‘redundant’,
I am not claiming they are functionless; rather, my claim is that their
function is to generate redundancy in the organizational structure of a
task, in this case oxygen transport, so that it can still be completed when
many of its workers are lost.

My hypothesis is that in proto-multicellular organisms, as in social
insects, the evolutionary relationship between size and specialization
is mediated by redundancy: larger groups can sustain greater levels of
redundancy; this makes them less reliant on functional versatility as a
source of robustness; and this enables them to evolve more extreme
forms of specialization that sacrifice functional versatility for the sake of
improved efficiency at task completion. This improved efficiency allows
the group to meet its needs more easily, enabling a further increase in the
size of the group, which in turn leads to a greater number of spare workers
and the possibility of sustaining yet greater levels of redundancy.

However, there is more to be said here. As Anderson et al. ()
and McShea () have noted, a specialized workforce may exhibit less
complexity at the individual level, as measured by the number of recog-
nizably distinct parts an individual contains or by the number of
recognizably distinct behaviours it can perform: a phenomenon McShea
calls a ‘complexity drain’. We see evidence of this in multicellular
organisms, since their cells tend to have fewer parts on average than
unicellular eukaryotes (McShea, ). Red blood cells are an extreme
example: they are, individually, far less complex than any free-living uni-
cellular organism, lacking nuclei, mitochondria, ribosomes, lysosomes,
and Golgi complexes. Many other animal cell types, while retaining these
parts, have dispensed with parts such as flagellae. As McShea () sug-
gests, this may be a common by-product of specialization: as a cell-type

 The ‘proximate’ literature on division of labour in social insects contains ingenious
attempts tomodel the process of self-organization whereby division of labour emerges from
simple individual-level behavioural rules, or ‘response thresholds’. A model of this sort by
Jeanson et al. () gives a role to group size: the idea is that, as group size increases, there
are more tasks to be performed but reduced demand for work relative to the size of the
workforce (i.e. greater redundancy), with the result that tasks tend to be undertaken by
workers with a preference for that particular task. However, this model does not incorporate
evolutionary processes. My hypothesis here is that, over evolutionary timescales, greater
redundancy would lead to the evolution of morphologically differentiated task specialists.
Recent work by Duarte et al. (, ) attempts to integrate proximate models of self-
organization with evolutionary models, although without (yet) incorporating group size
effects. This may provide an attractive framework in which to investigate more formally
the feedback hypothesis set out qualitatively here.
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becomesmore specialized for a particular task, those parts it contains that
are dispensable with respect to that task become maladaptive (they still
require energy to maintain, but they no longer contribute to its func-
tioning), and selection favours processes of cell differentiation in which
functionally dispensable parts are lost.

There are limits to this complexity drain, sincemost cells need to retain
a core set of parts to perform basic ‘housekeeping functions’ such as
respiration, butMcShea argues persuasively that there is a trend here, and
that it applies to plants as well as to animals (he does not discuss its applic-
ability to fungi). This loss of physical parts as group size increases seems
likely to feed back into group size, by reducing the cost of producing
new cells. It may also have positive effects on their reliability, since fewer
parts implies less that can go wrong. If so, this would further promote the
efficiency of task completion, further promoting an increase in the size of
the group.

These considerations help explain why increasing size may promote
greater specialization in specific tasks, and why this may feed back into
further group size increases. They do not, however, shed much light on
the number of distinct specialisms we should expect to find. Why do
larger groups tend to contain more specialisms? The crucial factor here,
I suggest, is market size. New specialisms can evolve only if there is a
sufficiently large ‘market’ in the economyof the cell state for their services,
and this becomes more likely as group size increases. For example, it is
adaptive to have a population of specialist cells dedicated to the storage
and release of insulin only if there is adequate demand for insulin tomake
use of the supply provided by those cells, and this implies a lower bound
on group size before such a cell type can evolve. This may help explain
why, although insulin-like molecules exist in the endocrine systems of
invertebrates such as molluscs and insects, we do not find cells specializ-
ing in the secretion of this hormone, as we do in vertebrates, which tend
to be larger (Ebberink et al., ; Reinecke and Collet, ).

The feedback loop in Figure . combines all of these considerations
into a single hypothesis. The figure should be understood as an elabor-
ation of Bourke’s size-complexity hypothesis. Like Bourke’s version, it is
intended to be sufficiently abstract to apply to both eusocial insect colon-
ies and multicellular organisms, and to shed light on the size-complexity
trend we see in both contexts. It is important to note that the arrows in
the figure represent hypothesized enabling relationships (e.g. the reduced
need for functional versatility enables the evolution of a larger number



OUP CORRECTED PROOF – FINAL, //, SPi

 multicellular organisms as social phenomena

Figure . An expanded feedback hypothesis for the evolution of social complex-
ity. The arrows represent hypothesized enabling relationships, e.g. greater market
size for new specialisms enables the evolution of a larger number of specialized
types.

of specialized cell types), not relationships of necessitation. An enabling
relationship makes it possible for a new trait to evolve if the ecological
conditions are right, but it does not guarantee the presence of those con-
ditions. As I will argue in the next section, this is crucial in explainingwhy
very high levels of specialization have rarely been achieved in phyla that
have evolved multicellularity. The size-complexity feedback loop is not a
recipe for a ‘runaway selection’ process; it is a fragile mechanism that can
easily stall.

. Limits to the Number of Cell Types
Let us now return to the puzzle introduced earlier in the chapter. This
hypothesis, if it is on the right lines, may shed light on why the evolution
of complex multicellularity (and indeed complex eusociality) has been so
rare in the history of life.
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The key here is to understand the arrows in the model represent
enabling relationships, not relationships of causal sufficiency or neces-
sitation. For example, increasing the market size for new specialisms
merely enables the evolution of a larger number of cell types—it does not
necessitate it. It is still crucial that the ecological circumstances confer an
advantage on groups with a larger number of cell types, and this will not
always be the case.

As Grosberg and Strathmann (, p. ) argue, part of the explan-
ation for the rarity of complex multicellularity may be:

a lack of selective pressure or trade-offs. For example, the vertebrate immune
system generates different cells in indefinite variety because variety is favored
by selection. We expect that functional requirements limit the number of cell
types in organisms that develop from a single cell. . . . Once the major functional
specializations are satisfied, there is presumably a diminishing return in added
capabilities from each additional cell type.

Grosberg and Strathmann’s point here is simply that we should not expect
more specialized types to evolve, even when the need for versatility is
removed, if the evolution of new specialized types would not increase the
efficiency with which tasks are completed. Further specialization is not
always advantageous.

For a suggestive example, consider the colour photoreceptors, or cone
cells, of the mammalian eye. Most placental mammals are dichromats:
they have two types of cone cell. Why not more? After all, further special-
ization is quite possible here: there are plenty more regions of the elec-
tromagnetic spectrum to specialize in, and room for more fine-grained
specialization at visible wavelengths. Primates, including humans, have
an extra type of cone cell (allowing most of us to discriminate red from
green), and various species of bird, fish, and reptile have been found to
have four. The explanation for dichromacy in placental mammals may
simply be that having two-types of cone cell efficiently meets their eco-
logical needs: adding another would require devoting more time and
energy to the processing of visual information, and the benefits would
not outweigh the costs.

While I agree with Grosberg and Strathmann about the limited
advantage of specialization beyond a certain level, I think there is more to
say here about the factors that make complex multicellularity so rare. In
particular, we should consider the factors that limit the loss of parts at the
lower level, and we should also pay attention to the role of redundancy
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in mediating the relationship between increased group size and loss of
functional versatility.

In a sense, the limitations on a complexity drain are easy to see. An
actor specializing in a particular task cannot afford to lose parts that are
indispensable to the performance of that task. So a complexity drain can
occur only if the task in which the actor specializes is simple enough to
make at least one of its parts functionally dispensable.The red blood cell is
(once again) a clear illustration: it is only because its task (the carrying of
oxygen and carbon dioxide) is simple enough to require no nucleus that
it has lost this part.This is an exceptional case. On the whole, the cells of a
multicellular organism retain what McShea () calls a ‘standard set’ of
parts including a nucleus,mitochondria, ribosomes, andGolgi apparatus.
This provides one reasonwhy at least part of the feedback loopmight stop:
there may come a point at which actors no longer have any more parts or
capacities to lose, because any further losses would impair their ability to
perform the tasks for which they are specialized. This will then limit any
further reduction in the cost of producing new actors.

Let us turn now to the idea, central to my feedback loop, that increas-
ing group size enables greater organizational redundancy. This relies on
the idea that, as task efficiency and group size increase, the number of
‘workers to spare’ (i.e. the number of workers the group can afford to hold
in reserve, or to put towards the parallel performance of the same tasks)
will increase. There is some evidence that this is indeed the case in insect
societies (Jeanson et al., ). But there is no reason to suppose it is a
necessary truth about biological systems. It requires that each new actor,
on average, contributesmore to the productivity of the group than it takes
from the group’s resources. If there comes a point at which the burden a
new actor imposes on the group tends to exceed its contribution to the
group’s productivity (e.g. because the group must explore a larger and
larger area to feed itsmembers, so that newmembers become increasingly
hard to support), the number of redundant workers may be eroded with
group size, and the feedback loop may stop.

We should also revisit in this context the relationship between passive
and active redundancy. Reliance on passive redundancy, in the form of
a versatile reserve workforce, imposes limits on morphological specializ-
ation. Some workers may be highly specialized, but the reserve workers
must be versatile enough to step in as needed. This constrains both the
extent to which these workers can specialize and the extent to which tasks
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can require specialist abilities. By contrast, active redundancy, of the sort
we see on a dramatic scale in larger multicellular animals, enables more
extreme specialization.

However, active redundancy has its own disadvantages. Workers
actively doing work will tend to require more energy than idle reserve
workers. Moreover, more workers are likely to be needed: a full reliance
on active redundancy requires that every essential task has an excess of
workers participating in it, whereas passive redundancy requires only
that there are enough excess workers to maintain a reserve workforce.
This provides a tentative reason to hypothesize that active redundancy
is only sustainable in very large groups, and that a reliance on passive
redundancy is a transitional phase, commonly found in groups of in-
termediate size, on the road from a total (or near-total) reliance on the
functional versatility of unspecialized workers to a near-total reliance
on active redundancy in task structures (‘near-total’ because even large
multicellular animals have some passive redundancy, as noted earlier).

This line of argument may help shed light on the presence of a large
reserve workforce in eusocial insect species. Even the most complex
maintain a large reserve workforce of significant versatility, in addition to
active redundancy in foraging strategies (Oster and Wilson, ; An-
derson and McShea, ). This may be because, large as these colonies
are, they are not large enough to have achieved a full transition to active
redundancy. Similar considerations may also help shed light on the func-
tion of the archaeocyte in sponges.

To sumup, there is no reason to think that the size-complexity feedback
loop will carry on ratcheting up indefinitely. The links describe enabling
relationships, some of which are quite fragile, and not relationships of
necessitation.We can understand how the loopworks, when it works. But
I think we can also see various different kinds of circumstance in which it
would not work, or in which it would work for a while but then stop. I see
this as a virtue of the hypothesis. A cast-iron engine of complexity is not
what we want, because it would fail to explain the rarity with which large
numbers of specialized actor-types are achieved in nature. To explain that
rarity, we need an engine that can easily stall.

I have focussed in this section on the ecological factors that may cause
the number of specialized cell types in a multicellular organism to stop
at a relatively small number, but I should note that developmental factors
are surely also a very important part of the picture. In the special case of
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the radiation of the bilaterians (i.e. organisms with bilateral symmetry) in
the Cambrian, which led, uniquely in the history of life, to the evolution
of organisms containing over  distinct cell types, it seems likely that
a unique set of developmental changes were involved. Carroll, Davidson,
Sterelny, and others have argued that a ‘developmental revolution’, char-
acterized by delayed cell differentiation in a pattern determined by a
cell’s region in the embryo, rather than by local signalling patterns, was
critical to this transition (Carroll, , ; Erwin and Davidson, ;
Peterson and Davidson, ; Sterelny, ). I regard my approach,
based on the ‘economy of the cell state’ and its workforce, as complement-
ary to approaches based on developmental considerations. Both provide
illuminating perspectives on the evolution of multicellularity.

. Other Major Transitions
Although I have not attempted to make a detailed empirical case for the
size-complexity feedback model here, it does seem to me that several
important lines of evidence tell in its favour. First, there is the evidence
for a link between group size and social complexity (measured in terms
of number of actor types), comprehensively surveyed by Bourke ().
Second, there are the correlations between group size and redundancy in
cooperative tasks, and between social complexity and the loss of totipo-
tency on the part of individual social actors, as surveyed by Anderson
and McShea (). Third, there is the evidence of a complexity drain
(measured in terms of loss of parts) in the cells of multicellar organisms,
as presented by McShea (). So although I have characterized my
hypothesis as speculative, this should not be taken to imply that it has
no empirical support.

The best sort of evidence for the hypothesis would be experimental. So
far, attempts to evolve multicellularity in the lab have resulted in simple
cell aggregates. Ratcliff et al. () report evolving a simple form of
‘specialization’ in budding yeast, in which some cells undergo apoptosis
(programmed cell death) more readily in a way that aids the fragmen-
tation, and hence ‘reproduction’, of the multicellular group. But this is
not morphological specialization for complex tasks, of the sort we find
in complex multicellular organisms, and to evolve this remains a major
challenge for further experimental work. If it turns out to be possible, then
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we may find ourselves in a position to perform direct tests of hypotheses
regarding the origins of multicellularity.

I want to close by considering the potential applicability of the same
model to other evolutionary transitions. The focus of this chapter has
been on the evolution of multicellularity. That said, in arguing for the
utility of a social perspective on the multicellular organism, I have em-
phasized the parallels that can be drawn with the evolution of eusociality,
and I have proposed that the basic feedback loop outlined earlier may
have operated in both cases. This naturally leads to the thought that the
feedback model may offer a general account of so-called ‘fraternal’ trans-
itions, inwhich the social groups that come to constitute new, higher-level
organisms are composed of units related by kinship (Queller, , ;
Birch, ).

The evolution of multicellularity and eusociality are two prominent
examples of this, but they they are not the only examples. Another is the
origin of the first protocells. Maynard Smith and Szathmáry (, p. )
hypothesized that the evolution of division of labour among replicating
molecules in compartments may have involved ‘processes analogous to
kin selection’, whereby limited dispersal led to similarity between inter-
acting replicators, helping to stabilize a form of altruism (Maynard Smith
and Szathmáry, , p. ). The basic idea is that some replicators may
have sacrificed their own replicative capacity in order to catalyse the rep-
lication of other, similar replicators, giving rise to a rudimentary division
of replicative labour, and ultimately to recognizable protocells. Could the
feedback model apply to this transition?

As much as I would like this to be the case, the evolution of protocells
presents its own distinctive problems. For example, Maynard Smith and
Szathmáry’s kin selection hypothesis regarding the origin of protocells is
closely tied upwith the ‘stochastic correctormodel’, which aims to explain
the persistence of a division of replicative labour across the generations
by appealing to the stochastic nature of protocell division (which leads to
at least some offspring groups possessing the same number of altruistic
replicators as the parent, even when altruists replicate more slowly than
non-altruists), together with selection for groups with the optimal com-
position (Szathmáry, ; Szathmáry andDemeter, ;Maynard Smith

 ‘Sororal’ might be a better term, given that workers in insect societies are female, but
the ‘fraternal’ terminology appears to have stuck.
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and Szathmáry, ). However, the stochastic corrector model relies on
small group size. If the group size is too large, the frequency of altruistic
replicators in daughter cells becomes less variable, the ‘stochastic cor-
rector’ effect becomes weaker, and the division of labour becomes less
stable. In short, the need for a stochastic corrector effect limits the size a
social group can attainwhilemaintaining reliable inheritance of a division
of labour. This marks an important difference with the case of multicel-
lularity. To understand the relationship between size and complexity in
protocells, we would need to take account of the way increasing group
size might erode the heritability of altruism.

Finally, I want to comment briefly on the case of humans. Might
human evolution fit the model? Although some authors, notably includ-
ing Edward O. Wilson and David Sloan Wilson, have attached great
weight to parallels between the evolution of human sociality and the
evolution of insect eusociality, I think there is a danger of overstating
these parallels (Wilson and Wilson, ; Wilson, ). True, humans
throughout much of their history lived in small, close-knit bands with
non-zero (though probably not high; see Chapters  and ) genetic
relatedness. And true, they achieved a substantial degree of social com-
plexity, characterized by impressive degrees of division of labour, special-
ization, and coordination, during that time. But we should not lose sight
of the differences. Morphological differentiation in humans is nothing
like as extreme as that found in eusocial colonies, let alone multicellular
organisms. With the exception of sexual dimorphism, we remain more
or less totipotent, in the sense that we are biologically capable of taking
on any social role. We have not lost parts; we have not undergone a
complexity drain. And although human societies are now very large, this
is an aberration in evolutionary terms: for the vast majority of our history
our groups were small, numbering in the hundreds or less.

Sterelny (a) has argued that theremay have been an interesting role
for redundancy, enabled by increased group size, in early human social
evolution. However, the main role he has in mind differs from the role of
redundancy inmy feedbackmodel. For Sterelny, themain role of redund-
ancy was to generate robustness in the process of social learning. Crucial
specialist skills and knowledge, rather than being stored in a single head,
could be stored inmultiple heads, preventing information frombeing lost
if skilled practitioners were accidentally killed. Sterelny (a) goes so
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far as to suggest that this effect may even help explain why Homo sapiens
survived when the Neanderthals went extinct.

Plainly, this is not the same role that redundancy plays in my feedback
loop, which is the role of providing robust task completion without the
need for functionally versatile actors, thereby enabling the evolution of
distinct morphological types. Might redundancy also have played this
role in humans? This seems unlikely on the face of it, since, as noted
earlier, the evolution of distinct morphological types has not occurred
to any substantial degree in humans, perhaps because our social groups
were never large enough to enable it. Human agents remain extremely
versatile, although some of the foregoing considerations may apply to the
non-genetic, cultural specialization of actors in particular skills (such as
the manufacture of particular types of stone tool).

In short, despite the suggestive similarities with the evolution of
eusociality andmulticellularity, the evolution of human societies poses its
own distinctive problems, which require their own distinctive solutions.
In the former two cases, we are faced with genetically inherited altruism,
stabilized by genetic relatedness, in very large, morphologically differen-
tiated groups. In the human case, the groups are much smaller, genetic
relatedness is much lower, the agents are intelligent and versatile, and
the traits tend to be socially learned. Yet this does not make relatedness
irrelevant—or so I will argue in the book’s final chapter.

. Summary of Chapter 
In the nineteenth century, the idea of the multicellular organism as a ‘cell
state’ was widespread. Although it fell out of favour in the twentieth cen-
tury, three recent trends suggest that a social perspective on the organism
is due a revival: our growing understanding of microbial cooperation,
the resurgence of the ‘superorganism’ concept, and the ‘major transitions’
research program.

From the perspective of social evolution theory, the stability of
cooperation within clonal groups of cells is no mystery, since their
inclusive fitness interests are aligned.However, the process of social group
transformation, by means of which a social group of cells, once formed
and stabilized, is transformed over evolutionary time into a multicellular
organism with a division of labour among multiple cell types, remains
mysterious.
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In bothmulticellular organisms and eusocial insects, the size of a group
and the amount of specialization it contains are closely linked. This leads
to the puzzle of what explains this relationship, and the further puzzle of
why simple forms of multicellularity have only rarely evolved into more
complex forms with large numbers of specialized cell types.

As Bourke () has argued, positive feedback is likely to be crucial in
explaining the relationship between size and complexity, and a social per-
spective on the organism helps us understand this feedback loop. I have
set out an expanded feedback loop on which the relationship between
group size and specialization is mediated by the degree of redundancy
(which may be either passive or active) in task structures.

In brief, greater morphological specialization enables more efficient
task completion, and more efficient task completion enables an increase
in group size, which enables greater redundancy in task structures, which
reduces the need for functional versatility on the part of individual act-
ors, allowing for yet greater morphological specialization. Meanwhile,
group size also increases the market size for new specialisms. At the same
time, greater specialization can sometimes cause the loss of functionally
redundant parts at the lower level (McShea, ), feeding back into
group size by making new actors cheaper for the group to produce.

The links in this feedback loop should be understood as enabling
relationships rather than relationships of causal sufficiency, and the loop
will only operate if the ecological conditions are right. For example, new
cell types will not evolve unless there is an ecological need for them,
and increased group size will not lead to greater redundancy unless each
new actor adds more to the productivity of the group than it consumes.
Active redundancy is likely to be particularly difficult to maintain, and
requires particularly large groups. Such considerations may help explain
why the evolution of simple multicellularity only rarely leads to complex
multicellular forms with large numbers of cell types.

While the hypothesis remains speculative, several lines of evidence tell
in its favour. Moreover, although it is mainly intended as an hypothesis
regarding the origin of complex multicellularity, it may also help shed
light on the evolution of complex eusociality. That said, it is not a gen-
eral theory of major transitions. Other transitions, such as the origin of
division of labour among replicators in compartments, and the origin
of human sociality, pose their own distinctive problems.



OUP CORRECTED PROOF – FINAL, //, SPi



Cultural Relatedness and
Human Social Evolution

. Broad-Scope Prosocial Preferences
As Haldane () observed, in the passage quoted at the start of this
book, humans often set aside their own self-interest in order to help
others. This behaviour is not rare or exceptional, and it need not take the
form of dramatic acts of altruism, such as jumping into a river to save
a drowning child. Over the past thirty years, experimental studies have
gradually revealed the extent to which unselfish behaviour is a routine
aspect of human social life. We are disposed to cooperate with others,
and to punish those who do not cooperate, even if this cooperation or
punishment comes at a cost, even if there is no possibility of reputational
effects, and even if the people we help or punish are strangers with whom
we have never interacted before and with whom we may never interact
again (for an overview, see Bowles and Gintis, , Ch. ).
Consider, for example, a game commonly used in such studies: the ulti-

matum game.There are two players. Player  decides how to divide a sum
of money between the two players. Player  must then decide whether to
accept or refuse the proposed division. If Player  refuses, both players
receive nothing. If both agents were rational and self-interested, and if
their rational self-interest were a matter of common knowledge, Player
 would make the lowest possible offer to Player , and Player  would
always accept that offer. Numerous experiments have shown that a large
fraction of human subjects depart systematically from self-interest in
ultimatumgames. Themean offer fromPlayer  is around %of the sum

 Landmarks in the experimental literature on ultimatum games include Güth et al.
(); Binmore et al. (); Kahneman et al. (); Ochs andRoth (); Henrich (),
and Sanfey et al. (). For an overview of the key findings, seeCamerer ();Oosterbeek
et al. ().
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of money, and players in the Player  role tend to reject offers that they
perceive as unfair, which happens in about % of cases (Camerer, ;
Oosterbeek et al., ). In the ultimatum game, then, we see two kinds
of deviation from self-interest: a tendency to cooperate even when one
stands to gain by not doing so, and a tendency to punish non-cooperators
(through the rejection of an unfair offer) even at a cost to oneself.

Experiments with public goods games have elicited similar tenden-
cies. Here too, people cooperate to a much greater extent than one
would expect from purely self-interested rational agents, although agents
vary substantially in their willingness to cooperate, and the level of
cooperation declines over time in repeated public goods games, suggest-
ing that the tendency to cooperate is conditional on how others behave
(Fischbacher et al., ).Moreover, here too there is a strong tendency to
punish free riders who contribute nothing to the public good (Fehr and
Gächter, ).
I will refer to the combination of these two tendencies as the phe-

nomenon of broad-scope prosocial preferences. ‘Prosocial’ because, in pro-
moting cooperation and punishing failures to cooperate, the preferences
agents express in these experiments display a systematic bias in favour
of cooperation. ‘Broad-scope’ because these prosocial preferences not
only encompass interactions with close kin, repeated interactions, and
interactions with reputational effects, but also appear to encompass one-
off interactions with strangers.

Evidence from experimental games is not enough to show that these
preferences are altruistic, or even cooperative, in the technical sense of
these terms introduced in Chapter . To show that they are cooperative,
one would need to show that they belong to a strategy that has, in recent
evolutionary history, beenmaintained by selection in virtue of its positive
effect on the reproductive success of other agents. To show that they are

 These tendencies, which are entangled in the ultimatum game, can be disentangled
using different games. Dictator games isolate the first tendency, while third-party punish-
ment games isolate the second (see Camerer, ). On public goods games, which are
more directly relevant to the discussion of Section ., see Ledyard (); Fehr andGächter
(); Fischbacher et al. (); Fehr and Fischbacher ().

 Gintis (); Fehr et al. (); Bowles and Gintis (), and collaborators refer to
these preferences as ‘strong reciprocity’, but I find this term misleading: talk of ‘reciprocity’
suggests behaviour that is conditional on repeated interactions or reputational effects, and
the point is precisely that this behaviour does not have this pattern.
 West et al. () also make this point.
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altruistic, one would have to additionally show that they weremaintained
by selection despite causally detracting from the reproductive success
of the actor. I suspect that these things may well be the case—with the
qualification that the form of ‘selection’ in question is a form of cultural
selection (see Section .)—and I therefore suspect that these preferences
are indeed altruistic. Even so, it is important to note that experimental
games alone do not establish this.
The existence of such preferences, in one form or another, appears

to be a cross-culturally robust phenomenon. Experiments testing for
prosocial preferences were originally carried out, like most psychology
experiments, on samples from predominantly ‘WEIRD’ (white, edu-
cated, industrialized, rich, and democratic) populations (Henrich et al.,
b). However, in two separate comparative studies, Henrich et al.
(, a) investigated behaviour in experimental games, including
the ultimatum game, in fifteen small-scale societies from around the
world. In all societies, agents tended tomake offers above theminimum in
the ultimatum game, deviating from self-interest in a way that indicates
prosocial preferences. There is substantial variation across (and indeed
within) cultures in the nature of these preferences, but their existence
seems to be a cultural universal.

In a sense this is unsurprising, since prosocial preferences play a pivotal
role in holding any human society together. In modern nation states,
state-backed coercion imposes a limit on the extent to which it is rational
for a purely self-interested agent to free ride, since such an agent would
want to avoid fines, prison sentences, and other sanctions. However, at
least outside of totalitarian regimes, coercion never completely eliminates
the incentive to free ride. A purely self-interested agent would not buy a
ticket to travel on a route they knew to have no ticket inspectors, would
not work harder than necessary when unsupervised, would not vote in
an election if the probability of swinging the outcome was negligible,
and would never donate blood. The fact that we do not all behave like
this, all of the time, is crucial to the functioning of society. This ‘everyday
prosociality’ is the glue that, in myriad ways, holds human communities
together (Bowles and Gintis, ).

 The question of how the variance ‘between cultures’ compares to the variance between
individuals within a culture remains a source of heated debate; see Lamba and Mace
(, ); Henrich et al. ().
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It seems likely that broad-scope prosocial preferences would have
been even more important in holding together the very earliest human
societies, prior to the existence of states. In these societies there was no
state-backed coercion to speak of, and the only punishment of free riders
would have been carried out by coalitions of individuals, potentially at
a cost to themselves, which would itself have been a prosocial act. So it
seems reasonable to hypothesize that robust prosocial preferences were
already present in Palaeolithic human societies, and that their apparent
ubiquity in present-day societies is explained at least in part by common
descent from these early ancestors. Yet they appear to be absent in our
closest living relatives, suggesting they originated after the divergence of
the hominin lineage from the other great apes (Jensen et al., ).
Assuming that broad-scope prosocial preferences do indeed have a

deep history, we are led to the question of how they originated in early
human populations. I take it for granted here that the explanation for
prosocial preferences in humans involves cultural, and not simply genetic,
processes of inheritance (Richerson and Boyd, , ; Boyd et al.,
; Gintis, ; Henrich, ; Bowles and Gintis, ). Culture may
not be the whole story, but it is at least part of the story. We have
the beliefs, desires, preferences, and normative attitudes we have at least
in part because of our interactions with other members of society. We
observe others, we learn from others, and we internalize the norms of
our community. This is reinforced by the aforementioned evidence that,
despite the cross-cultural robustness of prosocial preferences of one form
or another, the precise form these preferences take (e.g. as manifested
by behaviour in the ultimatum game) varies substantially across cultures
(Henrich, ; Bowles and Gintis, ).
Acknowledging the importance of cultural inheritance in explaining

broad-scope prosocial behaviour leaves two possibilities regarding the
proper role of evolutionary theory. One is that its role should be restricted
to that of explaining the origin of the basic cognitive capacities that make
culture of any kind possible:mechanisms of learning, language, and so on.
On this view, once these core capacities are in place, evolutionary theory

 I am sympathetic to the notion of ‘gene-culture co-evolution’ (Richerson and Boyd,
; Bowles and Gintis, ), but it is not my focus here. I focus in this chapter on cultural
evolution, before briefly considering (in Section .) how genetic evolution might react to
the cultural evolutionary processes I have considered.
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should take a back seat, so that explanatory frameworks better suited
to explaining cultural change can take over. The other possibility is that
evolutionary theory has amore substantial role to play: that, in addition to
explaining the origins of culture, it can also shed light on the population-
level dynamics of cultural change, and thus on the circumstances inwhich
cultural processes might help stabilize prosocial preferences.
Over the last few decades, a great deal of work has explored the second

possibility (landmarks include Cavalli-Sforza and Feldman, ; Boyd
and Richerson, , ; Bowles and Gintis, ). This work is not
uncontroversial: indeed, the very idea of ‘cultural evolution’ remains con-
troversial in some quarters (see Lewens,  for an overview). This is
partly due to its association with Dawkins’s () meme concept, which
many cultural evolution theorists now reject.My aim in this chapter is not
to dissect these criticisms or to defend cultural evolution theory against its
critics: I leave that to others (Richerson and Boyd, ; Mesoudi, ;
Laland and Brown, ; Lewens, ). I will instead assume the basic
legitimacy of drawing on evolutionary theory to help explain cultural
change, in order to consider amuchmore specific question: towhat extent
can the ideas that have been the focus of this book—in particular, related-
ness and Hamilton’s rule—be usefully applied to the cultural evolution of
broad-scope prosocial behaviour?
In the context of early human populations, the problem of explaining

broad-scope prosocial preferences can be usefully recast as the prob-
lem of explaining prosocial preferences that extend beyond the limits of
one’s residential camp, or ‘band’. The ethnographic record of present-day
hunter-gatherer societies indicates typical camp sizes of –, with a
maximumof about  (Binford, ;Marlowe, ; Bowles andGintis,
; Boehm, ). Camps are typically composed of multiple families,
and migration from one camp to another is frequent. We should be cau-
tious about inferring anything about population structure in ancestral
populations from modern-day hunter-gatherer societies, which tend to
have a history of interaction with settled agragrian societies and tend
to exist on the margins of such societies, in environments that would
not have been typical in the Palaeolithic. That said, it seems reason-
able to take the available ethnographic evidence as a starting point for
our purposes.
Sterelny (a, ) has argued that cooperation within bands can

be explained largely by immediate returns, and I am inclined to agree.
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Members of the same would have collaborated in tasks such as the
hunting of big game, and the profits of collaboration would have been
immediately shared among the participants. Unreliable cooperators
would have found themselves excluded from these collaborative projects
and unable to share directly in their profits. Reciprocity, both direct and
indirect, may also have been important: these mechanisms are known
to be effective in small, close-knit groups in which individuals interact
repeatedly and information about past behaviour is readily available
(Bowles and Gintis, ). It is, however, in the context of interactions
between bands that ‘one-shot interactions with strangers’ would have
been more likely to arise.
Drawing on studies of social networks in industrialized societies, for-

aging societies, and non-human primates, Clive Gamble and colleagues
() argue that humans have cognitive adaptations for maintain-
ing communities (or ‘effective’ social networks) of approximately 
individuals and super-communities (or ‘extended’ social networks) of
approximately – individuals (see also Dunbar, , ; Gamble,
, ). I will take this as a second starting point. For if we compare
these estimates with typical estimates of the size of residential bands,
we see straight away that, if they are even approximately correct, the
social networks of Palaeolithic foragers must have extended well beyond
their local residential group. The effective network of  might have
consisted primarily of members of one’s band, plus other individuals with
whom one had been co-resident in the past. But the extended network
of – must have included more remote connections: friends of
friends, cousins of cousins, virtual strangers with whom one would very
rarely interact. We can therefore put our question regarding the origin of
broad-scope prosocial preferences like this: what might have promoted
and stabilized prosocial preferences that encompassed interactions with
individuals outside one’s effective social network?
Could genetic relatedness have played a role? The idea that genes for

altruism can be selected by virtue of genetic relatedness between actors
and recipients has been central to all the preceding chapters of this book.
Yet important as this is in explaining altruistic behaviour throughout
the natural world, it seems to be of limited relevance in the context of
human sociality, because there is evidence that genetic relatedness would
already have been very low within bands, let alone between members of
neighbouring bands. In a cross-cultural study of thirty-two present-day
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hunter-gatherer societies, Kim R. Hill and colleagues () document
that ‘primary kin generally make up less than % of a residential band’
(p. ) and estimate that in the Ache, a hunter-gatherer population in
the Amazon, genetic relatedness between interacting agents within bands
is only around .. The fundamental reason for this low relatedness is
intermarriage between bands, which typically leads to either the male
or female moving. Bearing in mind the standard caveats about inferring
ancestral social structure from present-day hunter-gatherers, the proper
message to take from this study is not that genetic relatedness in early
human bands was certainly low, but rather that we cannot safely assume
that it was even moderately high (e.g. r > .), given the ethnographic
reality of stable hunter-gatherer societies with low within-band genetic
relatedness.
Here, however, an attractive thought arises. If broad-scope prosocial

preferences are culturally transmitted, then perhaps it was always mis-
guided to look to genetic relatedness for an explanation of their evo-
lutionary stability. Perhaps a form of cultural relatedness is what really
matters in the cultural case. Perhaps cultural relatedness can be high
where genetic relatedness is low, and perhaps it can help to stabilize costly
prosocial preferences in much the same way genetic relatedness helps to
stabilize altruism-promoting genes. I will call this the cultural relatedness
hypothesis for the evolution of broad-scope social preferences.
This idea has a history in cultural evolution theory: Luigi Luca Cavalli-

Sforza and Marcus W. Feldman () discussed cultural relatedness
under the heading of ‘cultural inbreeding’; Paul D. Allison (a, b)
developed a formal treatment of cultural relatedness and linked it to the
evolution of altruism inmuch the same way I do here; and, more recently,
concepts of cultural relatedness have featured in papers by Lehmann and
Feldman (), and Claire El Mouden and colleagues (), as well
as in an unpublished paper by Tom Wenseleers, Siegfried Dewitte, and
Andreas De Block. For all that, the cultural relatedness hypothesis
remains a comparatively neglected idea. My aim in this chapter is to
articulate a version of it—and then to defend it.

. Cultural Variants
Before we can consider the relationship between cultural relatedness and
cultural selection, we must get a grip on what we mean by ‘cultural
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selection’. In very broad terms, I take cultural selection to mean selection
on differences between individuals with respect to their cultural variants.
There is an ambiguity here between two possible meanings of ‘selection’,
which I will revisit in due course, but first I must address a prior question:
what is a cultural variant?
I propose the following, four-part definition: a cultural variant is (i) a

property of an individual that (ii) varies between individuals, (iii) origin-
ates, at least in part, in a process of social learning, and that (iv) admits of a
quantitative characterization.This definition is deliberately minimal.The
requirement that a cultural variant ‘admits of a quantitative characteriz-
ation’ is necessary if we want to make models of how variant frequencies
change over time, but it is not a very onerous requirement. In the case of
an ‘all-or-nothing’ property, we can simply define a dummy variable that
takes the value  if an individual has the property and  otherwise; this is
a common technique in the cultural evolution literature.
Paradigm cases of cultural variants are mental representations, such

as beliefs, desires, plans, values, or pieces of know-how. Mental repre-
sentations that come naturally in degrees, such as degrees of belief, are
cultural variants par excellence. On this point I am broadly aligned with
Peter J. Richerson and Robert Boyd (, p. ), whowrite that ‘culture is
(mostly) information stored in human brains, and gets transmitted from
brain to brain by a variety of social learning processes’. That said, I see
no reason why cultural variants must be mental states: to the extent that
they are mental states in paradigm cases, this represents a contingent fact
about the form socially learned properties tend to take in humans.
We should, I think, leave room for cultural variants that are external

and non-mental: for example, the shape of a pandanus leaf tool con-
structed by a New Caledonian crow might be a well-defined cultural
variant, if it turns out to originate at least partly in social learning, and
if it can be given a quantitative characterization (Holzhaider et al., ).
If one prefers human examples, the same might be said of the shape of
an Acheulean handaxe (Lycett, ). In general, I contend that cultural
evolution theorists are under no obligation to delimit sharply the vari-
ables thatmay bemodelled as cultural variants. On the contrary, it is right

 The idea that know-how consists of mental representations is controversial, but that is
not a debate I intend to weigh into here (see e.g. Stanley, ; Levy, ).
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to remain open-minded as regards the kinds of properties that originate
in social learning and that admit of a quantitative characterization.
The notion of a cultural variant, or a cultural trait, has attracted cri-

ticism from anthropologists (e.g. Ingold, ) who see it as little more
than a re-labelling of Dawkins’s () meme concept, and as a way of
diminishing the role of human agency—a way of reducing agents to the
status ofmere vehicles built for the transmission of selfish replicators.The
minimal conception of a cultural variant outlined earlier should make
it clear why this worry is misplaced. Suppose, for example, that the cul-
tural variant we are interested in modelling is an individual’s degree of
belief in a proposition k—for example, the proposition that one ought
to help unknown individuals when they are in need. This is a good,
well-defined cultural variant, provided every individual in the population
has a determinate degree of belief in k. Yet it would be a mistake to
conclude from this that degrees of belief are ‘selfish replicators’, or that
individuals are somehowmere vehicles of their degrees of belief. The fact
that a degree of belief is a well-defined cultural variant is compatible with
every individual arriving at its degree of belief by a complex process of
learning and rational reflection, and not by a process that is in any sense
one of mere copying. It is true that cultural evolution theory does not aim
to provide a mechanistic account of this process, but this is a deliberate
choice rather than a failure of the theory. Cultural evolution theory, like
population genetics, intentionally abstracts away from individual-level
processes in order to study the population-level processes by means of
which the distributions of properties change over time (Richerson and
Boyd, ; Lewens, ).

. Two Types of Cultural Selection
With this notion of a cultural variant in hand, it is helpful to distinguish
between two types of Darwinian process that may act on differences in
cultural variants, and that are deserving of the name ‘cultural selection’.
The first—which I will call type- cultural selection, or CS—occurs when
phenotypic differences that are culturally transmitted from parents to off-
spring cause differences in reproductive success. The idea here is that, just

 Conventionally, philosophers use ‘p’ to denote an arbitrary proposition, but ‘p’ is chron-
ically overworked in this book and needs a rest.
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as in a traditional process of natural selection, phenotypic differences
cause differences in the number of offspring an organism produces. How-
ever, unlike in a traditional process of natural selection, the phenotypic
differences are explained by underlying differences in cultural variants,
not genes, and they are transmitted from parents to offspring through
social learning rather than genetic inheritance.
It is easy to imagine how such a process might occur in any species

in which offspring learn from their parents. The organisms need not
be humans. A particularly lovely example of parent-offspring learning
is provided by bottlenose dolphins (Tursiops genus): in a field study of
wild dolphins in Shark Bay, Western Australia, Michael Krützen and
colleagues () documented a foraging technique whereby ‘a dolphin
breaks a marine sponge off the seafloor and wears it over its closed
rostrum [beak] to apparently probe into the substrate for fish’ (Krützen
et al., , p. ). This technique was transmitted vertically through
social learning from mothers to their female offspring. Assuming this
trait confers a fitness advantage, mothers who possess the technique will
tend to havemore offspring thanmothers who do not, potentially causing
the trait to spread through the population. This selection process, which
has not been documented but seems empirically plausible, would be a
paradigm case of CS. It is quite possible that CS is a very significant
driver of behavioural evolution in apes and cetaceans, and indeed in
any species in which cultural variants are transmitted from parents to
offspring.

Importantly, although CS relies on vertical (i.e. parent to offspring)
cultural transmission, it does not assume that transmission is exclusively
vertical. On the contrary, CS can occur in the presence of horizontal
transmission and be influenced by it—an idea that, as I will argue in due
course, has implications for the evolution of prosocial behaviour. There
is an analogy here with microbes. The idea that a plasmid might spread
in virtue of its effects on the fitness of its host relies on the fact that
plasmids tend to be vertically transmitted through lineages of hosts; if
they were not, the effects of a plasmid on the fitness of its host would be
irrelevant to its own evolutionary prospects. But to understand the factors

 Anumber of authors have argued for the importance of this kind of selection in humans
and other species, notably Avital and Jablonka (); Mameli (); Jablonka and Lamb
(). For a review of culture in whales and dolphins, see Rendell and Whitehead ().
On culture in chimpanzees, see Whiten et al. ().
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influencing the direction of selection on a plasmid-borne trait—and, in
particular, to see why a plasmid might gain from causing its bearer to
produce a costly public good—it is crucial to take account of the fact that
plasmids are also transmitted horizontally, since this affects the coefficient
of relatedness. The same goes for cultural variants in the context of CS.
Horizontal transmission can be interpreted in the context of CS as a
source of cultural relatedness.
The second type of cultural selection—which I will call type- cul-

tural selection, or CS—occurs when culturally transmissible phenotypic
differences between individuals cause variation in their cultural fitness,
where cultural fitness is defined differently frombiological fitness. In CS,
the role of culture is not simply that of an alternative, non-genetic inher-
itance system through which fitness-relevant properties are transmitted;
culture also gives rise to a distinctive form of individual fitness that is
decoupled from biological fitness.

The key to making CS intelligible and coherent is to define a workable
concept of an individual’s cultural fitness. This has proven to be a non-
trivial challenge for cultural evolution theorists. In spite of this, I agree
with Grant Ramsey and Andreas de Block () that the concept of the
cultural fitness of an individual is not ‘hopelessly confused’, and that there
are at least some circumstances in which such a notion may be well-
defined and useful.
For example, Sterelny (a) has argued that one of the central strands

in the story of human evolution was the evolution of a distinctive form
of teacher–apprentice learning, in which teachers would construct scaf-
folded learning environments to enable their apprentices to acquire
important skills more rapidly. Where we have well-defined teacher–
apprentice relationships, we have well-defined lineages, and it is possible
to define an individual’s cultural fitness as, roughly, the number of ap-
prentices towhom that individual successfully teaches the cultural variant
of interest (El Mouden et al., ). We could imagine, in principle at

 Cavalli-Sforza and Feldman (, pp. –) foreshadow the ‘CS/CS’ distinction,
writing that ‘cultural selection must be clearly differentiated from the Darwinian or natural
selection due to the cultural trait’. Their ‘natural selection due to the cultural trait’ is equiva-
lent to my CS. However, as I explain later, their definition of ‘cultural selection’ differs from
my definition of CS.

 Note that cultural fitness, thus construed, is a trait-relative property of an individual,
in contrast to classical Darwinian fitness, which can be defined without specifying a focal
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least, a process in which the spread of a cultural variant is driven by the
differential ability of bearers of that variant to recruit apprentices towhom
they can teach it successfully. This would be a paradigm case of CS.
I want to resist the use of the term ‘cultural selection’ to describe

any other type of cultural-evolutionary process. Some authors, such
as Cavalli-Sforza and Feldman (, pp. –), define the term more
broadly, apparently taking it to encompass all cases of the differential
adoption and retention of cultural variants by individuals, regardless of
whether there are well-defined teacher–apprentice lineages. Richerson
and Boyd (, pp. –) protest against this broad usage, arguing that
one must distinguish changes driven by cultural selection from changes
driven purely by transmission biases. I have already drawn a similar dis-
tinction in relation to microbial evolution (see Chapter ), where I used
a modified Price equation to separate the effects of ‘pure infectivity’ from
the effects of fitness differences between organisms, and I think a par-
tition between the effects of selection and the effects of transmission
alone is also helpful in the case of cultural change. As in the microbial
case, however, we should add an important (and by now familiar) caveat:
transmission biases, as well as causing change independently of selection,
can also influence the direction of selection via their effects on relatedness
(see Section .).
The CS/CS distinction may appear sharp, but it is possible to ima-

gine intermediate cases: cases in which change is driven by differences
in cultural fitness, but where cultural fitness is a function of biological
fitness, and is therefore not wholly decoupled from it. For example,
suppose offspring are very commonly taught only by their biological
parents, but there are some exceptions: some offspring are disavowed by
their biological parents and adopted by genetically unrelated teachers. In
such a scenario, an individual who adopted many offspring from other

trait. If teacher–apprentice relationshipswere such that all the cultural variants of the teacher
were transmitted together as a package to the apprentice, we could have a trait-independent
measure, but this is not a plausible picture of how such relationships work.

 Cavalli-Sforza and Feldman (, p. ) later add the condition that cultural selection
only occurs when individuals adopt or retain a variant due to ‘a true persuasion that [it] is
good or adaptive’, and not simply due to an instruction from a leader. This extra criterion
makes their definition significantly narrower than it initially appears.

 Okasha (, Ch. ) makes a similar point regarding Heisler and Damuth’s ()
MLS/MLS distinction.
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individuals could attain much higher cultural fitness than biological fit-
ness, but cultural fitness would still be closely linked to biological fitness
in the population as a whole.
I conjecture—and it is really only a conjecture—that the course of

human social evolution in the Palaeolithic involved a gradual decoup-
ling of cultural fitness from biological fitness, and that there was a
gradual transition in the most important form of cultural selection from
CS to CS. As we noted earlier, CS is not uniquely human, and I suspect
that it plays at least some role in explaining the spread of cultural variants
in other mammals and birds that are capable of social learning. But since
the fidelity and scope of social learning in other species is very limited
in comparison with humans, the scope for CS is similarly limited, and
it seems likely that natural selection acting on genetic variation remains
the most important driver of adaptive evolution in these species. In early
hominins, biological fitness differences would still have been the primary
driver of adaptive change; but, as our ancestors evolved ever more soph-
isticated capacities for social learning, the relative significance of cultural
as opposed to genetic variation in producing heritable fitness differences
would have gradually increased, until CS was a central rather than peri-
pheral cause of adaptation. At this time, cultural inheritance would still
have been primarily—but not exclusively—vertical (Mameli, ).
As social learning continued to increase in bandwidth andfidelity, well-

defined cultural lineages, formed of teacher–apprentice relationships that
did not necessarily align with parent–offspring relationships, would have
started to appear, bringing with them the possibility of a new kind of
selection. Cultural fitness—the number of apprentices one recruits and
successfully teaches—would initially have been closely tied to biological
fitness, but with the onset of kinship norms that allowed for the adop-
tion of biological non-relatives as socially recognized offspring, a partial
decoupling became possible. I suspect that it is only in the Holocene
(i.e. approximately the last , years) that institutions such as religions
and professions have allowed cultural fitness to become almost entirely
decoupled from biological fitness, so that (for example) a religious leader
can enjoy high cultural fitness with respect to the transmission of their
religious beliefs by recruiting large numbers of followers, independently
of whether or not they produce any biological offspring.
This speculative history of cultural selection leads to a methodological

proposal. When our aim is to explain a pattern of behaviour that has a
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deep history in the hominin lineage but that cannot be explained ‘by genes
alone’, we should look in the first instance to CS as a possible explanation.
If CS still seems incapable of explaining the target phenomenon, we
should then consider CS, and start grappling with the complexities of
defining a concept of cultural fitness. I suspect that CS alone can explain
a great deal about the early stages of human social evolution and that
approaches based on CS, although intrinsically interesting, are often
unnecessary. In particular, I suggest that, when it comes to explain-
ing the origin of broad-scope prosocial preferences, CS is an attractive
option. Moreover, I suggest that a cultural analogue of Hamilton’s rule
can give a better understanding of the conditions under which a prosocial
cultural variant can spread by CS.

. A Cultural Analogue of Hamilton’s Rule
In Chapter  and again in Chapter , we saw the close relationship
between Hamilton’s rule and the Price equation. In short, Queller’s
(a) ‘general’ version of Hamilton’s rule is derived by means of a very
coarse-grained statistical partitioning of the term in the Price equation
that represents the response to selection. So, once we have a Price equa-
tion for cultural change, it is straightforward to derive a cultural analogue
of Hamilton’s rule. ,

A number of authors have noted that a cultural version of the Price
equation can be used to represent the response to selection in a cul-
tural variant (Henrich, ; Lehmann and Feldman, ; Lehmann
et al., ; Helanterä and Uller, ; El Mouden et al., ). In-
deed, any selection process can be represented using a Price equation
provided three basic ingredients are in place. First, we need an ancestral

 Mameli () makes a similar suggestion.
 Readers wishing to avoid mathematical details can skip to the last subsection of this

section—but note the key result labelled HRC.
 El Mouden et al. () also make this point, and they go on to derive a cultural

analogue of Hamilton’s rule for what I have termed type- cultural selection. My framework
differs from theirs in so far as it analyses type- cultural selection. On a technical level,
my framework also differs in that it employs a modified Price equation and a diachronic
definition of relatedness, for reasons explained later.

 Price () himself arguably anticipated this, in so far as he always intended the Price
equation to be a representation of selection in general, and not merely of natural selection
on genetic variation.
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and a descendant population, which may be discrete generations in a
discrete generations model or earlier and later census points in an over-
lapping generations model. Second, we need a well-defined property of
individuals for which every individual can be given a determinate value.
Third, we need a mapping relation from ancestors to descendants such
that all descendants have the same number of ancestors; we then define
the ‘fitness’ of an ancestor as the number of descendants to which it maps.
When the aim is to represent natural selection on genetic variation, the

property of interest is usually an individual gene frequency or breeding
value, and the most appropriate mapping relation is biological reproduc-
tion: ancestors map to their direct biological descendants. But we can
equallywell use a Price equation to represent cultural selection on cultural
variation, by taking a well-defined cultural variant as the property of
interest and by choosing a mapping relation appropriate to the type of
cultural selection we wish to analyse. For CS, in which change is driven
by culturally heritable differences in biological fitness, biological repro-
duction is still the appropriate mapping relation, and fitness retains its
usualmeaning. For CS, in which change is driven by variation in cultural
fitness, the appropriate mapping relation maps teachers to their appren-
tices, and an individual’s fitness is redefined as the number of apprentices
it teaches.
Here, in keeping with my earlier methodological proposal, I will fo-

cus on CS (see El Mouden et al.,  for discussion of CS). Because
fitness retains its usual meaning in a case of CS, we can sidestep the
complexities involved in defining a notion of cultural fitness in the context
of the Price equation; but there is one complexity we must still con-
sider. In the presence of horizontal transmission, an individual’s cultural
variants—like themobile genetic elements of a bacterium—can vary over
time during its life cycle. We therefore cannot talk of an individual’s cul-
tural variant simpliciter—only of its cultural variant at a particular time.

 As noted in Chapter , Price () assumed that all offspring have the same number
of parents.This is normally a reasonable assumption when lineages are defined by biological
reproduction, but it becomes a problem when we switch to cultural lineages, because two
apprentices might differ in their number of teachers. This obstacle can be overcome either
by adding an extra term to the Price equation (as in Kerr and Godfrey-Smith, ) or
by weighting teacher–apprentice relations by relative influence, so that an apprentice with
more teachers counts less towards the fitness of each teacher than an apprentice with fewer
(as in El Mouden et al., ).
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To accommodate this, we can—as we did in Chapter —introduce an
idealized life cycle in which horizontal transmission, social interaction,
and reproduction all take place in separate stages. This is a fairly com-
mon idealization in cultural evolution theory (e.g. Lehmann and Feld-
man, ; Lehmann et al., ), and one that strikes me as reasonable
when the aim is to fix ideas about the population-level causes of cultural
change, rather than to produce accurate and detailedmodels of particular
historical episodes.

.. An idealized life cycle

We can, in fact, use a broadly similar basic life cycle to that we used in
Chapter , but with the individuals now interpreted as human agents
rather than microbes, with the focal property now interpreted as a cul-
tural variant—specifically, a culturally inherited propensity to contrib-
ute to a public good—rather than a mobile genetic element, and with
horizontal transmission now interpreted as social learning rather than
plasmid transfer (and a few other differences, which I will explain later).
Here are the stages:

• Social network formation: Agents form a social network. For
example, the network might be a square lattice in which each agent
interacts with its four von Neumann neighbours or its eight Moore
neighbours, or the network may be group-structured with discrete
groups (see Chapter  for discussion of the varieties of population
structure). Network formation may be assortative or random; this is
also left open.

• Horizontal transmission : Agents have an opportunity to learn
socially from their neighbours. The cultural variant of individual i
prior to this stage is denoted by vi, and must take a value between
 and . The potentially modified cultural variant of i after this stage
is denoted by v∗

i . The average initial and modified cultural variants
of i’s social partners are denoted, respectively, by v̂i and v̂∗

i .
• Public goods production: Agent i contributes to a public good with
probability v∗

i , incurring a net cost to its own viability but conferring
a net benefit on its neighbours.

• Horizontal transmission : Agents have a second opportunity to learn
socially from their neighbours. The cultural variant of i after this
stage is denoted by v∗∗

i .
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• Global competition: Agents are killed off with a probability propor-
tional to the total payoff they received in the public goods production
stage.

• ReproductionAll surviving agents reproduce.The network dissolves,
and a new network is formed from the new population. The average
cultural variant of the descendants of i in the new population is
denoted by v′

i.

In contrast to the idealized microbial life cycle described in Chapter ,
we are not here assuming a ‘patch-structured’ population, but rather
a structured social network that may or may not be group-structured.
The idea is to derive a very abstract partition of selective change under
CS that will hold for any population with this life cycle, regardless of the
structure of the network. We are also allowing the cultural variant vi to
take any value between  and , to allow for the fact that individuals can
vary continuously in their culturally inherited propensity to contribute to
a public good. Finally, we have omitted the cell division phase in which
each agent populates its local patch by dividing many times over. Despite
these differences, this idealized life cycle is still broadly similar to the one
we employed in Chapter .

.. A cultural Price equation

We noted in Chapter  that, in the presence of horizontal transmission,
Frank’s modified Price equation should be preferred to the standard Price
equation, since it captures all the effects of differential fitness in a single
term. In the context of our idealized life cycle, earlier, we can write a
Frank-style modified Price equation as follows:

w�v = Cov(wi, v′
i) + wiE(v′

i − vi) (.)

We can now follow the series of moves wemade in Chapter  to derive,
from this cultural Price equation, a cultural analogue of Hamilton’s rule.
The first step is to separate out the fidelity of vertical transmission, τ . On
the assumption that infidelities of vertical transmission between i and its

 For a rich discussion of various possible network structures, and their consequences
for the cultural evolution of cooperation, see Alexander ().
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descendants in the next generation do not co-vary with its fitness, we can
re-write (.) as follows, where τ is fidelity of vertical transmission:

w�v = τCov(wi, v∗∗
i ) + wiE(τv∗∗

i − vi) (.)

The next move is to assume that E(τv∗∗
i − vi) = . This sets the ‘pure

transmission bias’ term of the Price equation to zero, just as we did in
deriving HRG (Chapter ) and HRM (Chapter ). It is worth once more
reiterating the point that this may be interpreted as an idealization or as
an abstraction. On the ‘idealization’ reading, we are assuming that the
net change in the frequency of the cultural variant due to social learning
alone is zero—in other words, we are assuming that there is no systematic
tendency for the variant to increase or decrease in frequency independ-
ently of its effects on reproductive fitness. On the ‘abstraction’ reading, by
contrast, we are not assuming anything about the net change due to social
learning alone; we are simply omitting the part of the change independent
of fitness differences from our analysis in order to home in on the part of
the total change that does depend on fitness differences.
I favour the ‘abstraction’ reading. It is a central feature of cultural

evolution that traits do change in frequency due to social learning alone,
independently of Darwinian selection processes. Consequently, it is not
clearwhat is ‘ideal’ about a representation fromwhich the non-Darwinian
component has been stripped away. On the abstraction reading, however,
the rationale for setting aside the non-Darwinian component is easier to
see. For even if the non-Darwinian part of the change is substantial, it is
still interesting andworthwhile to abstract away from the non-Darwinian
‘background noise’ in order to study the part of the total change that is
Darwinian in character. As I interpret it, that is what we are doing here.
Introducing this assumption yields a simplified Price equation:

w�v = τCov(wi, v∗∗
i ) (.)

.. Separating direct and indirect fitness effects

We now partition change using a regression model nearly identical to
that employed in Chapter , except now the regressors are the cultural
variant of the focal individual and the average cultural variant of its social

 Formally, τ is defined by the regression equation v ′
i = τv∗∗

i + εvi , and the assump-
tion of uncorrelated residuals invoked is that Cov(wi , εvi ) = .



OUP CORRECTED PROOF – FINAL, //, SPi

cultural relatedness & human social evolution 

partners at the public goods production stage in the life cycle (i.e. after the
first horizontal transmission stage but before the second):

wi = α − cvv∗
i + bvv̂∗

i + εwi (.)

The subscripts on cv and bv are intended to indicate that we are regress-
ing on cultural rather than genetic predictors; but, this aside, the cost and
benefit coefficients retain their standard meanings. Substituting this re-
gressionmodel into equation (.), and assuming that Cov(εwi , v∗∗

i ) = ,
we obtain the following partition of the selective change:

w�v = −cvτCov(v∗
i , v

∗∗
i ) + bvτCov(v̂∗

i , v
∗∗
i ) (.)

On the further assumptions that τ >  (i.e. the fidelity of vertical
transmission is positive) and Cov(v∗

i , v
∗∗
i ) >  (i.e. an agent’s cultural

variant in the public goods stage is positively correlated with its cul-
tural variant after the secondhorizontal transmission stage), this partition
implies the following rule for positive cultural selection:

�v >  ⇐⇒ −cv + bv · Cov(v̂∗
i , v

∗∗
i )

Cov(v∗
i , v

∗∗
i )

>  (HRC)

I have called this result HRC (‘C’ for cultural). The role of relatedness in
this rule is played by a non-standard relatedness concept that captures the
statistical association between the focal individual’s final cultural variant
and the average expressed cultural variant of its social partners in the pub-
lic goods stage. I will refer to this quantity as ‘cultural relatedness’, or rv:

rv = Cov(v̂∗
i , v

∗∗
i )

Cov(v∗
i , v

∗∗
i )

(.)

There are two main sources of cultural relatedness in our idealized life
cycle. One is social network formation: if the network is formed assort-
atively, such that prosocial individuals differentially form ties with other
prosocial individuals, this will contribute to rv. The second is horizontal
transmission, whether it occurs before or after public goods production.
This provides an opportunity for agents to influence the cultural variants
of their social partners, with the result that they become more similar to
each other than they were initially.
Clearly, HRM is a very similar result to HRC, and embodies a very

similar idea; the differences in the idealized life cycles do not make any
difference to the form of the rule describing the direction of selection.
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Thismay lead to a concern: can it really be the case that such similar basic
organizing frameworks can be used to describe the effects of horizontal
transmission in both microbes and humans?
Although this may initially seem surprising, it is simply a consequence

of the high level of abstraction at which organizing frameworks operate.
In both cases, the framework deliberately avoidsmaking detailed assump-
tions about the form horizontal transmission takes, or about the nature
of the social phenotype of interest. It simply offers a deliberately coarse-
grained partition of change that separates direct and indirect fitness
effects in the traditional Hamiltonian way, while making room for the
role of horizontal transmission mechanisms in generating the latter.
At this high level of abstraction, social evolution in microbes is indeed

relevantly similar to cultural evolution in humans. In both cases, a formof
horizontal transmission matters to the direction of selection, andmatters
for fundamentally the same reason: it generates correlation between act-
ors and recipients with respect to the transmissible basis of social traits.
Because of this, similar rules describe the circumstances under which a
horizontally transmissible trait will undergo positive selection.

.. The significance of HRC

HRC embodies several important insights about the cultural evolution
of social behaviour by type- cultural selection—insights that help us
organize our thinking about causes of cultural change, just as HRG helps
us organize our thinking about the causes of gene frequency change.
First, HRC enables us to draw a distinction between direct fitness

explanations of cultural change (for which cv <  and rvbv � ) and
indirect fitness explanations (for which cv �  and rvbv > ). Second,
HRC tells us that, if rvbv � cv for some cultural variant, positive change
in that variant cannot be wholly explained by CS, implying that any
adequate explanation of positive change must appeal at least partly to
other causes (such as CS, or non-selective causes). Third, HRC shows
us that, in the case of a prosocial variant that confers a positive fitness
benefit on others (bv > ) at a cost to its bearer (cv > ), the behaviour
will be positively selected by CS only if there is a source of positive cultural
relatedness (rv > ).
It is worth highlighting the fundamental conceptual point here: when a

prosocial trait is transmitted culturally rather than genetically, it is a coef-
ficient of cultural relatedness, not a coefficient of genetic relatedness, that
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provides the appropriate weighting for indirect fitness effects. Relatedness
coefficients capture selectively relevant correlations in the transmissible
basis of social traits. When the mode of transmission changes, the mean-
ing of relatedness also changes.
In the case of a variant that confers a benefit on others at a cost to

its bearer, the intuitive idea (as previewed in Section .) is that such
a variant can be favoured by CS when the fitness benefits it produces
fall differentially on other (current or future) bearers of the variant. These
recipients then produce more offspring, and tend to transmit the variant
vertically to those offspring, so that, in the absence of countervailing
causes of change, the variant increases in frequency. The coefficient of
cultural relatedness, rv, captures the extent to which the benefits of ex-
pressing the variant fall differentially on other (current or future) bearers.
The condition ‘rvbv > cv’ captures the circumstances under which the
indirect fitness effects on ‘cultural relatives’ outweigh the direct cost to
the actor, so that the variant is selectively favoured.

. The Cultural Relatedness Hypothesis
We are now in a position to articulate the cultural relatedness hypothesis
more precisely and more carefully. I hypothesize that the rvbv > cv con-
dition was, by virtue of positive cultural relatedness (rv > ) in exten-
ded social networks, satisfied by broad-scope prosocial preferences in
early human populations, and that these cultural variants were there-
fore favoured by type- cultural selection, causing them to spread to
fixation. In other words, cultural variants for broad-scope prosociality
imposed a direct cost on their bearers, but they spread because these
effects were outweighed by indirect fitness benefits conferred on cultur-
ally related recipients. Let me emphasize that it is just a hypothesis. Like
all hypotheses concerning early human social evolution, it is speculative.
However, I contend that its qualitative empirical assumptions have at least
some tentative evidence in their favour.
What are the qualitative empirical assumptions of the cultural related-

ness hypothesis? As I see it, here are the most important ones:

. Differences in reproductive fitness caused by differences in cultural
variants (i.e. CS) were a significant driver of cultural change in early
human populations.
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. Cultural relatedness in extended social networks (i.e. between
‘friends of friends’) was positive in early human populations with
respect to broad-scope prosocial cultural variants (rv > ). In other
words, bearers of such variants were differentially likely to have other
bearers as members of their extended network.

. Expressing broad-scope prosocial variants in interactions with
members of one’s extended network conferred lifetime reproductive
fitness benefits on others (bv > ) at a cost to the bearer (cv > ).

These are necessary but not sufficient conditions for the cultural re-
latedness hypothesis: even establishing their truth conclusively would
not suffice to show that rvbv > cv. But they do represent ways in which
the cultural relatedness hypothesis is vulnerable to refutation. Consider,
for example, assumption (). I stressed earlier that present-day hunter-
gatherers should not be taken as representative of our Palaeolithic ances-
tors in all respects; however, it is reasonable to assume that they provide a
better model of Palaeolithic societies than modern nation states do, and
this makes evidence from hunter-gatherer societies particularly relevant
for testing hypotheses about human social evolution. If studies of present-
day hunter-gatherers showed that rv ≈  in their extended social net-
works, this would be a mark against the cultural relatedness hypothesis.
If they show that rv > , that is a mark in its favour.
In a remarkable study of the Hadza, a hunter-gatherer population in

Tanzania, Coren Apicella and colleagues () mapped the structure
of ‘campmate’ and ‘giftmate’ networks, with the links in these networks
defined (respectively) by an individual’s willingness to share a camp with
or donate a gift to another. Typically, an agent had fewer giftmates than
campmates. Both notions may be seen as capturing subsets of an agent’s
effective social network, in Gamble’s () sense. Apicella et al. then
invited pairs of campmates or giftmates to play a public goods game,
and they found that, in both networks, the donations made by directly
connected individualswere positively correlated: agents disposed tomake
larger contributions to public goods tended to form ties with other, simi-
larly prosocial individuals, whereas agents weakly disposed to contribute
tended to form ties with other, similarly selfish individuals. This is clear
evidence that the campmate and giftmate networks exhibit positive cul-
tural relatedness with respect to prosocial dispositions.
Moreover, in the giftmate network, Apicella et al. also found posi-

tive correlation not only between directly connected individuals but also
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between individuals at one degree of separation: in other words, giftmates-
of-giftmates were also positively correlated in their tendency to contrib-
ute to public goods. This matters for our purposes, because it is this
kind of cultural relatedness that might conceivably stabilize broad-scope
prosocial preferences that extend beyond one’s effective social network
to encompass an extended social network of ‘friends of friends’. This is
good news for the cultural relatedness hypothesis: it shows that the sort
of correlations the hypothesis requires do in fact exist in modern hunter-
gatherer populations.
As Apicella et al. note, there are two possible explanations for these

correlations. One is assortative network formation: prosocial individuals
preferentially form ties with other prosocial individuals. While it seems
unlikely that selfish individuals prefer ties with other selfish individuals,
they may not have a great deal of choice in the matter: they may be
constrained to form ties with those who are left over once the prosocial
individuals have paired up. The other is horizontal transmission: pairs
of individuals, having formed a social tie, may learn socially from each
other, influencing one another’s cultural variants. Both processesmaywell
be relevant, and there is not yet compelling evidence regarding which is
the more powerful.
However, the cultural relatedness hypothesis is neutral on this ques-

tion: what matters is that, for whatever reason, cultural relatedness is
high enough to cause broad-scope prosocial preferences to be positively
selected by CS. I do not think we can yet say that this claim has been
empirically substantiated. The missing piece of the puzzle is compel-
ling evidence that these prosocial dispositions have consequences for
reproduction—i.e. that they impose direct fitness costs, but confer indir-
ect fitness benefits—and that the values of rv, bv, and cv are such that
the rvbv > cv condition is satisfied. If these things were to be established,
I contend that the cultural relatedness hypothesis would be in a strong
empirical position. For now, it remains a speculation worthy of further
investigation.

. Two Objections
I want to wrap up this chapter by defending the cultural relatedness hypo-
thesis from two possible objections.Thefirst is that, despite being phrased
in different language, it is ultimately equivalent to the ‘cultural group
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selection’ hypothesis of Richerson et al. (). The second is that, to the
extent that broad-scope prosocial preferences are not in the interests of
the genome,we should expect genetic evolution to respond to their spread
by favouring genes that inhibit their acquisition or expression.

.. Cultural group selection repackaged?

Over the course of three decades, Richerson, Boyd, and collaborators have
produced a great deal of the most influential work in cultural evolution
theory (Boyd and Richerson, , ; Richerson and Boyd, ). One
of their best known ideas is that, as Richerson et al. () put it in the
title of a recent review article, ‘cultural group selection plays an essential
role in explaining human cooperation’. Let us call this the cultural group
selection hypothesis.
Given the long history of confusion over the relationship between kin

selection and group selection (the topic of Chapter ), one might under-
standably wonder about the relationship between the cultural relatedness
hypothesis and the cultural group selection hypothesis. Are they com-
peting empirical hypotheses, or are they alternative perspectives on the
same process? My answer, echoing the argument of Chapter , is that
neither of these suggestions is quite right.The two hypotheses agree about
the importance of horizontal transmission to the evolution of prosocial
behaviour, and offer different perspectives onwhy it is important. In other
respects, however, their empirical commitments differ.
I take the key, qualitative empirical commitments of the cultural group

selection hypothesis to be the following:

. Early human populations were divided into discrete ethnolinguistic
tribes. Tribes were composed of multiple residential bands and, on
average, contained approximately  individuals.

. The population frequencies of cultural variants were significantly
influenced by inter-tribal competition.

. A tribe’s success in inter-tribal competition was significantly influ-
enced by the cultural variants of its members.

 Richerson and Boyd’s () estimate of  for the size of the average tribe is based
on Birdsell’s (; ; ) so-called ‘magic numbers’ for the size of demographic units,
based on data from indigenous hunter-gatherer populations in Australia.
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. Horizontal transmission mechanisms such as conformist-biased so-
cial learning suppressed variation within tribes while increasing
variance between tribes.

There is one crucial similarity here: in a tribe-structured population,
horizontal transmissionmechanisms that suppress variance within tribes
are also likely to lead to positive cultural relatedness in extended so-
cial networks, and vice versa, since the members of one’s extended social
network are likely to be drawn from within one’s local tribe. So mech-
anisms such as conformist-biased social learning, to the extent that they
suppress variance within tribes and generate positive cultural relatedness,
are important to both hypotheses.This might naturally lead to the accus-
ation that the two hypotheses are ‘formally equivalent’. This would be an
exaggeration, however, because the core empirical commitments of the
two hypotheses diverge in other respects.
On the one hand, the cultural group selection hypothesis makes

stronger assumptions than the cultural relatedness hypothesis about
population structure in the Palaeolithic. The cultural relatedness hypo-
thesis is not committed to the claim that early human populations were
subdivided into well-defined ethnolinguistic tribes, nor is it committed
to the claim that inter-tribal conflict was a significant driver of change.
It does require that individuals have extended social networks, and that
cultural relatedness was positive in these networks, but it does not assume
that these networks were structured so as to form discrete tribal groups,
each composed of multiple bands. It allows that early human populations
may have more closely resembled ‘neighbour-structured’ populations in
the sense of Chapter : social neighbourhoods, centred on individuals,
may have blurred continuously into each other.
I see this as a virtue of the cultural relatedness hypothesis. Social

anthropologists have long been sceptical of the ‘tribe’ concept. There are
various reasons for this, but the one that is relevant here is that stateless
societies vary greatly in their demography (Binford, ), and anthro-
pologists increasingly came to see tribal classifications as imposing sharp
boundaries that did not exist on the ground (Berndt, ; Southall, ;

 There is also a close formal relationship between a coefficient of relatedness and the
ratio of between-group variance to total variance; indeed, this ratio is often described in the
kin selection literature as the ‘whole-group relatedness’ (Pepper, ).
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Fried, ). As Gamble (, ) has argued, by focussing on effective
and extended networks, centred on individuals, we can move away from
the seductive but potentially misleading assumption that, prior to the ex-
istence of well-bounded nation states, Palaeolithic networks would have
carved up neatly into discrete, stable groups.

On the other hand, the cultural relatedness hypothesis makes stronger
assumptions than the cultural group selection hypothesis about the form
of selection responsible for the cultural evolution of prosocial behaviour.
For it specifically posits that CS—that is, individual-level differences in
reproductive fitness caused by differences in cultural variants—was the
main driver for most of human social evolution. For Richerson et al.
(), by contrast, ‘selection’ serves as an umbrella term for awide variety
of very different processes that can cause one group to grow faster, contain
fitter individuals, or beget more daughter groups than its rivals, includ-
ing processes of differential migration, differential imitation, and several
distinct forms of Darwinian selection on fitness differences. They avoid
committing to any particular variety as the main cause of the evolution
of prosociality.

Thus Richerson et al. () make fairly strong assumptions about the
degree of group-structure in early human populations, while remaining
fairly pluralistic about the processes that lead to adaptive cultural change
in populations with that structure. Meanwhile, the cultural relatedness
hypothesis makes a stronger assumption about the main driver of ad-
aptive cultural change, while being more pluralistic about the sort of
population structures within which that process could operate. For all
that, the two approaches are in many ways closely allied attempts to apply
Darwinian thinking to human cultural evolution.

 Accordingly, Gamble (, ) also urges that we rethink Birdsell’s ‘magic numbers’
(see footnote ) as estimates of the average sizes of social networks centred on individuals,
with  capturing the approximate size of a typical individual’s extended network.

 By applying the MLS/MLS distinction (see Chapter ) and the CS/CS distinction
from this chapter, we can distinguish four distinct varieties of cultural group selection. If we
then add differential migration and differential imitation to the family, there are at least six
distinct varieties. I leave the task of constructing a detailed taxonomy for another occasion.
Morin () has argued that the notion of cultural group selection as characterized by
Richerson et al. () is really too broad, and lumps together processes that should be kept
distinct. I have some sympathy with this criticism.
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.. The genome strikes back?

In Chapter , we noted that the encoding of costly cooperative traits
on plasmids generates potential for conflict with the chromosomal part
of the genome, which stands to gain by suppressing the expression of
these plasmids. Horizontally transmissible cultural variants threaten to
generate conflict with the genome in much the same way as horizontally
transmissible plasmids. If the variant causes benefits to be conferred
on recipients (e.g. members of one’s extended social network) who
are more likely than average to share those variants, but who are not
more likely than average to share the actor’s genes, a gene that sup-
pressed the expression or acquisition of the cultural variant could in
principle be selected. We should expect this to be a possibility whenever
rvbv > cv > rgbv, where rg denotes the coeffient of genetic relatedness
between actors and recipients.
However, there is a question here as towhether geneticmechanisms are

able to suppress the expression or acquisition of cultural variants at a fine
enough grain. For example, if a gene could selectively inhibit the social
learning of the belief that one ought to contribute to public goods without
also suppressing the social learning of other, directly advantageous be-
liefs, then perhaps such a gene would spread. But it is hard to see how
a gene could selectively target only those cultural variants that conflict
with the inclusive fitness interests of the organism, while leaving all the
advantageous variants intact.
This leads to the thought that, provided it is beneficial on the whole

to have powerful social learning mechanisms, genes will not evolve to
suppress their development, and prosocial altruistic variants will be able
to sneak in as ‘hitchhikers’ via these transmissionmechanisms even if they
promote behaviour that detracts from the organism’s inclusive fitness as
traditionally understood (Gintis, ). This parallels one of the possible
solutions in the case of plasmid transfer: here too, the overall benefits
of having such channels for horizontal transmission, combined with the
difficulty of selectively suppressing altruism-promoting genes that enter
through those channels, could allow altruism-encoding genes to avoid
suppression, especially if they are carried on plasmids that also carry
other, directly advantageous genes.
More research is needed in both cases before we can say with any

certainty whether these proposed explanations are correct. However, it is
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worth emphasizing that horizontally transmissible plasmids that promote
the production of public goods are an empirical reality in bacteria, so
there must be some explanation for their persistence. Microbes show that
it is possible—in the real world—for such traits to spread and persist
without being suppressed by the rest of the genome, and this provides
cultural evolution theorists with a way of responding to critics who object
that it is not possible for such traits to spread or persist in humans.
So there is, I suggest, more scope than one might initially imagine for

cross-disciplinary collaboration between microbiologists and anthropo-
logists. In both cases, we would benefit from a better understanding of
how horizontally transmissible cooperative traits spread and persist des-
pite the conflict they generate with the interests of the genome. Insights
as to how this is possible in one case could shed light on how it is possible
in the other.

. Summary of Chapter 
Humans across cultures have a tendency to set aside their own
self-interest in ways that promote cooperation and the punishment of
non-cooperators, even when interacting with strangers. To explain the
origin of these broad-scope prosocial preferences, we should consider
the cultural-evolutionary processes that might have acted in early human
populations to promote cooperation within extended social networks—
networks that stretched beyond the boundaries of one’s immediate resi-
dential camp.
A working hypothesis is that these cultural variants initially evolved by

a process of cultural selection. Two types of cultural selection can be dis-
tinguished: CS, in which cultural differences between individuals lead to
differences in their reproductive success; and CS, in which cultural dif-
ferences between individuals lead to differences in their ‘cultural fitness’,
which is to say the number of apprentices they are able to recruit. I have
suggested, speculatively, that human social evolution involved a gradual
transition from CS to CS as the most important form of cultural selec-
tion, with the latter becoming important only after widespread coopera-
tion among non-relatives was established.This leads to a methodological
proposal: to explain the origin of broad-scope prosocial preferences, we
should focus on CS in the first instance.



OUP CORRECTED PROOF – FINAL, //, SPi

cultural relatedness & human social evolution 

A cultural version ofHamilton’s rule, in which the coefficient of genetic
relatedness is replaced by a coefficient of cultural relatedness, provides a
helpful organizing framework for thinking about the evolution of social
behaviour by CS. In particular, it provides a framework within which we
can articulate a ‘cultural relatedness hypothesis’ regarding the evolution
of human prosociality.
The intuitive idea is that prosocial cultural variants spread because

the benefits they produced fell differentially on other bearers of those
variants. More precisely, the idea is that broad-scope prosocial beha-
viours conferred a benefit on recipients (bv > ) at a cost to the actor
(cv > ), but were nevertheless able to spread due to positive cultural
relatedness (rv > ) within extended social networks. One of the main
qualitative empirical commitments of this hypothesis is that rv >  in
extended social networks in hunter-gatherer societies, due to assortative
network formation and/or horizontal transmission, and a recent analysis
by Apicella et al. () provides support for this assumption.
This hypothesis, although related to the cultural group selection

hypothesis of Richerson et al. (), differs from it in making fewer
commitments about the degree of group-structure in Palaeolithic soci-
eties, and more commitments about the nature of the selective processes
responsible for adaptive change. If the cultural relatedness hypothesis is
on the right lines, it leaves us with the puzzle of why genetic evolution has
been unable to suppress the expression of cultural variants that are not in
the inclusive fitness interests of the genome. Gintis’s () ‘hitchhiker’
theory is one attractive possibility. Since the problem here is very sim-
ilar to the problem we confront in the case of public-goods-producing
plasmids, there is scope for fruitful collaboration on this issue between
anthropologists and microbiologists.
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This book has covered a lot of ground. Here, in brief, are the key claims
for which I have argued:

. We should classify social behaviours as altruistic, mutually benefi-
cial, selfish, or spiteful according to their recent selection history,
not their current fitness effects. Moreover, the classification should
be task-relative and strategy-relative (Chapter ).

. Hamilton’s rule provides an organizing framework for social evo-
lution research. It aids our understanding of causes by allowing a
deliberately coarse-grained classification of more detailed explana-
tions of change (Chapters  and ).

. Kin selection and group selection should be conceived as varieties of
selection on indirect fitness differences. As Hamilton suggested, the
distinction between them should be drawn in terms of differences of
degree in the structural features of populations (Chapter ).

. Inclusive fitness and neighbour-modulated fitness are both valid
ways of defining an individual’s fitness on the assumption of δ-weak
selection, but only inclusive fitness provides a criterion for improve-
ment and a standard for optimality for cumulative adaptation over
the evolutionary medium term (Chapter ).

. Gene mobility provides an intriguing and underexplored source of
genetic relatedness between organisms. On a conceptual level, it
should push us towards thinking of relatedness in diachronic, rather
than synchronic, terms (Chapter ).

. Multicellular organisms can be usefully viewed as social groups of
cells whose interests are aligned by high relatedness. The size and
complexity of a social group are related in a feedback loop mediated
by a transition in the source of robustness—from functional versatil-
ity to redundancy—that becomes possible as a group becomes larger,
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and this may help explain the relationship between the size of an
organism and its number of cell types (Chapter ).

. Cultural relatedness is a well-defined concept, and cultural related-
ness in extended social networks might help explain the origin
of broad-scope prosocial preferences in early human populations
(Chapter ).

I will not summarize the key arguments for these claims here; readers
should consult the end-of-chapter summaries for a review of the argu-
ments of each chapter. Instead, I want to conclude by relating some of the
book’s recurring themes to other debates in the philosophy of biology, and
by setting out some directions for future work.

Statistics and Causality
The relationship between statistics and causality is an important recurring
theme, and one particularly central to the discussions of Chapters , ,
and . Here, I want to relate some of the arguments of this book to a
family of longrunning debates in the philosophy of biology concerning
the relationship between statistics and causality in evolutionary theory—
debates in which the rival camps have come to be known as ‘statisticalists’
and ‘causalists’.
These debates were initiated in the early s by Mohan Matthen

and André Ariew (), and Denis M. Walsh and colleagues (),
who argued that evolutionary theory should be interpreted as a statist-
ical theory rather than a dynamical theory. I say ‘debates’ because this
literature has tended to run together a variety of issues that, while not
unrelated, can be usefully distinguished (Otsuka, ).These include the
relationship between selection and drift; the question of whether natural
selection should be regarded as a force, a cause, or merely as a statistical
trend; the question of whether fitness is a causal property of organisms or
merely a mathematical predictor of change; and the question of whether
evolutionary models provide causal or non-causal explanations.

 Some notable contributions to the debates include Rosenberg and Bouchard ();
Millstein (); Shapiro and Sober (); Brandon and Ramsey (); Walsh
(, ); Matthen and Ariew (); Lewens (b); Otsuka et al. (), and Ariew
et al. ().
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I have not explicitly weighed into these debates in this book, but it
should be clear enough that the arguments of this book are relevant to at
least some of these questions. On the question of whether fitness should
be interpreted as a causal property of individual organisms, the arguments
of Chapter  provide support for the causalist view. Inclusive fitness is,
after all, an inherently causal property: a weighted sum of the effects a
focal individual has on the reproduction of itself and others. As such, it
is a property constituted in part by causal relations between organisms.

I would argue that neighbour-modulated fitness is also inherently causal,
although in a less obviousway: it too is defined as a sumof effects, but they
are the effects of a set of neighbours on the reproductive output of a single
focal individual. So those who would resist a causal interpretation of
fitnessmust contendwith the fact that social evolution theorists have long
workedwith fitness concepts that seem to demand a causal interpretation.
Other parts of the book, however, might offer some solace to the stat-

isticalist. Robert N. Brandon and Grant Ramsey (), in a critique of
the statisticalist interpretation of evolutionary theory advanced by Ariew,
Matthen, Walsh, and colleagues, correctly point out that many models
of the evolution of altruism rely on explicitly causal decompositions of
fitness. Hamilton’s () model is a good example of this (see Chapter
). Note, however, that Queller’s (a) ‘general model’ relies on a de-
composition of fitness that is explicitly statistical. In HRG, b and c are
population statistics: they are coefficients in a regression model in which
the predictors are the breeding value of the focal individual and the aver-
age breeding value of its social partners (see Chapter ).
This is a deliberate choice on Queller’s part. Indeed, it is the source of

the rule’s generality.The causal structure of individual fitnesswill typically
be far more complicated than the structure of a two-predictor regression
model. So, in many cases, when we apply the model to a set of population

 I have said nothing in particular about the relationship between selection and drift,
since this book has mainly been concerned with frameworks, such as Queller’s ‘general
model’, that neglect drift in order to analyse the effects of selection (although see Grafen
; Okasha , and Rice  for discussion of how to capture the effects of drift using
the Price equation).
 A qualification: the weights are population statistics—relatedness coefficients—so an

organism’s inclusive fitness is constituted by causal relations in which it stands to other
organisms and statistical properties of the population. In this sense, inclusive fitness has
a dual nature: it is a complex property that has both causal and statistical properties as its
constituents (hence my conciliatory comments at the end of this subsection).
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data, the residuals will be large. But the residuals make no difference
to the resultant decomposition of change unless they co-vary with the
focal individual’s breeding value, and it is a mathematical property of
ordinary least-squares regression that the residuals cannot co-vary with
the predictors. The decomposition of change afforded by Queller’s re-
gression model is therefore achieved without making any assumptions
about the causal paths linking genes to fitness.This is an ingenious move,
because the compatibility of HRGwith a wide-range of underlying causal
structures is what enables it to serve as an organizing framework for a
large and diverse class of models.
A statisticalist might therefore cite Queller’s general model as a case

in which a purely statistical decomposition of fitness is preferred, with
good reason, to a causal one. There is, however, a sting in the tail for the
statisticalist. For the explanatory value of HRG consists in its ability to
provide an organizing framework for more detailed, dynamically richer
models; and these more detailed models, which tend to explicitly repres-
ent the payoff structures and population structures that shape patterns of
social interaction, are most naturally interpreted as attempts to represent
causes and to construct causal explanations of evolution.Thus I maintain
that HRG, although clearly a statistical result, does ‘explain causally’ in
a liberal sense of the term: it aids our understanding of causes, by facili-
tating an illuminating and intentionally coarse-grained classification of
more detailed causal explanations of change (Chapters  and ).
Often in philosophy of science, one finds alleged dichotomies that are

better treated as gradated distinctions, and one finds issues that are best
handled not in a wholesale ‘one size fits all’ fashion but in a piecemeal way
more sensitive to the details of particular cases. I suspect these things are
true of the clash between statisticalists and causalists.The use of statistical
concepts in formulating fundamental principles of evolutionary theory
has a long history—exemplified by Fisher’s () fundamental theorem
of natural selection—and, as principles like HRG make plain, this tradi-
tion has been influential in the study of social evolution. At the same
time, social evolution theory has, in other respects, been a thoroughly
causal enterprise from the beginning.

 OnFisher’s fundamental theoremand its significance, see Edwards (, ); Plutyn-
ski (); Okasha (); Ewens (); Birch (b).
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We see the pull in both directions very clearly in Hamilton’s ()
paper. On the one hand, his goal in the paper is to derive a statistical
maximization result for social evolution, akin to the ‘mean fitness in-
crease theorem’ of Scheuer andMandel (), andMulholland and Smith
(). On the other hand, he invokes explicitly causal concepts in the
characterization of the maximized quantity, inclusive fitness. In inclus-
ive fitness, Hamilton found a way of weighting individual-level effects
by population statistics (i.e. relatedness coefficients) to produce a fitness
concept that yielded a mean fitness increase theorem. Social evolution
theory today follows Hamilton’s lead, combining a causal view of fitness
with a statistical approach to theweighting of fitness components. Neither
a purely statisticalist interpretation nor a purely causalist interpretation
would do justice to the explanations provided by social evolution theory.

Organisms, genes, and memes
Inclusive fitness is often portrayed as gene’s eye thinking repackaged for
whole-organism biologists. Dawkins (, p. ), for example, famously
described inclusive fitness as ‘that property of an organism which will
appear to be maximized when what is really being maximized is gene
survival’. Hamilton himself took a similar view. In his very first article,
he wrote that ‘the ultimate criterion that determines whether [a gene] G
will spread is not whether the behaviour is to the benefit of the behaver
but whether it is to the benefit of the geneG; and this will be the case if the
average net result of the behaviour is to add to the gene pool a handful of
genes containingG in higher concentration than does the gene pool itself ’
(Hamilton, , pp. –). In Hamilton’s rule, he found a way of captur-
ing in organism-level terms the circumstances under which this ‘ultimate
criterion’ would be satisfied. In inclusive fitness, he found a property of
whole organisms that could serve as a criterion for improvement and a
standard for optimality in the context of social adaptation.

 For discussion of ‘mean fitness increase theorems’, see Edwards () and Ewens
(); for discussion of inclusive fitness maximization, see Chapter ; and for discussion
of fitness maximization in general, see Edwards () and Birch (b). I regard mean
fitness increase theorems as a form of maximization result, broadly construed, but I should
note that others, such as Ewens, think such theorems should be distinguished from true
maximization principles, which should demonstrate not simply that mean fitness reliably
increases but that it does so at a maximal rate.
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Gardner () has recently challenged the received wisdom about the
relation between Hamilton’s rule and the gene’s eye view. He points out,
correctly, that nothing in the derivation of HRG formally requires par-
ticulate inheritance. What matters is that we can identify a transmissible
basis underlying the behaviour of interest, and that we can attribute to
each organism a breeding value that quantitatively captures its inherited
predisposition to express the behaviour. In a world where inheritance is
particulate and the particles are genes, the breeding value as defined by
quantitative genetics—a sum of alleles weighted by their average effects
on the phenotype—is the property we need. But HRGwould still apply in
a world of blending inheritance, provided we could still attribute to each
organism a breeding value defined in some other appropriate way.
The arguments of Chapter  of this book might be seen as providing

further support to Gardner’s position. Cultural inheritance is not gener-
ally particulate—blending probably happens all the time—and, although
I have argued that talk of cultural variants is innocuous, we should not
mistake cultural variants for replicators (Richerson and Boyd, ). Yet
the non-particulate nature of cultural transmission is no obstacle to the
derivation of aHamilton’s rule-like result. On this picture, Hamilton’s rule
and the gene’s eye view, although closely associated for historical reasons,
are conceptually independent of each other.
I was attracted to this picture for some time. However, I have come

to see that it leaves out something important. As I now see it, the asso-
ciation between Hamilton’s rule and the gene’s eye view, while perhaps
not as close as Hamilton or Dawkins supposed, is no mere historical
accident either. As explained in Chapter , the derivation of HRG in-
volves setting aside the ‘E(wi�pi)’ part of the change in order to focus
on the ‘Cov(wi, pi)’ part, and this move is justified on the grounds
that Cov(wi, pi) captures the part of the change attributable to natural
selection acting in a constant environment. When pi is a breeding value,
this interpretation of Cov(wi, pi) relies on the idea that a ‘constant envir-
onment’ is one in which the average effects of alleles on the phenotype
do not change, so that any changes in these average effects are properly
counted as a form of environmental change, not as part of the response
to selection.
Sometimes, though, the average effect of an allele changes not because

of any change to the ecological environment, but simply due to a change
in the frequencies of the various genomic contexts in which the allelemay
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find itself. For example, in amodel of heterozygote advantage, the average
effects of an allele will depend on the relative frequency of the heterozy-
gote and homozygote. To interpret Cov(wi, pi) as the action of natural
selection in a constant environment, wemust regard the genomic context
of an allele as part of the environment, and wemust regard changes in the
frequency of these genomic contexts as a form of environmental change.
From an organism-level perspective, thismakes little sense, since genes

at other loci and on other chromosomes are parts of the organism, not
parts of its ‘environment’. From a gene’s eye perspective, however, it does
make sense to think of the rest of the genome as part of the environment.
It therefore makes sense, from this perspective, to regard a change in
the frequencies of the various genomic contexts a gene might experi-
ence as a form of environmental change. Indeed, conceptualizing the
rest of the genome as part of the environment has always been a core
element of the gene’s eye perspective on evolution, from Fisher () to
the present (Sterelny and Kitcher, ; Okasha, ; Edwards, ).
Thus a form of gene’s eye thinking does feature, albeit very subtly, in the
derivation of HRG.
A parallel argument suggests a role for ‘meme’s eye’ thinking in

a Hamiltonian approach to culture. In principle, one can pursue a
Hamiltonian approach to cultural change without invoking the meme
concept, as I showed in Chapter . However, the discussion in Chapter
 focussed on the simple case of a prosocial behaviour determined by
a single cultural variant. This is not a particularly realistic case: a beha-
vioural phenotype will tend to be influenced by many cultural variants,
suggesting a sum of cultural variants weighted by their average effects on
the phenotype, or ‘cultural breeding value’, might be a useful quantity to
work with for the purpose of formulating a more general model, compar-
able to Queller’s general model in the genetic case.
However, a cultural analogue of Queller’s general model would bring

with it an analogous problem: how to justify the interpretation of the
covariance between fitness and cultural breeding value as the effect of
cultural selection acting in a constant environment. This interpretation
would be justified only if the average effects of cultural variants on the
phenotype could be regarded as part of the environment. As in the ge-
netic case, this makes little sense if the environment begins where the
organism ends, but it does make sense if we adopt a ‘cultural variant’s
eye view’ on the cultural evolutionary process. But this in turn is hard
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to make intelligible unless cultural variants are discrete, well-bounded
entities, allowing a clear distinction between the variant itself and the
environment it experiences in the brain of its bearer.
We are therefore pushed towards a conception of cultural variants that

is still quite meme-like in some respects, despite the need to accom-
modate the possibility of blending inheritance. So, although I argued in
Chapter  thatHamilton’s ideas could be applied to culturewithout invok-
ingmemes, and this is true, there is also a sense in which theHamiltonian
approach dovetails particularly well with a meme-like conception of the
units of cultural transmission. Just as Queller’s general model relies on
a subtle form of gene’s eye thinking, I suspect an attempt to construct a
culturalmodel of similar generalitywould rely on a subtle formof ‘meme’s
eye’ thinking.
In any case, there is much still to be done to develop a Hamiltonian

theory of cultural evolution. Chapter  should be seen as a tentative, initial
attempt to apply Hamilton’s ideas to cultural change. Extending these
ideas to cases of many cultural variants, many cultural ‘loci’, and more
realistic life cycles remains a task for the future. When this project has
reached a more advanced stage, as I hope it eventually will, we will be in
a better position to say howmeme-like cultural variants must be in order
to satisfy the assumptions of the models.
It is, in my view, a project well worth pursuing. In a recent paper,

De Block and Ramsey () distinguish ‘organism-centred’ and ‘meme-
centred’ approaches to cultural change, and they identify this as a ‘central
divide’ in cultural evolution theory. One important lesson of Hamilton’s
work is that it is possible to move beyond such divisions. His work
intentionally blurs the boundaries between ‘organism-centred’ and ‘gene-
centred’ approaches to the evolution of social behaviour to provide a
novel synthesis of both. One of the attractions of applying ideas such
as Hamilton’s rule and inclusive fitness to cultural change is that it may
ultimately offer a way to synthesize the organism-centred and meme-
centred viewpoints—in other words, to repackage ‘meme’s eye’ thinking
for whole-agent social scientists.

 For further discussion of memes, see Blackmore (); Atran (); Sterelny (),
and Gers ().
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Humans and Microbes
One especially promising avenue for future work emerges very clearly
from the discussions of Chapter  and Chapter . In recent decades,
biologists have discovered a hidden social world that exists all around
us: the social world of microbes. This is an exciting development in its
own right, and these remarkable phenomena are worth understanding
for their own sake, and for their possible biomedical applications. But in
working on this book, I have come to appreciate a less obvious reason to
study the evolution of cooperation in microbes: we should do it to help
us understand the evolution of cooperation in humans.
There are, of course, obvious differences between human evolution and

microbial evolution. Microbes don’t have institutions such as religions,
states, and legal systems. We don’t split in half every twenty minutes.
But behind the obvious differences there is a crucial similarity: the
importance of horizontal transmission. The mechanisms of horizontal
transmission are, plainly, very different in the two cases. The transfer of
mobile genetic elements via processes such as conjugation is very dif-
ferent, mechanistically speaking, from the acquisition of beliefs, desires,
values, skills, habits, and other cultural variants through social learning.
Yet, to the extent that there are abstract similarities in the population-
level effects of these processes, wemust confront similar questions in both
contexts. Questions such as: When is it advantageous for the genome to
permit horizontal transmission? Under what conditions can a horizon-
tally transmissible trait be selected even though it harms the organism
that expresses it? When is it appropriate to think of horizontal trans-
mission as creating a new form of fitness, as opposed to simply a new
source of relatedness? What does relatedness even mean in the presence
of horizontal transmission?
I do not claim to have definitively answered any of these questions.

I have made some tentative suggestions, which I hope will stimulate fur-
ther work from philosophers of biology on these issues. One thing of
which I am convinced is thatwe should change thewaywe think about the
relationship between relatedness and time.We tend to think that whether
or not two organisms count as ‘genetically related’ depends on their past—
on whether or not they have parents or other ancestors in common.
Hamilton’s () emphasis on Wright’s coefficient of relationship as a
measure of relatedness arguably encourages this way of thinking. But, as
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Hamilton’s () ‘ultimate criterion’ indicates, what matters in evolution
is the future. To assess whether a social behaviour satisfies the criterion,
the fundamental question is not ‘Does the actor share ancestors with the
recipient?’ but rather, ‘Does the behaviour increase the representation in
future populations of the genes it expresses?’
The possibility of genes that help their potential future hosts, discussed

in Chapter , makes this point quite vividly. The idea is that a plasmid,
when producing a public good, makes nearby organisms fitter. These
organisms, by virtue of being nearby, are also likely candidates for future
infection by the plasmid. This correlation, whereby the benefits of the
public good fall differentially on potential future bearers of the gene that
produces it, might just be enough to lead to the selection of the gene
under the right conditions. This could help explain how public-goods-
producing plasmids are able to invade populations when rare, despite
harming their hosts.
This observation ledme to suggest that, when thinking about the evolu-

tion of cooperation in microbes, we should think of relatedness in terms
of correlations between the genotype of the actor and the future geno-
type of the recipient. In principle, they need not have a recent common
ancestor, and they need not share the gene at the moment they interact.
What matters, fundamentally, are the net consequences of expressing a
gene for the representation of that gene in future populations. Hamilton’s
‘ultimate criterion’ is correct, but a traditional, synchronic concept of
relatedness no longer captures that criterion in the presence of horizontal
transmission. We need a diachronic concept of relatedness instead.
These points carry over to the case of cultural evolution. Here we have

something analogous to plasmid transfer: people influence the beliefs,
desires, values, and other cultural variants of other members of their
generation, and they have differential influence over nearby agents. This
leads to the possibility of a cultural analogue of helping potential future
hosts, whereby a belief (such as the belief that one should contribute to
a public good) benefits individuals who are more likely than average to
acquire that variant in the future.
It would be wonderful to see some of the conjectures of Part II of this

book subjected to experimental test. Does gene mobility promote the
evolution of cooperation evenwhen it occurs after the expression of social
traits? Does greater redundancy in task structures predict greater social
complexity, controlling for group size? Does greater cultural relatedness
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in extended social networks predict greater cooperation in public goods
games? All these questions require empirical work to settle. I have pro-
posed somehypotheses, and argued for their plausibility, but cannot claim
to have established them empirically.
More broadly, it would be exciting to see more coordinated work

on the evolution of cooperation in humans and microbes: projects that
address, in an integrated way, the effects of horizontal transmission on
social evolution at different scales of biological organization. It seems to
me that philosophers of science have a lot to contribute to projects of this
sort. Microbes and humans, in different but related ways, challenge us
to examine and rethink the conceptual foundations of social evolution
theory, and philosophers of science should rise to that challenge. Yet
the overarching message of this book is that, although new conceptual
innovations will be needed along the way, the basic organizing frame-
work we owe to Hamilton still provides a powerful way of thinking about
these issues.
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Ingredients

The Price equation (Price, , a) is an abstract description of the change in
aggregate properties between two sets. It is a piece of mathematics: its biological
interpretation and application to evolution are optional. To derive the equation,
all we need is two sets of countable entities. In biology, the entities will often be
organisms, but the derivation of the Price equation does not assume this.We label
one population the ancestral set (A) and the other population the descendant set
(D). In biology, the sets will usually be earlier and later census points of the same
population, or simply consecutive generations, so the labels are usually apt. But
the derivation does not assume this either.

The sets A and D must satisfy two conditions. First, the members of the two
sets must be related by a mapping relation. In the abstract, we can represent
this mapping relation as R. We need to be able to say, for each member of A,
to which descendants it is connected by R; and, for each member of D, to which
ancestors it is connected by R. In biology, the most common choice of R is the
relation of direct lineal descent; that is, R will connect each member of A to all
and only those members of D of which it is a direct, genealogical ancestor. Again,
however, the derivation of the equation does not assume any particular biological
interpretation of the R relation.

Second, we must be able to attribute to each member of A and D a property, p;
andwe need to be able to attribute to eachmember ofA two additional properties,
w and p′. Let us consider each of these properties in turn.

The first property, p, is the property we are interested in studying, perhaps
because its mean changes between the two sets, or perhaps because its mean stays
the same. In biology, this will usually be a phenotypic or genotypic property of
some kind, such as an individual gene frequency or a breeding value (as in the
main text). The only formal constraint on the nature of p is that we must be able
to assign to each member of A and D a number representing its value for that
property (if the property is qualitative, we can define a dummy variable that takes
the value  if an individual has the property and  otherwise, and then study the
change in this dummy variable).

The second property, w, represents, for any particular ancestor, the number of
entities inD to which it is connected byR. In biology, this will usually be the num-
ber of organisms to which it is connected by direct lineal descent.This quantity is
often called fitness (or realized fitness, when it is important to distinguish realized
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from expected fitness). I adopt this terminology here, but with an important
caveat: an entity’s fitness in this sense may come apart significantly from the
intuitive notion of fitness as a measure of an organism’s number of offspring, for
two main reasons. First, w in the Price formalism can, in principle, be ascribed
to any countable entity, whenever we have two sets of these entities connected
by an appropriate mapping relation. The entities need not be organisms. Second,
even when the w-bearers are organisms, and even when the mapping relation R is
direct lineal descent, an organism’s number of offspring is only the best measure
of its value for w in special cases. An organism’s fitness, in the sense of the Price
formalism, will align with its number of offspring when generations do not over-
lap and when the A and D populations are separated by a single generation. But
if generations do overlap (so that organisms of different ages coexist in the same
population), or if A and D are separated by multiple generations, an organism’s
number of offspring may not be a good indicator of the number of descendants it
contributes to D.

The third property, p′, represents, for any particular member of A, the average
value of p in the members of the descendant-set to which it is related by R. To
calculate p′ for the ith individual, we look at the value of p in its descendants,
and take the average of these values. Importantly, although we may calculate p′
by looking at D, it is still a property of a member of A. It is a relational property
of an ancestor, a piece of information about the way it transmits its p-value to its
descendants.

Derivation

We begin by writing the change in the mean value of p between A and D as its
mean value in D (pD), minus its mean value in pA :

�p = pD − pA (A.)

We then express each of these averages as a sum over properties of members of
A. To calculate the average p-value in A, we simply sum over the p-values of each
of the n members of that set, and divide by n:

pA = 
n

n∑

i
pi (A.)

To calculate the average p-value in D, we do not sum over the p-values of the
members of D. Instead, we sum over the p′-values of individuals in A, weighting
each ancestor by its relative value for wi (i.e. by the number of members of D to
which it is connected by R, divided by the population mean, w):
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pD = 
n

n∑

i

wi
w

p′
i (A.)

At first sight, expressing the average p-value in D as a fitness-weighted sum of
p′-values in A may seem an odd move. However, it is critical to the derivation.
By expressing the average p-value in D as a sum over properties of members of
A, we lay the foundations for a result that describes how the properties of the
two sets relate to one another. This is also the only point at which the derivation
makes a substantive assumption about the sets it describes. It is assumed here
that all descendants have the same number of ancestors, since it is only on this
assumption that pD is equal to a fitness-weighted average of p′ inA. Since there are
possible pairs of ancestral and descendant sets in which the R-mapping violates
this assumption, there are possible pairs of sets for which the standard Price
equation does not hold (Kerr and Godfrey-Smith, ).

Combining A., A., and A., we obtain:

�p = 
n

n∑

i

wi
w

p′
i − 

n

n∑

i
pi (A.)

The rest is an exercise in rearrangement and re-labelling. First, we rewrite A. as:

�z = 
n

n∑

i

wi
w

(p′
i − pi) + 

n

n∑

i

wi
w

pi − 
n

n∑

i
pi (A.)

Bymerging the second and third summations, and re-labelling p′
i − pi as�pi , we

obtain:

�z = 
n

n∑

i

wi
w

(�pi) + 
n

n∑

i
pi

(wi
w

− 
)

(A.)

This is the Price equation in algebraic form. To put it in Price’s preferred
statistical notation, we need to introduce Price’s slightly unorthodox conceptions
of ‘expectation’ and ‘covariance’. Here are the usual definitions of these notions.
For a discrete random variable X, the expectation of the variable, E(X), is

∑
qixi ,

where xi is the ith possible state of X, and qi is the probability of that state.
The covariance of two random variables is the expected product of their devi-
ations from expectation, that is, Cov(X,Y) = E[(X − E[X])(Y − E[Y])] or, equi-
valently, Cov(X,Y) = E(XY) − E(X)E(Y).

In statistics, covariances and expectations are normally understood either as
properties of the probability distributions of random variables, or as properties
of a sample drawn at random from a larger population. Price, however, makes no
assumption that pi is a random variable, or that A and D are samples from a larger
population. In Price’s notation, E[pi] is simply the population mean of pi (for this



OUP CORRECTED PROOF – FINAL, //, SPi

 appendix: the price equation

reason, he sometimes preferred to write it as Ave.[pi]). The covariance of pi with
wi is simply the population mean of (wi − E[wi])(pi − E[pi]). So Price’s notation
does generate scope for confusion. However, provided we are clear that in talking
of ‘expectations’ we are talking about population means, it is innocuous enough
(see Marshall,  for a stronger defence of the use of statistical notation in this
context).

Introducing this statistical notation, we can rewrite A. as:

�p = E(wi�pi)

w
+ Cov(wi , pi)

w
(A.)

By reversing the order of the terms, we arrive at the equation in its most
commonly seen form:

�p = 
w

[
Cov(wi , pi) + E(wi�pi)

]
(A.)

It is important to appreciate that A. is fundamentally the same equation
as A.: the switch from algebraic to statistical notion makes no mathematical
difference. It is also possible to rewrite the Price equation in vector notation, or
even in information-theoretic notation (Frank, ). Since these variants are all
equivalent statements of the same theorem, the notational preferences of the-
orists no doubt reflect prior views as to how the evolutionary process ought to
be represented. Price’s statistical formulation is in keeping with Fisher’s ()
conviction that natural selection, like the behaviour of gases, is a phenomenon
properly described in the language of statistics.

Causal Interpretation

The Price equation is often said to separate the overall evolutionary change in
some gene, breeding value, or other property into a component attributable to
natural selection and a component attributable to biased transmission (Frank,
, b, ; Gardner et al., , ; Gardner, ; Gardner and Foster,
; Wenseleers et al., ; Gardner et al., ; Birch, b). The covariance
term is taken to quantify the former, while the expectation term is taken to
quantify the latter. However, as Okasha () notes, matters are not so simple.
The problem with this interpretation is that both terms are affected by fitness
differences. For recall that the second term is an average of wi�pi , not simply
�pi . This means that the personal transmission biases of fitter individuals make
a bigger difference to the value of this term than those of less fit individuals.

Frank (a, ) derives amodified Price equationwith an expectation term
that is independent of fitness differences:

w�p = Cov(wi , p′
i) + wE(�pi) (A.)
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Frank’s equation differs from the standard Price equation in two important re-
spects. First, the covariance term replaces pi , the ith individual’s personal p-value,
with p′

i , the average p-value of its descendants. Second, the expectation term
is no longer weighted by fitness. In effect, the two versions differ in how they
account for any covariance between an individual’s fitness (wi) and its individual
transmission bias (�pi) (Godfrey-Smith, a; Okasha, ). In the standard
Price equation Cov(wi ,�pi) is implicitly included in the expectation term. In the
modified version, it is implicitly included in the covariance term.

Okasha () suggests that the modified Price equation succeeds where the
standard Price equation fails: that is, it does provide a clean separation of the ef-
fects of selection and biased transmission. In response to Okasha, Godfrey-Smith
(a) and Waters () have separately argued that this is not quite right. For,
although taking wi out of the expectation termmakes it independent of variation
in fitness, replacing pi with p′

i in the covariance term has the effect of making it
sensitive to variation in transmission biases. In cases in which Cov(wi ,�pi) �= ,
there is simply no way to separate the effects of selection and biased transmission
completely cleanly, because some of the change is causally attributable to both
processes: the Cov(wi ,�pi) component is attributable selection on variation in
individual transmission biases (Okasha, ).

There is also one important technical advantage that the standard Price equa-
tion has over the modified Price equation.�pi is undefined for ancestors with no
descendants.Thismeans that, in caseswhere some ancestors have no descendants,
E(�pi) will be an undefined quantity. By contrast, the standard Price equation
cleverly avoids this problem by weighting �pi by fitness, so that individuals
with zero fitness contribute nothing to this term. This suggests that, if our aim
is to compare the effects of selection and transmission bias in models in which
Cov(wi ,�pi) = , we are better off using the standard formulation.

I agree with Frank (, ) that both versions have their uses. One must
choose the appropriate version for the task at hand. If the aim is to compare
the effects of selection and transmission, and if we can reasonably assume that
Cov(wi ,�pi) = , the standard Price equation is best. But if our aim is to under-
stand the response to selection in cases in which it may be that Cov(wi ,�pi) �= ,
we should use the modified version.

This is why I use the modified version in my analyses of the effects of gene
mobility on social evolution in microbes and of the effects of horizontal cultural
transmission on human social evolution.These are scenarios in which it may well
be the case thatCov(wi ,�pi) �= . For example, bacteria that interactwith bearers
of altruism-encoding plasmids may be both fitter than average and more likely
than average to have their genotype changed by plasmid transfer.

To apply themodified Price equation, onemust invoke additional assumptions
in order to avoid the problem of ancestors with no descendants. There are three
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straightforward solutions. One is to assume that all ancestors leave at least one
descendant, but this is usually biologically unrealistic. Another is to replace p′

i
with a regression prediction based on the parental genotype and the fidelity
of transmission (see Chapter , equation .). The third is to stipulatively set
E(�pi) =  (see Chapter , equation .) in order to focus specifically on the
part of the change that depends on fitness differences. I make use of the second
and third assumptions in the main text.
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