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Aux gens qui sont toujours en retard



Preface

Delays are very important for the modeling of networks, occuring both in the
control of networks and in the control over networks. The main objective is to
develop feedback control strategies for minimizing the overall task completion
time in the presence of delays. Such applications include load balancing, teleop-
eration, and congestion control. As a result, research on time-delay systems and
their control has been very active in the last decade. This interest has led to many
sessions in control conferences (ACC, CDC, IFAC), workshops, special issues in
control and systems journals, books and edited books, all being devoted to time-
delay systems. Nowadays, a lot of material is available. The properties of dif-
ferential time-delay systems, including stability, robust stability, controllability,
and observability have been thoroughly examined. Many different methods for
the design of controllers in the presence of time-delays have also been developed
to meet various kinds of specifications such as tracking, disturbance rejection,
H∞/H2-optimization, and robust stabilization. These approaches were formu-
lated for various classes of time-delay systems, including linear time-invariant
systems, nonlinear systems, retarded and neutral type systems, localized and
distributed delay systems, and systems with input/state saturation. It is fair to
say that the applications of these methods are not as developed as are the theo-
retical foundations. Numerical tools are still under development (e.g. there is no
matlab toolbox devoted to time-delay systems), and the adaptation of models
and methods to specific applications is now an active area of research. The aim
of this book is to give an update of the latest research in this direction.

The book is organized into six parts: Network control, Teleoperation, Emerg-
ing methodologies, New computational methods, Predictors, inversion and fil-
tering, and Merging saturations and input delays.

Boise, Nantes, John Chiasson
September 2006 Jean Jacques Loiseau
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Part I

Network Control



Delay–Based Non–linear Observers for
Congestion Control in Communication Networks

Henri-François Raynaud, Fabienne Floret, and Caroline Kulcsár

L2TI – Institut Galilée, Université Paris 13, 99 Av. J.-B. Clément,
93430 Villetaneuse, France
{raynaud,fabienne.floret,caroline.kulcsar}@l2ti.univ-paris13.fr

1 Introduction

The purpose of this contribution is to investigate the construction and use of
delay-based observers in communication networks, starting from a state-space
model of an elementary network configuration. This work is a step towards the
design of a source-rate congestion and delay control algorithm adapted to appli-
cations with real-time constraints, such as video streaming. Our ultimate aim is
to design an “end to end” control scheme implemented at source level, using only
feedback information from the destinations transmitted through the network as
part of the general “best effort” data stream, and which could therefore be de-
ployed on essentially every existing network infrastructure, especially those ruled
by the Internet Protocol. Obviously, observer-based control structures provide an
appropriate conceptual framework to deal with such measurement constraints.
In this particular application, we propose to combine a linear state-feedback plus
disturbance feedforward control with a non-linear observer of network congestion
fed with measurements of source-to-destination transmission delay.

Before explaining in more details the specific challenge which applications
with real-time constraints pose for congestion control design, we would like to
point out that our approach to transmission delays in communication networks is
somewhat at variance with the traditional treatment of delays in control theory,
and therefore in most of the other contributions in this book. In the traditional
control-theory approach, delays are regarded as intrinsic features of the dynamic
systems under consideration. As a consequence, delays can be modelled as lin-
ear, albeit somewhat complicated and possibly time-varying, subsystems inserted
into the control loop – to which are then applied appropriate extensions of stan-
dard control theory tools and procedures. This most convenient arrangement is
of course predicated upon the assumption that delays are not affected by control
inputs.

This critical assumption no longer holds true in digital packet-switching com-
munication networks. In this class of applications, the transmission delays expe-
rienced by data packets en route through various network sections depend both
on the congestion of associated buffers and on the history of source data rates.
Clearly, modelling such “congestion delays” as distinct linear subsystems would

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 3–15 , 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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be, at best, a rough approximation. Instead, pursuing the approach in [9, 10, 11],
we choose here to model them as system outputs, i.e. as deterministic functions
of some suitably defined internal state.

2 Congestion Control for Network Applications with
Real-Time Constraints

Managing congestion by rationing available bandwidth between competing users
is a critical part of operating all communication networks. In telephone networks,
the main mechanism for managing congestion is admission control: only when
enough bandwidth is available along the way up to the destination does your
call “get through” – a familiar memory for people old enough to remember the
days where bandwidth was really scarce. However, the introduction of packet-
switching technology, where data streams are broken into autonomous packets
which are then tossed separately, and possibly through different routes, into
the network, rendered admission control both largely impractical and inefficient.
Instead, network designers quickly realized that the proper way to manage con-
gestion was through source rate control, which can be broadly defined as mech-
anisms compelling sources to respond to relevant congestion signals transmitted
back from the network by lowering their data throughput.

Source control should obviously take into account the specifics of those ap-
plications the network is designed to support. In computer networks such as
Internet, an application of special importance is file transfer, where data in-
tegrity is paramount. As a result, any data transfer protocol designed for file
transfer needs to include an acknowledgement and re–emission procedure which,
in turn, induces a positive (i.e. perverse) feedback loop, possibly leading to total
“congestion collapse”. The most popular source rate control procedure for file
transfer is the Transport Control Protocol (TCP), designed in the late 1980’s by
Van Jacobson [7], which is a critical part of the Internet machinery.

However, TCP is notoriously ill–suited to applications with real–time con-
straints, such as video streaming, see [6]. Indeed, to avoid network congestions,
the TCP sender adjusts its rate according to the AIMD strategy (Additive In-
crease/Multiplicative Decrease), [7]. As a consequence, the sending rate com-
puted by AIMD undergoes high variations, incompatible with a suitable video
streaming. Therefore, video streaming is usually based on UDP (User Data Pro-
tocol). An UDP sender keeps its sending rate constant even in a congested en-
vironment while a TCP sender decreases its rate in an attempt to eliminate
congestion. This predicament is thus unfair for the TCP stream and can lead
to its depletion, hindering the coexistence of the two classes of data streams
over the same network. To solve this TCP–friendliness problem, it is necessary
to define appropriate rules for sending rates in non–TCP sources. One possible
approach is to modify the AIMD mechanism by adjusting the rate for a video
stream. The Rate Adaptation Protocol (RAP) [12] is computed as the AIMD
protocol. The RAP source receives feedback information on congestion in the
bottleneck and makes decision about its sending rate. In the spirit of RAP, the
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control of the SR–RTP [4] reduces the window size proportionally to the Square
Root of its value. The Stream Control Transmission Protocol – SCTP [16] –
supporting multi-streaming is also based on the classical AIMD strategy. The
Loss-Delay Based Adaptation Algorithm – LDA+ [14] – relies on the RTCP
feedback messages based on the RTP protocol [13]. LDA+ uses the AIMD strat-
egy but decrease and increase of the window size are dynamically adjusted to
network conditions thanks to feedback information. The TCP–Friendly Rate
Control Protocol – TFRC [5], [8] – is derived from the TCP New Reno in par-
ticular. This algorithm maintains the sending rate at the level of a TCP flow
under the same conditions while providing sufficient responsiveness to competing
traffic. Thus, the congestion control procedures in [4], [12], [14], [16] propose to
adjust the congestion window size with respect to this kind of application. But
TCP could be unfair in the case of large RTTs (Round Trip Time), as shown
in [1].

Alternatively, some recent works propose to add over the UDP protocol a
congestion control layer, not directly derived from the AIMD strategy. In [2],
the Video Transport Protocol (VTP) is proposed in order to adapt the outgoing
video stream to the network and to maximize the quality of the MPEG-4 video.
VTP is based on bandwidth estimation which is transmitted to the sender to
adapt its sending rate.

Another approach consists in modelling the TCP flow by differential equa-
tions. The network could be considered as an input/output system where the
inputs are the sending rates and the outputs are the effective streams. Since a
congestion implies a delay, one obtains a dynamical system where classical con-
trol theory can be used. To highlight the relevance of applying control theory
to congested communication networks, [15] and all references therein propose a
state-of-the-art of this recent research field.

3 State-Space Model and “Full Information” Control for
a Simple Network

This contribution will focus on an elementary network building block made up of
a single router connected to a buffered link, with one source S and one destination
D (Fig. 1). Defining t as the number of some fixed sampling period ΔT , the
discrete-time model for this system is

c(t + 1) = c(t) + ΔT
(
u(t)− l(t)− b(t)

)
, (1)

where c (t) is the buffer congestion at time t, b(t) the average effective link
bandwidth over the sampling interval [tΔT, (t+1)ΔT ], while u (t) and l (t) denote
respectively the average rates of packet emission by the source and packet loss
rate during [tΔT, (t + 1)ΔT ].

It should be noted that this balance sheet equation provides an exact descrip-
tion of this discrete time system’s dynamics. (On the other hand, it obviously
does not enable to predict what happens between two sampling instants.) In ad-
dition, it is assumed that the packets are stored in a First–In, First–Out (FIFO)
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Fig. 1. Single link network topology

buffer. In that case, packets cannot be lost once they have managed to enter
the buffer, through which they are then pushed in a orderly, piston-like manner,
until they eventually exit. As a result, the effective rate of packet admission in
the buffer during [tΔT, (t + 1)ΔT ] is

e (t) = u(t)− l(t) , (2)

and the congestion delay d (t), which is defined as the total time packets exiting
at time t have spent into the buffer, can be computed from

d(t) = min

{
d > 0 such that ΔT

d∑
s=1

e(t− s) ≥ c(t)

}
. (3)

We now proceed to define the state of the system as the collection of all the
information that, together with u (t), b (t) and l (t), needs to be stored at time
t in order to compute both c (t + 1) and d (t). Assuming with no loss of gener-
ality that d ≤ dM , an adequate choice of state is the vector with n = dM + 1
coordinates

x (t) =

⎛⎜⎜⎜⎜⎜⎝
x1 (t)
x2 (t)
x3 (t)

...
xn (t)

⎞⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎝
c (t)

e (t− 1)
e (t− 2)

...
e (t + 1− n)

⎞⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎝
c (t)

u(t− 1)− l(t− 1)
u(t− 2)− l(t− 2)

...
u(t + 1− n)− l(t + 1− n)

⎞⎟⎟⎟⎟⎟⎠ . (4)

It is immediately checked that equations (1) and (3) can be rewritten as a linear
state transition with control u, where b and l appear as disturbance inputs,
coupled with a non-linear observation equation:

x (t + 1) = Ax (t) + B (u (t)− l (t)) + Γb (t) , (5)
d (t) = h (x (t)) , (6)

where

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 · · · 0 0
0 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, B =

⎛⎜⎜⎜⎜⎜⎝
ΔT
1
0
...
0

⎞⎟⎟⎟⎟⎟⎠ , Γ =

⎛⎜⎜⎜⎜⎜⎝
−ΔT

0
0
...
0

⎞⎟⎟⎟⎟⎟⎠ , (7)
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h (x) = min

{
d > 0 such that ΔT

d∑
s=1

xs+1(t) ≥ x1(t)

}
. (8)

Clearly, in the “full information” scenario where measurements of b, l and x are
assumed to be available in real time, this system with linear dynamics could be
controlled by applying standard linear state–space procedures. More precisely,
if (ur, xr) is a reference trajectory for the state transition equation (5), i.e. a
solution of

xr (t + 1) = Axr (t) + B (ur (t)− l (t)) + Γb (t) , (9)

then a feedforward plus feedback control in the form

u = ur −K (x− xr) , (10)

where (A−BK) is a stability matrix, would drive the tracking error Δx = x−xr

towards zero. When the loss rate l and the effective link bandwidth b can be
predicted with sufficient accuracy, it follows immediately from (9) that a control
reference ur can be constructed from any buffer congestion trajectory cr by
setting

ur(t) =
cr(t + 1)− cr(t)

ΔT
+ l(t) + b(t) . (11)

As for the control gain K, a simple choice is of course

K =
(
k 0 · · · 0

)
, (12)

with 0 < k < 1, which yields for the tracking error Δc = c− cr the closed-loop
dynamics

Δc (t + 1) = (1− k)Δc (t) . (13)

Several corollaries and extensions can be derived from this basic result, and have
been presented in [11]. To quote but the most important:

• For a suitable choice of the feedback gain K, convergence of the tracking
error can be guaranteed in the presence of input saturation;

• When future values of b are available at time t, the reference trajectory can
be constructed in order to achieve constant transmission delay d;

• All convergence results extend to the case where a fixed control delay is
inserted into the loop;

• When only delayed measurements of the buffer congestion c are available in
real time, the state feedback plus feedforward control can be replaced by a
standard linear observer-based output feedback.

4 Delay-Based Observer of Buffer Congestion: Simple
Case

In practice, standard network protocols are not designed to relay even delayed
measurements of buffer congestion. However, it is always possible to instruct the
destination to send acknowledgement messages back to the source. In the sequel,
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we shall make the additional assumption that the source and the destination can
agree on a sufficiently precise common time reference (that is, sufficiently precise
relatively to the sampling period at which the controller is designed to operate).
This can be achieved either through direct access to an external time reference
(for example through the GPS system), or by a synchronization mechanism
embedded in the network itself, such as the Network Time Protocol (for a dis-
cussion of recent developments around this clock synchronization problem over
the Internet, see [17] and the references therein).

Under these assumptions, a sensible way to estimate buffer congestion is to
construct an observer using the delay as the measured output. For the sake of
clarity, we shall deal first with the (unrealistic) case where measurements of d,
b and l are available at source level in real time. In this case, such an observer
would be in the form

ĉ(t + 1) = ĉ(t) + ΔT (u (t)− l (t)− b (t)) + λ (t)
(
d (t)− d̂ (t)

)
(14)

= ĉ(t) + ΔT (e (t)− b (t)) + λ (t)
(
d (t)− d̂ (t)

)
, (15)

where d̂ is the predicted value of d obtained by plugging ĉ and the past mea-
surements of e into the observation equation (3), i.e.

d̂ (t) = ht (ĉ(t)) = min

{
d > 0 such that ΔT

d∑
s=1

e (t− s) ≥ ĉ (t)

}
. (16)

Proceeding from now on in the customary fashion, we introduce the estimation
and prediction errors as

c̃(t) = c (t)− ĉ(t) , (17)

d̃(t) = d (t)− d̂(t) . (18)

Since the state transition equation (1) is linear, the dynamics of the estimation
error are given by

c̃(t + 1) = c̃(t)− λ (t) d̃(t) . (19)

The next question is how to select the observer gain λ (t) so that the estimation
error decreases, hopefully toward zero. Because the observation function ht is
piecewise constant, it turns out that the best that can be achieved is to make
c̃ decrease only up to a threshold which depends on the “effective” source rate
e = u− l. More precisely, we prove the following proposition:

Proposition 1. Let λ∗ (t) ≥ 0 be defined as

λ∗ (t) = 0 if
∣∣∣d̃(t)

∣∣∣ ≤ 1 , (20)

λ∗ (t) =
2
(
d̃(t)− 1

)
ΔTem

d̃(t)
if d̃(t) ≥ 2 , (21)

λ∗ (t) =
2
(
d̃(t) + 1

)
ΔTeM

d̃(t)
if d̃(t) ≤ −2 . (22)
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Assume that the effective admission rate e(t) verifies a condition in the form

em ≤ e(t) ≤ eM . (23)

Then for all λ (t) in the range 0 < λ (t) ≤ λ∗ (t) (with λ(t) = 0 when λ∗(t) = 0),
the estimation error c̃ (t) decreases monotonously towards the neighbourhood of
zero [−2ΔTeM , 2ΔTeM ].

Proof of Proposition 1
The proof is conducted in two parts. In the first step, we proceed to derive
appropriate lower and upper bounds for the estimation error c̃(t) depending on
whether d̃(t) takes positive or negative values or is close to zero. In a second
part, we prove that the estimation error c̃(t) is non–increasing for all possible
values of the prediction error d̃ by using an appropriate Lyapunov function.

One can notice that the prediction error d̃(t) can only be equal to integer
values (positive or negative). To obtain some bounds of the observation error
c̃(t), assume first that the prediction error d̃(t) is greater than one (in other
words d̃(t) ≥ 2).

Regarding the observation function ht(t) (16), we obtain for c(t) and ĉ(t)

ΔT

s=d(t)−1∑
s=1

e(t− s) < c(t) ≤ ΔT

d(t)∑
s=1

e(t− s) , (24)

ΔT

s=d̂(t)−1∑
s=1

e(t− s) < ĉ(t) ≤ ΔT

d̂(t)∑
s=1

e(t− s) . (25)

This translates into a relation in the form

mp(t) < c̃(t) < Mp(t) , (26)

where the time-dependent lower and upper bounds mp(t) and Mp(t) are given
by

mp(t) = ΔT

d(t)−1∑
s=d̂(t)+1

e(t− s), Mp(t) = ΔT

d(t)∑
s=d̂(t)

e(t− s) . (27)

Let us now assume that d̃(t) < −1.
With the same thought process used in the case d̃(t) > 1, we obtain a similar

inequality, namely
−Mn(t) < c̃(t) < −mn(t) , (28)

with mn(t) and Mn(t) defined by

mn(t) = ΔT

d̂(t)−1∑
s=d(t)+1

e(t− s), Mn(t) = ΔT

d̂(t)∑
s=d(t)

e(t− s) . (29)
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Working along similar lines, it is easily checked that for the remaining values of
the prediction error, i.e. d̃(t) = 1, d̃(t) = −1 or d̃(t) = 0, the estimation error
c̃(t) verifies

0 < c̃(t) < ΔTe (t− d(t)) + ΔTe (t− d(t) + 1) , for d̃(t) = 1 (30)

ΔTe (t− d(t)) + ΔTe (t− d(t)− 1) < c̃(t) < 0 , for d̃(t) = −1 (31)

−ΔTe (t− d(t)) < c̃(t) < ΔTe (t− d(t)) , for d̃(t) = 0 (32)

Now, we use Lyapunov’s direct method to prove the convergence of the observer
introduced in (14), (15) and (16). Let us define

V (t) = c̃(t)2 . (33)

This candidate Lyapunov function obviously verifies V (t) > 0 for all non–zero
c̃(t). We now proceed to establish that, for a suitable choice of the observer gain
λ, V can be made non–increasing, i.e. V (t + 1) ≤ V (t). In order to achieve this,
we shall deal separately with the three cases

• d̃(t) ≥ 2 ,
• d̃(t) ≤ −2 ,
• d̃(t) = 1 or d̃(t) = −1 or d̃(t) = 0 .

First case: d̃(t) ≥ 2
By using (19), we obtain

V (t + 1)− V (t) = λd̃
(
λd̃− 2c̃

)
. (34)

(For the sake of simplicity, we omit the time arguments where there is no ambi-
guity in equations.)

Because the observation function ht is non–decreasing, the observer gain λ
needs to be non–negative. When the inequality d̃ ≥ 2 holds, the condition needed
to insure that V is non–increasing is

λd̃− 2c̃ < 0 . (35)

By assumption (26), the observer error verifies c̃(t) > mp. In addition, because
em ≤ e(t) (see (23)), mp(t) satisfies

mp(t) = ΔT

d(t)−1∑
s=d̂(t)+1

e(t− s) ≥ ΔT (d̃− 1)em . (36)

Then, inequality (35) could be rewritten

λd̃− 2c̃ < λd̃− 2mp , (37)

< λd̃− 2ΔT (d̃− 1)em . (38)
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If the observer gain λ is taken anywhere in the range 0 < λ ≤ λ∗, with λ∗ given
by (21), this guarantees that V (t + 1) < V (t). Also, note that the choice λ = λ∗

is optimal in the sense that it maximizes the guaranteed rate of decrease for V .

Second Case: d̃(t) ≤ −2.
By using (19), we obtain by a simple calculation:

V (t + 1)− V (t) = λd̃
(
λd̃− 2c̃

)
. (39)

The observer gain λ still needs to be positive. In this case, d̃ ≤ −2 < 0, so that
to get a non–increasing V , λ needs to verify

λd̃− 2c̃ > 0 . (40)

Since by assumption e(t) ≤ eM (see (23)), the estimation error c̃ verifies

c̃ < −mn , (41)

with

mn(t) = ΔT

d̂(t)−1∑
s=d(t)+1

e(t− s) ≥ −ΔT (d̃ + 1)eM . (42)

Then, from (40), we get

λd̃− 2c̃ > λd̃ + 2mn , (43)

> λd̃− 2ΔT (d̃ + 1)eM . (44)

Thus, any choice of λ in the range 0 < λ ≤ λ∗, with λ∗ given by (22), will
result in V (t+1) < V (t). In this case also, λ = λ∗ corresponds to the maximum
guaranteed rate of decrease for V .

Third Case: d̃(t) = 1 or d̃(t) = −1 or d̃(t) = 0.
Consider first the case d̃ = 1, so that (19) becomes

c̃(t + 1) = c̃(t)− λ(t) . (45)

From the definition of the candidate Lyapunov function V , we get

V (t + 1)− V (t) = c̃(t + 1)2 − c̃(t)2 , (46)
= λ2 − 2λ(t)c̃(t) . (47)

In this case, (30) provides the only available information on the estimation error
c̃(t), namely that this unknown quantity is positive and lies somewhere between
zero and the upper bound defined by 2ΔTeM . As a result, the only way to
guarantee that V (t + 1) − V (t) is non–increasing is to take λ(t) = 0, so that
V (t + 1) = V (t) and c̃(t + 1) = c̃(t).

Reasoning along the same lines, one shows that λ(t) = 0 is also the appropriate
choice when d̃ = −1 and d̃ = 0. ��
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Starting from the definition of the observation function ht, and taking advantage
of the fact that the prediction error d̃ takes only integer values, we have proven
that for a sufficient large prediction error |d̃(t)| ≥ 2, the candidate Lyapunov
function V (t) = c̃(t)2 is decreasing. For small values of the prediction error,
more precisely when |d̃(t)| ≤ 1, the candidate Lyapunov function V (t) = c̃(t)2

and the estimation error c̃(t) are constant. In addition, we have shown that the
lower bound for |c̃(t)| is equal to 2ΔTeM , where eM is the maximum admission
rate and ΔT the sampling period. At best, one could expect to obtain a non–zero
value for the convergence value of the error c̃(t).

The radius of the convergence neighbourhood for c̃, which is equal to 2ΔTeM ,
is due to the structure of the observation function ht(t) – more precisely, to the
fact that this non–linear function is piecewise constant. Because an observer is
ultimately a contraption designed to invert the system’s state to output map, no
observer based on a piecewise constant observation function, however cleverly
designed, can possibly be expected to guarantee the convergence of the estima-
tion error towards zero. Or to put it in another way, an observer based on a
piecewise observation function necessarily exhibits a limited resolution.

5 Dealing with Delayed Measurements of Congestion
Delay

Let us now assume that the measurements of the source–to–destination trans-
mission delay d and the losses l are available to the control algorithm after a
possibly variable destination-to-source delay Tm (t) (see Fig. 2).

In other words, at time t, the information available at the source can be
described as

Y (t) = (ĉ (0) , d (0) , . . . , d (t− Tm (t)) , l (0) , . . . , l (t− Tm (t))) . (48)

In this more realistic scenario, the following iterative two-step estimation proce-
dure should be applied at each time t:

Observer update. When Y (t) �= Y (t− 1), i.e. when new measurements have
been received at time t, update the delayed observer using formula (16) up
to time s = t− Tm (t), yielding ĉ(t− Tm (t)); otherwise, do nothing.

S �
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��
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R ��
��
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�

y(t) = d(t − Tm(t))

Fig. 2. Single link network with delayed measurement of d
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Predictor update. Compute a predicted value of c by performing Tm (t) pre-
diction steps, leading to

ĉ (t | Y (t)) = ĉ(t− Tm (t)) + ΔT
t−1∑

s=t−Tm(t)

(
u (s)− l̂ (s | Y (t))− b̂ (s | Y (t))

)
,

(49)

where l̂ (s | Y (t)) and b̂ (s | Y (t)) are the best estimates of l (s) and b (s)
available at time t.

In this way, the estimation algorithm keeps in store two different estimates:
ĉ(t−Tm (t)), which can be computed according to the procedure in the previous
section, and to which the results in proposition 1 therefore apply; and ĉ (t | Y (t)),
which can be expected not to stay too far from c (t) if the estimates of missing
values of l and b are reasonably accurate. More precisely, it immediately follows
from (49) that

|c̃ (t | Y (t))− c (t)| ≤ |c̃(t− Tm (t))|+ ΔT

t−1∑
s=t−Tm(t)

∣∣∣l (s)− l̂ (s | Y (t))
∣∣∣

+ ΔT

t−1∑
s=t−Tm(t)

∣∣∣b (s)− b̂ (s | Y (t))
∣∣∣ . (50)

6 Observer-Based Control

As indicated in the introduction, our motivation for constructing this non–linear
observer is to implement an observer-based control scheme. In the full informa-
tion scenario, the observer–based version of the feedback plus feedforward control
defined by (10), (11), (12) would be

u (t) =
cr (t + 1)− cr (t)

ΔT
+ l̂ (t | Y (t)) + b̂ (t | Y (t))− k (ĉ (t | Y (t))− cr (t)) .

(51)
It is immediately checked that the dynamics of the tracking error become

Δc (t + 1) = (1− k)Δc (t) +
(
−l (t) + l̂ (t | Y (t))

)
ΔT

+
(
−b (t) + b̂ (t | Y (t))

)
ΔT + k (c (t)− ĉ (t | Y (t))) . (52)

A trivial but important corollary is that the control loop stability is guaranteed
as long as the estimation errors for l and b can be bounded by quantities inde-
pendent of c. However, since the estimation error cannot be shown to converge
toward zero even under the most favorable assumptions, one should expect at
best limited precision in the tracking of the reference trajectory.
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7 Conclusion and Perspectives

Taking advantage of the fact that the congestion delay should be regarded as
a system output, we have introduced a new delay-based non-linear observer
dedicated in fine to the control of congestion in networks. The delay induced by
the congestion in the link is computed from acknowledgement informations of
the network. Then the buffer congestion is rebuilt taking into account realistic
source-to-destination transmission delays.

It has been shown that the observation error converges at best to a non–zero
value depending on the sampling period and on the maximum admission rate in
the buffer. If the sampling period is chosen small, it is clear that the convergence
neighbourhood would become closer to zero. However our model is based on av-
erages of the link bandwidth and the effective admission rate over successive
sampling intervals. As the sampling period ΔT goes to zero, the convergence of
those average rates towards corresponding instantaneous rates is, at best, highly
questionable, because all data processing in a network is ultimately performed
by a collection of (usually non–synchronised) automata, i.e. computer chips and
similar electronic gizmos. Thus, choosing the sampling period is perforce a sensi-
tive design trade–off, since ΔT should be both small enough to ensure sufficient
observer resolution, yet large enough so that the average rates in the underlying
model retain sufficient regularity.

These theoretical results have been obtained for a simple network scheme: one
source, one destination and one link. But they can be extended to more com-
plex and realistic topologies combining several sources and destinations sharing
a single congested link. Indeed, packets actually admitted in the buffer are as-
sumed to be stored in a FIFO way. Then packets for each source undergo the
same congestion delay through the FIFO buffer. If each flow is assumed to be
differentiated from the other ones, the observer presented here for a single flow
can be extended to a multi-flow configuration by applying observer equations to
each separate flow sharing the same congestion delay. From a practical point of
view, one could expect this flow differentiation to be realizable since control and
observation schemes are applied to each source in a decentralized manner.
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Summary. Without pretending to be exhaustive, the aim of this chapter is to give
an overview on the use of the state predictor in the context of time-delay systems,
and more particularly for the stabilisation of networked control systems. We show that
the stabilisation of a system through a deterministic network can be considered as the
stabilisation of a time-delayed system with a delay of known dynamics. The predictor
approach is proposed, along with some historical background on its application to time-
delayed systems, to solve this problem. Some simulation results are also presented.

Keywords: Networked controlled systems, predictive control, time-delay systems.

1 Introduction

The networked control systems (NCS) constitute a particular class of control
problems, where the communication channel influence is crucial in the stabilisa-
tion of the remote system and cannot be neglected. The control setup is shown in
Figure (1), where the system considered can be open-loop unstable. The sensor,
actuator and system are remotely commissioned by a controller that interchange
measurements and control signals through a communication network. This net-
work is used by multiple systems and a packet management law (router, switch,
priority level . . .) is introduced to distribute the information. A Transfer Protocol
(TP) is implemented to allow users to send and receive data over the network.
The impact of such network is to introduce a time-varying delay in the data
transmission between the system and the controller, due to the multiple users
interaction.

The time-varying delay makes the problem more difficult since the time-
translation is not reversible and the results established in the frequency domain
cannot be used (like the Smith predictor [1]). Most of the existing control meth-
ods (like the Lyapunov-Krasovskii approaches) result in a LMI formulation based
on a constant time-delay, or a known upper bound on it (see for example [2] or
[3]). The case of time-varying or state-dependent delays can be treated along
with the solutions presented in [4], and [5] as long as the system is open-loop
stable. These solutions do not allow for a direct use of the time-delay dynamics
in the design of the control law and naturally yield to conservative results.

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 17–35, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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Fig. 1. Closed-loop network controlled system

The state predictor approach is particularly efficient to stabilize a delayed
(possibly open-loop unstable) system since it results in the pole placement (finite
spectrum assignment) of the closed-loop system. It can be applied to the case
of time-varying delays by considering a predictor with a time-varying horizon,
thus explicitly including the dynamics of a deterministic network in the control
synthesis.

This chapter is organized as follows. The first part details the specificities intro-
duced by the use of a deterministic network in the communication channel, along
with the characteristics of the induced time delay and a description of the con-
trolled system. The second section presents some historical key points on the use
of the state predictors to assign a finite spectrum to time-delayed systems. In the
third section, the state predictor is combined with some other control and analysis
tools in order to design a robust control scheme, possibly with an explicit use of the
network dynamics or based on a state observer. Some issues on the related numer-
ical problems are also considered and an application example is finally proposed.

2 Problem Statement: Control Through TP Networks

The networked controlled systems are characterized by some specific transmis-
sion protocol dynamics that can be explicitly used in the design of the control
feedback. This dynamics induces a time-varing delay which depends on the in-
teraction of multiple users on the network.

A transfer protocol is set between the emitters and the network to manage the
exchange of packets (emission and reception). The TP determines the emitter’s
window size and manages the reception of packets. Considering the class of
secure networks we can guarantee that there is no loss of information in the
communication process (all the lost packets are re-emitted), which results in a
bounded transmission delay. Examples of such protocols (a detailed description
can be found in [6]) are the Transfer Control Protocol (TCP) and Sequenced
Packet Exchange (SPX) schemes. An other example is a dedicated network used
to control a supply chain or an embedded system; in that case, the TP can be
freely designed to ensure the desired properties.
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The delay induced by the network is then the delay experienced by the control
and measurement signals. Therefore, the lossless property of the network ensures
that the delays are bounded and cannot increase as fast as the time (since it is
the delay measured from the system or the control law sites). This motivates the
following property.

H1) The time-delay τ(t) induced by the communication network satisfies, for
all t ≥ 0,

0 ≤ τ(t) ≤ τmax and τ̇(t) < 1,

where τmax ≥ 0 is an upper bound on the delay.

Note that this hypothesis is generally used to ensure the stability or the control-
lability of time-delay systems.

The time-delay dynamics induced by a TP network can be described in a
continuous, discrete or hybrid framework. For analysis purposes, we chose the
continuous formulation but the proposed results can easily be extended to the
other kinds of models. The induced delay is then described by the general class
of systems that write as

ż(t) = f(z(t), ud(t)), z(0) = z0, (1)
τ(t) = h(z(t), ud(t)), (2)

where

• z(t) is the internal state of the network (with initial state z0) , that describes
the time evolution of the emitters window size Wi(t) (for i = 1 . . .N sources
connected to the network) and the router’s queue length q(t), for example.
In that case, the state writes as z(t) = [W1(t) . . . WN (t) q(t)]T ,

• ud(t) is the exogenous input to the system, which is the number of users
N(t) and the link capacity C(t), if both are time-varying. We then have
ud(t) = {N(t), C(t)},

• f(z(t), ud(t)) describes the internal dynamics of the network, set by the TP
on the window sizes and by the queue management scheme on the queue
length, if a buffer is used to manage the packets,

• h(z(t), ud(t)) gives the resulting delay τ(t) from the whole model.

Note that (1)-(2) describes an autonomous system with an exogenous input
ud(t). This input is assumed to be known over a certain range of time ahead
of the present time (equal to the maximum delay expected τmax) in order to
use the predictive approach. This would be the case for periodic systems or if
the transfer protocol is set to declare to the network that its source will emit
and wait during τmax before starting the emission. An appropriate robustness
analysis focused on the predictor sensitivity with respect to the time-delay model
can be used to remove this hypothesis.

The remotely controlled system writes as:

ẋ(t) = Ax(t) + Bu(t− τ(t)), x(0) = x0, (3)
y(t) = Cx(t), (4)
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where x ∈ Rn is the internal state, u ∈ Rl is the control input, y ∈ Rm is the
system output, and A, B, C are matrices of appropriate dimensions. The pairs
(A, B) and (A, C) are assumed to be controllable and observable, respectively,
but no assumption is made on the stability of A.

3 Historical Background

After a short recall on the concept of commandability in the case of the systems
with a delayed input, we present in this section the main results obtained in
the years 1970-1980 concerning the state predictor. More precisely, the concepts
of finite spectrum assignment, system reduction and the use of the predictor to
stabilize systems with a delayed input if this delay is time-varying are detailed.
The state is supposed to be completely known to establish the control law.

3.1 Controllability

The controllability of linear systems with time delays in control is not trivial and
was specifically studied in [7]. We consider the general class of systems described
on [t0, t1] by

ẋ(t) = A(t)x(t) +
k∑

i=0

Bi(t)u(t− τi), (5)

where A(t), Bi(t) are bounded measurable matrices of size n × n and n × l,
respectively, and 0 = τ0 < τ1 < . . . < τk are real numbers. The controllability of
the complete state is usually defined as follows

Definition 1. The complete state of the process (5) at time t is the set xc(t) =
{x(t), v(t, s)}, where v(t, s) = u(s), s ∈ [t− τk, t).

Definition 2. The complete state xc(t0) is said to be controllable on [t0, t1] if
there exists a control u such that x(t1) = 0.

Definition 3. The complete state xc(t0) is said to be absolutely controllable on
[t0, t1] if there exists a control u such that xc(t1) = 0 (both x(t1) = 0 and
v(t1, s) = 0).

Definition 4. The system (5) is said to be (absolutely) controllable on [t0, t1] if
and only if every complete state is (absolutely) controllable on this interval.

These definitions show the influence of the delay on the concept of state and
commandability. Indeed, we do not consider an instantaneous state but an evo-
lution on a time-dependent horizon: the control law u(·) must be known on the
horizon [t −maxk τk, t] to compute the value of ẋ(t). This comes from the fact
that, if two control laws have the same value at a given instant t but a different
history then the system trajectories will be different.

This principle is equivalent to the one used in the definition of the dynamics
of a time-delay system writing as
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ẋ(t) = An x(t) + Ad x(t− τ),

where a proper initial condition is expressed in [2] as

x(t0 + θ) = φ(θ), θ ∈ [−τ, 0], (t0, φ) ∈ R+ × Cν
n, τ

with Cν
n, τ = {φ ∈ Cn, τ : ||φ||c < ν}, where ν is a positive real number, ||φ||C =

sup−τ≤t≤0 ||φ||, || · || refers to the euclidian norm and Cn,τ = C([−τ, 0], Rn)
indicates the Banach space of the continuous vector functions projecting the
interval [−τ, 0] in Rn with a uniformly convergent topology.

The concept of complete state of the first definition is thus introduced to
take into account the history of the control law. The previous definitions are an
application of the concept of commandability, in the traditional sense, to the
class of systems considered. We take into account the fact that the control law
history has to be known before the system initialization (at time t0) and then
kept in memory on the time interval [t−maxk τk, t] to ensure the uniqueness of
the trajectory described by (5).

Remark 1. For simplicity sake, we will consider that the values of the control law
preceding the system initialization are null and that their history is preserved
on the necessary horizon. The initial conditions of the system are thus reduced
to x(t0) and the traditional concepts of commandability can be applied directly.

The use of the the state predictor allows, because of the infinite dimension
of the resulting control law, to obtain a closed-loop system of finite dimension.
This transformation of a system described by a functional differential equation
into a system described by an ordinary differential equation is limited by the
computation precision of the integral term. Indeed, the resulting system can
be non-robust with respect to arbitrarily small uncertainties at this level. A
more complete discussion on this subject is available in [8] and the resulting
performance limitation of is close to the one induced by an error in the delay
estimation, which is studied in [9].

The solution of the differential equation (5), along with the previous definitions,
is used to establish the following theorem on absolute controllability.

Theorem 1. If the matrices A(t), Bi(t) are analytic on [t0, t1], [t0, t1 + τk],
respectively, then the process (5) is controllable absolutely on [t0, t1] if and only
if rank [D(t), LD(t), . . . , Ln−1D(t)] = n for all but isolated points of [t0, t1−τk].
The function D(s) and the operator L are defined as

D(s) .=
k∑

i=0

Φ(s, s + τi)Bi(s + τi) and LD(t) .= (d/ds)D(s)|s=t −A(t)D(t),

where Φ(t, t0) is the transition matrix of A(t).

Remark 2. For the specific case where the process is described by (3) with a
constant delay, D(s) = e−AτB and the absolute stability of this system is ensured
if and only if rank [e−AτB, Ae−AτB, . . . , An−1e−AτB] = n.
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3.2 Finite Spectrum Assignment

It is well known that the use of a linear feedback on a dynamic system with
delayed control generally yields a closed-loop system described by a retarded
functional differential equation with an infinite spectrum. Assigning a finite spec-
trum to such system is not practically feasible with a state feedback control law.
The aim of this section is to present the results derived in [10], where it is shown
that the state predictor can be used to obtain a finite closed-loop spectrum for
the class of systems considered in this paper.

Consider the system with a time delayed input and a non-delayed one

ẋ(t) = Ax(t) + B0u(t) + B1u(t− τ), (6)

where A, B0 and B1 are some matrices of appropriate dimensions. The feedback
is given by

u(t) = Kx(t) + K

∫ 0

−τ

e−(τ+θ)AB1u(t + θ)dθ, (7)

where K is a l×n matrix that specifies the location of the closed-loop spectrum.
The finite spectrum of the closed-loop system is then ensured by the following
theorem.

Theorem 2. The spectrum of the closed-loop system (6), (7) coincides with the
spectrum of the matrix

A + [B0 + e−AτB1]K.

Moreover, assuming controllability (respectively stabilizability) of the pair
(A, B0 + e−AτB1) the spectrum of the system (6), (7) can be placed at any pre-
assigned self-conjugate set of n points in the complex plane (respectively the
unstable eigenvalues of A can be arbitrarily shifted) by a suitable choice of the
matrix K.

Proof (Outline). Assuming that the solutions of (6) can be expressed as x(t) =
eAtκ(t), where κ(t) is a continuously differentiable function, we have that

x(t + τ) = eAτ

[
x(t) +

∫ 0

−τ

e−(τ+θ)A[B0u(t + θ + τ) + B1u(t + θ)]dθ

]
.

Substituting (7) in the previous equation, solving for u(t) and looking for the
delayed input, we obtain

u(t− τ) = K

[
e−Aτx(t)−

∫ 0

−τ

e−(τ+θ)A[B0u(t + θ)dθ

]
. (8)

The expression for u(t) from (7) and the one for u(t − τ) from (8) can now be
substituted in (6). Note that the integral terms cancel each other and we have
the closed-loop result

ẋ(t) = (A + B0K + B1Ke−Aτ )x(t).

This completes the proof. ��
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The original result in [10] was given for the more general class of systems gov-
erned by

ẋ(t) = Ax(t) +
∫ 0

−τ

dβ(θ)u(t + θ), (9)

where β(.) is an n × l matrix function of bounded variation which is a sum of
an absolutely continuous function and a finite number of jump discontinuities.
We restricted the class of processes considered to (6) for sake of simplicity and
to remain in the scope of this chapter. The original use of Lebesgue-Stieltjes
integration in [10] includes some measurement considerations, allowing for some
non-uniformly distributed measurements.

Remark 3. The sensitivity of the design to the plant and control parameter vari-
ations is also considered in [10]. It is shown that, even if the desired finite spec-
trum is not preserved, the closed-loop system remains stable for arbitrarily small
perturbations.

For the specific case where the process is described by (3) with a constant delay
(B0 = 0), the controllability condition of the previous theorem is equivalent to
the condition expressed in Remark 2.

A similar stability result was also established in [11], where the receding horizon
regulator is used to solve the fixed terminal energy problem.

3.3 Reduction of Systems

The previous works are generalized in [12], where an absolute continuity condi-
tion for the reduction of systems with delayed controls is proposed. This allows
for the transformation of a linear system with delayed control into an ordinary
measure-differential control system (system reduction). This transformation is
performed as follows.

Theorem 3. Consider the class of systems described by (6) and define

p(t) .= x(t) +
∫ t

t−τ

e(t−θ−τ)AB1u(θ)dθ.

Then {x(t), u(t)} is admissible for (6) if and only if {p(t), u(t)} is admissible for

ṗ(t) = Ap(t) + B̂(t)u, (10)

with B̂(t) .= B0 + e−AτB1.

For the case of systems with a time-varying delay in the input

ẋ(t) = Ax(t) + Bu(t− τ(t)),

with η(t) .= t − τ(t) absolutely continuous and τ̇ (t) �= 1 for almost every t, the
equivalent system is obtained, for almost every t, using
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B̂(t) =
∑

s∈η−1(t)

eA(t−s)B|1− τ̇ (s)|−1.

where η−1(t) .= {s|η(s) = t}.
The classical techniques of stabilization, optimization and controllability can

be directly applied to the reduced system using the following result.

Theorem 4. Let u(t) = K(t)p(t) be a feedback stabilisation scheme for (10) and
suppose that K(t) is bounded. Then the system (6) is stabilized by the feedback
scheme

u(t) = K(t)
[
x(t) +

∫ t

t−τ

e(t−θ−τ)AB1u(θ)dθ

]
.

Remark 4. The original theorems in [12] are derived for the more general class of
systems governed by (9) (the particular case (6) is introduced as an illustrative
exemple).

3.4 Horizon Computation for the Time-Varying Delay Case

The finite spectrum assignment control scheme is applied more specifically to
systems with time-varying delayed control in [13], where it is used to design
an adaptive algorithm which ensures the output convergence and global stabil-
ity. The specificities induced by this delay and the design of the time-varying
predictor horizon are described in this section.

The first-order system considered in [13] writes as

ẋ(t) = ax(t) + u(t− τ(t)), (11)

with a an unknown positive constant and τ(t) satisfying the conditions stated
in section 2 (τ(t) bounded and τ̇ < 1).

The goal is to express (11) in the form

dx

dζ(t)
(ζ(t)) = ax(ζ(t)) + u(t),

where ζ(t) .= t + δ(t) is the predicted time. This is achieved if δ(t) satisfies
δ(t) − τ(t + δ(t)) = 0. The desired pole placement on the closed-loop system is
obtained using the non-causal control law (since we need to predict the state
evolution)

u(t) = κx(ζ(t)) + ū(t),

where ū(t) is a bounded reference input, κ is a negative constant such that
a + κ < 0, and x(ζ(t)) is obtained from the lemma:

Lemma 1. The prediction x(t + δ(t)) is given by the equation

x(t + δ) = F (ζ(t), t)

[
x(t) +

∫ t

t−τ(t)
F (t, ζ(s))ζ̇(s)u(s)ds

]
,

where F is the state transition function of the system (11), i.e. F (t, σ) = ea(t−σ).
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The previous lemma shows that we are able to set the proposed control law, since
the predicted state x(t + δ) is computed from x(t) and u(s) with s ∈ [t − τ, t].
Expressing (11) in the time-shifted coordinates, we have that

dx

dζ(t)
(ζ(t)) = ax(ζ(t)) + u(t + δ − τ(t + δ)) = ax(ζ(t)) + u(t)

from the definition of δ(t). Introducing the proposed control law, we are able to
set the pole of the closed-loop time-shifted system since it writes as

dx

dζ(t)
(ζ(t)) = (a + κ)x(ζ(t)) + ū(t),

where κ is the control gain.
This method is extended to the stabilization of n-dimensional SISO systems

[14] and a control scheme with a state estimator is proposed. It is also applied
to non-minimum phase systems, in the case of constant delays, in [15].

4 Other Approaches

The state predictor can be combined or studied with other approaches in order
to determine the robustness and performance of the closed-loop system. First,
the problem of robustness with respect to the knowledge of the delay can be
tackled by the frequency approach, in the case of a constant delay. Then, the
H∞ synthesis is used to reject a disturbance on the state, by partially taking
into account the time variation of the delay. A control scheme using explicitely
the network dynamics and an observer-based control law are presented in the
third subsection. To finish, we consider some elements of numerical analysis to
compensate for the instabilities induced by the computation of the integral term
in the state predictor.

4.1 Robustness with Respect to the Delay Estimation: A
Frequency Approach

A robustness criterium is proposed in [16], where the robustness of the state
predictor with respect to delay uncertainties is investigated. The system con-
sidered is a dynamic system with a delayed input such as the one described by
(3), with a constant delay. The robustness problem is formulated by introducing
the maximum deviation of the delay Δ

.= τ − τ̂ , where τ is the delay induced
by the network and τ̂ is the delay used for the prediction (measured, observed
or estimated). The goal is then to find the maximum value Δ of Δ which en-
sures the stability of the closed-loop system for |Δ| ∈ [0, Δ). The consideration
of a constant delay makes it possible to solve this problem using a frequency
approach, detailed below.

The estimated delay is used to establish the control law

u(t) = −KeAτ̂

[
x(t) + eAt

∫ t

t−τ̂

e−AθBu(θ)dθ

]
(12)
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which writes, in the frequency domain, as

(Il + K(sIn −A)−1[In − e−τ̂(sIn−A)]B)u(s) = −Keτ̂Ax(s),

where In is the identity matrix of size n× n and s is the Laplace operator. The
system (3) is described by

(sIn −A)x(s) = Be−τsu(s)

and the characteristic matrix of the closed-loop system is

det

(
sIn −A Be−τs

−Keτ̂A Il + K(sIn −A)−1[In − e−τ̂(sIn−A)]B

)
= det

(
sIn −A + [In − eτ̂A(e−τ̂ s − e−τs)]BK

)
.

Remark 5. When the delay is perfectly known, Δ = 0 and the closed-loop
spectrum is identical to that of the non-delayed equivalent systems described
previously.

The previous discussion makes it possible to establish the following proposition.

Proposition 1. Consider the system described by (3) with a constant delay τ ,
controlled by (12). If the estimated delay τ̂ is different from the one experi-
enced by the control input and Δ describes the deviation of this delay, then the
characteristic-equation of the closed-loop system is

det
(
sIn −A + BK − eτ̂Ae−τ̂s(1− e−Δs)BK

)
.

Remark 6. This result shows the correlation between the choice of the controller
gain K, the estimated delay and the maximum acceptable deviation of this delay.
This illustrates the necessary compromise between a high gain control scheme
(broad bandwidth) and the robustness with respect to the uncertainties on the
delay (sensitivity of the closed-loop system).

The maximum value of the acceptable deviation on the delay can then be com-
puted, in an analytical way for the monovariable case (analysis based on con-
tinuity arguments) or in a numerical way for the multivariable case (frequency
sweeping). The major disadvantage of this method in the context of stabilisation
through networks is that it cannot be applied to the case of variable time-delays,
which is of major importance in the communication networks since the delays
experience strong variations according to the load.

4.2 H∞ Control with a Time-Varying Delay

The receding horizon predictor is included in a H∞ control scheme for a system
with a time-varying delay in the control in [17]. The plant and the sensor channel
are described, respectively, by
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ẋ(t) = Ax(t) + Bu(t− τ(t)) + Dv(t), (13)
y(t) = x(t− ψ(t)), (14)

where v(t) is the disturbance vector, y(t) is the measured output, and both delays
τ(t) and ψ(t) are some positive continuous functions with their time-derivative
less than one. This means that the full state, delayed by ψ(t), is available to
establish the control law. The predictive state formulation p(t) = x(t + δ(t)) is
similar to the one proposed in [18] and writes as

ṗ(t) = Ã(δ̇(t))p(t) + B̃(δ̇(t))u(t) + D̃(ψ(t), ψ̇(t), δ(t))v(t − ψ(t)), p(0) = 0

with

Ã(θ) .= (1 + θ)A, B̃(θ) .= (1 + θ)B and D̃(ψ, θ, δ) .= (1− θ)eA(ψ+δ)D,

where θ denotes the variable of the function considered. Let z(t) be the controlled
output defined by z(t) .= Fp(t), where the constant matrix F is used to estimate
the effect of disturbances. The effect of the disturbance v(t) is compensated if
the following criterion is verified∫ ∞

0
zT (t)z(t)dt ≤ γ2

∫ ∞

0
vT (t)v(t)dt,

for any disturbance v(t) in L2[0,∞), the space of square integrable functions
on [0,∞). From this formulation, the solution of the H∞ control problem is
established in the form of LMIs (linear matric inequalities) for two different
cases:

• the delay is supposed to be known at any time (i.e. it can be predicted) and
the solution is expressed in the form of time-varying LMIs,

• only past and present informations are available; the solution is then estab-
lished using the upper bounds on the delays and their derivatives.

The case of output feedback is also considered, as well as the case when some
sensor noises are present in the output y(t).

The fact that this solution requires to solve LMI at every time to explicitly
use the value of the delay reduces considerably the field of application of this
method. Indeed, the NECS problems as considered here relate to systems with
fast dynamics, where the network has a dominating influence. The synthesis of a
controller implying the resolution of LMI in real time is thus not conceivable in
this case. Nevertheless, this H∞ solution is well suited for perturbed dynamical
systems when the induced time-delay exhibits slow variations.

4.3 Explicit Use of the Network Dynamics and Observer-Based
Control

The relationship between the predictor’s horizon δ(t) and the delay τ(t) is studied
more closely in [19], where a dynamic explicit solution is proposed to compute



28 E. Witrant et al.

δ(t). This solution directly involves the delay dynamics defined in (1)-(2) for
τ(t), which can be obtained from a network model, and is included explicitly in
the control’s formulation. This is expressed in the following theorem, established
for the non-delayed state feedback problem.

Theorem 5. Consider the system described by (3) and assume that the delay
dynamics (1)-(2) is such that H1) holds. Then the state feedback control law

u(t) = −KeAδ(t)

[
x(t) + eAt

t+δ(t)∫
t

e−AθBu(θ − τ(θ))dθ

]
,

δ̇(t) = − λ

1− dτ(ζ)/dζ
δ(t) +

dτ(ζ)/dζ + λτ(ζ)
1− dτ(ζ)/dζ

,

dτ

dζ
(ζ) =

dh

dζ
(z(ζ), ud(ζ)),

dz

dζ
(ζ) = f(z(ζ), ud(ζ)), z(0) = z0,

with ζ(t) = 1 + δ(t), λ is a positive constant and δ(0) = δ0, ensures that the
system trajectories converge exponentially to zero.

The stability of the resulting time-shifted closed-loop system

dx

dζ
(ζ) = (A−BK)x(ζ) (15)

is studied in details in [20] and a direct relationship is established between the
system’s stability and the delays properties. More precisely, the stability analysis
resulted in some precise bounds on the allowable variations of δ(t). It is also
shown that the exponential convergence of (3) can be deduced from the one of
(15) if H1 holds and with bounded initial conditions.

The problem of remote output stabilization via two channels with time-
varying delays is investigated in [20], considering the class of linear systems
that write as (3)-(4). A dynamic model for both delays, satisfying the bound-
ness conditions on the delays and their derivatives is supposed to be given from
(1)-(2). The following result is obtained for the case of observer-based control
when a time-varying delay is experienced on both communication channels (ψ(t)
on the sensor measurements and τ(t) on the control signals) and only the system
output is available to establish the control law.

Theorem 6. Consider the system described by (3)-(4). Assume that the delay
dynamics (1)-(2) is such that H1 holds for both delays, and that

H2) 1 > ψ̇(t) > −1, ∀t ≥ 01

1 This hypothesis is satisfied if the data packets used to establish the control law are
first organized in the proper order and is often used in teleoperation (see [21] for
example).
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Then, the observer-based feedback control law

u(t) = −KeA(δ(t)+ψ(t)) ˆ̄x(t)−KeA(t+δ(t))
∫ t+δ(t)

t−ψ(t)
e−AθBu(θ − τ(θ))dθ,

˙̄̂x(t) = Aˆ̄x(t) + Bu(t− ψ − τ(t− ψ)) + H{y(t)− C ˆ̄x(t)},

with ˆ̄x(t)=̇x̂(t−ψ(t)) ensures that the system trajectories converge exponentially
to zero.

4.4 Numerical Problems Induced by the Computation of the
Integral Term

The computation of the predictive control law is typically carried out thanks to
a finite approximation of the integral part. This leads to a discrete version which
can induce some numerical instabilities. Three studies, carried out for the case
of the constant delays, are quickly described here:

• The implementation by numerical quadrature methods is studied in [22],
where it appears that the most precise methods give the worst results (they
induce more oscillations). Compared to the other traditional approaches,
the backward rectangular method gives the most satisfactory result (neither
oscillations nor overshoot).

• An approximation of the control law with distributed delays by one with
only specific delays using a set of block-pulse functions is proposed in [23].
The advantage of this method is that the nature of the closed-loop system
remains unchanged, but its robustness is not studied.

• A last approximation method is proposed in [8], which also uses a finite
number of specific delays. A low-pass filter introduced in the control loop
(in an implicit way) induces a closed-loop quasi-polynomial of delayed type
instead of the original neutral type (source of instabilities), which prevents
the numerical instability.

When the delay is time-varying, the problem is more complex since in this
case the discretization leads to a discrete controller with variable dimension. The
resulting closed-loop system has a variable number of poles and zeros, which
makes it difficult to study the correlation between numerical instabilities and
the sampling period or the discretization method. This problem would clearly
require a more thorough study but we will be satisfied here to use the method
of the backward rectangular rule to approximate the integral. This choice is
motivated by the simplicity of this approach and its relative robustness in the
case of constant time-delays.

The integration step is chosen to be fixed and equal to the sampling period
Ts. The number of steps nk = n(tk) necessary to estimate the integral at a given
instant t = tk then depends on δ̂k = δ̂(tk) and is defined by nk

.= δ̂k/Ts. This
leads to the following approximation of the integral term, for k = 1, 2, 3, . . .
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Ik = I(tk) .= eAtk

tk+δ̂(tk)∫
tk

e−AθBu(θ − τ(θ))dθ,

≈ Ts

nk−1∑
i=0

e−iATsBu(k + i− τ(k + i)
Ts

),

where the delay is supposed to be a multiple of the sampling period. This as-
sumption is not too restrictive if the sampling period is sufficiently small com-
pared to the delay, so that the fractional part τ(k+i)

Ts
can be neglected in the

approximation of the integral.
The predictive part of the control law proposed in Theorem 5 can then be

expressed in a discrete way

uk = −KeAδk(xk + Ik).

The matrix exponent term can be computed in an approximate way by using
the method of Krylov [24] or in an exact way by the method of the components
of matrices [25].

5 Application Example: Control of an Inverted Pendulum
Through a TCP Network

The application example presented in this section is the system proposed in [26],
where an “T-shape” inverted pendulum is controlled through a simulated TCP
network. This pendulum dynamics is 4th order, nonminimum phase, open loop
unstable and with coupled nonlinearities. Its linearized model writes as

ẋ(t) =

⎡⎢⎢⎣
0 1 0 0

−21.54 0 14.96 0
0 0 0 1

65.28 0 −15.59 0

⎤⎥⎥⎦ x(t) +

⎡⎢⎢⎣
0

8.10
0

−10.31

⎤⎥⎥⎦u(t− τ(t)),

y(t) = x(t).

The behavior of the network considered is set by the average deterministic model
established in [27], where a TCP model with a proportional Active Queue Man-
agement (AQM) policy (set on the router’s site) is proposed. The AQM is intro-
duced with a packet discard function p(x) and acts as a feedback from the router
on the emitter’s window size; the proportional scheme is shown to be stable in
[28]. The network equations then write as

dWi(t)
dt

=
1

Ri(t)
− Wi(t)

2
Wi(t−Ri(t))
Ri(t−Ri(t))

pi(t), (16)

dq(t)
dt

= −Cr +
N∑

i=1

Wi(t)
Ri(t)

, q(t0) = q0, (17)
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where Ri(t)
.= q(t)

Cr
+Tpi is the round trip time, pi(t) = Kpq(t−Ri(t)) and Tpi is

the constant propagation delay. The induced time-delay is τi = 1
2Ri(t) and the

router output link capacity is supposed to be constant.

Example 1. The network consists of one router and two TCP flows (the one used
by the system and the controller, and a disturbing one, acting between t = 10s
and t = 25s). Its parameters are such that the time-delay is obtained from the
following dynamics

dW1(t)
dt

=
1

R1(t)
− W1(t)

2
W1(t−R1(t))
R1(t−R1(t))

p1(t),

dW2(t)
dt

=
1

R2(t)
− W2(t)

2
W2(t−R2(t))
R2(t−R2(t))

p2(t),

dq(t)
dt

= −300 +
2∑

i=1

Wi(t)
Ri(t)

, q(0) = 5,

τ(t) = R1(t)/2,

with R1(t)
.= q(t)

300 + 0.001, R2(t)
.= q(t)

300 + 0.0015, pi(t) = 0.005 × q(t − Ri(t)),

i = 1, 2, and W1(0) = W2(0.25) = 10 packets. The behavior of the network
internal states q(t), W1(t) and W2(t) is presented on figure 2.
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W2(t)

time (s)
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Fig. 2. Behavior of the network internal states

We now detail how the TCP model is used in the computation of the predictor
horizon δ(t) to set the control law established in Theorem 5. From the definition
of Ri(t), we have that

τ(ζ) =
1
2

[
q(ζ)
Cr

+ Tpcs

]
. (18)
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Fig. 3. Computation of the predictor’s horizon

Deriving the previous equation along with (17), it follows that

dτ

dζ
(ζ) =

1
2Cr

⎡⎣N(ζ)∑
i=1

Wi(ζ)
Ri(ζ)

− Cr

⎤⎦ , (19)

where Ri(ζ) is obtained from q(ζ) and N(ζ) is assumed to be known. Both Wi(ζ)
and q(ζ) are obtained from the dynamics (16)-(17): this is done by continuously
computing the solutions of (16)-(17) up to the time t + τmax. (18)-(19) can now
be substituted in (15) to obtain the dynamics δ̇(t).

Example 2. Considering the delay induced by the network corresponding to the
previous example, the predictor’s horizon is computed for two different values of
λ and compared with the exact value (computed using dichotomy) in figure 3.

This simulation shows the effectiveness of the proposed estimation to compute
the time-varying horizon. The estimated horizon quickly converges toward its
exact value (depending on the choice of λ).

Finally, the resulting system response is studied for four different control laws:

• state feedback,
• state predictor with a variable horizon,
• state predictor with a fixed horizon equal to the maximum delay,
• a buffer strategy, where a buffer is added at the system’s input in order to

make the delay constant (equal to its maximum value τmax), combined with
the previous predictor.

In order to compare these methods, the system response to a non-zero ini-
tial condition and with measurement noises (white vibration of power 0.01 and
core [23341]) are illustrated in figure 4. The temporal evolution of the pendulum
angle shows that, compared to the use of a predictor with a variable horizon:

• the simple state feedback induces an overshoot and light oscillations when the
initial condition is non-zero, and significant oscillations when a measurement
noise is added,
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• the state predictor with a fixed horizon, although more suitable than the
previous strategy, induces some oscillations and a longer settling time. It is
also more sensitive to measurement noises,

• the buffer strategy exhibits a quickly compensated initial divergence (due to
the increased delay) and has similar performances as the predictor with a
variable horizon (peak slightly weaker). This strategy has the advantage of
being simpler from the control point of view but introduces an additional
complexity on the system site.

Note that the previous effects are amplified for delays of more significant ampli-
tude and/or variation. Some experimental results [9] have shown that the state
feedback can’t stabilize the system in the real case and a bad transient response,
due to some high frequency noise in the control signal, is obtained if the fixed
horizon predictor or the buffer strategy are used.
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6 Conclusion

In this chapter, the problem of stabilisation through networks has been formu-
lated as the problem of stabilizing a system with a time-varying delay in the
input. The commandability and finite spectrum assignement issues were pre-
sented, along with an overview on the use of state predictors in various control
scheme. The explicit use of the network dynamics in the design of the control
law was emphasized and illustrated by some simulation examples, where three
predictor-based control laws are compared.
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1 Introduction

In this chapter we address the problem of implementing control systems using gen-
eral purpose communication networks to transmit plant state information and control
signals. The main idea is to expose the issues that have to be considered when imple-
menting teleoperation and telepresence applications exploiting already deployed com-
munication infrastructure. Some of these applications may be implemented with local
controllers and remote supervisory systems, where the remote client sends set points
according to the process status received, but the control loops are closed locally. Other
applications however, might require gathering information from different and geograph-
ically distant agents or sensors. In such a case, loops cannot be closed locally, and the
state and control signals must travel across the networks. A general purpose commu-
nication network will however introduce issues such as propagation time-delays and
loss of information. Therefore, the control algorithms must now account for these is-
sues, and they should be robust enough to guarantee a certain level of performance.
We develop in this section a series of experiments to identify the issues induced by a
general purpose communication network, with specific emphasis on wireless networks.
We use standard operating systems and industrial hardware for data acquisition. Then,
we propose compensation alternatives to cope with these issues.

2 Experimental Setup

An experimental setup was implemented in order to expose the issues induced by the
network. As mentioned in Section 1, the idea is to introduce mobility into the plant,
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either by physically moving the plant to new locations without the need to rewire the
network, or by considering a mobile robot as the plant. A laptop computer is used as the
plant’s “brain”, in order to connect to the building’s WLAN using an 802.11b wireless
card. A PCMCIA data acquisition card, DAQ 6024E from National Instruments TM ,
is used to interface the laptop computer to the plant. The software programs used to
acquire state data from the sensors, and to apply control signals to the actuators as well
as to implement the communication routines, are developed in LabView� also from
National Instruments TM .

For the controller computer we used various configurations: A laptop computer con-
nected to the building WLAN, a desktop computer connected to the wired building
LAN, or a computer with broadband connection outside the campus LAN. The pro-
grams in the controller computer, for control and communications, were also developed
using LabView�. All computers were running standard Windows XP Professional.
Time stamping was used in most of our experiments, and we therefore had to synchro-
nize the computers’ clocks. For this purpose, we implemented a routine in LabView�,
similar to the procedure presented in [1], as described in the following steps:

1. The plant’s computer reads its millisecond timer and sets its zero mark, then sends
a zero to the controller computer.

2. The controller’s computer receives the zero from the plant computer, reads its mil-
lisecond timer and sets its zero mark, then sends a zero to the plant computer.

3. The plant’s computer receives the zero from the controller computer, reads its mil-
lisecond timer and calculates its first round-trip time, RTT0. Then, it sends RTT0
to the controller’s computer.

4. The controller’s computer receives RTT0, reads its millisecond timer and calculates
its first round-trip time, RTT1. Then, it sends RTT1 to the plant’s computer.

5. The plant’s computer receives RTT1, reads its millisecond timer and calculates its
second round-trip time, RTT2. Then, it sends RTT2 to the controller computer.

6. The controller’s computer receives RTT2, reads its millisecond timer and calculates
its second round-trip time, RTT3.

The controller’s computer calculates the time offset, toff , between the zero marks in
the computers using

toff = RTT 0−
(

RTT 1−
(

RTT 2− RTT 3
2

))
(1)

The controller’s computer then estimates the current time in the plant’s computer, tp,
using

tp = tc + toff (2)

where tc is the current time in the controller’s computer. Figure 1 depicts the clock
synchronization procedure graphically. The clock’s synchronization routine was imple-
mented using both UDP and TCP over IP. We ran the routine at different times of the
day and with the controller’s computer inside and outside the building LAN. With the
controller’s computer inside the building LAN, (whether it is wireless or wired), and
during low traffic hours, the average round-trip time was 3 msec. During high traffic
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Fig. 1. Clock synchronization procedure

hours the average round-trip time was 6 msec. Having the controller’s computer out-
side the campus LAN, the average round-trip time was 80 msec, and no significant
difference in the round-trip time was observed at different times of the day. The routine
was run before any experiment using time stamping. The estimated error in the clock
synchronization is 1 msec, which is the resolution in the millisecond timers.

3 Issues Introduced by the LAN

3.1 Retention of Packets

One common application in teleoperation and telepresence is the broadcasting of the
plant state’s signals to controllers or supervisory monitoring systems. Such broadcast-
ing could be, for instance, the distance to obstacles, or the current heading and speed
in a mobile robot. With the purpose of measuring the difference in latency for various
sizes of Ethernet packets, we ran a experiment where the plant is transmitting pack-
ets with sizes from 46 to 1500 bytes, and alternating between UDP and TCP. With the
computer’s controller inside the building LAN, we did not observe a significant dif-
ference in the latency when transmitting a single packet (independent of its size and
using either UDP or TCP). However, when the plant broadcasts packets at a given sam-
pling rate, a special feature in TCP limits the broadcasting rate to 200 msec, irrespective
of the packet size. Even when the signals were sampled at a faster rate, TCP retained
the packets until the next multiple of 200 msec. Figure 2 shows the arrival time to the
controller’s computer of time stamps taken at the plant every 20 msec; 9 packets were
retained and, at the next multiple of 200 msec, the group of 10 packets were transmitted
to the controller’s computer. From Figure 2 we see that the samples with time stamps
from 20 to 200 msec arrived to the controller’s computer at tc = 200 msec. This prob-
lem however, did not manifest itself with UDP packets which arrived every 20 msec,
as sampled. Figure 3 shows a plot of the time stamp arrivals, with a sampling time of
200 msec. Now the sampling time is equal to the lower bound in the broadcasting rate
induced by TCP and the packets are not retained. The retention of packets generates a
later bursting of those packets. If the plant’s state samples are not time stamped, confu-
sion results at the controller’s computer as the program simply can not tell the fresher
samples. If bursting occurs, the program in the controller should be able to empty the
incoming queue, discard old packets, and only use the last sample of the plant state.
We connected the plant’s laptop computer to the wired LAN, to verify that this problem
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Fig. 3. Arrivals of time stamps using TCP and UDP, sampling at 200 msec

occurs with TCP, and not because of the wireless medium. The wired connection did
generate the retention of packets when using TCP. Thus, because of this TCP-specific
phenomenon, if the broadcast requires sampling times smaller than 200 msec, our rec-
ommendation is to use UDP, assuming inaccurate samples may be tolerated.

3.2 Disconnection from the WLAN

Another issue introduced in this case by the wireless network is the disconnection of
the plant computer from the WLAN. This problem is attributed to the re-association
procedure that the wireless card executes in order to find the access point with the
strongest signal. We observed that the disconnection occurs on the average every 60
secs and lasts on the average, 1.5 secs. Figure 4 shows the arrival times of time stamps
with a disconnection from the WLAN. The top plot shows a disconnection from the
WLAN when using TCP and a sampling time of 200 msec. The sample with time stamp
tp = 2410 msec arrives to the controller at tc = 2550 msec, showing a time-delay of
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Fig. 4. Disconnection from the WLAN

τ = 140 msec. This time delay includes the delay due to the asynchronism between
the retention feature of TCP and the sampling clock in the plant, plus the propagation
time-delay. The next sample with time stamp tp = 2610 msec arrives to the controller
at tc = 4020 msec, showing a time-delay of τ = 1410 msec. Subtracting the previous
sample time-delay, results in a disconnection time of approximately 1.27 secs.

The bottom plot in Figure 4 shows the time between two disconnections from the
WLAN when using UDP and a sampling time of 200 msec. The first disconnection
occurred at tc = 29133 msec, while the second disconnection occurred at tc = 92296
msec, resulting in a time between the disconnections of approximately 63.163 secs. The
time of disconnection, and the period between disconnections seem to be independent
of the congestion control protocol and sampling time used.

3.3 Propagation Time-Delay

For this experiment the controller’s computer was connected to a broadband ISP outside
the building’s LAN, with the purpose of emphasizing the problem of large time-delays.
We again ran the experiment of reading the plant’s clock as a time stamp and sending it
to the controller’s computer, which sends it back immediately. The plant’s computer reg-
isters the arrival times and computes the round-trip times. Figure 5 shows the resulting
round-trip times of 100 samples. In order to check for symmetry in the channel, we also
plot the arrival times at the controller’s computer, Figure 6 shows the plant-to-controller
time-delay for 100 samples. We ran these experiments several times at different times
of the day. The mean of the round-trip times changed slightly, but the standard devia-
tion was relatively constant. The plant-to-controller and controller-to-plant time-delays
were verified to be close, thus establishing that the propagation channel is symmetric.
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With the purpose of illustrating the effect of time-delay and to set a basis for the
compensation schemes to be presented in Section 3.4, let us consider the scalar system

ẋ = ax + bu (3)

where a > 0, and b > 0. Let us also consider state (in this case also output) feedback
control with gain K , i.e. u = −Kx. The sensing is clock-driven with sampling time
ts, and the control and actuation are event-driven. This means that the controller will
compute and send a control signal as soon as it receives a sample, and that the plant
will immediately process any received control signal. The time-delay between the plant
and the controller is denoted by τpc, while the time-delay between the controller and
the plant is denoted by τcp, as depicted in Figure 7. At this time, we consider that the
combined time-delay is less than the sampling time. We observe that the control signal
u = −Kx[(k − 1)ts] arrives to the plant at time (k− 1)ts + τpc + τcp, and is held until
time kts + τpc + τcp, when it is replaced by the new control signal u = −Kx[kts].
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Thus, two control signals are applied during the interval kts ≤ t ≤ (k + 1)ts. Solving
for the system’s state in equation (3) in the interval kts ≤ t ≤ kts + τpc + τcp, yields

x[kts + τpc + τcp] = Φ1x[kts] + Γ1x[(k − 1)ts] (4)

where

Φ1 = ea(τpc+τcp)

Γ1 = − b

a
K
(
ea(τpc+τcp) − 1

)
Now, solving for the interval kts + τpc + τcp ≤ t ≤ (k + 1)ts, results

x[(k + 1)ts] = Φ2x[kts + τpc + τcp] + Γ2x[kts] (5)

where

Φ2 = ea(ts−τpc−τcp)

Γ2 = − b

a
K
(
ea(ts−τpc−τcp) − 1

)
Substituting (4) into equation (5), and simplifying

x[(k + 1)ts] = Ψx[kts] + Υx[(k − 1)ts] (6)

where

Ψ = eats − b

a
K
(
ea(ts−τpc−τcp) − 1

)
Υ = − b

a
K
(
eats − ea(ts−τpc−τcp)

)
Consider now the augmented vector

y[kts] =
[

x[kts]
x[(k − 1)ts]

]
(7)
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leading to the augmented system

y[(k + 1)ts] = Φy[kts] (8)

where

Φ =
[

Ψ Υ
1 0

]
(9)

Thus, given the system parameters a and b, control gain K , and sampling time ts, there
exists an upper bound, τ∗, in the combined time-delay τ = τpc + τcp, such that if
τ < τ∗ the matrix Φ in equation (9) is Schur. In other words, the system can tolerate
the combined time-delay τ = τpc + τcp, and still converge to the origin.

3.4 Compensation Approaches

The use of time stamping in the plant’s samples, along with clock synchronization be-
tween the plant and controller computers, allows the controller to estimate the time
elapsed in the plant since the last received plant sample was taken. If in addition, the
plant sends to the controller the last control signal applied, also time stamped, and as-
suming knowledge of the plant’s model, the controller can estimate the current state
of the plant, then generate a more accurate control signal. The following subsections
present compensation approaches for the propagation time-delay and the network dis-
connection, assuming the conditions mentioned above.

3.5 Compensating for Plant-to-Controller Time-Delay

Assuming that the plant transmits to the controller state samples with time stamp tps,
and the last control signal applied with time stamp tcs, then the plant-to-controller time-
delay can be obtained from

τpc = tc + toff − tps (10)

where tc is the sample arrival time at the controller, and toff is the offset time between
the plant and controller clocks. For the sake of simplicity, we consider zero computation
time for the control signal. Now, using the elapsed time τpc, the controller can estimate
the current state of the plant, and uses that estimate to generate the control signal. Using
again Figure 7, the control signal u = −Kx̂[(k − 1)ts + τpc] arrives at the plant at
time (k − 1)ts + τpc + τcp, and is applied and held until the next control signal u =
−Kx̂[kts + τpc] arrives to the plant at time kts + τpc + τcp. We can solve for the state
of the system in equation (3) in the interval kts ≤ t ≤ (k +1)ts, in the following steps:

x[kts + τpc] = Φ3x[kts] + Γ3x[(k − 1)ts + τpc] (11)

where

Φ3 = eaτpc Γ3 = − b

a
K(eaτpc − 1)

x[kts + τpc + τcp] = Φ4x[kts + τpc] + Γ4x[(k − 1)ts + τpc] (12)
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where

Φ4 = eaτcp Γ4 = − b

a
K(eaτcp − 1)

x[(k + 1)ts] = Φ5x[kts + τpc + τcp] + Γ5x[kts + τpc] (13)

where

Φ5 = ea(ts−τpc−τcp) Γ5 = − b

a
K(ea(ts−τpc−τcp) − 1)

x[(k + 1)ts + τpc] = Φ6x[kts + τpc + τcp] + Γ6x[kts + τpc] (14)

where

Φ6 = ea(ts−τcp) Γ6 = − b

a
K(ea(ts−τcp) − 1)

x[(k + 1)ts + τpc + τcp] = Φ7x[kts + τpc + τcp] + Γ7x[kts + τpc] (15)

where

Φ7 = ea(ts) Γ7 = − b

a
K(eats − 1).

Defining now the augmented vector

v[kts] =

⎡⎢⎢⎢⎢⎣
x[kts + τpc + τcp]

x[kts + τpc]
x[kts]

x[(k − 1)ts + τpc + τcp]
x[(k − 1)ts + τpc]

⎤⎥⎥⎥⎥⎦ (16)

the augmented system becomes

v[(k + 1)ts] = Φpcv[kts] (17)

where

Φpc =

⎡⎢⎢⎢⎢⎣
Φ7 Γ7 0 0 0
Φ6 Γ6 0 0 0
Φ5 Γ5 0 0 0
0 Φ4 0 0 Γ4
0 0 Φ3 0 Γ3

⎤⎥⎥⎥⎥⎦ (18)

For the purpose of illustration, let us consider the following example.

Example 1. Let the system’s parameters be a = 1, b = 1, K = 2, the sampling time
ts = 500 msec, and the propagation time-delays, τpc = 100msec and τcp = 100 msec.
Substituting these parameters in the transition matrix of equation (9), for the original
uncompensated system, its eigenvalues are found to be:λ = 0.4745 ± 0.6104i which
lie inside the unit circle. Now let us increase the propagation time-delays to τpc =
τcp = 250 msec, which correspond to one sample delay control. Substituting again the
parameters in equation (9), the eigenvalues are found to be λ = 0.8244 ± 0.7860i.
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Note that the eigenvalues now lie outside the unit circle. Using compensation for the
propagation time-delay τpc, we find the eigenvalues in equation (18) to be λ = 0, −
0.5681, 0, 0.5403, and ± 0.6614i. All the eigenvalues now lie inside the unit circle,
and in spite of the large propagation time-delays, the compensation scheme makes the
system converge to the origin.

3.6 Compensating for Controller-to-Plant Time-Delay

In the previous subsection, the estimate of the plant state, x̂[kts + τpc], was computed
based on the measured time-delay τpc. The resulting control signal u = −Kx[kts +
τpc] generated will arrive at the plant with a time-delay τcp, but unfortunately, at the
time of computing the control signal, this controller-to-plant time-delay is unknown.
However, assuming that we have the time stamps of the previous control signals applied
to the plant, we can obtain an estimate of the next controller-to-plant time-delay. So,
considering that this prediction of τcp is accurate with some degree of confidence, we
can estimate the plant’s state at the time of arrival of the control signal. Proceeding in a
similar fashion to the previous subsection, the state of the system in equation (3), in the
interval kts ≤ t ≤ (k + 1)ts, can be obtained in the following steps:

x[kts + τpc] = Φ3x[kts] + Γ3x[(k − 1)ts + τpc + τcp]

x[kts + τpc + τcp] = Φ4x[kts + τpc] + Γ4x[(k − 1)ts + τpc + τcp]

x[(k + 1)ts] = Φ5x[kts + τpc + τcp] + Γ5x[kts + τpc + τcp]

x[(k + 1)ts + τpc] = Φ6x[kts + τpc + τcp] + Γ6x[kts + τpc + τcp]

x[(k + 1)ts + τpc + τcp] = Φ7x[kts + τpc + τcp] + Γ7x[kts + τpc + τcp]

The parameters Φ3 to Φ7, and Γ3 to Γ7, are the same as in the previous subsection.
Considering again the augmented vector of equation (16), the augmented system com-
pensating for both time-delays is given by:

v[(k + 1)ts] = Φτv[kts] (19)

where

Φτ =

⎡⎢⎢⎢⎢⎣
Φ7 + Γ7 0 0 0 0
Φ6 + Γ6 0 0 0 0
Φ5 + Γ5 0 0 0 0

0 Φ4 0 Γ4 0
0 0 Φ3 Γ3 0

⎤⎥⎥⎥⎥⎦ (20)

Again, for illustration purposes, let us use the following example.
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Example 2. Let us consider the same system parameters as in example 1, but assume
now the time sampling is ts = 700 msec, and the time-delays, τpc = τcp = 100
msec. Substituting these parameters in the transition matrix of equation (9) for the orig-
inal uncompensated system, the eigenvalues are found to be λ = 0.3582 ± 0.7757i
which still lie inside the unit circle, despite the time-delays. Now, let us increase the
propagation time-delays to τpc = τcp = 200 msec. Substituting again the parame-
ters in equation (9) we obtain λ = 0.6570 ± 0.9466i. Now, the eigenvalues lie out-
side the unit circle. Using compensation only for propagation time-delay τpc, we use
these parameters in the transition matrix of equation (18), resulting in the eigenvalues:
λ = 0, −0.4428, 0, and0.3582±0.7757i. All the eigenvalues lie inside the unit circle.
Let us now increase the propagation time-delays to τpc = τcp = 300 msec. Substituting
again the parameters in the transition matrices of equations (9) and (18), we obtain the
eigenvalues: λ = 0.9017± 1.0020i and λ = 0, − 0.6997, 0, and0.5151± 0.8824i.
Even with the compensation for the plant-to-controller time-delay, the complex con-
jugate eigenvalues lie outside the unit circle. Applying compensation for both time-
delays, we substitute the parameters in the transition matrix of equation (20), resulting
in the following eigenvalues λ = 0, − 0.6997, 0, 0, − 0.0138. All the eigenvalues
lie inside the unit circle. Despite the large propagation time-delays, the compensation
scheme for both time-delays makes the system converge to the origin.

3.7 Compensating for Disconnection from the WLAN

Now, consider the case of disconnection from the network, or equivalently of dropped
packets. The effects of this issue on the networked-closed-loop system will depend on
the stability of open-loop plant, and on the state of the plant at the time of the discon-
nection. In the case of an open-loop stable plant, a sufficiently large disconnection will
move the plant towards an equilibrium point defined by the control signal being applied
at the time of disconnection. However, in an open-loop unstable plant, the plant states
will continue to increase exponentially in the direction they were moving at the time
of disconnection. Fast dynamics plants may get out of control, but for some slower dy-
namics plants, this might be a recoverable situation. In the previous chapter, we gave
upper bounds on the time that an unattended unstable system can stay inside its region
of attraction, assuming saturation in the control signal. We can use those results to de-
cide if the plant should hold the last control signal applied, or if it should apply zero
control signal when a disconnection is detected.

Considering the system in equation (3), and assuming the saturation values ±umax

in the control signal, the region of attraction is defined by the interval

−xmax = − b

a
umax < x <

b

a
umax = xmax (21)

In order to find the best control action that the plant should apply in case of a disconnec-
tion, whether to hold the last control signal u(td) or to apply zero control signal, we can
use the expression of the state for system (3) and solve for the time te, at which the plant
state leaves the region of attraction ±xmax, given an initial condition x(td). Consider-
ing first the case of applying zero control signal, the time te at which the plant state,
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with initial condition x(td) > 0, will reach the positive edge, xmax, of the region of
attraction is given by

te =
1
a

ln
(

xmax

x(td)

)
(22)

Now, considering that the plant holds the last control signal applied u(td) = −Kx(td),
and assuming state feedback with initial condition x(td) > 0, the time te at which the
plant state reaches the negative edge, −xmax is given by

te =
1
a

ln

(
−xmax − aK

b x(td)
x(td)− aK

b x(td)

)
(23)

Rearranging terms, we obtain

te =
1
a

ln

(
xmax

x(td)(aK
b − 1)

+
aK
b

aK
b − 1

)
, (24)

for values of aK
b in the interval

2 >
aK

b
> 1 (25)

The time te in equation (24) for which the system can be unattended is larger than the
one in equation (22). In this case holding the last control signal will give the system a
better chance to recover from the disconnection.
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Fig. 8. Response of the plant states with time-delay, and compensations later applied

3.8 Experimental Results

In order to evaluate the performance of the time-delay compensation approaches, and
considering the disconnection cases as proposed in Section 3.4, we implemented the
system in equation (3) as an electronic circuit having the approximate model

ẋ = 3.2x + 3.2u (26)
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This circuit is then considered as our physical plant. We used as the controller a com-
puter connected outside the campus LAN, and applied state feedback with gain K = 2.
The round-trip time was on the average around 80 msec, as shown in Figure 5, and the
one-way trips were fairly symmetric as shown in Figure 6.

In the first experiment we used a sampling time ts = 240 msec. Figure 8 shows the
response to the initial condition x(0) = 9.6 volts. For the first 15 secs no compensation
was applied and the plant state oscillates between ±4 volts. At t = 15 secs compensa-
tion for the plant-to-controller time-delay τpc is applied, which reduces the oscillations
to ±2 volts. At t = 32 secs compensation for the controller-to-plant time-delay τcp is
also applied, and this reduces the oscillations almost to zero. At t = 56 secs a discon-
nection occurs, but the system is able to recover from it.

In the second experiment we used a sampling time ts = 220 msec, but in this case
the compensations for both time-delays were applied since t = 0. Figure 9 shows the
response to the initial condition x(0) = 9.6 volts. We can see that despite the time-delay,
the system converges to zero after 25 secs. At time t = 55 secs a disconnection occurs
and the system is able to recover from it with less oscillations than in the first experiment.
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In the third experiment we used a sampling time ts = 200 msec, and the compen-
sations for both time-delays were also applied at t = 0. Figure 10 shows the response
to the initial condition x(0) = −9.6 volts. Two disconnections occurred, the first at
t = 50 secs, and the second at t = 113 secs, but the system suffered a minimum level of
disruption.

4 Teleoperation Experiment

So far, we have exposed the various issues that arise in a NCS. In this section, we focus
on the time-delay issue, in a teleoperation experiment.

4.1 Experimental Setup

The teleoperation experiment was set up between a PHANToM T M Desktop haptic de-
vice as a master device, that was locally at the Coordinated Science Laboratory at the
University of Illinois at Urbana Campaign, and a slave mobile robot located at the Net-
work Control Systems Laboratory at the UNM. A laptop computer connected to the
Internet through an Ethernet Card was used in the robot. A wired LAN was used in-
stead of the WLAN in order to avoid the disconnection issue highlighted in Subsection
3.1. A PCMCIA data acquisition card, DAQ 6024E from National Instruments TM , was
used to interface the laptop computer to the mobile robot. The software programs used
to acquire the state’s measurements from the encoders and to apply control signals to
the motors, as well as to implement the communication routines, were developed in
LabView�, another National Instruments TM product. For the haptic device master sta-
tion, a PC computer with two Pentium� 4 processors at 2.8GHz was connected to the
Internet. The control and communication programs in the controller computer were de-
veloped using Microsoft TM Visual C++� ver. 6. All computers were running standard
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Windows� XP Professional. UDP was again the transmission protocol chosen to send
and receive data from/to haptic device to/from mobile robot through the Internet, to
alleviate the bursting phenomenon, described in Subsection 3.2.

4.2 Implementation

Well known is that time delay in the communication channel may cause instability in
the teleoperation algorithm. For the this experiment, we use the control law proposed in
[3], which, by enforcing passivity of the closed-loop teleoperator, ensures stable tele-
operation with constant time-delays. Moreover, this control law also addresses kine-
matic/dynamic discrepancy between the master and slave systems, i.e. master haptic
device is holonomic and has confined workspace, but slave mobile robot is nonholo-
nomic and has unlimited workspace [4]. Consider the degrees of freedom defined in
Figure 11. We also consider the next model for the the mobile robot

mv̇ = −ηv +
1
r
(τr + τl) (27)

Jω̇ = −ψω +
l

r
(τr + τl) (28)

Where v, θ are linear velocity and heading angle, mc, is the cart mass, J is the inertial
moment, b is the the half-width of the cart, τr, τl are the torques for the right and left
wheels, η is the viscous friction coefficients and ψ is the rotational friction coefficient
(for simplicity, we made two assumptions: wheel inertial equal to zero and the geomet-
rical center of the robot coincides with the center of mass). It was also considered that
the robot has the pure rolling non slipping constraint −ẋsinθ + ẏcosθ = 0, see [5].
After some step response experiments, we determined the parameters of the robot as
follows: mc = 25 kg, J = 1.03 kgm, l = 0.203 m, r = 0.101 m, ψ = 5.51 kgm/s
and η = 133.7 kg/s. According to [3], we sent r̂(t) := ṙ(t) + λr(t) as the reference
command for the linear velocity v of the slave mobile robot. Also, the angular position
φ of the haptic interface was taken as the angular position reference for the slave mobile
robot heading angle θ (Figure 11. The master control law was given by

Tr(t) := −Brṙ(t)−Krr(t) −Krv(r̂(t)− v(t− τ2)), (29)

Tφ(t) := −Bφθ(φ̇(t)− θ̇(t− τ2))

−Bφφ̇(t)−Kφθ(φ(t) − θ(t− τ2)), (30)

and the slave control law was given by

Tv(t) := −Krv(v(t) − r̂(t− τ1)), (31)

Tθ(t) := −Bφθ(θ̇(t)− φ̇(t− τ1))
−Kφθ(θ(t)− φ(t− τ1)). (32)

where T� is the control command acting along the � direction, τ1, τ2 are the for-
ward/backward delays, and Krv, Kr, Kφθ, Bφθ, Bφ are (positive) control gains.

We set the control gains as follows: Br = 0.5, Kr = 0.001, Krv = 100.0, Bφ = 0.1,
Bφθ = 1000.0, Kφθ = 2500.0 and λ = 0.04. Here, λ was determined by trial-and-error
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Fig. 12. Linear velocity response

Fig. 13. Heading angle response

without master inertia identification as required in [3], while Bφθ was set with the as-
sumption that the maximum round-trip delay can go up to 0.8 sec. For the actual im-
plementation, the round-trip delay between the master and the slave locations was mea-
sured repeatedly, and found to have a mean of about 60 ms. In the case of the control
law implemented in the robot, the gains were as follows: Krv = 100.0, Bφθ = 1× 106

and Kφθ = 2.5× 106.
The force generated at the haptic interface was also scaled to achieve the bilateral

power scaling, with which the different size/strength between the master and slave can
be matched with each other. In [3], the control law (Equations (29)-(32)) was derived for
the linear master system with constant delay. However, even with the nonlinear Phantom
as the master system and time-varying delays, this control law was working fine and no
unacceptable behavior (e.g. instability) was observed during this experiment. For more
details on the control law (e.g. passivity proof, constraints on the master-slave dynamics
and control gains), please refer to [3].
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In our UDP communication scheme, each packet sent has a unique identification
number. Let the packet pi, i ∈ N be the one received at time ti without previously
receiving pi−1. If packet pi−1 is received a time later than ti, then pi−1 is dropped to
avoid time reversing.

4.3 Experimental Results

To cope with the time-varying delay, two approaches are possible: a) the estimation of
the plant state that was explained in Subsection 3.3, and b) the addition of a buffer [6].
The buffer may be used to save the information that arrives from the opposite side of
the teleoperation loop during a time that exceeds the maximum time delay. This infor-
mation is then feed into the controllers at a constant rate to each controller. By using
this method, the time delay may be kept constant at the expense of making it larger.

For the teleoperation experiment, we developed the buffer idea. However, our control
law is capable of producing acceptable performance of the NCS even in the absence of
the buffer, and without any other time-varying delay compensation scheme, as shown
in Figures 12, and 13, which show the tracking performance of the remote slave robot.

Fig. 14. Force feedback in r direction

Fig. 15. Force feedback in φ direction
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The force reflected to the master in this experiment is due to the dynamics of the
slave robot. In other words, even though there is no force applied to the robot from an
obstacle, gravity, friction and time delays force the robot to have a settling time different
from zero. This in turn produces an error between the references sent to the slave and the
actual state measurements, which forms the basis for the force reflection control laws
designed in Equations (29)-(32). The force reflection response is shown in Figures 14
and 15.

As we said before, the buffer idea was also implemented. The buffer size was chosen
of 20, so this imply a constant time-delay in the loop of almost 20 times the average
delay. This size was chosen assuming that neither the network nor the computer pro-
cessing time will induced any longer delay and it worked reasonable for the experiment.
Since the delay time in the loop was incremented by the buffer inclusion, the control
gains were tuned again. In the case of the robot control law , the gains were as follows:
Krv = 100.0, Bφθ = 1 × 105 and Kφθ = 2.5 × 106. For the haptic device control
law, the gains were: Br = 0.5, Kr = 0.001, Krv = 100.0, Bφ = 0.1, Bφθ = 100.0,
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Kφθ = 2500.0 and λ = 0.04. The experimental results that we get from the application
of the buffer are shown in two sets. The first set is composed of the linear velocity re-
sponse and the heading angle response of the mobile robot to the reference sent from the
haptic device. The second set is composed force feedback response of the haptic device.

From these results we see that the tracking in velocity and angle present a longer
delay, caused by the buffer. However, the tracking in the angle is more accurate than
when the buffer was not used. And this was expected since the control algorithm was
designed considering a constant delay.

5 Conclusions

We have identified issues induced by a wireless network, which as far as we know had
not been reported before. Teleoperation and telepresence applications involving mobile
robots have to be implemented using wireless networks. The use of standard operating
systems and wireless protocols would induce these or similar issues, and the control al-
gorithms should therefore be robust enough to overcome these problems. We presented
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compensation algorithms for propagation time-delay and evaluated these approaches in
an experimental set-up with satisfactory results.
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Summary. Load balancing for parallel computations is modeled as a deterministic
dynamic nonlinear time-delay system. This model accounts for the trade-off between
using processor time/network bandwidth and the advantage of distributing the load
evenly between the nodes to reduce overall processing time. A distributed closed-loop
controller is presented to balance load dynamically at each node by using not only the
local estimate of the work load of other nodes, but also measurements of the amount
of work load in transit. To handle the time varying delays arising in the closed-loop
load balancing, a discrete event simulation based on OPNET Modeler is presented and
compared with the experiments. Results indicate good agreement between the nonlinear
time-delay model and the experiments on a parallel computer network. Moreover, both
simulations and experiments show a dramatic increase in performance obtained using
the proposed closed loop controller.

1 Introduction

Parallel computer architectures utilize a set of interconnected computational ele-
ments (CEs) to achieve performance that is not attainable on a single processor,
or CE, computer. The goal of load balancing is to minimize the execution time for
a program by distributing computational loads as judiciously as possible across
the available, possibly heterogeneous CE’s. The effects of the communications
required to distribute the work load consume both computational resources and
network bandwidth. Therefore, a balanced system provides the most efficient
implemenation of parallel applications taking into consideration the network
topology and heterogeneity of the parallel architecture.

There are various taxonomies of load balancing algorithms existing in the
literature ([1][2] etc.) Direct methods, or static balancing, examine the global
distribution of computational load and assign portions of the workload to com-
puting resources before processing begins. Iterative methods, or dynamic bal-
ancing, examine the progress of the computation and the expected utilization of
resources, and adjust the workload assignments periodically as computation pro-
gresses. Assignment may be either deterministic that depends on some predefined
strategy [3][4][5], or stochastic that distributes loads in some random fashion.

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 57–76, 2007.
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A comparison of several deterministic methods is provided by Willebeek-LeMair
and Reeves [6]. Approaches to modeling and iterative load balancing are given
in [7][8][9][10][11][12] etc. In recent years, control theory has shown signifi-
cant promise towards developement of load balancing techniques, especially for
database applications and web services [13][14][15][16]. A queuing theory [17]
approach is well-suited to the modeling requirements and has been used in the
literature by Nelson [18], Spies [19] and others. However, whereas Spies etc.
assumes a homogeneous network of CEs and models the queues in detail, the
present work generalizes a queue length to an expected waiting time, normaliz-
ing to account for differences among CEs, and aggregates the behavior of each
queue. Previous results by the authors appear in [20][21][22][23][24][25][27].

The advantage of dynamic load distribution is limited by diminishing returns
as load distribution and task processing contend for the same resources on each
CE. It is not difficult to imagine scenarios in which load distribution occurs
so frequently that loads are shifted around a parallel architecture without ever
being computed. It is therefore necessary to insure stability of a load balanc-
ing algorithm. Our work in [24] discusses a mathematical model that captures
the constraints of a dynamic load balancing technique and proves stability. The
abilities of this open loop model have been shown to perform well in both ex-
perimentation and SimulinkTM simulation.

There is a trade-off between using processor time/network bandwidth and the
advantage of distributing the load between nodes to reduce overall processing
time. Our work in [24] discusses a mathematical model to capture the processor
resource constraints in load balancing. The open loop experiments and Simulink
simulations correspond well. The work has been extended to the closed loop
control of a load balancing network and some initial results are presented in
[25]. However, Simulink does not lend itself easily to handling the time varying
delays which arise in the closed loop case. This motivated the authors to develop
a new discrete event simulation based on OPNET Modeler.

This work presents the nonlinear model and closed loop control of a load bal-
ancing network with time delays and processor resource constraints. The closed
loop controller at each node uses not only the local estimate of the work loads
of other nodes, but also measurements of the amount of work loads in tran-
sit to it. A discrete event simulation using OPNET Modeler is presented and
compared with the experiments on a parallel computer network. The OPNET
Modeler simulations indicate good agreement of the nonlinear time-delay model
with the actual implementation. Both OPNET simulations and experimental re-
sults show the superiority of the controller based on the anticipated work loads
to the controller based on the local work loads only.

Section 2 presents a model of a load balancing algorithm in the computer net-
work that incorporates the presence of time delays in communicating between
nodes and transferring tasks. Section 3 addresses the feedback control law on a
local node and how a node portions out its tasks to other nodes. Feedback con-
trollers based on the actual work load and on the anticipated work load are dis-
cussed in this section. Section 4 presents the OPNET model of a load balancing
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system. Both simulations and experiments are presented to compare these two
feedback controllers. Finally, Section 5 is a summary of the present work.

2 Mathematical Model of Load Balancing

In this section, a nonlinear continuous time model is developed to model load
balancing among a network of computers. Consider a computing network con-
sisting of n computers (nodes) all of which can communicate with each other. At
start up, the computers are assigned an equal number of tasks. The change of
load at each computer will lead to load imbalance, as some nodes may operate
faster than others. In addition, when a node executes a particular task it can in
turn generate more tasks so that very quickly the loads on various nodes become
unequal. To balance the loads, each computer in the network sends its queue size
qj(t) to all other computers in the network. A node i receives this information
from node j delayed by a finite amount of time τij ; that is, it receives qj(t− τij).
Each node i then uses this information to compute its local estimate1 of the
average number of tasks in the queues of the n computers in the network. The
simple estimator

(∑n
j=1 qj(t− τij)

)
/n, (τii = 0) which is based on the most

recent observations is used. Node i then compares its queue size qi(t) with its
estimate of the network average as

(
qi(t)−

(∑n
j=1 qj(t− τij)

)
/n
)

and, if this
is greater than zero or some positive threshold, the node sends some of its tasks
to the other nodes. If it is less than zero, no tasks are sent. Further, the tasks
sent by node i are received by node j with a delay hij . The task transfer delay
hij depends on the number of tasks to be transferred and is much greater than
the communication delay τij . The controller (load balancing algorithm) decides
how often and fast to do load balancing (transfer tasks among the nodes) and
how many tasks are to be sent to each node.

As just explained, each node controller (load balancing algorithm) has only
delayed values of the queue lengths of the other nodes, and each transfer of data
from one node to another is received only after a finite time delay. An impor-
tant issue considered here is the effect of these delays on system performance.
Specifically, the model developed here represents our effort to capture the effect
of the delays in load balancing techniques as well as the processor constraints so
that system theoretic methods could be used to analyze them.

With qi(t) the number of tasks on node i and tpi the average time needed to
process a task on node i, the expected waiting time can be denoted by xi(t) =
qi(t)tpi . In this way we generalize queue lengths to expected waiting times and
use normalization to account for differencs among CEs. The basic mathematical
model of a given computing node for load balancing is given by
1 It is an estimate because at any time, each node only has the delayed value of the

number of tasks in the other nodes.
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dxi(t)
dt

= λi − μi (1− ηi(t))− Um(xi)ηi(t)

+
n∑

j=1

pij
tpi

tpj

Um(xj(t− hij))ηj(t− hij) (1)

pij � 0, pjj = 0,
n∑

i=1

pij = 1

where

Um(xi) = Um0 > 0 if xi > 0
= 0 if xi ≤ 0.

In this model we have

• n is the number of nodes.
• xi(t) is the expected waiting time experienced by a task inserted into the

queue of the ith node. Note that xj/tpj = qj is the number of tasks in the
node j queue. If these tasks were transferred to node i, then the waiting time
transferred is qjtpi = xjtpi/tpj , so that the fraction tpi/tpj converts waiting
time on node j to waiting time on node i.

• λi ≥ 0 is the rate of generation of waiting time on the ith node caused by
the addition of tasks (rate of increase in xi).

• μi ≥ 0 is the rate of reduction in waiting time caused by the service of tasks
at the ith node and is given by μi ≡ (1× tpi) /tpi = 1 for all i if xi(t) > 0,

while if xi(t) = 0 then μi � 0, that is, if there are no tasks in the queue, then
the queue cannot possibly decrease.

• ηi = 1 or 0 is the control input which specifies whether tasks (waiting time)
are processed on a node or tasks (waiting time) are transferred to other nodes.

• Um0 is the limit on the rate at which data can be transmitted from one node
to another and is basically a bandwidth constraint.

• pij defines how to portion the tasks to be sent out on each sending node i.
It is the probability that a certain waiting time to be transferred from node
j to node i with pij � 0,

∑n
i=1 pij = 1 and pjj = 0.

• pijUm(xj)ηj(t) is the rate at which node j sends waiting time (tasks) to
node i at time t. That is, the transfer from node j of expected waiting time∫ t2

t1
Um(xj)ηj(t)dt in the interval of time [t1, t2] to the other nodes is carried

out with the ith node being sent the fraction pij

∫ t2
t1

Um(xj)ηj(t)dt of this

waiting time. As
∑n

i=1

(
pij

∫ t2
t1

Um(xj)ηj(t)dt
)

=
∫ t2

t1
Um(xj)ηj(t)dt, this re-

sults in removing all of the waiting time
∫ t2

t1
Um(xj)ηj(t)dt from node j to

the other nodes.
• The quantity pijUm(xj(t − hij))ηj(t − hij) is the rate of transfer of the ex-

pected waiting time (tasks) at time t from node j by (to) node i where hij

(hii = 0) is the time delay for the task transfer from node j to node i.
• The factor tpi/tpj converts the waiting time from node j to waiting time on

node i.
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In this model, all rates are in units of the rate of change of expected waiting
time, or time/time which is dimensionless. As ηi = 1 or 0, node i can only send
tasks to other nodes and cannot initiate transfers from another node to itself. A
delay is experienced by transmitted tasks before they are received at the other
node. Model (1) is the basic model, the pji defines how to portion the tasks to be
transferred on each sending node i. One approach is to choose them as constant
and equal

pij = 1/(n− 1) for j �= i and pii = 0 (2)

where it is clear that pij � 0,
∑n

j=1 pij = 1. Another approach is to base them
on the estimated state of the network; this approach is given in the next section.

The non-negativity and conservation of queue lengths and a stability analysis
of this model is given in [24]. The model is shown to be self consistent in that
the queue lengths are always nonnegative and the total number of tasks in all
the queues and the network are conserved (i.e., load balancing can neither create
nor lose tasks). The model is only (Lyapunov) stable, and asymptotic stability
must be insured by judicious choice of the feedback.

3 Feedback Control

The feedback law at each node i was based on the value of xi(t) and the delayed
values xj(t− τij) (j �= i) from the other nodes in [23]. Here τij (τii = 0) denote
the time delays for communicating the expected waiting time xj from node j to
node i. These communication delays τij are much smaller than the corresponding
data transfer delays hij of the actual tasks. Define

xi avg �

⎛⎝ n∑
j=1

xj(t− τij)

⎞⎠ /n (3)

to be the local average which is the ith node’s estimate of the average of all the
nodes. (This is only an estimate due to the delays). Further, define

yi(t) � xi(t)− xi avg(t) = xi(t)−
∑n

j=1 xj(t− τij)
n

(4)

to be the expected waiting time relative to the estimate of the network average
by the ith node.

The control law considered here is

ηi(t) = h (yi(t)) (5)

where h(·) is a function given by

h(y) =
{

1 if y � 0
0 if y < 0.



62 Z. Tang et al.

The control law basically states that if the ith node waiting time xi(t) is above
the estimate of the network average

(∑n
j=1 xj(t− τij)

)
/n, then it sends data

to the other nodes; while if it is less than its estimate of the network average,
nothing is sent. The hysteresis loop is inserted to prevent chattering.

The pij defines how to portion the tasks to be transferred on each sending
node i. It is useful to use the local values of the waiting times xi(t), i = 1, .., n to
set their values. Recall that pij is the fraction of

∫ t2
t1

Um(xj)ηj(t)dt in the interval
of time [t1, t2] that node j allocates (transfers) to node i and conservation of the
tasks requires pij � 0,

∑n
i=1 pij = 1 and pjj = 0. The quantity xi(t−τji)−xj avg

represents what node j estimates the waiting time in the queue of node i to be
relative to node j’s estimate of the network average. If the queue of node i is
above the network average as estimated by node j, then node j does not send
any tasks to it. Define a saturation function by

sat(x) =
{

x if x > 0
0 if x ≤ 0.

Then sat(xj avg − xi(t− τji)) is node j’s estimate of how much node i is below
the network average. Node j then repeats this computation for all the other nodes
and portions out its tasks among the other nodes according to the amounts they
are below its estimate of the network average, that is,

pij =
sat (xj avg − xi(t− τji))∑

i � i�=j

sat (xj avg − xi(t− τji))
. (6)

However, there is additional information that can be made available to the
nodes. Specifically, the information of the tasks that are in the network being
sent to the ith node qneti or equivalently, the waiting time xneti � tpiqneti . It is
proposed in [25] to base the controller not only on the local queue size qi, but
also use information about the number of tasks qneti being sent to node i. The
node j sends to each node i in the network information on the number of tasks
qnetij it has decided to send to each of the other nodes in the network. This
way the other nodes can take into account this information (without having to
wait for the actual arrival of the tasks) in making their control decision. The
communication of the number of tasks qnetij being sent from node j to node
i is much faster than the actual transfer of the tasks. Furthermore, each node
i also broadcasts its total (anticipated) amount of tasks, i.e., q

i
+ qneti to the

other nodes so that they have a more current estimate of the tasks on each node
(rather than have to wait for the actual transfer of the tasks). The information
that each node has will be a more up to date estimate of the state of network
using this scheme.

Define
zi � xi + xneti = tpi (q

i
+ qneti) (7)

which is the anticipated waiting time at node i. Further, define
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zi avg �

⎛⎝ n∑
j=1

zj(t− τij)

⎞⎠ /n (8)

to be the ith node’s estimate of the average anticipated waiting time of all the
nodes in the network. This is still an estimate due to the communication delays.
Therefore,

wi(t) � xi(t)− zi avg(t) = xi(t)−
∑n

j=1 zj(t− τij)
n

(9)

to be the expected waiting time relative to the estimate of average (anticipated)
waiting time in the network by the ith node. By using expected waiting time
xi(t) rather than zi(t) in (9) we avoid trying to send nonexistent tasks (due to
incorrect/delayed information) from a node when its load is above the average
anticipated waiting time. A control law based on the anticipated waiting time is
chosen as

ηi(t) = h (wi(t)) . (10)

The difference between (10) and (5) will be illustrated in Section 4.
Similarly, the pij can be specified using the anticipated waiting time zj of the

other nodes. The quantity zj avg − zi(t − τji) represents what node j estimates
the network’s average anticipated waiting time is relative to its estimate of the
anticipated waiting time in the queue of node i. If the estimate of the queue of
node i (i.e., zi(t− τji)) is above what node j estimates the network’s average (i.e.,
zj avg) is, then node j sends tasks to node i. Otherwise, node j sends no tasks to
node i. Therefore sat(zj avg − zi(t− τji)) is a measure by node j as to how much
node i is below the local average. Node j then repeats this computation for all the
other nodes and then portions out its tasks among the other nodes according to
the amounts they are below its estimate of the network average, that is,

pij =
sat (zj avg − zi(t− τji))∑

i � i�=j

sat (zj avg − zi(t− τji))
. (11)

It is obvious that pij � 0,
∑n

i=1 pij = 1 and pjj = 0. All pij are defined to be
zero, and no load is transferred if the denominator is zero.

4 Experimental Results

A parallel machine has been built and used as an experimental facility for evalua-
tion of load balancing strategies. A root node communicates with several groups
of networked computers. Each of these groups is composed of n nodes (hosts)
holding identical copies of a portion of the database. Any pair of groups corre-
spond to different databases, which are not necessarily disjoint. In the experimen-
tal facility, all machines run the Linux operating system. Our interest here is in
the load balancing in any one group of n nodes. The database is implemented as
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a set of queues with associated search engine threads, typically assigned one per
node of the parallel machine. The search engine threads access tree-structured
indices to locate database records that match search or store requests. Search
requests that await processing may be placed in any queue associated with a
search engine, and the contents of these queues may be moved arbitrarily among
the processing nodes of a group to achieve a balance of the load.

The OPNET Modeler [26] is a tool suite for the creation and analysis of dis-
crete event simulations of computer networks. A network in OPNET Modeler is
built of many components including network models, node models, link models,
packet formats, and process models. By configuring specific parameters for each
of these components and writing C code to describe the behavior of the com-
ponent, a model was created to simulate the load balancing algorithm behavior
with time-varying delays over different network topologies.

Figure 1 shows the top level of the OPNET model hierarchy. The three nodes
are connected by a model of a gigabit switch. Each node simulates the load bal-
ancing algorithm with a given set of initial conditions. Figure 2 shows the process
model at each node, which is the lowest level of the OPNET model hierarchy.
A process is modeled as a finite state machine in which events trigger changes
between states. In the load balancing process, the system oscillates between the
idle and processing states, receiving and sending node statistics to other nodes.
A load balance event scheduled in the initial process causes the process to begin
the actual load balancing algorithm after 1 millisec, and then the process sends
jobs to other nodes.

4.1 Open-Loop Experiments on the Parallel Machine

Experiments are presented to indicate the effects of time delays in load balancing.
In this set of experiments, the load balancing is performed once at a fixed time

Fig. 1. OPNET simulation: node model in a load balancing system
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Fig. 2. OPNET simulation: process model in a load balancing system

and is referred to as an “open loop” run. This open loop experiment is done only
to facilitate an explanation of the system dynamics with the effects of the delays.
The open loop experiments are done for two cases. The first case uses the pij spec-
ified by (6) which are based on the xi and the second case uses the pij specified
by (11) which are based on the zi. The initial queue distribution is q1(0) = 600
tasks, q2(0) = 200 tasks and q3(0) = 100 tasks. The average time to do a search
task is tpi = 400 μ sec, and the inputs were set as λ1 = 0, λ2 = 0, λ3 = 0.

Case 1 - pij Based on xi

In this open loop experiment, the software was written to execute the load
balancing algorithm at t0 = 1 millisec using the pij as specified by (6). Figure 3
is a plot of the queue size relative to its estimate of the network average, i.e.,

qi diff (t) � qi(t)− qi avg(t) � qi(t)−

⎛⎝ n∑
j=1

qj(t− τij)

⎞⎠ /n

for each of the nodes. All time symbols for this experimental run are shown
on the figure. Note the effect of the delay in terms of what each local node
estimates as the queue average and therefore whether it computes itself to be
above or below it.

In Figure 3, at the time of load balancing t0 = 1 millisec, node 1 computes its
queue size relative to its estimate of the network average q1 diff to be 300, node 2
computes its queue size relative to its estimate of the network average q2 diff to be
−100 and node 3 computes q3 diff to be −200. Node 1 sends tasks out according
to (6), which transfers about 100 and 200 tasks to node 2 and node 3 respectively.
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Fig. 3. Plot of qi diff (t) = qi(t)−
(∑n

j=1 qj(t − τij)
)

/n for i = 1, 2, 3 using pij specified
by (6)

The transfer of 200 tasks to node 3 takes more time than that of 100 tasks
to node 2. It is the task transfer delay that delays node 2’s receipt of the new
queue size of node 3 at time t1, and that delays node 3’s receipt of the tasks until
t4 > t3. At time t1, node 2 updates its queue size relative to the estimate of the
network average to be q2 diff ≈ 300 − 233 = 67 > 0. It is the communication
delay that delays node 1’s receipt of the new queue size of node 2 at time t2.
At time t2 the task transfers from node 1 are still on the way to node 2 and 3.
Thus, node 1’s estimate of its queue size relative to the estimate of the network
average is now q1 diff ≈ 300− 200 = 100 > 0.

The effect of both delays could cause unnecessary transfers for node 2 at time
t1 and for node 1 at time t2 if the load balancing were closed loop. However, this
can be avoided by using available information about tasks in transit.

Case 2 - pij Based on zi

The node that transfers tasks computes the amounts to be sent to other nodes ac-
cording to how far below the network average its estimate of each recipient node’s
queue is. Therefore, it is feasible to send the amounts of its next task transfers to
each of other nodes before actually transferring tasks. Such communications are ef-
ficient; the communication delay of each transferred measurement is much smaller
than the actual task transfer delays.A keyfinding of this research is that knowledge
of the anticipated queue sizes can be used to compensate the effect of delays.

In this experiment, the nodes have the same initial conditions. Note that
qest
i avg(t) � zi avg(t)/tpi (see (8)). The load balancing algorithm was executed at

t0 = 1 millisec using the pij as specified by (11). Figure 4 is a plot of the queue
size relative to the local average, i.e.,
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qest
i diff (t) � qi(t)− qest

i avg(t) � qi(t)−

⎛⎝ n∑
j=1

qest
j (t− τij)

⎞⎠ /n

for each of the nodes. Note the effect of the delay in terms of what each local
node estimates as the queue average and therefore determines if it is above or
below the network average is greatly diminished. Compared with Figure 3, the
tracking differences are near or below zero, and no further unnecessary transfers
are initiated.
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Fig. 4. Plot of qest
i diff (t) = qi(t) −

(∑n
j=1 qest

j (t − τij)
)

/n for i = 1, 2, 3 using pij

specified by (11)

4.2 Closed Loop Load Balancing

OPNET Simulation

The OPNET Model is configurated as follows to match the characteristics of the
load balancing experiments with an initial queue distribution of q1(0) = 600,
q2(0) = 200 and q3(0) = 100 tasks. The average time to do a search task is 400
μ sec, and the inputs are set as λ1 = 0, λ2 = 0, λ3 = 0. An important point is
that the actual delays experienced by the network traffic in the parallel machine
are random. Experiments were performed and the resulting time delays were
measured and analyzed. Those values were used in the simulation for comparison
with the experiments.

Figures 5 shows the OPNET simulation for three nodes using pij based on
xi. As previously pointed out, the load balancer on each node has only delayed
values of the queue lengths of the other nodes, and each transfer of data from
one node to another is received only after a finite time delay. As shown in Figure
5, those delays result in the transient behaviors of transferring loads back and
forth. It takes relatively long for the system to settle to the balance and causes
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the completion time larger. Figure 6 shows the OPNET results of a 3-node
load balancing using pij based on the anticipated waiting times zi. The load
balancer on each node uses the anticipated queue sizes which include both the
queue information of other nodes and the task information in network transit.
As the communication delay of each transferred measurement is much smaller
than the actual task transfer delays, the node controller gets more up to date
information to make decision for balancing. As shown on Figure 6, such a closed
loop controller limits unnecessary transfers and results in faster settling time.
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Fig. 5. OPNET simulation: 3-node load balancing using (5) and (6)

Closed-Loop Experiments on the Parallel Machine

In this set of experiments, the closed loop controller (5) with the pij specified
by (6) is compared with the closed loop controller (10) with the pij specified
by (11).

The following experiments show the responses using closed loop load balanc-
ing with an initial queue distribution of q1(0) = 600 tasks, q2(0) = 200 tasks
and q3(0) = 100 tasks. The average time to do a search task is 400 μ sec. In
these experiments the inputs were set as λ1 = 0, λ2 = 0, λ3 = 0. After initial
communications, the closed loop load balancing algorithm (see Section 3) was
initiated using the pij as specified by (6) and by (11), respectively.

Figures 7 and 8 show the responses of the queues versus time using the pij

specified by (6) and by (11), respectively. Note the substantial difference in
the load balancing performance between these two schemes. In Figure 7, there
are unnecessary exchanges of tasks back and forth among nodes. Although the
system reaches a balanced condition at around t = 14 millisec, those additional
transfers cost processing time and prolong the completion time. In Figure 8, the
system reaches the balanced state much faster by using the anticipated waiting
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Fig. 6. OPNET simulation: 3-node load balancing using (10) and (11)
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Fig. 7. Plot of queue sizes using (5) and (6)

times. Although all trajectories contain random effects and therefore can not
be compared point to point directly, the qualitative behaviors of the OPNET
simulation and the experiment are quite similar.

Figure 9 shows node 2’s estimates of the queue sizes in the network using
closed loop load balancing with the pij based on the xi. Node 2 estimates the
network average using only the delayed information from other nodes, and its
controller based on its queue size relative to the estimated average causes those
unnecessary exchanges of tasks back and forth, as shown in Figure 7. Figure
10 shows node 2’s estimates of the anticipated queue sizes in the network using
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Fig. 9. Estimated queue sizes by node 2 in closed loop load balancing using (5) and (6)

closed loop load balancing with the pij based on the zi. Node 1 sends the numbers
of tasks before actually transferring tasks to the other nodes. Node 2 receives
the anticipated estimate of node 3’s queue size, and its controller is based on its
queue size relative to the anticipated estimate of network average. This doesn’t
cause any unwanted transfer (as the amount is below zero). From the Figure 10,
we can see that the anticipated estimates are used to compensate the effect of
delays of task transfers so that there are no unnecessary task transfers initiated.
This method quickly balances computational workloads across all nodes and
results in a shorter job completion time.



Modeling and Closed Loop Control 71

0 2 4 6 8 10 12 14 16
−200

−100

0

100

200

300

400

500

600

Time (m−sec)

Q
ue

ue
 s

iz
e

q
2
(t)

q
1
 + q

net1
q

3
 + q

net3
q

2_diff

q
1
+q

net1

q
3
+q

net3

q
2_diff

q
2
(t)
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Tasks Generated on Node 1

The initial queue distribution is q1(0) = 600 tasks, q2(0) = 200 tasks and q3(0) =
100 tasks. The average time to do a search task is tpi = 400 μ sec, and the inputs
were set as λ1 = 3, λ2 = 0, λ3 = 0.

Figures 11 and 12 show the responses of the queues versus time using
the pij specified by (6) and by (11), respectively, with tasks being gener-
ated on node 1. The staircase-like increases of queue size corresponds to the
task generation on node 1 at λ1 = 3. Note the difference in the load balanc-
ing performance between these two schemes. In Figure 11, unnecessary trans-
fers cause tasks exchanged back and forth among nodes, those transfers cost
additial processing time and prolong the completion time. In Figure 12, the
system settles to the balance much faster by using the anticipated waiting
times.

4.3 Multiple Nodes: n = 6

Initial Tasks Only

The initial queue distribution is q1(0) = 650 tasks, q2(0) = 50 tasks, q3(0) = 50
tasks, q4(0) = 50 tasks, q5(0) = 100 tasks and q6(0) = 50 tasks. The average
time to do a search task is tpi = 400 μ sec, and the inputs were set as λ1 =
0, λ2 = 0, λ3 = 0, λ4 = 0, λ5 = 0, λ6 = 0.

Figures 13 and 14 show the responses of the queues versus time using the pij

specified by (6) and by (11), respectively, in a network of n = 6 nodes. In Figure
13, the controller based the delayed values of queue sizes on other nodes causes
exchanges of tasks back and forth among nodes. Those unnecessary transfers
cost processing time and prolong the completion time. In Figure 14, the system
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Fig. 11. Plot of queue sizes using (5) and (6)
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Fig. 12. Plot of queue sizes using (10) and (11)

reaches the balanced state much faster by using the anticipated waiting times
and has a shorter completion time.

Tasks Generated on Node 1

The initial queue distribution is q1(0) = 650 tasks, qj(0) = 50 tasks on node j
where j = 2, 3, 4, 5, 6. The average time to do a search task is tpi = 400 μ sec,
and the inputs were set as λ1 = 6, λj = 0 where j = 2, 3, 4, 5, 6.

Figures 15 and 16 show the responses of the queues versus time using the pij

specified by (6) and by (11), respectively, with tasks generated on node 1 for a
network of n = 6 nodes. Note the difference in the load balancing performance
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Fig. 13. Plot of queue sizes using (5) and (6)
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Fig. 14. Plot of queue sizes using (10) and (11)

between these two schemes. The staircase-like increases of queue sizes on the
figures correspond to the tasks generated on node 1 with λ1 = 6. In Figure 15,
the controller based only on the delayed values of queue sizes on other nodes
and causes exchanges of tasks back and forth among nodes. The unnecessary
transfers need additional balancing operations and cost more processing time.
In Figure 16, as the controller based on the anticipated queue sizes on other
nodes, the system settles much faster and that results in shorter completion
time.
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Fig. 15. Plot of queue sizes using (5) and (6)
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Fig. 16. Plot of queue sizes using (10) and (11)

5 Summary

In this work, a load balancing algorithm for parallel computing was modeled as a
nonlinear dynamic system in the presence of time delays and processor resource
constraints. A closed loop controller was presented based on the local queue size
and an estimate of the tasks being sent to the queue from other nodes. The pro-
posed control law used not only its estimate of the queue sizes at other nodes, but
also measurements of the number of tasks in transit to it. The system achieved
a faster settling time by using this information to avoid unnecessary transfers.
An OPNET simulation model was presented to include the time varying de-
lays arising in the closed-loop load balancing process. The OPNET simulations
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indicated good agreement of the nonlinear time delay model with the actual im-
plementation. Both simulations and experimental results showed a substantial
improvement in performance obtained using the closed loop controller based on
anticipated queue sizes..
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Summary. In this chapter, the control design problem of dynamic model of load
balancing is considered. The system under consideration may be represented by a
continuous-time delay system subject to both amplitude saturation and additive dis-
turbance. To deal with the control design problem, different systematic methods al-
lowing to derive the feedback gain and the maximal admissible bounds on the delays
are described. The methods are placed in a context of delay-dependent stability and
are mainly based on the use of adequate functionals. Two main ways are investigated:
the first one is based on the use of the Leibniz-Newton formula associated to some
overbounds of the time-derivative of the Lyapunov-Krasovskii functionals; The second
class of methods is based on the use of a descriptor form of the system and of Finsler’s
Lemma which allows to introduce new variables (named multipliers) into the condi-
tions and therefore to increase the degrees of freedom in the synthesis problem. All
these methods are evaluated and compared in the context of the dynamic model of
load balancing considered.

Keywords: Time-delay, stability, load balancing, parallel computation, Lyapunov-
Krasovskii approach, Finsler’s lemma.

1 Introduction

During recent years, a large amount of attention has been paid to the prob-
lem of stability analysis and stabilization of linear systems with state delays
[12], [16]. Several delay-dependent stabilization conditions have been proposed
involving various model transformations, various weighted cross-products and
various Lyapunov-Krasovskii functionals. To some extend, all these approaches
are only compared numerically and generally no proof of some methods oversiz-
ing others are proposed.

In parallel, communication networks represent very solvable applications to
evaluate delay-dependent (or delay-independent) stability analysis and stabiliza-
tion techniques.

In this work, a parallel computer architecture communicating through a
shared network is used to discuss and evaluate various stability analysis (and/or
stabilization) techniques of linear time-delay systems. The dynamical load bal-
ancing model used in this chapter has been previously proposed by [2], [1], [3] in
a version with a nonlinear implemented control law. In the present case, we con-
sider a slightly modified load-balancing model but which remains self-consistent
in that the queue lengths cannot become negative and the total number of tasks

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 77–95, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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in all the queues of the network are conserved (i.e. load balancing can neither
create nor lose tasks).

The chapter is organized as follows. Section 2 presents some general aspects
of the load balancing algorithm involving the communication delays and the
transferring tasks delays between the nodes. Some preliminaries are then stated
in Section 3 such as to finally formulate the stability analysis and stabilization
problems we intend to solve. Section 4 investigates various Lyapunov-Krasovskii
based approaches with various model transformations before to propose a simple
stability criterion and discuss the equivalence of some results. Finally, a numer-
ical evaluation of the networks on the load balancing algorithms is proposed in
Section 5 before to conclude the chapter.

Nomenclature: The notation used in the chapter is standard. �+ is the set of
non-negative real numbers. For any vector x ∈ �n, x(i) denotes the ith compo-
nent of x. A(i) denotes the ith row of matrix A. For two symmetric matrices, A
and B, A > B means that A − B is positive definite. A′ and trace(A) denote
the transpose and the trace of A, respectively. 〈A〉 stands for the symmetric
matrix 〈A〉 = A + A′. Im denotes the m-order identity matrix. 1m denotes in
�m the vector

[
1 . . . 1

]′. Cτ = C([−τ, 0], �n) denotes the Banach space of con-
tinuous vector functions mapping the interval [−τ, 0] into �n with the topology
of uniform convergence. ‖ · ‖ refers to either the Euclidean vector norm or the
induced matrix 2-norm. ‖ ϕ ‖c= sup

−τ≤t≤0
‖ ϕ(t) ‖ stands for the norm of a func-

tion ϕ ∈ Cτ . When the delay is finite then “sup” can be replaced by “max”. Cv
τ

is the set defined by Cv
τ = {ϕ ∈ Cτ ; || ϕ ||c< v, v > 0}.

2 Dynamic Model of Load Balancing Algorithm

Let us consider the mathematical model of a set of n computing nodes for load
balancing, for which it is assumed that the communication delay between two
different nodes is τ and the transmission delay between two different nodes is h.
The state-space description of this model is given by:

ẋ(t) = u(t) + Bhu(t− h) + d(t)

y(t) = n−1
n x(t) + Cτx(t− τ)

(1)

where

Bh =

⎡⎢⎢⎢⎢⎣
0 −p12 · · · −p1n

−p21 0
...

...
. . . −pn−1n

−pn1 · · · −pnn−1 0

⎤⎥⎥⎥⎥⎦ , Cτ =

⎡⎢⎢⎢⎢⎣
0 − 1

n · · · −
1
n

− 1
n 0

...
...

. . . − 1
n

− 1
n · · · −

1
n 0

⎤⎥⎥⎥⎥⎦
and pij ≥ 0 , pjj = 0 ,

n∑
i=1

pij = 1.
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The initial conditions verify

x(t0 + θ) = ϕ(θ), ∀ θ ∈ [−τ − h, 0], t0 ∈ �+, ϕ ∈ Cv
τ+h (2)

The ith component of the state x(t) is the expected waiting time experienced
by a task inserted into the queue of the ith node. The ith component of u(t) is
the rate of removal (transfer) of the tasks from (to) node i at time t. The ith

component of the output information y(t) represents the difference between the
expected waiting time at node i and the estimate of the average waiting time
of the network viewed by node i. The ith component of d(t) is the difference
between the rate of generation of waiting time caused by the addition of tasks
and the rate of reduction in waiting time caused by the service of tasks at the
ith node.

Assumption 1. d(t) is such that

n∑
i=1

di = 0

This assumption allows to ensure the existence of some equilibrium point for
system (1).

In matrix Bh, pij represents the fraction of waiting time sent by node j to

node i. That is,
n∑

i=1

pij = 1 signifies that the pij represent the repartition on

other nodes of the waiting time that must be removed from overloaded node j.
In the sequel, one considers:

pij = 1
n−1 for i �= j

pii = 0

which signifies that the waiting time transferred from node j is fairly distributed
among the other nodes.

This chapter considers the load balancing control as an output feedback mem-
oryless control law given by:

u(t) = −Ky(t), K =

⎡⎢⎢⎢⎣
k1 0 ... 0
0 k2 . . . 0
...

. . .
...

0 . . . 0 kn

⎤⎥⎥⎥⎦ (3)

Remark 1. In others cases, a saturated output function has been considered as
u(t) = −sat(Ky(t)), where the saturation function of vector y is defined compo-
nent by component as:

sat(yi(t)) =
{

yi(t) if yi(t) ≥ 0
0 if yi(t) < 0 (4)
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This saturation function would express the fact that when yi(t) < 0, i.e. when
the expected waiting time at node i is lower than local waiting time average of
the network viewed by node i, this local node does not initiate any transfer of
tasks.

This model and more general ones have been fully described: see, in particular,
[3] and references therein.

3 Preliminaries

3.1 General Problem Formulation

The closed-loop system derived from (1), (3) is:

ẋ(t) = −Ky(t)−BhKy(t− h) + d(t) (5)

which can be equivalently written as:

ẋ(t) = −K n−1
n x(t)−KCτx(t− τ)−BhK n−1

n x(t− h)

−BhKCτx(t− τ − h) + d(t)
(6)

Hence, the generic problem to be solved may be summarized as follows.

Problem 1. Determine some diagonal matrix gain K ∈ �n×n, for given commu-
nication delay τ� and transmission delay h�, such that, in the load variation-free
case (d(t) = cst,

∑n
i=1 di(t) = 0), the closed-loop system (6) is stable for any

initial condition satisfying ‖ϕ‖c ≤ ν, ∀ θ ∈ [−τ − h, 0], with any finite ν.

3.2 Structural Analysis of the System

System (6) can be completely analyzed with respect to stability. Moreover, such
a system allows to capture the oscillatory behavior of yi(t). Some results in terms
of stability analysis have been presented in [2].

First, consider some preliminaries about the closed-matrix Acl for system (6)
without delay:

Acl = −n− 1
n

K −KCτ −
n− 1

n
BhK −BhKCτ

Lemma 1. Whatever the diagonal matrix K is, there exists a null eigenvalue
for system (6) without delay (τ = h = 0).

Proof: The closed-loop dynamic matrix for system (6) without delay defined
above equivalently reads:

Acl = −n− 1
n

K − 1
n

KE − 1
n

EK − 1
n

1
n− 1

EKE
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with E =

⎡⎢⎢⎢⎢⎣
0 −1 · · · −1

−1 0
...

...
. . . −1

−1 · · · −1 0

⎤⎥⎥⎥⎥⎦.

While E = E′ and K = K ′, one obtains after some mathematical manipula-
tions:

Acl = − 1
n

((n− 1)In + E)
K

n− 1
((n− 1)In + E)

which kernel, if it exists, is directly related to the kernel of matrix (n−1)In +E.
That is, if there exists a null eigenvalue for matrix (n − 1)In + E, then this is
also true for matrix Acl. By denoting μi(E) the n eigenvalues of matrix E, it
follows that the eigenvalues of matrix (n− 1)In + E are:

λi = μi(E) + n− 1 , i = 1, · · · , n

According to the structure of matrix E, it may be shown that the eigenvalues of
E are:

σ(E) = {−(n− 1) , 1 , · · · , 1} (7)

that is
σ((n− 1)In + E) = {0 , n , · · · , n}

and finally Acl possesses a null eigenvalue. �

Lemma 2. Whatever the diagonal matrix K is, matrices −KCτ and −BhK n−1
n

possess an unstable eigenvalue.

Proof: It directly follows from the expression of the spectrum of matrix E given
in (7), multiplied by the diagonal positive matrix K. �

What follows from Lemma 1 is that, to evaluate the stability of system (6)
by Lyapunov-related approaches, one should consider some model reduction in
order to remove the uncontrollable null eigenvalue, such as to consider that the
undelayed closed-loop dynamics matrix Acl is asymptotically stable [20]. But
we have no right to do such an operation, since the internal matrices −KCτ

and −n−1
n BhK have an unstable mode, which is the mode which is put off the

reduced model. Then the unstable modes still remain in the dynamics of the
eliminated state, which results that the analysis of the reduced system has no
sense with respect to the whole system.

3.3 Model Modifications

At this stage, we propose to modify the problem such as to deal with the uncon-
trollable null eigenvalue. Let us first consider the following state transformation:
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[
yavg

z

]
= Tx , T =

⎡⎢⎢⎢⎢⎢⎢⎣

1
n

1
n · · · 1

n
1
n

1− 1
n − 1

n · · · − 1
n − 1

n

− 1
n 1− 1

n

...
...

...
. . . − 1

n

...
− 1

n · · · − 1
n 1− 1

n −
1
n

⎤⎥⎥⎥⎥⎥⎥⎦ , z ∈ �n−1 , yavg ∈ �

which signifies that yavg(t) = 1
n

∑n
i=1 xi(t), i.e., yavg represents the true ex-

pected average waiting time of the network (which is not known due to the
communication delays), and zi(t) = xi(t)− yavg(t), i = 1, · · · , n− 1. Note that:

T−1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 1 0 · · · 0
... 0

. . . . . .
...

...
...

. . . . . . 0
... 0 · · · 0 1
1 −1 · · · · · · −1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
It then follows that:[

ẏavg(t)
ż(t)

]
=
[

λ Λ0
V0 A0

] [
yavg(t)
z(t)

]
+
[
−λ Λτ

−V0 Aτ

] [
yavg(t− τ)
z(t− τ)

]
+
[
−λ −Λ0
Vh Ah

] [
yavg(t− h)
z(t− h)

]
+
[

λ −Λτ

−Vh Aτh

] [
yavg(t− τ − h)
z(t− τ − h)

]
+
[

0
d̃(t)

] (8)

with

Λ0 =
[
−n−1

n2 (k1 − kn) · · · −n−1
n2 (kn−1 − kn)

]
, Λτ =

[
kn−k1

n2 · · · kn−kn−1
n2

]

V0 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
−n−1

n (k1 − 1
n

n∑
i=1

ki)

...

−n−1
n (kn−1 − 1

n

n∑
i=1

ki)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, Vh =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
−k1

n + 1
n2

n∑
i=1

ki

...

−kn−1
n + 1

n2

n∑
i=1

ki

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, λ=−n−1

n2

n∑
i=1

ki

Td(t) =
[

0
d̃(t)

]
and A0, Aτ , Ah, Aτh are appropriate matrices following the

state transformation. Thanks to the particular form of such a model two different
cases may be considered.

Model with K = kIn

When K = kIn, Λ0 = Λτ = V ′
0 = V ′

h =
[
0 · · · 0

]
, λ = −n−1

n k, the model (8)
reads:
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ẏavg(t) = λyavg(t)− λyavg(t− τ)− λyavg(t− h) + λyavg(t− τ − h) (9)

ż(t) = A0z(t) + Aτz(t− τ) + Ahz(t− h) + Aτhz(t− τ − h) + d̃(t) (10)

The stabilization problem stated in Problem 1 is then recast as follows.

Problem 2. Determine some diagonal matrix gain K = kIn, for given commu-
nication delay τ� and transmission delay h�, such that, in the load variation-free
case (d(t) = cst,

∑n
i=1 di(t) = 0),

(i) the subsystem (9) is stable,
(ii) the subsystem (10) is asymptotically stable,

for any initial condition satisfying ‖ϕ‖c ≤ ν with any finite ν, ∀ θ ∈ [−τ − h, 0].

Delayed Model

Let us now introduce a slightly modified systems as follows. Instead of consid-
ering the output described in system (1), we propose to consider the following
system:

ẋ(t) = u(t) + Bhu(t− h) + d(t)

y(t) = n−1
n x(t− τ) + Cτx(t− τ) = Cτx(t− τ)

(11)

where

Cτ =

⎡⎢⎢⎢⎢⎣
n−1

n − 1
n · · · − 1

n

− 1
n

n−1
n

...
...

. . . − 1
n

− 1
n · · · − 1

n
n−1

n

⎤⎥⎥⎥⎥⎦
This signifies that, even if the value of xi(t) is known, one prefers to compute
the difference between the expected waiting time at node i and the estimate of
the average waiting time of the network, to use the past value of the waiting
time at time t− τ , i.e. xi(t− τ), such as to compare the waiting time at node i
at the instant where the information relative to the network has been evaluated.
In such a case, the closed-loop system (8) becomes:[

ẏavg(t)
ż(t)

]
=
[

0 Λ0 + Λτ

0 A0 + Aτ

] [
yavg(t− τ)
z(t− τ)

]
+
[

0 −Λ0 − Λτ

0 Ah + Aτh

] [
yavg(t− τ − h)
z(t− τ − h)

]
+
[

0
d̃(t)

] (12)

and the stabilization problem 1 for the modified load-balancing problem (12) is
recast as follows.

Problem 3. Determine some diagonal matrix gain K, for given communication
delay τ� and transmission delay h�, such that, in the load variation-free case
(d̃(t) = cst,

∑n
i=1 d̃i(t) = 0),
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(i) the subsystem ẏavg(t) = (Λ0 + Λτ )z(t − τ) − (Λ0 + Λτ )z(t − τ − h), where
the right-hand term is viewed as a vanishing disturbance, is stable,

(ii) the subsystem ż(t) = (A0 + Aτ )z(t− τ) + (Ah + Aτh)z(t− τ − h) + d̃(t) is
asymptotically stable,

for any initial condition satisfying ‖ϕ‖c ≤ ν with any finite ν, ∀ θ ∈ [−τ − h, 0].

3.4 Overview of the Stability and Stabilization Problem Formulated

According to Problem 2, the stability analysis and stabilization approaches to
be investigated have to answer to the following set of standard problems:

(i) Stability analysis of a system

ẏavg(t) = λyavg(t)− λyavg(t− τ)− λyavg(t− h) + λyavg(t− τ − h) , λ < 0;

(ii) Stabilization of a system

ż(t) = A0z(t) + Aτz(t− τ) + Ahz(h) + Aτhz(t− τ − h) + d̃(t)

where matrices A0, Aτ , Ah and Aτh are asymptotically stable whatever the
matrix gain K is.

The stability analysis of the generic system (i) is not an easy task since for
the delay free case, the system is not asymptotically stable but just stable. No
Lyapunov functional could be found. Moreover, the classical stability tests in
the frequency domain often require that the delay are commensurate and even
in that case, to our best knowledge, no test could be provided relative to the
simple stability of such a system.

This is the main reason why, in the sequel, we consider only Problem 3. The
stability analysis and stabilization approaches have to answer to the following
standard problems:

(iii)Stability analysis of a system

ẏavg(t) = Λz(t− τ)− Λz(t− τ − h)

where Λz(t) is a constant disturbance;
(iv) Stabilization of a system

ż(t) = (A0 + Aτ )z(t− τ) + (Ah + Aτh)z(t− τ − h) + d̃(t)

i.e., without non-delayed dynamics, where matrices A0 + Aτ and Ah + Aτh

are asymptotically stable whatever the matrix gain K is.

If one proves that the system (iv) is asymptotically stable then the system (iii)
only involves vanishing disturbances. This signifies that when the system has
converged to steady state, i.e. z(t − τ) = z(t − τ − h) = constant, the true
expected average waiting time of the network also becomes a constant value.
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Then, in the following, we are concerned with the stabilization problem (iv)
which is generically expressed as:

ż(t) = A1z(t) + A2z(t− τ) + A3z(t− τ − h) + d̃(t) (13)

with A1 = 0, A2 = A0 + Aτ , A3 = Ah + Aτh.

Remark 2. The stabilization problem (ii) may be directly extended from the
stabilization of (13) by considering the case with three delayed states instead of
two.

4 Overview of the Different Methods Investigated

Concerning the way to ensure the closed-loop stability of the original system, we
will focus on approaches based on a Lyapunov-Krasovskii functional [17] and we
will study the stability of the system:

ẋ(t) = A1x(t) + A2x(t− τ) + A3x(t− τ − h) (14)

Remark 3. In the case of load variation free case (d̃(t)=cst) and assuming that
A1 +A2 +A3 is non singular, a simple change of variable applied to system (13),
like x(t) = z(t)− ze, with ze = −(A1 + A2 + A3)−1d̃(t), leads to system (14).

Indeed, during the last decade, a great number of works have been devoted to
the construction of Lyapunov functions and functionals to prove the stability
of time-delay systems like (14) (see [19] and references therein). These methods
generally lead to an optimization scheme to find the parameters of the controller.
The problem of optimization is expressed in terms of Linear Matrix Inequalities
(LMIs), easily solved by efficient solvers based, for example, on Interior Point
techniques.

4.1 Introduction of a Stable Matrix A1 + A2 + A3

In order to prove the delay-dependent stability of system (14), the first technic
introduces the stable matrix A1 +A2+A3 in the system by using the well-known
Leibnitz-Newton formula (see [20] and references therein):

x(t) − x(t− h) =

t∫
t−h

ẋ(ν)dν (15)

We then derive a new system to be analyzed:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ẋ(t) = (A1 + A2 + A3)x(t)

−A2

t∫
t−τ

(A1x(s) + A2x(s− τ) + A3x(s− τ − h))ds

−A3

t∫
t−τ−h

(A1x(s) + A2x(s− τ) + A3x(s− τ − h))ds

(16)
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The matrix A1 + A2 + A3 has to be stable and the last two terms are viewed
as perturbations. By using a Lyapunov-Krasovskii functional of the form

V (t) = x(t)′Px(t) +
t∫

t−τ

x(θ)′Q2x(θ)dθ +
t∫

t−τ−h

x(θ)′Q3x(θ)dθ

+
t∫

t−τ

t∫
s

x(θ)′R2x(θ)dθds +
t∫

t−τ−h

t∫
s

x(θ)′R3x(θ)dθds

(17)

a convex optimization problem may be derived (see [20, 12, 16]) in order to find
the best τ and h which ensure the asymptotic stability of system (16).

The main problem relies on the crossing terms which appear when we ex-
press the time-derivative of V (t) along the trajectories of (16). Indeed, the time-
derivative of the first term V1(t) = x(t)′Px(t) is :

V̇1(t) = x(t)′((A1 + A2 + A3)′P + P (A1 + A2 + A3))x(t)

−2x(t)′PA2

t∫
t−τ

(A1x(s) + A2x(s− τ) + A3x(s− τ − h))ds

−2x(t)′PA3

t∫
t−τ−h

(A1x(s) + A2x(s− τ) + A3x(s− τ − h))ds

(18)

The last two terms involve several crossing terms like −2x(t)′Hy(t). The first
idea (see [20, 12] and references therein) is to bound theses terms using a classical
inequality :

−2x′y ≤ x′Nx + y′N−1y, (19)

where N is a free symmetric definite positive matrix to be optimized.
Nevertheless, the overall technique has to face with two important sources of

conservatism:

- First of all, the new system induced by the Leibnitz-Newton formula is not
equivalent to system (14) in terms of stability. As proven by [10], [12], [13],
this transformation introduces some undesired dynamics and possibly signif-
icant conservatism.

- Secondly, the classical inequality may be very conservative since we bound a
possibly negative product 2x′y by the sum of two positive numbers.

Then, this approach can be extended by using some integral inequalities (see
[11], [18]) based on the following inequality:

−2x′y ≤ min
X,Y,Z

[
x
y

]′ [
X Y − I

Y ′ − I Z

] [
x
y

]
(20)

where [
X Y
Y ′ Z

]
≥ 0

It allows to reduce the inherent conservatism of the proposed techniques by
introducing some extra variables to upperbound cross-terms. Inequality (19) is
indeed a particular case of (20) with X = N, Y = I, Z = N−1.
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4.2 Introduction of a New Variable

In order to cope with the additional dynamics introduced by the formulation (16)
following the transformation (15), some authors [12] have proposed to transform
the system into:

ẋ(t) = (A1 + A2 + A3)x(t) −A2

t∫
t−τ

ẋ(s)ds−A3

t∫
t−τ−h

ẋ(s)ds (21)

In comparison with system (16), the time-derivative ẋ(t) is not developed. It
is now considered as a new variable. Note that equation (21) is proved to be
equivalent to system (14) in terms of stability. Logically, the chosen Lyapunov-
Krasovskii functional uses this new variable as follows:

V (t) = x(t)′Px(t) +
t∫

t−τ

x(θ)′Q2x(θ)dθ +
t∫

t−τ−h

x(θ)′Q3x(θ)dθ

+
t∫

t−τ

t∫
s

ẋ(θ)′R2ẋ(θ)dθds +
t∫

t−τ−h

t∫
s

ẋ(θ)′R3ẋ(θ)dθds

(22)

Coupled with the Moon’s inequality (20), this approach leads to an improvement
of the bound of the delay.

Moreover, in the case of one delay, some extensions of the model transforma-
tion have been proposed by Han et al [15] as follows:

ẋ(t) = (A1 + C)x(t) + (A2 − C)x(t − h)− C

t∫
t−h

ẋ(s)ds (23)

This technic, originally proposed by [9], introduces a free parameter C to be
optimized. The term (A1+C) is a stable matrix, A2−C is understood as a ”delay-
independent dynamics” and the last term as a ”delay-dependent dynamics”. This
technic provides a way to find the best weighting matrix C, but in practice, it is
worth to choose the matrix a priori (as it has been done in the article of [15]).

4.3 Method of Fridman et al

The approach proposed by Fridman et al [7], [8] is an interesting improvement
of the last proposed technic. It highlights the introduction of this new variable
ẋ(t) by transforming the system as:⎧⎨⎩

ẋ(t) = y(t)

0 = −y(t) + A1x(t) + A2

t∫
t−τ

y(ν)dν + A3

t∫
t−τ−h

y(ν)dν

Obviously, it is the same idea than transforming the original system into system
(21), but technically the system is now transformed into a descriptor system
form:
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E ˙̄x(t) = Ā1x̄(t) + Ā2

t∫
t−τ

x̄(ν)dν + Ā3

t∫
t−τ−h

x̄(ν)dν (24)

where x̄(t) =
[

ẋ(t)
x(t)

]
, A1 =

[
0 0
0 A1

]
, A2 =

[
0 0

A2 0

]
, A3 =

[
0 0

A3 0

]
and E =[

In 0
0 0

]
. Since this transformation is equivalent to the original system [7], we

expect some better bounds on the size of the delays h and τ . The Lyapunov-
Krasovskii functional which involves the new variables x̄(t) and y(t) = ẋ(t) has
the form:

V (t) = x̄(t)′EPx̄(t) +
t∫

t−τ

x(θ)′S2x(θ)dθ +
t∫

t−τ−h

x(θ)′S3x(θ)dθ

+
t∫

t−τ

t∫
s

y(θ)′R2y(θ)dθds +
t∫

t−τ−h

t∫
s

y(θ)′R3y(θ)dθds

(25)

Note that this Lyapunov-Krasovskii functional is a straightforward adaptation
of the Lyapunov function for a linear descriptor system Eẋ(t) = Ax(t) to the
case of descriptor time-delay system.

4.4 A Simple Stability Criterion

In this paragraph, we develop some criteria based on Finsler’s Lemma, which
has been proved to be a very efficient and elegant tool to find conditions for
stabilizing systems by introducing some extra matrices called multipliers (see, for
example, [6] in the delay free linear case and [4] in the case of delay-independent
stabilization for linear time delay systems).

Following the idea of [7], [8], we propose to introduce some new variables
and a general descriptor form useful to reduce the conservatism of Lyapunov-
Krasovskii techniques through the following theorem:

Theorem 1. The system (14) is asymptotically stable for all delays h < hmax

and τ < τmax if there exit 5 positive definite matrices P, Q2, Q3, R2, R3 and two
positive scalars hmax, τmax solution to the optimization problem:

hmax = max
P,Q,R,h,μ

(h)

τmax = max
P,Q,R,τ,μ

(τ) (26)

subject to

B⊥′

⎡⎢⎢⎢⎢⎢⎢⎣

τR2 + (h + τ)R3 P 0 0 0 0
P Q2 + Q3 0 0 0 0
0 0 −Q2 0 0 0
0 0 0 −Q3 0 0
0 0 0 0 −R2

τ 0
0 0 0 0 0 − R3

h+τ

⎤⎥⎥⎥⎥⎥⎥⎦B
⊥ < 0
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with B⊥ =

⎡⎢⎢⎢⎢⎢⎢⎣
A1 A2 A3
In 0 0
0 In 0
0 0 In

In −In 0
In 0 0

⎤⎥⎥⎥⎥⎥⎥⎦.

Proof: Let us introduce two new variables z1(t) = x(t) − x(t − h) and z2(t) =
x(t)− x(t − h− τ). The system can then be written as :⎧⎨⎩

ẋ(t) = A1x(t) + A2x(t− τ) + A3x(t− τ − h)
z1(t) = x(t) − x(t− τ)
z2(t) = x(t) − x(t− τ − h)

(27)

or equivalently
Bζ = 0

with

ζ =

⎡⎢⎢⎢⎢⎢⎢⎣
ẋ(t)
x(t)

x(t− h)
x(t− h− τ)

z1(t)
z2(t)

⎤⎥⎥⎥⎥⎥⎥⎦ , B =

⎡⎣−In A1 A2 A3 0 0
0 In −In 0 In 0
0 In 0 −In 0 In

⎤⎦ (28)

Note that the original system is now constrained to be on Bζ = 0. Let us choose
the following Lyapunov-Krasovskii functional:

V (t) = x(t)′Px(t) +
t∫

t−τ

x(θ)′Q2x(θ)dθ +
t∫

t−τ−h

x(θ)′Q3x(θ)dθ

+
t∫

t−τ

t∫
s

ẋ(θ)′R2ẋ(θ)dθds +
t∫

t−τ−h

t∫
s

ẋ(θ)′R3ẋ(θ)dθds

(29)

The time-derivative of V (t) along the trajectories of systems (14) then follows
as:

V̇ (t) = 2x(t)′P ẋ(t) + x(t)′(Q2 + Q3)x(t)− x(t− τ)′Q2x(t− τ)
−x(t− τ − h)′Q3x(t− τ − h) + ẋ(t)′(τR2 + (h + τ)R3)ẋ(t)

−
t∫

t−τ

ẋ(θ)′R2ẋ(θ)dθ −
t∫

t−τ−h

ẋ(θ)′R3ẋ(θ)dθ
(30)

The last two terms can be upperbounded as follows (called Jensen’s inequality
[12]):

−
t∫

t−τ

ẋ(θ)′R2ẋ(θ)dθ < −

⎛⎝ t∫
t−τ

ẋ(θ)′dθ

⎞⎠ R2

τ

⎛⎝ t∫
t−τ

ẋ(θ)dθ

⎞⎠
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and

−
t∫

t−τ−h

ẋ(θ)′R3ẋ(θ)dθ < −

⎛⎝ t∫
t−τ−h

ẋ(θ)′dθ

⎞⎠ R3

h + τ

⎛⎝ t∫
t−τ−h

ẋ(θ)dθ

⎞⎠
Using the expression of z1and z2, we get finally :

V̇ (t) < ζ′Mζ

with

M =

⎡⎢⎢⎢⎢⎢⎢⎣

τR2 + (h + τ)R3 P 0 0 0 0
P Q2 + Q3 0 0 0 0
0 0 −Q2 0 0 0
0 0 0 −Q3 0 0
0 0 0 0 −R2

τ 0
0 0 0 0 0 − R3

h+τ

⎤⎥⎥⎥⎥⎥⎥⎦ (31)

Finally, we conclude that the original system (14) is asymptotically stable if for
all ζ such that Bζ = 0, inequality ζ′Mζ < 0 holds. Using Finsler lemma, it is
equivalent to B⊥′MB⊥ < 0 where B⊥ is a right orthogonal complement of B. A

candidate for B⊥ could be calculated as: B⊥ =

⎡⎢⎢⎢⎢⎢⎢⎣
A1 A2 A3
In 0 0
0 In 0
0 0 In

In −In 0
In 0 0

⎤⎥⎥⎥⎥⎥⎥⎦. �

Remark 4. Compared with the stability condition in [8], we can remark that
the LMI involves fewer variables than those in [8]. Lemma 1 from [8] and its
Corollary 1 need respectively 17n(n+1)

2 and 11n(n+1)
2 variables. Using Theorem

1, one only needs 5n(n+1)
2 variables.

4.5 Comparisons

Let us consider the system:

ẋ(t) = A1x(t) + A2x(t − h1) + A2x(t− h2) (32)

The aim of this subsection is to prove that Theorem 1 is equivalent to the result
published in [8] that is recalled in the following Lemma.

Lemma 3. System (32) is asymptotically stable if there exist n×n matrices 0 <
P1, P2, P3, Si, Yi1, Yi2, Zi1, Zi2, Zi3 and Ri > 0, i = 1, 2 that satisfy the following
linear matrix inequalities (LMIs):
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Γ =

⎡⎢⎢⎣Ψ P ′
[

0
A2

]
− Y ′

1 P ′
[

0
A3

]
− Y ′

2

� −S1 0
� � −S2

⎤⎥⎥⎦ < 0 (33)

[
Ri Yi

� Zi

]
≥ 0, i = 1, 2

P =
[

P1 0
P2 P3

]
, P1 > 0, Yi = [Yi1, Yi2], Zi =

[
Zi1 Zi2
� Zi3

]
and

Ψ = P ′
[

0 In

A1 −In

]
+
[

0 In

A1 −In

]′
P

+
∑2

i=1 hiZi +
[∑2

i=1 hiSi 0
0

∑2
i=1 hiRi

]
+
∑2

i=1

[
Yi

0

]
+
[

Yi

0

]′
Proposition 1. Any solution of (33), with h1 =τ, h2 =τ+h, is a solution of (26).

Proof: First of all note that the inequality Γ < 0 could be written as:

Θ+

〈⎡⎢⎢⎣
P ′

2
P ′

3
0
0

⎤⎥⎥⎦ [A0 −In A1 A2
]〉

+

⎡⎢⎢⎣
∑2

i=1 hiZi +
∑2

i=1

〈[
Yi

0

]〉
−Y ′

1 −Y ′
2

� 0 0
� � 0

⎤⎥⎥⎦ < 0

with

Θ =

⎡⎢⎢⎣
∑2

i=1 Si P1 0 0
�

∑2
i=1 hiRi 0 0

� � −S1 0
� � � −S3

⎤⎥⎥⎦
First of all simple manipulations show that[

R1 Y1
� Z1

]
≥ 0

implies that⎡⎢⎢⎣h1Z1 +
〈[

Y1
0

]〉
+
[

R1
h1

0
0 0

]
−
[
Y ′

1 0
]
−
[

R1
h1

0
0 0

]
�

[
R1
h1

0
0 0

]
⎤⎥⎥⎦ ≥ 0

and that [
R2 Y2
� Z2

]
≥ 0
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implies that⎡⎢⎢⎣h2Z2 +
〈[

Y2
0

]〉
+
[

R2
h2

0
0 0

]
−
[
0 Y ′

2
]
−
[

0 R2
h2

0 0

]
�

[
0 0
0 R2

h2

]
⎤⎥⎥⎦ ≥ 0

Finally, we get that Γ < 0 implies that:

Ξ +

〈⎡⎢⎢⎣
P ′

2
P ′

3
0
0

⎤⎥⎥⎦ [A0 −In A1 A2
]〉

< 0 (34)

with

Ξ =

⎡⎢⎢⎢⎣
∑2

i=1

(
Si − Ri

hi

)
P1

R1
h1

R2
h2

�
∑2

i=1 hiRi 0 0
� � −S1 − R1

h1
0

� � � −S3 − R2
h2

⎤⎥⎥⎥⎦
Applying Finsler’s lemma to (34) concludes the proof. �

Moreover, it has also been proved that method from [18] is a particular case of
the descriptor method and then also of Theorem 1. Furthermore, it can also be
proved that [12], [15], [18] are particular cases of Theorem 1 (see [14]).

5 Evaluation of These Methods in the Context of Load
Balancing Model

To evaluate the solution given by the different methods presented in the pre-
vious section, we will consider the original system with representative values
established by [5] for a Fast Ethernet network. In the particular case with three
nodes, τ = 200μsec and h = 2τ = 400μsec, but with the original system (1)-(3),
Abdallah et al [1] have shown that for any K < Kmax = 5π

4τ sin π/3 = 22672, the
system is asymptotically stable and for K = Kmax the system will have poles
on the jω axis.

Using theorems explained below, one proposes some results for different num-
ber of nodes n and different delays h and τ reported in table 1.

Remark 5. It is interesting to give some insights of the computations involved in
the optimisation scheme. The numbers of variables and numbers of constraints
are summarized in the table 2.

Remark 6. Obviously, results presented here are conservative compared with
methods proposed by [1] in the frequency domain. Nevertheless, theses tech-
niques are straightforward and could be used for different delays and different
numbers of nodes.
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Table 1. Maximum allowable gain K for different delays h and τ

n 3 5 5 5 5 5 10
τ 200 200 200 200 200 100 200
h 400 200 300 400 500 200 400

[16] 1999 3340 3070 2850 2655 5710 3740
Corollary 1[8] 3770 4585 4640 4585 4529 9175 4920
Lemma 1[8] 3340 4305 4250 4205 4165 7600 4900
Theorem 1 4350 5460 5440 5429 5420 10930 6050

Table 2. Numbers of constraints and variables involved for the different techniques

techniques nb. variables nb. constraints
n=10,

nb. variables
n=10,

nb. constraints

[16] 2n(n+1)
2

2n
(LMI or Riccati equation)

110 20

Corollary 1[8] 11n(n+1)
2 5n 605 50

Lemma 1[8] 17n(n+1)
2 7n 935 70

Theorem 1 5n(n+1)
2 3n 275 30

Remark 7. It has been proved that results provided by Theorem 1 are theoret-
ically exactly the same as results proposed by [8]. Nevertheless, the numerical
experiments shows that our method gives better results than previously pub-
lished papers using descriptors methods and bounding techniques [8]. It may be
due to the huge number of useless variables which have to be optimized which
could misguide the solver and lead it in a wrong direction for looking to the opti-
mal values of useless variables. Furthermore, this fact could also explain why the
first condition of Corollary 1 from [8] gives currently better results on examples
than Lemma 1 from [8] whereas Corollary 1 is a direct extension of Lemma 1
where particular matrices are chosen and set to zero. Finally, it appears also
that these observations are excessively dependent on the choice of the solver.

Remark 8. All simulations have been performed using SeDuMi, a Matlab toolbox
for solving semi-definite optimization problems [21].

6 Conclusion

In this chapter, we have been interested in the problem of stabilization of the load
balancing control scheme by using Lyapunov techniques. A new LMI formulation
has been proposed to cope with this problem and it has been compared with
previously published papers. Nevertheless, many issues remain open. In particu-
lar, it should be interesting to extend the evaluation of the different techniques
developed in this chapter when a saturated output feedback is considered. In this
case, the characterization of the region of stability associated to the closed loop
saturated system constitutes an important challenge. To study this problem, a
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representation of the saturated term via generalized sector nonlinearities could
be used [22]. Such considerations will be advised in a forthcoming issue.
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Summary. In this chapter we consider the problem of robust control of bilateral tele-
operation systems subject to communication time-delay. The stability of system under
consideration is firstly analyzed and a sufficient condition for delay-independent stabil-
ity is provided. Then the robustness issue is considered, and the problem of controller
design that robustly stabilizes the system independently of time-delay w.r.t environ-
ment uncertainties is formulated as an H∞ problem which can be solved using efficient
algorithms. When delay independent stability cannot be achieved, a method to de-
termine the maximal allowed time-delay is provided for which the system stability is
guaranteed. Simulation results point out the interest of the proposed approach.

1 Introduction

This work deals with bilateral teleoperation systems via communication network.
In this system, local manipulator’s position is sent to the remote side and the
contact force with the environment sensed at the remote side is reflected back
to the local side to provide a good fidelity to the human operator. The incurred
communication time delay may destabilize this system [1]. Many control schemes
have been proposed in the literature to overcome the instability due to commu-
nication time delay in bilateral teleoperation systems. Some of these approaches
are briefly described below.

Passivity theory have been largely used to ensure the stability of time-delay
teleoperation systems [1, 2]. If a system is passive then the input-output stabil-
ity of this system is guaranteed [3]. Based on this principle energy dissipating
elements should be added to the system such that the passivity condition is en-
sured. Many approaches were proposed in the literature to choose such energy
dissipating elements, see for example [1, 4, 5, 6, 7, 8, 9]. However, as pointed by
[10] non-perfection can violate passivity. Moreover cautious digital implementa-
tions are necessary as passivity may be lost if no specific mechanism is done to
handle missing packets [11].

In [12, 13], frequency sweeping test is used to derive conditions on PI-type
controller such that the global system is asymptotically stable. The study cannot

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 99–116, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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be directly generalized for other types of controller. Authors have also proposed
in [14] finite spectrum controller for bilateral teleoperation systems. However,
the time-delay must be known and robustness is difficult to be analyzed.

Leung et al. [15] have used μ-analysis and synthesis to design robust controllers
for bilateral teleoperation systems. In this approach the local and remote manip-
ulators are both stabilized locally under the assumption that there is no contact
with the environment. In the case where there is a contact with the environment,
a third controller is added in order to guarantee the stability of the closed-loop
system. However, the time delay is treated as a disturbance on the system and
not as a system parameter. This work has been extended (in the H2 framework)
in [16] by considering a Padé approximation of a constant delay, thus allowing to
do a classical H∞ control design for the third controller. However the results do
not apply for uncertain and/or time-varying delays. In the H∞ framework, the
authors have designed an H∞ impedance controller for bilateral teleoperation
systems considering the delay as an uncertainty [17]. However these approaches
lead in general to conservative results.

In this work, an H∞ approach is proposed for designing robust controller for
bilateral teleoperation systems in the presence of environment and communi-
cation time-delay uncertainties. This approach allows us to design a controller
that ensures robust stability w.r.t environment impedance uncertainties and for
any finite time delay (constant or time-varying). When such a solution cannot
be obtained, a graphical Nyquist-type procedure in the presence of environment
uncertainties is provided to determine the maximal delay uncertainty (on a con-
stant one) that preserves the stability of the teleoperation system. Note that a
preliminary version of this work has been presented in [18].

The outline of this chapter is as follows. A general representation of teleopera-
tion systems is given in Section 2, followed by a stability analysis of the nominal
system in Section 3. The robustness of bilateral teleoperation system is studied
in Section 4. Section 5 presents simulation results that support the theoretical
work and conclusion is drawn in Section 6.

2 System Representation

A bilateral teleoperation system can be represented by the block diagram of Fig.
1 and it consists of five subsystems: the human operator, the master manipulator,
the communication channel, the slave manipulator and the environment. The
variables of the system are: Fh is the force applied by human operator, Fe is the
contact force with the environment and Xm, Xs are the position of master and
slave manipulators respectively.

The operator commands the position of the slave through the master and the
communication channel. The contact force with the environment is transmitted
back to the human operator through the communication channel. Notice that,
since the teleoperator is controlled bilaterally, the arrows in Fig. 1 can be re-
versed. In this case the operator commands force forward to the environment
and environment’s position is sent back to the master.
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Fig. 1. Block diagram of bilateral teleoperation system

Generally, three controllers are designed for this system: two local controllers
for master and slave manipulators in order to achieve desired master and slave
compliance and second slave controller such that, in steady state, the slave po-
sition Xs is equal to the master position Xm and the global system is asymp-
totically stable. In this work, both local controllers are assumed to be already
designed and integrated in the master and slave transfer functions. Only the
design and robustness of the second slave controller is thus tackled.

3 Stability Analysis

In view of previous section, let Pm and Ps be the stable transfer functions of
master and slave manipulators including the local controllers, Ze be the environ-
ment impedance, h1 ≥ 0 and h2 ≥ 0 be time delays of communication forward
and backward channels respectively and C be the second slave controller. With
these notations, block diagram of Fig. 1 can be redrawn as shown in Fig. 2.

Fig. 2. Considered structure of bilateral teleoperation system

Let us firstly give a definition for asymptotic stability of the system in Fig. 2.

Definition 1. Consider the bilateral teleoperation system of Fig. 2. This system
is said to be asymptotically stable if:

1. The transfer function from X̄m to Xs is asymptotically stable with unitary
gain, and
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2. The transfer function from Fh to Xm is asymptotically stable for any time-
delay.

Now both conditions of the above definition are analyzed and some criteria are
provided to test these conditions.

3.1 Analysis of Condition 1 in Definition 1

The control scheme for the slave side is shown in Fig. 3 where W1(s) is a weighting
function reflecting the desired tracking performance.

Fig. 3. Master → Slave positions system

Noting P̄s = Ps

1+PsZe
, the sensitivity and complementary sensitivity functions

are given by

Ss :=
1

1 + CP̄s
; Ts :=

Xs

X̄m
=

CP̄s

1 + CP̄s
(1)

Using an ad hoc choice of the weighting function W1, the condition 1 can be
expressed as the following H∞ problem: find a controller C that ensures internal
stability of the system in Fig. 3 and such that

‖W1Ss‖∞ < 1 (2)

3.2 Analysis of Condition 2 in Definition 1

From figures 2 and 3, the transfer function from Fh to Xm can be described as
shown in Fig. 4 where h = h1 + h2.

From this figure it is easy to show that

Tm :=
Xm

Fh
=

Pm

1 + PmTsZee−sh
(3)
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Fig. 4. Operator force → Master position system

Delay-Independent Case: An H∞ Design

Our objective now is to provide a condition that ensures asymptotically stability
of system (3) for any time delay h. To this end, let us first recall the following
result [19, 20], for constant time-delays.

Lemma 1. Let P (s) and Q(s) be two polynomials in complex variable s sat-
isfying Q(s) is stable, and degs [P (s)] < degs [Q (s)]. Then, the polynomial
Q (s) + P (s) e−sτ is stable for all τ ≥ 0 if and only if

|Q (jω)| > |P (jω)| , ∀ω ∈ � (4)

In order to apply the above lemma on the system in Fig. 4, let

Pm(s) =
Nm(s)
Dm(s)

, Ts(s) =
Ns(s)
Ds(s)

, W2 = PmZe (5)

Then the transfer function Tm given in equation (3) can be rewritten as follows

Tm =
NmDs

DmDs + NmNsZee−sh
(6)

Under the assumption that Pm and Ts are stable and such that
degs(NmNsZe) < degs(DmDs), then by Lemma 1 the transfer function Tm given
in (6) is asymptotically stable for any finite time delay h if and only if

|DmDs (jω)| > |NmNsZe (jω)| , ∀ω ∈ � (7)

which is equivalent to
‖W2Ts‖∞ < 1 (8)

where W2 and Ts are given in (5).
The previous result can also be obtained through the small gain theorem.

Indeed the scheme in Fig 4 can be represented as in Fig 5.
Applying the small gain theorem using Δ(s) = e−sh leads to the following

result, which, as explained in [21], is also true for time-varying delays.

Lemma 2. The closed-loop system represented in figure 5 is stable for all Δ(s)
s.t. ‖Δ(s)‖∞ < 1 if and only if ‖PmTsZe‖∞ < 1, i.e. ‖W2Ts‖∞ < 1.
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Fig. 5. Small gain approach

In view of (2) and Lemma 2, the following proposition can be obtained.

Proposition 1. Consider the bilateral teleoperation system in Fig. 2 with trans-
fer functions (1) and (5). Assume that Pm, Ts and PmTsZe are proper and stable
(i.e. belong to RH∞), then the system is asymptotically stable in the sense of Def-
inition 1 if there exists a controller C which internally stabilize Ts and such that∥∥∥∥W1Ss

W2Ts

∥∥∥∥
∞

< 1 (9)

Proposition 1 gives an H∞ problem for nominal performance and stability of
system in Fig. 2. Robust stability will be analyzed in the next section.

Analysis of the Delay-Dependent Case w.r.t Time-Varying Delays

Here, the result of [22] is used to give a stability test when time-varying bounded
delay is considered. The following proposition states this result.

Proposition 2. [22] Consider the closed-loop system in Fig 4 where h is time-
varying. The system is stable for any time-varying delay 0 ≤ h(t) ≤ δmax if∣∣∣∣ NmNsZe

DmDs + NmNsZe

∣∣∣∣ <
1

δmaxω
, ∀ω ∈ [0,∞] (10)

4 Robust Analysis and Design

In this section, robustness w.r.t environment and communication time-delay un-
certainties is analyzed. We assume here that the environment impedance Ze

belongs to some admissible set Ξ, and that the time-delay is constant and de-
fined as h = h0+τ where h0 is known and constant and τ represents the unknown
delay uncertainty.

First, according to Fig. 3, Ts is only subject to environment uncertainties
(not delay one). The environment impedance is assumed to belong to a set Ξ of
multiplicative input uncertainties, defined as:

Ξ = {Ze = Z0
e (1 + WeΔe)} (11)
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where Δe is the uncertainty matrix s.t ‖Δe‖∞ < 1, and We is the uncertainty
weight. Now, define the following set of transfer functions:

P̃s =
{
P̄s : Ze ∈ Ξ

}
(12)

The set Ξ is said to be admissible, if P̃ 0
s (for nominal impedance Z0

e ) and P̃s

have the same unstable poles.
Our aim is to find conditions s.t Ts and Tm given in (1) and (3) are robustly

stable for all Ze ∈ Ξ in both following cases: first for any finite time-delay h,
and otherwise for a maximal delay uncertainty τmax (up to a nominal one h0)
s.t Tm remains stable for all Ze ∈ Ξ.

The following proposition provides a test condition for robust stability of the
system in Fig. 3.

Proposition 3. Consider the system of Fig. 3 with the family of transfer func-
tions (12) and such that Ξ is admissible. Assume that the system is internally
stable for nominal impedance Ze, then the system is internally stable for all
Ze ∈ Ξ if

‖WITs‖∞ < 1 (13)

where WI is a weighting transfer function satisfying

|WI (jω)| ≥ max
Ze∈Ξ

∣∣∣∣∣ P̃s (jω)
P̃ 0

s (jω)
− 1

∣∣∣∣∣ , ∀ω ∈ � (14)

and P̃ 0
s = P̃s for nominal impedance Ze.

Proof. Using (14), the family of transfer functions (12) can be written as follows:

P̃s = P̃ 0
s (1 + WIΔI) (15)

where P̃ 0
s = P̃s for nominal impedance Ze and ΔI is a variable stable transfer

function satisfying ‖ΔI‖∞ < 1.
From (15) and robust control theory [23], the robust stability condition for

Ts w.r.t multiplicative input uncertainties is given by (13).

4.1 Robust Design w.r.t Environment Uncertainties

In view of (9) and (13), the following theorem is the main result of this work
which provides criteria for nominal performance and robust stability.

Theorem 1. Consider the system of Fig. 2 with the family of transfer functions
(12) and such that Ξ is admissible. Define the uncertainty weight as:

|W4 (jω)| = max
{
|WI (jω)| , max

Ze∈Ξ
|W2 (jω)|

}
, ∀ω ∈ � (16)
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The teleoperation system is robustly asymptotically stable for any time-delay
according to Definition 1 if there exists a controller C that ensures internal
stability of Ts and such that ∥∥∥∥W1Ss

W4Ts

∥∥∥∥
∞

< 1 (17)

Proof. If (17) is satisfied, then

‖W1Ss‖∞ < 1 and ‖W2Ts‖∞ < 1, ∀Ze ∈ Ξ (18)

and

‖WITs‖∞ < 1 (19)

As (18) is satisfied and C internally stabilize Ts, then by Proposition 1 the
system is stable for any finite time delay. In addition, as (19) is satisfied, then
by Proposition 3 the system is asymptotically stable for all Ze ∈ Ξ. Therefore,
the system is asymptotically stable for all Ze ∈ Ξ and for any finite time delay.
This ends the proof of Theorem 1.

Notice that (17) can be solved as a mixed sensitivity problem using μ-analysis
and synthesis toolbox of MATLAB R© [24].

4.2 Robustness Analysis w.r.t Environment and Time-Delay
Uncertainties

In this subsection we consider the case where the robust design problem (17)
cannot be achieved. We assume that a controller C has been designed for Ts to
achieve nominal H∞ performance and stability (9).

The environment uncertainties are considered of the form (11) and the delay
is s.t h = h0 + τ , where τ represents the uncertain part of the delay.

Now, as the delay uncertainties only affect Tm, a robust stability analysis
is performed to determine the maximal delay uncertainty τmax that preserves
stability of the teleoperation scheme in Fig. 2 and Fig. 4 in the presence of
environment uncertainties. A graphical method based on the Nyquist plot is
considered here. To this end, let us define the following transfer functions:

Wτ = PmTsZee
−sh and W0 = PmTsZ

0
ee−sh0

Then:
Wτ = W0(1 + WeΔe)e−sτ

Following the method in [25], the procedure to determine the maximal allowed
delay uncertainty can be summarized in the following proposition.

Proposition 4. [25] Let us considered the teleoperation scheme of Fig 4. Assume
that Ze is subject to uncertainty of the form (11) and the time delay h is also
subject to uncertainty of the following form h = h0 + τ . Then, the maximal
allowed delay τmax that preserves stability can be determined as follows:
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Step 1: Draw the Nyquist plot of the nominal system W0.
Step 2: Define the uncertainty circles as:

Z(w) = C[W0(jω), |W0(jω)||We(jω)|], ∀ω ∈ �

and plot the “blurred” Nyquist plot.
Step 3: Define Ω the set of ω s.t. Z(w) intersects C[0, 1] and compute the mini-

mum angle θ(ω) from the intersections to the negative real axis. Then:

τmax = min
ω∈Ω

θ(ω)
ω

5 Illustrative Example

Consider the following dynamics of the master and the slave manipulators{
Mmv̇m = Fh + um

Msv̇s = −Fe + us

(20)

where vm and vs are the angular velocities for the master and the slave re-
spectively, um and us are the respective motor torques, Mm and Ms are the
respective inertias, Fh is the operator torque and Fe is the environment torque.

In order to stabilize the above system, [1] have proposed the following PI
control law{

um = −Bmvm −Bs1(vm − vs)−Ks

∫
(vm − vs)dt

us = −Bs2vs − αfFe + Bs1(vm − vs) + Ks

∫
(vm − vs)dt

(21)

where Mm = 0.4kg, Ms = 1kg Bm = 3N/m, Bs2 = 0.2N/m, Ze = 1, αf = 0.5
and Ks and Bs1 are the parameter of the PI controller which must be chosen
such that the closed-loop system is stable.

In the presence of communication time delay h ≥ 0, [12] have ensured that for
Ks = 5 and Bs1 = 2.8, the closed-loop system is stable for all h > 0. However,
when the admittance of the environment changes to Ze = 2, the system becomes
unstable. In this case, choosing Ks = 12 and Bs1 = 2.8, the closed-loop system
is proved to be stable for all h < 0.3027 sec.

Based on the above discussion, the master and slave transfer functions with
local controllers are given by

Pm =
1

0.4s2 + 3s + 5
, Ps =

1
s2 + 0.2s + 2.8

(22)

The impedance of the environment is modelled as follows

Ze = Bes + Ke (23)

Two cases of environment impedance are considered, both including the free
motion:
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Case 1: 0 ≤ Be ≤ 2 and 0 ≤ Ke ≤ 4 (the nominal value is Ze = s + 2)
Case 2: 0 ≤ Be ≤ 6 and 0 ≤ Ke ≤ 10 the nominal value is Ze = 3s + 5).

The nominal round-trip communication time-delay is chosen as h0 = 1.5sec.
In the following the H∞ control design is presented. Note that, in order to be

more realistic and to avoid large controller gain, in particular in high frequencies,
a weighting function has been added on the control input, in addition to the
weighting functions presented before.

5.1 Robust Design for Case 1

The H∞ problem to be solved is given by (17). First the tracking weight W1 is
chosen as : W1(s) = s/Ms+wb

1+wbε with ε = 10−4, Ms = 1 and wb = 0.25.
Then the weight W4, representing the robust stability constraint (see (17)),

is chosen as represented in Fig 6.

Performance and Robustness Analysis

Solving the H∞ problem (17) leads to a controller C of order 5 where the solved
mixed sensitivity problem is represented in Fig 7.

As seen on fig 7, the sensitivity function Ss satisfies quite well the performance
requirement. The stability condition for Ts w.r.t any delay (8) is also satisfied
(see the right high frame), and the uncertainty weight 1/W4 as well (see the left
bottom frame). The function KS represents the control input behavior (i.e. too
large gains are avoided).

Stability Analysis w.r.t Time-Varying Delay

Applying the result in Proposition 2, it is shown that the teleoperation scheme
in Fig 4 remains stable for all time-varying delay s.t. 0 ≤ h(t) ≤ 2.8sec., as
shown in Fig 8.

Simulation Results

Here, simulations in time-domain are provided. The communication time-delay
is here time-varying and s.t. 0.5 ≤ h(t) ≤ 2 (i.e. 0.25 ≤ d(t) ≤ 1 for each side ).
A step disturbance of magnitude 0.2 is applied at time t = 60sec. that represents
an increase of the external force (i.e of the contact at the environment).

Figures 9 show master and slave positions for variable communication time
delay and null, nominal, maximal environment impedance as well as for the
case where Ze = 2Ze max, i.e. outside the robustness specification. The results
prove the robustness of the proposed scheme. Note that in all these cases the
slave position pursuits the master position, with a tracking error that increases
according to the environment impedance, as usual in teleoperation. Also a good
disturbance attenuation property is obtained.
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5.2 Robust Design for Case 2 and w.r.t Time-Delay Uncertainties

In this subsection we consider the case where the delay independent stability
condition (9) is not satisfied, e.g. when the environment impedance is chosen as
Ze = Bes+Ke with 0 ≤ Be ≤ 6 and 0 ≤ Ke ≤ 10.

Try of Robust Design

Due to the hard constraints on the environment, the control input constraint
has been a few relaxed in this part, i.e. larger controller gain is accepted.

The weight W4, representing the robust stability constraint (see (17)), is cho-
sen as represented in Fig 10.

Solving the H∞ problem (17) leads to a controller C of order 5 where the
solved mixed sensitivity problem is represented in Fig 11.

As seen on fig 11, the sensitivity function Ss almost satisfies the performance re-
quirement. The stability condition for Ts w.r.t any delay (8) is also satisfied, but the
robustness condition is not satisfied as |T | > 1/|W4| (see the left bottom frame).

As the controller C is satisfying w.r.t to the tracking performance and nominal
stability for any delay, it is kept.

Note also that, applying the result in Proposition 2, it is shown that the
teleoperation scheme in Fig 4 remains stable for all time-varying delay s.t. 0 ≤
h(t) ≤ 0.7sec., as shown in Fig 12.

Robustness Analysis

Now, using the procedure described in Proposition 4, it will be shown that the
system is stable for any time-delay s.t.

h = h0 + τmax,

where τmax is the delay uncertainty. In Fig 13 the Nyquist plot of the nomi-
nal model W0 is plotted as well as the uncertainty circles (w.r.t environment
uncertainties) with the “stability” circle C[0, 1].

Using the method described in Proposition 4, the maximal delay uncertainty
that ensures robust stability (w.r.t environment uncertainties) is given by:

τmax = 5.28sec,

which proves that the teleoperation scheme will remain stable for all delays up
to h = 6.78sec.

Let us notice that, applying the previous Proposition 4 with a nominal delay
equal to 6sec leads to a maximal delay uncertainty that preserves stability equal
to τmax = 0.8sec, which proves that this methods is quite independent of the
prespecified nominal delay value.

Simulation Results

Here, simulations in time-domain are provided, in the same conditions as
previously.
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Figures 14 show master and slave positions for variable communication time
delay and different environment impedances, which proves the robustness of
the proposed scheme. Note that in all these cases the slave position pursuits
the master position, with a larger tracking error than previously, due to the
important increase of the environment impedance.

These simulation test emphasize the interest of the proposed approach, where
uncertainties in the environment impedance and in the communication time-
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delay are taken into account to design a robust teleoperation scheme. As a trade-
off the teleoperation system behaves slowly.

6 Conclusion

In this work the problem of robust control design of a bilateral teleoperation sys-
tem for any finite communication time delay and in the presence of environment
uncertainties has been solved as an H∞ mixed-sensitivity problem. When delay
independent design is not achieved, the maximal uncertainty (upon a constant
communication delay) that keeps stability has been obtained using a Nyquist
graphical method.

Thenatural extensionof thisworkwouldbe toprovide anH∞ design for bounded
time-varying delays, which will surely lead to a performance improvement.
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Summary. The aim of this paper is to show that the web remote control of mechan-
ical system is nowadays not only possible but also efficient due to the improvements,
in terms of reliability and bandwidth, of the networks. Nevertheless, as the internet
network do not guaranty any quality of services, the possible pertubations (variable de-
lays, failure...) have to be taken into account while developping such systems. We also
present some experimental results indicating a relative stability of internet connections
in terms of round trip time.

1 Introduction

Currently, the control of mechanical systems is mainly local. With the develop-
ment of new e-technologies, this control will become remote and made over long
distance networks. The problem is to design remote control applications taking
into account the following objectives:

• The aims of the industries are to increase the Value Added, to reduce the
costs and to transform time into value. So the remote control of machines
presents a great interest, particularly for the remote maintenance [2].

• The remote control of machines has to be reliable, fast, easy, protected against
attacks or intrusions.[27]

• The used communication technology has to be cheap although it has to offer
sufficient bandwidth and small delays.

How to find a good compromise to satisfy these various seemingly incompat-
ible points ?

Our work is based on an Internet approach of the remote control of real ma-
chines, a choice of cheap client/server solutions with common operating systems
and free software. We want to evaluate the ability of Internet, which is known
not to provide reliability, to allow the remote control of mechanical systems
in nearly real-time for applications like e-learning, e-practice work, telemain-
tenance and further e-manufacturing. It corresponds well to the target of the
European program ”Information Society Technologies” [11], which is to offer
”anywhere anytime natural access to Information Society Technologies services
for all”, and at one fundamental rule of the ”Sustainable development” that is to
”Rather prefer data transmission than displacement of people or/and matter”.

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 117–132, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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In this paper we propose a cheap methodology to solve the problem of the lack
of reliability of the network. Then we focus on the description of our experiments
and on results of round trip time (RTT) measurements.

2 Teleoperation and WEB Remote Control

The main concerns of such a control will be introduced through a historical point
of view. The wireless remote control at long distance had been the principal
theme of the work of the French physicist and doctor Edouard Branly from 1890
to 1905. The French author Jules Verne [30] wrote in 1875 a speech ”une ville
idéale, Amiens en l’an 2000” (an ideal city, Amiens in the year 2000) about the
city where he lived, and where Edouard Branly was born. One item of this text
described the retransmission by remote control in real time of a music concert
between concert halls located in Amiens, London, Vienna, Rome and Saint-
Petersburg, etc. The work of Samuel F.B. Morse in 1837 on the telegraph was
former, but the invention of the telephone by Graham Bell (1874, patented in
1876) was contemporary. Edouard Branly knew the theory of the electromagnetic
waves, and the equations of James Clerk Maxwell established between 1860 and
1864. The speed of the light had been calculated by Olaus Roemer in 1675 with
a wide error, but measured with accuracy by Hippolyte Fizeau in 1849, as well
as the phase speed of electrical waves in conductor wires by Kirchoff in 1857.
The propagation velocities of these three kinds of waves are very close and they
exceed much those of the material waves in the continuous mediums, e.g. the
speed of sound in air measured by Pierre Louis Dulong about 1820, in water
measured by Charles Sturm in 1827 and the elastic waves in the rigid bodies.
The ratio is near 1,000,000 for the sound and 60,000 for the elastic waves.

The idea germinated of transmit commands to distant systems using electro-
magnetic or electric waves considering the interest of their high speed. Edouard
Branly invented the first electromagnetic waves receiver, the Branly’s coherer,
opened the way for the invention of the antenna Popov (1897) and the starting
of the radio-communication Marconi (1898).

In 1905 Edouard Branly made a successful public presentation of remote con-
trol experiments named ”télémécanique” (telemechanic) in Paris in the Tro-
cadéro’s palace.

The technologies for coding, to transmit and of restitution of information
increased considerably during the 20th century. In the second half the computer
was born and developed.

The teleoperation became unavoidable during the second world war when
started the ”Manahattan Project” of production of nuclear weapons. So began
in the late fortieth the work about teleoperation performed by Goertz in the
Argonne National Laboratory. [6]

The convergence of the information technologies and the communication al-
lowed the birth of Internet and after 1989 the development of the WEB.

During the Nineties, several projects appeared of mechanical systems control
using Internet as communication network with varied objectives: the Mercury
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Fig. 1. General Architecture

project to prove the feasibility Goldberg and al. [7], the Australian telerobot
for the interaction with the user by Taylor and al. [28], Rhino by Burgard and
al.[3], Xavier by Simmons [25], Puma-Paint by Stein [26], mobile robotics Khep-
OnTheWeb by Saucy and al. [23], augmented reality by Otmane Ariti [22], etc.

From the study of these experiments on Internet, a common frame can be
described about the operational aspects of an application of e-manufacturing
(figure 1). The user, through his Internet navigator, addresses a request to a
Web server (step 1) and downloads an application on his work station such as
for example a Java applet (step 2). A connection is then established towards the
application server in charge of the machines’s and client’s management (step 3).
After checks, the user is able to take the remote control of the remote device.
In parallel to step 3, other connections are also established towards multi-media
servers broadcasting signals (video, sound) of the system to be controlled.

Even if the general scheme is the same in most applications, no study proposes
to develop a generic software architecture. More the unforeseeable nature of
network (Internet) was not really taken into account with all its consequences.

In the following part we will propose a solution to these problems and we will
present then various applications.

3 Methodology

We have analysed the problem with a discrete events methodology, applied to
the run and stop procedures, and we have used a description tool, common in
the French industry, the GEMMA [1]. It may be seen as a generic Statechart
[10], an empty chart is presented on the figure 9 on appendix.

To take into account the unreliable behaviour of the network, it was neces-
sary to improve the GEMMA. A new form: the GEMMA-Q (Quality of service
GEMMA, [20]) have been introduce. 6 levels of quality of communication Q1-Q5
and Qz based on the RTT values have been defined. The state of the system is
determined on the level of quality and the server can switch from, for example,
the normal production state to a stop procedure when the quality is decreasing,
in respect of the transitions specified in the GEMMA-Q, see figure 2.
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Q1

Q5

Q1

Q2

Q2

Q3

Q3

F1 Q1

F1 Q2

F1 Q3

F1    <Normal Production>

D1     <Emergency Stop>

Fig. 2. Substate of the GEMMA F1 and D1

The Gemma-Q is a tool to help the developper while building his application.
It forces him to think of the possible problems that may occurs due to network
lack of quality of services and to propose solutions depending on the pre-defined
quality levels. For example, in the case of a robotic arm, the speed of the move-
ment may be decreased or increased according to the RTT to ensure a proper
remote control in any case. More, in case of network failure (connection close),
stopping the system is not all the time the best solution. The Gemma-Q offers
some specific states (bottom left rectangle on figure 9) to manage defect modes
and to describe the procedure to apply in such a case.

States A1 to A7, F1 to F6 and D1 to D3 are the classical states of the Gemma
Model. They are all describing some specific activities that may be encounter in
production systems like initialisation (A1), production (F2), test (F4 to F6) or
emergency (D1). In our proposal, all these states are splitted in substates taking
into account the quality of the network. A system can then be on a production
mode (F1) with a good (Q1) or a rather good (Q2) or a medium (Q3) quality
of the network. Quality Q4 (bad) and Q5 (no connection) forces the system to
move automatically to defect mode (D1 to D3).

Developpers will first specify their Gemma-Q while giving an informal de-
scription of each state and substates. Then, these states will be instantiated
with programs and the whole system is implemented on the machine side. Tran-
sitions between states will depend either on external condition (sensors) or
on network conditions (quality level). Transition between sub-states only de-
pends on network conditions. The remote user is permanently informed of the
situation of the Gemma and of transition between states thanks to our underly-
ing software architecture [21].
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This architecture is implemented in java language, and involves few bonds for
data- transmissions between the linked threads. This insures a rather good effi-
ciency of the client- server system despite we don’t use real time operating systems
and true-time clocks. The used operating system for the server is today Windows
XP R©, but the server runs under Linux as well too. The downloaded code by the
client is involved in applets, no plugin is needed. To add new machines we have
adopted a plug and play approach, only the driver of the machine on the left side
of the figure 3, and the human machine interface on the right side have to be de-
velopped. The rest of the system acts as a kernel of transmission services.

Fig. 3. Architecture of SATURN

4 Applications

Some implementations have been performed:

• a teaching arm manipulator Ericc with 5 degrees of freedom,
• a small milling machine 3d for rapid prototyping,
• a SONY camera (EVI D31) with variable pan tilt and zoom [16],
• a camera with variable pan tilt and zoom in Océanopolis, an oceanographical

museum of Brest, for the observation of penguins [14].

Our system measures every second the Round Trip Time (RTT) between
the connected clients and the server software, and stores these measures. The
measurement procedure cannot be compared with the ICMP ping command,
because this last command is just limited at the border of the operating system
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Fig. 4. The robot arm Ericc and the milling machine

at either end, the Ethernet cards, and the net. The ping command sends a frame
to the target machine through the net, immediately sent back by the target.

Our measures start at the application level on the server, go to the application
level inside the client and come back to the server application level. It seems that
the periodicities of the tasks of the operating system and the Ethernet cards and
their drivers have a strong effect on the collected values e.g. the figure 7, these
aren’t continuously but discretely distributed. We choose the TCP-IP protocol
[19] because, it’s behaviour for long distance transmissions is better than with
the other protocols: it improves the reliability but it is also considered as less
efficient as other ones. So our values are higher than the values collected with a
common ping (or a traceroute), but we are able to communicate between pro-
tected machines even when the ping command is unusable. More, the exchanged
frames contain usable data for the control.

The figure 5 shows our human interface for the remote command of the robot
arm. On the right side of the top, the interface displays an indicator of the ping-
pong quickness, and draws a bar graph over colored stripes. Each colored stripe
matches to a specific level of quality of the communication. The limit values of the
levels are based on the reaction time of a worker in front of the machine inside the
workshop, e.g. if the distance between themachine andhim is close to 1m, his travel
speed in the factory is near 1 m/s, so his reaction time is greater than one second.

In the next section of this article we present our results of measured RTT.
They show that today the reaction quickness of a qualified worker far from the
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Fig. 5. The client interface

machine but well connected to Internet could be better than those of a worker
in front of the machine.

5 Results

Since 2001 we have stored the data of more than 14 000 connections of more
than one minute. During the last three years the performances of Internet have
been increased dramatically.
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We collect the values of each RTT of each connection in html files on our
server, so we can access from every where to the data. Each month we transfer
all the data on a MySql data base manager and we have written some typical
requests to analyse the quality of the connections.

Table 1. Mean measured RTT and durations by kind of connection

56k modem ADSL
global from France from other from France from France

countries (Wanadoo) (Wanadoo)
number of connections 12530 8493 4037 1468 2567

mean duration (s) 240 247 225 214 250
mean RTT (ms) 519 473 602 1023 214

standard deviation (ms) 140 140 35 669 29

The first table shows the collected values between 2001 and 2003, the two
last columns display the values corresponding to the french Internet provider
Wanadoo. The observed RTT values depend strongly on the kind of the connec-
tion on the side of the remote user, with Modem Lines: RTT = 1023 ms, but
with Adsl lines from France to France: RTT = 214 ms, always Average values
(world wide): RTT = 537 ms. Only 3% of the measured values of the RTT are
over 100% of the average value. Although our RTT cannot be compared with
ICMP pings, the results of measures performed during the CAIDA project [4]
are similar in terms of RTT time. The figure 6 shows the evolution of the quality
since august 2001 to november 2004, the percentage of the connections staying
in the limit of the pic value under 100% of the mean value was only 10% at the
beginning and reaches 40% at the end. We can expect that before the end of this
decade less than 10% of the connection will not achieve this criterium of quality.
The two bargraphs show the RTT over 50% of the average, and the RTT over
100%, it appears that the stability of the connections are increasing, today we
have less than 3% of the connection with abnormal RTT higher than 100% of
the average.

More, we also have observed a lot of remote connections like the one presented
in figure 7 (connection from France to Japan) where the average RTT is equal
to 349 ms and all the value are comprised between 270 ms and 490 ms. This
connection has a duration of more than 20 minutes.

All the previous results seems to show the relative stability of the Internet
network. According to us, this stability is the consequence of two main factors:

• We are using the TCP/IP protocol which has been defined to limit, as much
as possible, congestion. This protocol uses different strategies, like slow start,
fast retransmit or fast recovery, to try to insure a constant rate of the trafic
between partners.
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• Networks are now a key point of the new economy and the operators have a lot
of pressure from their customers to offer the best service. The infrastructure
of backbones is generally oversized to be able to manage even the worst case.

This property of relative stability can be used in the context of remote control,
first of all to inform the user about the quality of the connection between him
and the system he is controlling. It makes it possible to have some prospective
idea of what he could do with the system. More, if several users can gained the
control of the system, the one who has the best quality should be the one who
will get the control.

The second aspect shown by these results is the fact that the average RTT is
very small. It opens new perspectives to the remote control, to switch from nice
demonstrations of feasebility to real use in the industry.

Fig. 6. Evolution of the quality

Fig. 7. Trace of a connection between Brest and a remote user situated in Japan
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Nevertheless, these results also show that from time to time, depending on
web factors1(users, providers, operators, international news...), this nice stabil-
ity and slow delays hypothesis are no longer true. As, the controlled system
are mechanical, are moving or making movements, we have to assume security
constraints. Our discrete approach with the Gemma-Q is then efficient, because
the failure of the transmission occurs only accidentally. Indeed a break of the
data transmission remains ever possible and for such a remote control we have
to take into account that the data are transmitted to a long distance without
intermediate control nor quality of service guaranteed.

It seems that the periodicities of the tasks of the operating system and the
Ethernet cards and their drivers have a strong effect on the collected values e.g.
the figure 7, these aren’t continuously but discretely distributed.

To evaluate the velocity of Internet today we have tested with some ICMP
pings the connection from Brest (France) to Auckland (New-Zealand), one of
the antipodes city. Each RTT packet covers a bigger distance than 39,000
km. We have reported in the appendix two tables of typical measures of
RTT and traceroute, the RTT is not stable, but the values are mostly under
400 ms.

The problem remains of the forecasts of the performance in terms of delay
and bandwidth of the net, some tools about are developed about e.g. ”NWS”
by the Network Weather Service (NWS) [5, 18].

6 Conclusion

Our work started few years ago from a scaling concept based on the observation
of the quick increasing of the performances of the IP network, and the standard-
ization of the WEB technologies. We have developped a generic architecture
and a specific sensor to measure and evaluate statistically the improvement of
the net. The results are better than expected, the RTT values are small and
the stability satisfactory. It appears that active remote control is feasible today
on a world scale [8, 9, 31], with a rather good reliability and that the whole
Internet- world is today within less than one half second for the users having
”high speed connections”. The physical limit of the speed is the light velocity,
we are today between 5 or 10 times lower. If it should be possible to reach the
limit in the future, New Zealand will be only at 200 ms RTT of Europe, such a
small delay would permit an effective teleoperation [13, 29] with force feed-back
on the whole earth! This perspective open the door of networked closed-loop
system, where the stabilization problem of the variable time-delay would be
solved. [17]

1 The problem remains of the forecasts of the performance in terms of delay and
bandwidth of the net, some tools about are developed about e.g. ”NWS” by the
Network Weather Service (NWS) [5, 18].
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dentale, Brest

21. Ogor, P., Le Parc P., Vareille J., Marcé L. (2001) Control a robot on internet. In:
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Appendix

In 2003 we have computed averages for some countries with values extracted
from our measurements. It appears that the geographical distance as no sig-
nificant influence on the RTT, and that the performances are near the inter-
essant RTT value of 300 ms considered as a threshold compatible with the IP
telephony.

Fig. 8. Measured RTT: mean value versus the country

To evaluate the velocity of Internet today we have tested with some ICMP
pings the connection from Brest (France) 48◦23′ N ⊕ 4◦30′ W to Auckland (New-
Zealand) 37◦00′ S ⊕ 174◦47′ E., one of the antipodes city. Each RTT packet
covers a bigger distance than 39,000 km. We have reported in the appendix two
tables of typical measures of RTT and traceroute, the RTT is not stable, but
the values are mostly under 400 ms.

The great-circle distance between these two towns is about 19,500 km. Each
RTT packet travels more than 39,000 km. We have reported here two tables
of typical measures of RTT and traceroute, clearly the RTT is not stable, the
max value is approximately four times greater than the average value, but the
values are mostly under 400 ms. So the operational velocity of the data is close
to 100,000 km/s the half of the light speed in optic fibers !

This means that the delays induced by the equipments like switches or routers
are become very small for the long distance communications on Internet.
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Table 2. Sample of ICMP RTT between Brest(fr) and Auckland(nz)

lepouldu[4] ping -s www.auckland.ac.nz

PING www.auckland.ac.nz: 56 data bytes

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=0. time=390. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=1. time=2154. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=2. time=1154. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=3. time=389. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=4. time=387. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=5. time=443. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=6. time=391. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=7. time=391. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=8. time=389. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=9. time=386. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=10. time=392. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=11. time=388. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=12. time=387. ms

64 bytes from www.auckland.ac.nz (130.216.191.67): icmp seq=13. time=393. ms

ˆ C

—-www.auckland.ac.nz PING Statistics—-

14 packets transmitted, 14 packets received, 0% packet loss

round-trip (ms) min/avg/max = 386/573/2154

lepouldu[5]
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Table 3. Sample of traceroute between Brest(fr) and Auckland(nz)

lepouldu[6] traceroute www.auckland.ac.nz

traceroute to www.auckland.ac.nz (130.216.191.67), 30 hops max, 40 byte packets

1 193.52.16.16 (193.52.16.16) 0.721 ms 0.420 ms 0.291 ms

2 172.31.1.19 (172.31.1.19) 0.593 ms 1.987 ms 1.382 ms

3 193.50.69.249 (193.50.69.249) 2.310 ms 2.565 ms 2.131 ms

4 193.48.78.197 (193.48.78.197) 134.774 ms 110.455 ms 111.106 ms

5 PAO-Rennes2-TR.rrb.ft.net (195.101.145.25) 116.580 ms 115.974 ms 57.848 ms

6 peering-GIP.rrb.ft.net (195.101.145.6) 19.283 ms 18.024 ms 115.293 ms

7 rennes-g3-1-10.cssi.renater.fr (193.51.181.126) 37.090 ms 52.776 ms 78.339 ms

8 caen-pos1-0.cssi.renater.fr (193.51.180.17) 128.701 ms 21.718 ms 20.487 ms

9 rouen-pos1-0.cssi.renater.fr (193.51.180.22) 39.375 ms 28.154 ms 22.034 ms

10 nri-a-pos6-0.cssi.renater.fr (193.51.179.21) 20.082 ms 32.574 ms 29.953 ms

11 193.51.185.1 (193.51.185.1) 32.696 ms 24.649 ms 23.975 ms

12 P11-0.PASCR1.Pastourelle.opentransit.net (193.251.241.97) 30.294 ms 24.603 ms 19.522 ms

13 P2-0.AUVCR2.Aubervilliers.opentransit.net (193.251.128.117) 21.410 ms 22.717 ms 27.937 ms

14 P6-0.NYKCR2.New-york.opentransit.net (193.251.243.234) 94.401 ms 107.672 ms 113.035 ms

15 P4-0.SJOCR1.San-jose.opentransit.net (193.251.242.2) 180.001 ms 175.272 ms 175.997 ms

16 P8-0.PALCR1.Palo-alto.opentransit.net (193.251.243.121) 176.130 ms 175.997 ms 175.436 ms

17 134.159.62.5 (134.159.62.5) 175.075 ms 177.357 ms 176.800 ms

18 i-11-0.paix-core01.net.reach.com (202.84.251.21) 182.981 ms 180.188 ms 177.993 ms

19 i-13-0.wil-core01.net.reach.com (202.84.143.61) 186.890 ms 187.118 ms 186.342 ms

20 202.84.219.102 (202.84.219.102) 662.074 ms 517.804 ms 675.547 ms

21 ge0-2-0-2.xcore1.sym.telstraclear.net (203.98.4.2) 402.907 ms 389.516 ms 389.461 ms

22 ge-0-2-0-21.jcore2.acld.clix.net.nz (203.98.50.8) 397.587 ms 388.412 ms 389.480 ms

23 218.101.61.11 (218.101.61.11) 543.061 ms 455.813 ms 496.482 ms

24 clix-uofauckland-nz-1.cpe.clix.net.nz (203.167.226.42) 388.648 ms 391.259 ms 399.452 ms

25 * * *

26 * * *

27 * * *

28 ˆ C lepouldu[7]
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Summary. Semigroup and spectrum perturbations are suitable for control synthesis
of distributed parameter systems described by partial differential equation (PDE). The
representation and processing of delay in tele-operated systems have a major scientific
interest. In this contribution, the aim is to show that infinite dimensional representation
of the delay by PDE can be suitable for control synthesis where the objective is that the
tele-operated system tracks the master system. The Internal Model Boundary Control
(IMBC) structure is used to achieve closed loop tele-operated characterization.

Keywords: Partial Differential Equation, Infinite Dimensional System, Teleoperation,
C0-semigroup.

1 Introduction

This paper presents a draft synthesis of tele-operated controlled system where
time delays are defined by Partial Differential Equation (PDE). The idea is to
test if this approach could be an easy way to deal with the control problem.

Indeed, the state space representation of PDE in infinite dimensional systems
and the semigroup approach are well suited for the control synthesis and anal-
ysis [2], [3], [4]. The well-known concepts like open loop or closed loop design,
stability, regulation, ... can be done [1][12][13][6]. In this approach, the closed
loop system is studied using the fact that it can be viewed as a perturbation
of the open loop system, perturbation of the semigroup and perturbation of the
spectrum, in Kato sense [5].

The closed loop system stability is achieved using the spectral and semigroup
perturbation theory. Consequently, the design conditions can be established for
the controller to achieve tracking or for a regulation aim, using the properties
stability of the semigroup and the spectrum.

This approach has been already used for classic PDE systems associated to
Internal Model Boundary Control, for parabolic systems [3], [4], [7], or hyperbolic
open loop stable systems [8], [9].

In this contribution, the approach is extended to tele-operated systems and mo-
re specifically to an experimental and almost industrial robotized tele-echography

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 133–144, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007



134 Y. Touré et al.

system [10]. The main contribution is the description of the teleoperation global
system as the open loop system part of an appropriate form of the Internal Model
Control structure. For example, the transfer between the slave and master systems
are represented in a direct form instead of a “material closed loop” like system, i.e.
the direct transfer between the master system and the slave system and the reverse
transfer from the slave system to the master system. So it is easy to show that the
practical objective of “transparency” between the “expert” operator and the slave
system, the “patient”, can be achieved by the internal model control structure and
the control design byperturbation theory in infinite dimensional systemapproach.

2 Model

The overall tele-operated system has three main parts: the master station gen-
erating the operation, a slave station remotely operated by the master system
and a communication link (transfer system) in between.

In the tele-echography system, the operation generator is a one degree-of-
freedom (DOF) hand free device, also called fictive probe, moved by the medical
expert. This fictive probe helps the medical expert to remotely control the distant
ultrasound probe holder robot positioned on the patient. It doesn’t acquire any
image but only supply the setpoint trajectory for the real echographic probe.

The patient station sends back to the master stationultrasound images andhap-
tic information which allow the medical expert to propose a preliminary diagnosis.

In a medical routine use, the global objective of the tele-echography chain is
for the slave station to transfer locally acquired information (e.g force) for an
efficient rendering at the master station.

One of the specific aspects of this chain is the existence, at various levels, of
time delays which values and effects vary according to the type of use of the
system. There are also various dynamic behaviours difficult to manage. These
delays are represented by hyperbolic PDE.

The tele-operated system is represented in the following figure Fig. 1 by differ-
ent sub-systems: the expert (master) and patient (slave) systems and the transfer
links in between:

Remark: The transfer between expert station and patient station is an action
link. The reverse link is a feedback information but not a feedback like action.

Fig. 1. Tele-operated system
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2.1 Description

The description of these elements is as follows:

• The master station
It is a one DOF hands free mechanical device (called the fictive probe), gener-
ating the operations trajectory and giving the reference points.⎧⎪⎨⎪⎩

ẋm(t) = Amxm(t) +Bmu(t) t > 0

xm(0) = x0
m

ym(t) = Cmxm(t)

xm(t) ∈ IRn1 u(t) ∈ IRm1 ym(t) ∈ IRp1

• The slave station
Where the operation is performed.⎧⎪⎨⎪⎩

ẋe(t) = Aexe(t) +Bere(t) t > 0

xe(0) = x0
e

ye(t) = Cexe(t)

xe(t) ∈ IRn2 re(t) ∈ IRm2 ye(t) ∈ IRp2

• Transfer master-slave
Reference points are transferred to the slave station including variable delays
modelled by transport equation with boundary control.⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂xτ

∂t = −vτ
∂xτ

∂z z ∈ Ω1 = (0 L1) t > 0

xτ (t, 0) = ym(t)
xτ (t, L1) = re(t)
xτ (0, z) = x0

τ z ∈ Ω̄1 = [0, L1]

(1)

• Transfer slave-master
The feedback information from slave station to master station includes also
variable time delays which can be represented by a PDE.⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂xi

∂t = −vi
∂xi

∂z z ∈ Ω2 = (0 L2) t > 0

xi(t, 0) = ye(t)
xi(t, L2) = yi(t)
xi(0, z) = x0

i z ∈ Ω̄2 = [0, L2]

(2)

Remark 1. Notice that in classical delay representation, L1/vτ is the delay of
master-slave transfer and L2/vi is the feedback information delay.

• Boundary control semigroup formulation for delay systems
The above state space models (1) and (2) of communication links, can be sum-
marized as following:
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ẋk(t) = Ak

dxk(t) on Ωk, t > 0

Fbxk(t) = Bbuk(t) on Γ = ∂Ωk, t > 0

xk(0) = x0
k in D(Ak

d)

(3)

the output is given by:

yk(t) = Cbxk(t), t ≥ 0

with
xk(t) ∈ Xk =

[
L2(Ωk)

]pk

D(Ak
d) = {xk ∈ Xk, xk a.c,

dxk

dz
∈
[
L2(Ωk)

]pk}

Each operator Fb, Bb and Cb is taken as a bounded operator:

Fb ∈ L(Xk, IR
pk) Bb ∈ L(IRpk , IRpk) Cb ∈ L(Xk, IR

mk)

The index k is chosen such that:

• for system (1): xk = xτ , uk = ym, Ωk = Ω1, pk = p1 , mk = m1 and
Ak

dxk = −vτ
∂xτ

∂z
• for system (2): xk = xi, uk = ye, Ωk = Ω2, pk = p2 and mk = m2 and

Ak
dxk = −vi

∂xi

∂z .

These boundary control systems may be formulated in the classical state space
abstract boundary control system [11], [3], [14]:{

ϕ̇k(t) = Akϕk(t)−Dku̇k(t), ϕk(t) ∈ D(Ak
d), t > 0,

ϕk(0) = xk(0)−Dkuk(0) (4)

where

• Ak is the “extension operator” of Ak
d, which means Akϕk(t) = Ak

dϕk(t) for
all ϕk ∈ D(Ak) and D(Ak) = {ϕk ∈ D(Ak

d) | F k
b ϕk = 0}, Ak is assumed

closed and densely defined in Xk.
• Dk is the bounded “distribution operator” describing the action of the bound-

ary control on the state: Dk ∈ L(Uk, Xk), the set of bounded operators
from Uk in Xk such that Dkuk ∈ D(Ak

d), F k
b (Dkuk) = Bk

duk, ∀uk ∈ Uk,
and Dk is choosen such that it leaves the operator Ak

d unchanged (i.e.,
im(Dk) ⊂ ker(Ak

d)).
• The change of variables is:

xk(t) = ϕk(t) +Dkuk(t)

According to (3), the abstract boundary control (4) has the following classical
solution:

ϕk(t) = TAk
(t)ϕk(0)−

∫ t

0
TAk

(t− s)Dku̇k(s) ds

where u̇ is continuous and where the operator Ak is assumed to be an infinites-
imal generator of the semigroup TAk

.
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2.2 Teleoperation Global System

The open loop system:⎛⎜⎜⎝
ẋm(t)
ϕ̇τ (t)
ẋe(t)
ϕ̇i(t)

⎞⎟⎟⎠=

⎛⎜⎜⎝
Am 0 0 0

−DτCmAm Aτ 0 0
0 BeCτ Ae 0
0 −DiCeBeCτ −DiCeAe Ai

⎞⎟⎟⎠
⎛⎜⎜⎝
xm(t)
ϕτ (t)
xe(t)
ϕi(t)

⎞⎟⎟⎠

+

⎛⎜⎜⎝
Bm

−DτCmBm

0
0

⎞⎟⎟⎠u(t)

can be summarized by the following model:

˙̃x(t) = Ãx̃+ B̃u(t) x̃(0) = x̃0

where
x̃ = (xm ϕτ xe ϕi)T ∈ X̃ = IRn1 ⊕X1 ⊕ IRn2 ⊕X2

B̃ ∈ L[IRm1 , X̃]

2.3 Robotic Tele-Echographic Case

In a practical point of view, the loop is closed thanks to expert image analysis. As
the expert is not ”controllable”, he cannot be included in the global model, but
rather be seen as a trajectory generator using spatial positions and orientations
of the fictive probe. Therefore, its corresponding block diagram can be taken out
of the global system and considered as an external trajectory generator block,
which leads to the following representation:

Consequently, the global model is the following:⎛⎝ ϕ̇τ (t)
ẋe(t)
ϕ̇i(t)

⎞⎠=

⎛⎝ Aτ 0 0
BeCτ Ae 0

−DiCeBeCτ −DiCeAe Ai

⎞⎠⎛⎝ϕτ (t)
xe(t)
ϕi(t)

⎞⎠ (5)

+

⎛⎝−Dτ 0
0 BeCτDτ

0 −DiCeBeCτDτ

⎞⎠( u̇(t)
u(t)

)

and it can be summarized as follow:

˙̃x(t) = Ãx̃+ B̃u(t) t > 0, x̃(0) = x̃0

with:
x̃ = (ϕτ xe ϕi)T ∈ X̃ = X1 ⊕ IRn2 ⊕X2

u = (u̇(t) u(t))T
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Fig. 2. Robotic tele-echographic system

and

Ã =

⎛⎝ Aτ 0 0
BeCτ Ae 0

−DiCeBeCτ −DiCeAe Ai

⎞⎠ (6)

B̃ =

⎛⎝−Dτ 0
0 BeCτDτ

0 −DiCeBeCτDτ

⎞⎠
defined by:

Ã ∈ X̃ = X1 ⊕ IRn2 ⊕X2

B̃ ∈ L[IRm1 , X̃]

X̃ is an Hilbert space with the inner product:

< x̃l , x̃m >Xi=
∫

Ωi

x̃lx̃m dΩi

and the norm:

‖x̃‖2X̃ =< x̃ , x̃ >X̃=< ϕτ , ϕτ >X̃τ
+ < xe , xe >IRn2 + < ϕi , ϕi >X̃i

.

The global output of the system is y(t) = yi(t) ∈ IRn2 .

3 Characterization of the Open Loop Operator

3.1 Open Loop Semigroup

According to the previous part, the open loop characterization concerns the
following system: {

ϕ̇(t) = Ãϕ(t) t > 0

ϕ(0) = ϕ0 ∈ D(Ã)
(7)

whose classical solution is ϕ(t) = TÃ(t)ϕ(0) ∈ D(Ã), where the operator Ã is
assumed to be generator of the C0semigroup TÃ and

D(Ã) = {x̃ ∈ X̃, x̃ a.c, ϕ′
τ ∈ L2(Ωτ ) , ϕ

′
i ∈ L2(Ωi) , ϕτ (0) = 0 , ϕi(0) = 0}
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Proposition 1. The open loop teleoperation system semigroup is a contraction
semigroup.

Proof. By the formulation of the open loop operator (6), it can be seen that
Ã = A1 +A2 with:

A1 =

⎛⎝Aτ 0 0
0 0 0
0 0 Ai

⎞⎠
A2 =

⎛⎝ 0 0 0
BeCτ Ae 0

−DiCeBeCτ −DiCeAe 0

⎞⎠
The operator A2 is a bounded operator. So Ã is a bounded perturbation of A1
and its C0-semigroup property follows the C0-semigroup generation of A1 (see
theorem 3.2.1 p.110 [15]).
A1 is a generator of a contraction C0-semigroup from direct calculations of

its dissipativity properties (see corollary 2.2.2 p.33 [15]), which is obtained by
those of Aτ and Ai:

< Aτ ς, ς >Xτ = −vτ

2

∫ L2

0
ς ′ς dζ = −vτ

2
ς2(L2)

< Aτ ς, ς >Xτ≤ 0.

The calculations are the same for A∗
τ , Ai and A∗

i . ��

3.2 Stability of the Open Loop System

Corollary 1. If the patient station system is an exponentially stable system then
the global open loop system is an exponentially stable semigroup

Proof. • The patient station is an exponentially stable system:

< Aeϕe, ϕe >Xe≤ −ρe ‖ϕe‖2Xe
(8)

where ρe is the smallest absolute eigenvalue of Ae.

• Now, let us consider the following quantity:

V (t) =
1
2
‖ϕ‖2X̃ for t > 0

then

V̇ (t) =
1
2
‖ϕ‖2X̃
dt

=< Ãϕ, ϕ >X̃ (9)

with

< Ãϕ, ϕ >X̃ = < Aiϕi , ϕi >Xi + < Aτϕτ , ϕτ >Xτ + < Aeϕe , ϕe >Xe

= −vτ

2
ϕ2

τ (L1)−
vi

2
ϕ2

i (L2)+ < Aeϕe , ϕe >Xe
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• Using the fact that:

‖ϕτ‖2Xτ
≥ ϕ2

τ (L1) and ‖ϕi‖2Xi
≥ ϕ2

i (L2)

and the property (8), its leads to :

< Ãϕ, ϕ >X̃≤ −
vτ

2
‖ϕτ‖2Xτ

− vi

2
‖ϕi‖2Xi

− ρe ‖ϕe‖2Xe

• Now, set ρ = min
{

vi

2 ,
vτ

2 , ρe

}
> 0, then

< Ãϕ, ϕ >X̃ < −ρ ‖ϕ‖2X̃ < 0.

• According to (9), it follows:

1
2
‖ϕ‖2X̃
dt

< −ρ ‖ϕ‖2X̃
ln ‖ϕ‖2X̃ < −2ρ+ const

‖ϕ‖X̃ < coe
−ρt

with some constant co. Using the formal solution ϕ(t) = TÃϕ(0) of the open
loop system (7), one has:

‖TÃϕ(0)‖
X̃
< coe

−ρt for t > 0

‖TÃϕ(0)‖
X̃
< ‖ϕ(0)‖X̃ e−ρt

‖TÃ‖X̃
< e−ρt for t > 0

which means that it is an exponentially stable contraction semigroup. ��

4 Internal Model Boundary Control Structure: Closed
Loop System

The Internal Model Boundary Control (IMBC) structure is used as a closed
loop control synthesis method. It is a slightly modified form of the classical IMC
structure with some finite dimensional filters for tracking finite boundary output
measurements with finite boundary control variables:

Tracking model Mr and low pass filter Mf are finite dimensionnal stable
systems: {

ẋr(t) = Arxr(t) +Brv(t) with v(t) ∈ IRn2

r(t) = Crxr(t) and xr(0) = 0 with r(t) ∈ IRn2

{
ẋf (t) = Afxf (t) +Bfe(t) with e(t) ∈ IRn2

yf (t) = Cfxf (t) and xf (0) = 0 with yf (t) ∈ IRn2
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Fig. 3. Internal Model Boundary Control Structure

A multivariable integral feedback control is proposed for the control law:

u(t) = αKI

∫
ε(s)ds

= αKIζ (10)

with ζ̇ = ε and with α a real positive tuning constant and KI a tuning matrix
from IRn2 to IRn2 .

As it is seen in figure Fig. 3: ε = r(t) − yf (t) + y(t) where r(t) and e(t) are
supposed non persistant.

Let x = (xτ xe xi)T , x̃ = (ϕτ xe ϕi)T and the following bounded operators:

D̃ =

⎛⎝ 0 0 0
0 0 0
0 DiCe 0

⎞⎠ D̃τ =

⎛⎝Dτ

0
0

⎞⎠
then

x = x̃+ D̃τu+ D̃x (11)

Considering the following extended state space Xa(t) = (xr xf x̃ ζ)T , and
using relations (5)(10)(11), the IMBC closed loop system can be written as:

Ẋa(t) = A(α)Xa(t) + B
(
v(t)
e(t)

)
t > 0 (12)

with B =

⎛⎜⎜⎝
Br 0
0 Bf

0 0
0 0

⎞⎟⎟⎠ and

A(α) = A+ αA(1) + α2A(2)
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where
Ā︷ ︸︸ ︷

A =

⎛⎜⎜⎝
⎛⎝Ar 0 0

0 Af 0
0 0 Ã

⎞⎠ 0
0
0

Cr −Cf −C(I−D̃)−1 0

⎞⎟⎟⎠

A(1) =

⎛⎜⎜⎝
0 0 0 0
0 0 0 0

−D̃τKICr D̃τKICf D̃τKIC(I − D̃)−1 BKI

0 0 0 −C(I − D̃)−1D̃τKI

⎞⎟⎟⎠

A(2) =

⎛⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 0 D̃τKIC(I − D̃)−1D̃τKI

0 0 0 0

⎞⎟⎟⎠
Operators A(1) and A(2) are bounded. This follows from the definition of the
operators they are composed of.

Now αA(1) + α2A(2) can be interpreted as an additive bounded perturbation
of A and the already framework in [3][4][6][9] can be used:

• For every finite α in the formula

A(α) = A+ αA(1) + α2A(2) (13)

the operator A(α) generates a semigroup of the same class as A.
• The spectrum of A(α) is a perturbation of the spectrum of A: by construc-

tion, the spectrum of A is σ(A) = σ(Ā)∪ {0}, where σ(Ā) ⊂ C−, because Ā
generates an exponentially stable semigroup (open loop system). As a con-
sequence, the eigenvalue 0 can be separated from the remainder σ(Ā) of the
spectrum by a vertical straight line:

∃σe ∈ IR− s.th. ∀λ ∈ σ(Ā),�(λ) < σe.

In the context of perturbation theory, as established by Kato in the seventies
[5], A is said to share the spectrum decomposition property, which means
that a closed curve Γ in the complex plane can be used to separate the
spectrum into two parts.
As the operator A(α) depends on the parameter α (according to (13)), there
exists a value of α such that this property is no longer given [3][6]:

α < αmax = min
γ∈Γ

(
a‖(γI −A)−1‖X + 1

)−1

where a = max
(
A(1),A(2)

)
. The point 0 being isolated in the interior of

the curve Γ , it should be moved to the left without leaving Γ . In case the
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spectrum separation property is given, this can be achieved if the system
(with p inputs and p2 outputs) satisfies the controllability condition [1]

Rank (C(I − D̃)−1D̃τ ) = p2

Then it is sufficient to choose the matrix KI in such a way that

�(σ(−C(I − D̃)−1D̃τKI)) < 0

for all α < αmax.

5 Conclusion

The main objective of this contribution is to show that the infinite dimensional
description and study of the delay parts in tele-operated system can be suitable
by using semigroup and spectrum perturbation theory. No approximation is
made and an already control structure like internal model control, extended
in a Hilbert space, is used without major technical difficulties. The open loop
characterization which is the key in this approach, seems to be simpler than
the same study performed with others parabolic or hyperbolic boundary control
systems.
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4. Touré Y., & Rudolph J. (2002) Controller Design for Distributed Parameter Sys-
tems. Encyclopedia of LIFE Support on Control Systems, Robotics and Automa-
tion, I, 933–979, Eolss Publishers, Oxford

5. Kato T. (1976) Perturbation Theory for Linear Operators. Springer Verlag, Berlin.
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Summary. Two applications of time delay systems to the telecommunications area are
envisionned under the trajectory tracking angle. Methods form differential flatness and
π-freenees are used, allowing a simple and natural solving of the underlying problems.

1 Introduction

We will here describe recent works on the control tracking of delay systems
relevant to the communications area.

Our philosophy is guided by two major concerns: the first one (practical con-
cern) is to discover structural properties that occur most frequently in practical
applications; the second one (simplicity concern), related to the previous one, is
to obtain the simplest properties for each class of applications.

The practical concern has led us to a new property, called π-flatness, which
allows the tracking of a reference trajectory in a way which bears some anal-
ogy with flat finite dimensional nonlinear systems (see [4, 5] and the references
therein).

Through the simplicity concern, we discovered a novel class named quasi-finite
delay systems, the controllability and stabilization of which is very simple, and
quite analogous to the one of systems without delays. Quasi-finite systems are,
roughly speaking, systems where the only variable that is delayed is the input.
This class seems to encompass nearly all technological examples of linear delay
systems. To our knowledge, the only important practical class that does not
belong to the quasi-finite one comprises systems modeled by the wave equation
without damping [19].

We shall here describe techniques used at two levels : the first one at the
physical layer (wave propagation) and the second one at the session layer (TCP
transfer). More specifically, we consider the wave equation, useful for propaga-
tion purposes (in free space or in media like optical fibers), and a simplified
TCP/RED model. These models are shown to be δ-free for the linear wave
equation and δ-flat for the non linear TCP models.

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 147–156, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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2 Session Layer: Models

2.1 Original TCP/RED Model

Suppose we are given a source and a destination linked through a TCP1 session.
Consider the heaviest loaded node crossed by the connection, and denote its
(supposedly unique) queue length by Q(t).

We take the model for TCP/RED2 established in [17]:

Ẇ (t) =
1

R(t)
− W (t)W (t −R(t))

2[R(t−R(t))]
P (t−R(t)) (1)

Q̇(t) =
W (t)
R(t)

N(t)− C (2)

where the various quantities are
W (t) the length of the TCP window
R(t) the round trip time (RTT3)
Q(t) the queue length at the heaviest loaded node
P (t) the packet discard function, taken as control input
N(t) the number of connections at the bottleneck node, considered as

an external input
C the average link capacity

and where the round trip time R(t) is related to the queue length through:

R(t) = T +
Q(t)
C

where T is the round trip propagation time. Note that this model has an infinite
queue length. In practice, the queue length Q(t) has a maximum QM (i.e., if
Q(t) > QM , there is a packet loss of Q(t)−QM ).
The packet discard function chosen for RED is (see [17])

p(θ(t)) =

⎧⎪⎪⎨⎪⎪⎩
0 for 0 � θ(t) � θmin

θ(t)− θmin

θMAX − θmin
pMAX for θmin � θ(t) � θMAX

1 for θMAX � θ(t)

where θmin, θMAX and pMAX are configurable parameters.

Remark 1. In the above formulae, the number of connections N(t) is assumed
to be known (an external input). Either it should be measured or a model is
needed for it.
1 Tansfer Control Protocol: the most used transport protocol in the Internet, with

acknowledgments and flow control.
2 Random Early Discard: a protocol that throws away packets to force TCP to re-

transmit data.
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2.2 Simplified TCP/RED Models

Some simplifications have been made on the previous original model. A first
possible simplification is to assume the round trip time (RTT) R(t) to be a
constant R, supposing the round trip time is dominated by the propagation
delay. The “constant RTT model” is then:

Ẇ (t) =
1
R
− W (t)W (t−R)

2R
P (t−R) (3)

Q̇(t) =
W (t)
R

N(t)− C (4)

Further simplifications consist in neglecting the delay effect in the multiplica-
tively decreasing part, when the window size is sufficiently large: W � 1 (see
[13]), and supposing the load N(t) constant: N (the number of TCP flows varies
only slowly). These simplifications yield the following “simple constant RTT
model”:

Ẇ (t) =
1
R
− (W (t))2

2R
P (t−R) (5)

Q̇(t) =
W (t)
R

N − C (6)

2.3 Flatness Briefly Recalled

Let us briefly recall the meaning of the flatness notion. A nonlinear system is
described by a (finite) set of differential equations

Fl(z, . . . ,z(i), . . . ,z(νl)) = 0, l = 1, . . . , N.

Broadly speaking, the notion of flatness (see [4], [5]) corresponds to the follow-
ing: a nonlinear system is called flat if there exists a collection y = (y1, . . . , ym)
(where m is the number of independent inputs in the system) of functions, called
a flat output, with the following three properties:

1. The components of y can be expressed in terms of the system variables z
via differential relations of the type

yi = Pi(z, . . . ,z(ρi))

for i = 1, . . . ,m.
2. The components of y are differentially independent, i.e. they are not related

by any (non-trivial) differential equation

Q(y, . . . ,y(α)) = 0.

3. Every variable zi used to describe the system, for instance states or inputs,
are directly expressed from y using only differentiations. In other words, any
such zi satisfies a relation of the type

zi = R(y, . . . ,y(γ)).
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The third property yields a simple solution to the problem of tracking the col-
lection of reference trajectories yr(t) = (y1r(t), . . . , ymr(t)). The second property
ensures that the different components of yr(t) can be chosen independently.

This notion can thus be defined, for the case of systems with a state x and
controls u by

Definition 1. The system

ẋ = f(x,u) (7)

with x ∈ Rn and u ∈ Rm is differentially flat if there exists a set of variables,
called a flat output,

y = h(x,u, u̇, . . . ,u(r)), y ∈ Rm, r ∈ N (8)

such that

x = A(y, ẏ, . . . ,y(ρx)) (9)

u = B(y, ẏ, . . . ,y(ρu)) (10)

with q an integer, and such that the system equations

dA

dt
(y, ẏ, . . . ,y(q+1)) = f(A(y, ẏ, . . . ,y(q)), B(y, ẏ, . . . ,y(q+1)))

are identically satisfied.

2.4 A Word of Methodology

The preceding notion will be used to obtain so called “open loop” controls, that
is control laws which will ensure the tracking of the reference flat outputs when
the model is assumed to be perfect and the state initial conditions are assumed to
be exactly known. Since this is never the case in practice, one needs some feedback
schemes that will ensure asymptotic convergence to zero of the tracking errors.
Our framework can thus be decomposed in two steps :

1. Design of the reference trajectory of the flat outputs; off-line computation
of the open loop controls.

2. Inline computation of the complementary closed loop controls in order to
stabilize the system around the reference trajectories.

Why is this two step design better suited than a classical stabilization scheme?
The first step obtains a first order solution to the tracking problem, while fol-
lowing the model instead of forcing it (like in a usual pure stabilization scheme).
The second step is a refinement one, and the error between the actual values and
the tracked references will be much smaller than in the pure stabilization case.

In some cases of delay systems (i.e. systems governed by differential-difference
equations), such as the ones dealt with in the sequel, the flatness property be-
comes the so-called δ-flatness; the properties remain the same as in (7), (8), and
(8) apart that delays and advances may appear.
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2.5 Flatness of TCP/RED Models

The models shown for TCP/RED are flat with Q(t) as a flat output. Let us begin
with the simplest one, (5)-(6), for the sake of simplicity. Recall its equations:

Ẇ (t) =
1
R
− (W (t))2

2R
P (t−R)

Q̇(t) =
W (t)
R

N − C

The last equation (6) yields:

W (t) =
R(Q̇(t) + C)

N

and the first equation (5) gives:

P (t−R) =
2R

(W (t))2

(
1
R
− Ẇ (t)

)
=

2(1−RẆ (t))
(W (t))2

Then, replacing W (t) with its value:

P (t−R) = 2

(
1− R2Q̈(t)

N

)
N2

(RQ̇(t) + C)2

=
2N(N −R2Q̈(t))

(RQ̇(t) + C)2

Thus, when a choice is made for a reference trajectoryQr(t), the following packet
discard function

P (t) =
2N(N −R2Q̈r(t+R))

(RQ̇r(t+R) + C)2

ensures the open loop tracking of Qr. Of course, as mentioned in subsection 2.4,
some closed loop scheme must be added to ensure tracking in a practical case.

The model (3)-(4) can be shown to be flat as easily as what has just been
done (the calculations are just a little more lengthy); the original model (1)-
(2) also satisfies a form of flatness but requires the invertibility of the map
t �→ t− T −Q(t)/C with respect to composition of functions (see [18]).

3 Physical Layer: Towards Distributed Parameter
Systems

3.1 The Wave Equation

Consider [19] the wave equation with a load.
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σ2 ∂
2q

∂τ2 (τ, z) =
∂2q

∂z2 (τ, z) (11)

∂q

∂z
(τ, 0) = −u(τ),

∂q

∂z
(τ, L) = −J ∂

2q

∂τ2 (τ, L)

q (0, z) = q0(z),
∂q

∂τ
(0, z) = q1(z)

Here q(τ, z) denotes the displacement from the unexcited position at a point
z ∈ [0, L] at time τ � 0. L is the length, σ the inverse of the wave propagation
speed, J a quantity homogeneous to an inertia, u(τ) the control and q0, q1
describe the initial displacement and velocity, respectively.

3.2 Delay System Model

As well known, the general solution of (11) may be written

q(τ, z) = φ(τ + σz) + ψ(τ − σz)

where φ and ψ are one variable functions. The control objective will be to assign
a trajectory to the angular position of the mass; the output is thus

y(τ) = q(τ, L)

Set t = (σ/J)τ , v(t) = (2J/σ2)u(t) and T = σL. Easy calculations (see [19] for
details) yield the following delay system :

ÿ(t) + ÿ(t− 2T ) + ẏ(t)− ẏ(t− 2T ) = v(t− T ) (12)

3.3 Controllability for Tracking: δ-Freeness

The following notion, which in a sense generalizes the existence of a controller
canonical form of finite dimensional systems, is especially useful for tracking
purposes.

Consider a linear time invariant delay system modelled as

E0(δ)w + E1(δ)ẇ + · · ·+ Eσ(δ)w(σ) = 0 (13)

with w = (w1, . . . , wγ), Ei ∈ (R[δ])β×γ . This system, written E(d/dt, δ)w = 0
for short (with E(d/dt, δ) =

∑
i Ei(δ)di/dti) is called δ-free if there exists a

ω = (ω1, . . . , ωm), called a δ-basis of the system, with the following properties:

1. It is possible to express ω as a linear combination of the system variables w
and their derivatives:

ω = N0(δ)w +N1(δ)ẇ + · · ·+Nα(δ)w(α)

Ni(δ) ∈ R[δ]m×γ , i = 0, . . . , α.
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2. There does not exist any differential relation between the components of ω:

M0(δ)ω +M1(δ)ω̇ + · · ·+Mμ(δ)ω(μ) = 0 =⇒ Mi(δ) = 0

with Mi(δ) ∈ R[δ]q×m, i = 0, . . . , μ.
3. through The system variables w can be calculated from ω using differentia-

tion, delays and the inverse of delays, called advances :

w = P0(δ, δ−1)ω + P1(δ, δ−1)ω̇ + · · ·+ Pν(δ, δ−1)ω(ν) (14)

with Pi(δ, δ−1) ∈ R[δ, δ−1]γ×m, i = 0, . . . , ν.

The δ-freeness simplifies open-loop tracking of a reference trajectory ωr(t) of
ω(t). For, an equation of the type (14) also exists for the input u. With this,
the open loop control ur applied to track the reference ωr(t) is

ur = Q0(δ, δ−1)ωr +Q1(δ, δ−1)ω̇r + · · ·+Qν(δ, δ−1)ω(κ)
r (15)

Notice that the use of advances in (15) is not an impediment since the reference
ωr(t) can be planned in advance.

Proposition 1. The system (13) is δ-free if and only if

∀s ∈ C, ∀z ∈ C\{0} : rkC E(s, z) = n (16)

The following implications hold true:

δ-freeness =⇒ spectral controllability =⇒ weak controllability.

Example 1. The system ẋ(t) = u(t − 1) is a δ-free system, x is a δ-basis. The
system ẋ(t) = u(t) + u(t− 1) is spectrally controllable but not δ-free.

It seems that δ-free systems are quite frequently encountered in practice. The
concept is useful for tracking, and stabilization may be achieved using distributed
delays.

3.4 Tracking

One readily has
v = (δ−1 + δ)ÿ + (δ−1 − δ)ẏ (17)

which implies

Proposition 2. System (12) is δ-free, with basis y.

Equation (17), yields the open loop control

vd(t) = ÿd(t+ T ) + ÿd(t− T ) + ẏd(t+ T )− ẏd(t− T )

The displacements of the other points of the rod can be obtained as (see [19])

qd(z, t) =
1
2

[
yd(t− z + T ) + ẏd(t− z + T ) + yd(t− T + z)− ẏd(t− T + z)

]
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4 Conclusion

We have presented techniques using differential flatness and π-freeness for two
types of systems relevant in the domain of telecommunications. The first session
layer class models are additive increase/multiplicative decrease ones, typical of
the transfer control protocol (TCP) in the Internet. The physical layer model,
although very simple, is yet symptomatic of how to deal with propagative phe-
nomena.

The same underlying philosophy serves the linear and infinite dimensional
non linear models, namely deriving first open loop control using the above men-
tionned structural properties, and second stabilize around the previously derived
reference trajectories.

The advocated techniques can be useful in the session layer case for pricing
operations in typical scenarii an Internet provider can have. For the physical
layer model, similar techniques have been used in [6] for distortion attenuation
and pre compensation on a telegraph equations model.
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4. Fliess M., Lévine J., Martin P.,Rouchon P. (1995) Flatness and defect of non-linear
systems: introductorytheoryandapplications. InternationalJ.Control61:1327–1361
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Summary. This chapter discusses the calculation of maximum delay deviation with-
out losing stability for systems with two delays. This work is based on our previous
work on the properties of the stability crossing curves in the delay parameter space.
Based on the results, an algorithm to calculate the maximum radius of delay deviation
without changing the number of right hand zeros of the characteristic quasipolynomial
can be devised. If the nominal system is stable, then the system remains stable when
the delays do not deviate more than this radius.

1 Introduction

Time delays exist in many practical systems in biology, ecology, chemistry, physics,
and numerous engineering disciplines. It has naturally attracted substantial at-
tention in the scientific community. Indeed, time-delay systems have been the
topic of many books in the last few decades, see, for example, [1][3][5][6][9][10][11].

A common misconception about time-delay systems is that the increase of
delay makes the system less stable. As demonstrated by Cooke and Grossman [2]
through a number of simple systems, for an arbitrary integer N , it is possible to
construct a system such that it switches from being stable to unstable and back
to stable at least N times as delay increases. It is also well-known in industrial
practice that the value of delay is rather difficult to identify. It is, therefore,
of interest to consider the maximum deviation of delays allowed that do not
destabilize a nominally stable system.

Consider a system with two delays described by the equation
2∑

l=0

n∑
k=0

plk
dkx(t− τl)

dtk
= 0, (1)

where the coefficients plk, l = 0, 1, 2; k = 0, 1, 2, ..., n are real, and τ0 = 0.
The stability of such a system is completely determined by the zeros of its
characteristic quasipolynomial
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pτ1,τ2(s) = p0(s) + p1(s)e−τ1s + p2(s)e−τ2s, (2)

where

pl(s) =
n∑

k=0

plks
k.

If all the coefficients plk are known, [7] provided a procedure to describe the
regions in the delay parameter (τ1, τ2) space such that the system is stable. A
number of other results are also available to determine the stability regions for
some special classes of such systems [8][12][13].

In this chapter, we consider the problem of robust stability under delay devi-
ation of the above system. Specifically, if it is already known that the nominal
system with the characteristic quasipolynomial (2) with (τ1, τ2) = (τ10, τ20) is
stable, we want to find the maximum deviation d such that the system is stable
for any (τ1, τ2) satisfying

τ1 ≥ 0
τ2 ≥ 0√

(τ1 − τ10)2 + (τ2 − τ20)2 < d

In other words, the system is stable as long as the delays (τ1, τ2) stay within the
intersection of the first quadrant and the disk with the center at (τ10, τ20) and
the radius d.

2 Preliminary

Our notation is rather standard. R denotes the set of real numbers, and R+
denotes the set of nonnegative real numbers. Rn and Rn

+ are the sets of n-
dimensional vectors with components in R and R+, respectively.

Our analysis is based on the results of our previous article [7]. In this section,
we will review some basic concepts relevant to the discussions in this article.

2.1 Stability Crossing Curves

Let T denote the set of (τ1, τ2) in R2
+ such that pτ1,τ2(s) has at least one zero

on the imaginary axis. Any (τ1, τ2) ∈ T is known as a crossing point . The set
T , which is the collection of all the crossing points, is known as the stability
crossing curves. Correspondingly, let Ω denote the crossing set , which is defined
as the set of all ω > 0 such that there exists a pair (τ1, τ2) ∈ R2

+ to satisfy

pτ1,τ2(jω) = p0(jω) + p1(jω)e−jωτ1 + p2(jω)e−jωτ2 = 0. (3)

We will also restrict ourselves to systems that satisfy the following assump-
tions.

I. Existence of principal term:

deg(p0(s)) ≥ max{deg(p1(s)), deg(p2(s))}. (4)
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II. Zero frequency
p0(0) + p1(0) + p2(0) �= 0. (5)

III. The polynomials p0(s), p1(s) and p2(s) do not have any common zero.
IV. Restriction on difference operator:

lim
s→∞ (|p1(s)/p0(s)|+ |p2(s)/p0(s)|) < 1. (6)

V. Nondegeneracy

pl(jω) �= 0 for all ω ∈ Ω and l = 0, 1, 2. (7)

Assumptions I to IV are made mainly to avoid trivial cases. Assumption V
is made to simplify the presentation, and an extension to the case without this
assumption is straightforward. Under these assumptions, Ω consists of a finite
number of intervals of finite length,

Ω =
N⋃

k=1

Ωk.

Here, we order these intervals of finite length Ωk from left to right as k increases.
We will write (3) as

a(s, τ1, τ2) = 1 + a1(s)e−τ1s + a2(s)e−τ2s = 0, (8)

where
al(s) = pl(s)/p0(s), l = 1, 2.

Obviously a(jω, τ1, τ2) = 0 if and only if pτ1,τ2(jω) = 0.
Taken as vectors in the complex plane, the three terms 1, a1(s)e−τ1s and

a2(s)e−τ2s need to form a triangle in order for (8) to hold. It follows that, for
any ω > 0, ω ∈ Ω if and only if it satisfies the following constraints,

|a1(jω)|+ |a2(jω)| ≥ 1, (9)
−1 ≤ |a1(jω)| − |a2(jω)| ≤ 1. (10)

The corresponding points in T can be calculated as follows,

τ1 = τu±
1 (ω) =

∠a1(jω) + (2u− 1)π ± θ1
ω

≥ 0, (11)

u = u±0 , u
±
0 + 1, u±0 + 2, ...,

τ2 = τv±
2 (ω) =

∠a2(jω) + (2v − 1)π ∓ θ2
ω

≥ 0, (12)

v = v±0 , v
±
0 + 1, v±0 + 2, ...,
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where θ1, θ2 ∈ [0, π] can be calculated as

θ1 = cos−1
(

1 + |a1(jω)|2 − |a2(jω)|2
2|a1(jω)|

)
, (13)

θ2 = cos−1
(

1 + |a2(jω)|2 − |a1(jω)|2
2|a2(jω)|

)
. (14)

Let
T ±k

u,v = {(τu±
1 (ω), τv±

2 (ω)) | ω ∈ Ωk},
and make ∠a1(jω) and ∠a2(jω) continuous functions of ω within each Ωk (which
is always possible under our standing assumptions), then for each fixed k, u and
v, T +k

u,v and T −k
u,v are continuous curves. We further denote

T k =
∞⋃

u=−∞

∞⋃
v=−∞

(
T +k

u,v ∪ T −k
u,v

)
∩ R2

+.

Then,

T =
N⋃

k=1

T k.

2.2 Types of Crossing Set and the Shapes of Stability Crossing
Curves

Let the left end of interval Ωk be ωl
k, and the right end be ωr

k. With Assumptions
I to V, Ωk = [ωl

k, ω
r
k] if ωl

k �= 0 (which is always valid for k > 1), and Ω1 = (0, ωr
k]

if ω = 0+ satisfies (9) and (10). Obviously, ωl
k �= 0 or ωr

k must satisfy one and
only one of the following three equations,

|a1(jω)| − |a2(jω)| = 1, (15)
|a2(jω)| − |a1(jω)| = 1, (16)
|a1(jω)|+ |a2(jω)| = 1. (17)

Accordingly, we classify all the end points of Ωk, ωl
k or ωr

k, into four categories:
an end point satisfying (15), (16) and (17) is known as of type 1, 2, and 3,
respectively. ωl

1 = 0 is known as of type 0. An interval Ωk is known as of type
lr if the corresponding ωl

k is of type l and ωr
k is of type r.

The shape of T k is intimately related to the type of Ωk. If Ωk is of type 11,
22 or 33, then T k is a series of closed curves. If Ωk is of type 12 or 21, then
T k is a series of spiral-like curves with axes oriented diagonally. If Ωk is of type
13 or 31, then T k is a series of spiral-like curves with axes oriented vertically.
Corresponding to Ωk of type 12 or 21, T k is a series of spiral-like curves with
axes oriented horizontally. An Ωk of type 01, 02 or 03 corresponds to a T k in
the shape of a series of open-ended curves.
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2.3 Tangent and Smoothness

The tangenet of T k can be expressed as

dτ2
dτ1

=
I0R1 −R0I1
R0I2 − I0R2

, (18)

where

R0 =
1
ω

Re([a′1(jω)− τ1a1(jω)] e−jτ1ω

+[a′2(jω)− τ2a2(jω)]e−jτ2ω), (19)

I0 =
1
ω

Im([a′1(jω)− τ1a1(jω)] e−jτ1ω

+[a′2(jω)− τ2a2(jω)]e−jτ2ω), (20)

and

Rl = Re
(
ak(jω)e−jτkω

)
, (21)

Il = Im
(
ak(jω)e−jτkω

)
, (22)

for l = 1, 2. Furthermore, the curve is smooth everywhere except the points
corresponding to the following degenerate cases:

Case 1. s = jω is a multiple solution of a(s) = 0.
Case 2. ω is a type 3 end point of Ωk, and d

dω (|a1(jω)|+ |a2(jω)|) = 0.
Case 3. ω is a type 1 or type 2 end point ofΩk, and d

dω (|a1(jω)|−|a2(jω)|)=0.

Especially, T k is generally smooth at ω = ωl
k and ωr

k even though the param-
eterization of T k in terms of ω reverses direction.

3 Maximum Delay Deviation Problem

3.1 Problem Setup

We now consider the main problem of the article. Given the nominal delay τ10,
τ20, such that the system with the characteristic quasipolynomial

pτ10,τ20(s) = p0(s) + p1(s)e−τ10s + p2(s)e−τ20s

is stable, find the maximum deviation d such that for any

τ1 ≥ 0, τ2 ≥ 0,

the system with the characteristic quasipolynomial

pτ1,τ2(s) = p0(s) + p1(s)e−τ1s + p2(s)e−τ2s
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is stable as long as √
(τ1 − τ10)2 + (τ2 − τ20)2 < d.

The special case of τ10 = τ20 = 0 has the interpretation of the minimum delay
to destabilize a stable nominal system without delay.

An equivalent statement of the problem is to find the minimum distance
between (τ10, τ20) and T . Since

T =
N⋃

k=1

∞⋃
u=−∞

∞⋃
v=−∞

(
T +k

u,v ∪ T −k
u,v

)
∩ R2

+,

we have
d = min{d+k

u,v, d
−k
u,v | u, v integers, k positive integers},

where

d±k
u,v = min

{√
(τ1 − τ10)2 + (τ2 − τ20)2

∣∣∣ (τ1, τ2) ∈
(
T ±k

u,v ∩ R2
+
)}

.

3.2 Calculating d±k
u,v

If T ±k
u,v is smooth, then the minimum distance between (τ10, τ20) and T ±k

u,v ∩R2
+

can only be reached at one of the following points:

i) The point (τ1, τ2) in T ±k
u,v ∩R2

+ where the tangent of T ±k
u,v is perpendicular to

the vector (τ1 − τ10, τ2 − τ20);
ii) The intersection of T ±k

u,v with τ1-axis;
iii) The intersection of T ±k

u,v with τ2-axis;
iv) The point (τ1, τ2) in T ±k

u,v corresponding to ωl
k or ωr

k.

The points in items ii) to iv) are independent of (τ10, τ20) and can be easily
found. The crucial step in finding d±k

u,v, therefore, is to identify points in item
i). With the expression of the tangent in (18), it is easily seen that such points
must satisfy

f(ω) = (τ1 − τ10)(R0I2 −R2I0) + (τ2 − τ20)(R0I1 −R1I0) = 0, (23)

and
τ1 ≥ 0, τ2 ≥ 0.

Therefore, in order to find points in case i) above, one only needs to sweep
ω through the interval Ωk to identify the points corresponding to a change of
sign of f(ω). A rather coarse gridding is sufficient in the first sweep. A refined
gridding can be introduced near the points where f changes sign.

It should be pointed out that the three degenerate cases discussed at the end
of last section are automatically accommodated in the above procedure. Indeed,
for case 1, (23) is satisfied. Case 2 and 3 belong to the item iv) above.
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3.3 Bounding the Range of d±k
u,v

While there are an infinite number of d±k
u,v due to an infinite number of u and v,

most of them can be quickly eliminated from consideration. Let

θk
l max = max

ω∈Ωk

θl,

θk
l min = min

ω∈Ωk

θl,

∠ak
l max = max

ω∈Ωk

∠al(jω),

∠ak
l min = min

ω∈Ωk

∠al(jω).

Then, a bound of T +k
u,v can be easily found to be

τ1min =
∠ak

1min + (2u− 1)π + θk
1min

ωr
k

,

τ1 max =
∠ak

1max + (2u− 1)π + θk
1 max

ωl
k

,

τ2min =
∠ak

2min + (2v − 1)π − θk
2max

ωr
k

,

τ2 max =
∠ak

2max + (2v − 1)π − θk
2 min

ωl
k

,

and a bound of T −k
u,v can be found to be

τ1 min =
∠ak

1min + (2u− 1)π − θk
1 max

ωr
k

,

τ1max =
∠ak

1max + (2u− 1)π − θk
1min

ωl
k

,

τ2 min =
∠ak

2min + (2v − 1)π + θk
2min

ωr
k

,

τ2max =
∠ak

2max + (2v − 1)π + θk
2 max

ωl
k

.

With these bound, we can eliminate T ±k
u,v for some u and v from consideration

in searching for d. First, if τ1 max < 0 or τ2max < 0, then T ±k
u,v does not have to

be considered in searching for d since it is outside of R2
+.

Second, if we have already known the distance from (τ10, τ20) to a point (τ1, τ2)
in T is d0, then, obviously, d ≤ d0. In this case, for certain T +k

u0,v0
, if τ1 min ≥

τ10 + d0, then T +k
u,v for any u ≥ u0 can be eliminated from consideration in

searching for d. Similarly, if τ2 min ≥ τ20 + d0, then T +k
u,v for v ≥ v0 can be

eliminated from consideration. The same idea applies for T −k
u,v .

This process typically allows us to consider only very few u and v in searching
for d.
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4 Conclusions

For systems with two delays, a method to calculate the maximum deviation
of delays without losing stability is developed. The method is based on the
properties of stability crossing curves discussed in our previous paper.

References

1. Bellman R. E., Cooke K. L. (1963) Differential-Difference Equations, Academic
Press, New York, 1963

2. Cooke K. L., Grossman Z. (1982) Discrete delay, distributed delay and stability
switches. J. Mathematical Analysis and Applications 86:592–627

3. Diekmann O., van Gils S. A., Verduyn-Lunel S. M., Walther H. -O. (1995) Delay
Equations, Functional-, Complex and Nonlinear Analysis. Appl. Math. Sciences
Series 110, Springer-Verlag, Berlin Heidelberg New York

4. El’Sgol’ts L. E., Norkin S. B. (1973) Introduction to the Theory and Application
of Differential Equations with Deviating Arguments. Academic Press, New York
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Summary. The problem of exact null controllability is considered for linear neutral
type systems with distributed delay. A characterization of this problem is given. The
minimal time of controllability is precised. The results are based on the analysis of
the Riesz basis property of eigenspaces in Hilbert space. Recent results on the moment
problem and properties of exponential families are used.

1 Introduction

The problem of controllability for delay systems was considered by several au-
thors in different framework. One approach is based on the analysis of time delay
system in a module framework (space over ring, see [8]). In this case the control-
lability problem is considered in a formal way using different interpretations of
the Kalman rank condition. Another approach is based on the analysis of time
delay systems in vector spaces with finite or infinite dimension. A powerful tool
is to consider a delay system as a system in a Banach functional space, this ap-
proach was developed widely in [5]. Because the state space for delay systems is a
functional space, the most important notion is the function space controllability.
A first important contribution in the characterization of null functional control-
lability was given by Olbrot [10] by using some finite dimensional tools as (A,B)-
invariant subspaces for an extended system. For retarded systems one can refer
to [7] (and references therein) for the analysis of function space controllability in
abstract Banach spaces. The case of neutral type systems with discrete delay was
also considered in such a framework (see O’Connor and Tarn [9] and references
therein). A general analysis of the time delay systems in infinite dimensional
spaces is given in the book [3] where several methods and references are given.

The problem considered in this paper is close to that studied in [9]. In this
work the exact controllability problem was considered for neutral type systems
with discrete delay using a semigroup approach in Sobolev spaces W

(1)
2 and a

boundary control problem.
We consider the problem of controllability for distributed delay system of

neutral type in the spaceM2(−h, 0; Cn) = Cn×L2(−h, 0; Cn) which is natural for

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 165–171, 2007.
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control problems. The semigroup theory developed here is based on the Hilbert
space model introduced in [4]. One of our result is a generalization of the result
in [9]. The main non trivial precision is the time of controllability. We generalize
the results given [6] for the case of a single input and one localized delay (see
also [2, 14]). The approach developed here is different from that of [9]. Our main
results are based on the characterization of controllability as a moment problem
and using some recent results on the solvability of this problem (see [1] for the
main tools used here). Using a precise Riesz basis in the space M2(−h, 0; Cn)
we can give a characterization of null-controllability and of the minimal time of
controllability.

The present paper contains only the main idea of the approach and the for-
mulations of the main results on exact controllability. A complete presentation
of this approach is the subject of our extensive work which is to be published.
One can also find the detailed proofs in the the preprint [11].

2 The Model and the Controllability Problem

We study the following neutral type system

ż(t) = A−1ż(t− h) +
∫ 0

−h

A2(θ)ż(t+ θ)dθ +
∫ 0

−h

A3(θ)z(t+ θ)dθ +Bu, (1)

where A−1 is constant n × n-matrix, detA−1 �= 0, A2, A3 are n × n-matrices
whose elements belong to L2(−h, 0), h > 0 is a constant delay. We consider the
operator model of the neutral type system (1) introduced by Burns and al. in
product spaces. The state space is M2(−h, 0; Cn) = Cn ×L2(−h, 0; Cn), shortly
M2, and (1) is rewritten as

d
dt

(
y(t)
zt(·)

)
= A

(
y(t)
zt(·)

)
+ Bu (2)

where the operator A is given by

A
(
y(t)
zt(·)

)
=
(∫ 0

−h A2(θ)żt(θ)dθ +
∫ 0
−h A3(θ)zt(θ)dθ

dzt(θ)/dθ

)
with the domain

D(A) =
{
(y, z(·)) : z ∈ H1(−h, 0; Cn), y = z(0)−A−1z(−h)

}
⊂M2.

The operator A is the infinitesimal generator of a C0-group. The operator B is
defined by Bu = (Bu, 0). The relation between the solutions of the neutral type
system (1) and the system (2) is given by the substitutions

y(t) = z(t)−A−1z(t− 1), zt(θ) = z(t+ θ).
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The reachability set at time T is defined by

RT =

{∫ T

0
eAtBu(t)dt : u(·) ∈ L2(0,T ; Cn)

}
It is easy to show that RT1 ⊂ RT2 as T1 < T2. An important result is

that RT ⊂ D(A) ⊂ M2. This non-trivial fact permits to formulate the null-
controllability problem in the following setting:
i) To find maximal possible set RT (depending on T );
ii) To find minimal T for which the set RT becomes maximal possible, i.e.
RT = D(A).

Definition 1. The system (2) is said null-controllable at the time T if RT =
D(A)

The main tool is to consider the null-controllability problem as a problem of
moments.

2.1 The Moment Problem

In order to formulate the moment problem we need a Riesz basis in the Hilbert
space M2. We recall that a Riesz basis is a basis which may be transformed
to an orthogonal basis with respect to another equivalent scalar product. Each
Riesz basis possesses a biorthogonal basis. Let {ϕ} be a Riesz basis in M2 and
{ψ} the corresponding biorthogonal basis. Then for each x ∈ M2 we have x =∑

ϕ∈{ϕ}〈x, ψ〉ϕ. In a separable Hilbert space there always exists a Riesz basis.

A state x =
(

y
z(·)

)
∈ M2 is reachable at time T by a control u(·) ∈

L2(0,T ; Cr) iff the steering condition

x =
(

y
z(·)

)
=
∫ T

0
eAtBu(t)dt. (3)

holds. This steering condition may be expanded using the basis {ϕ}. A state x
is reachable iff ∑

ϕ∈{ϕ}
〈x, ψ〉ϕ =

∑
ϕ∈{ϕ}

∫ T

0
〈eAtBu(t), ψ〉dtϕ,

for some u(·) ∈ L2(−h, 0; Rr). Then the steering condition (3) can be substituted
by the following system of equalities

〈x, ψ〉 =
∫ T

0
〈eAtBu(t), ψ〉dt, ψ ∈ {ψ}. (4)

Let {b1, . . . , br} be an arbitrary basis in ImB, the image of the matrix B and

bi =
(
bi
0

)
∈M2, i = 1, . . . , r. Then the right hand side of (4) takes the form



168 R. Rabah and G. Sklyar

∫ T

0
〈eAtBu(t), ψ〉dt =

r∑
i=1

∫ T

0
〈eAtbi, ψ〉ui(t)dt. (5)

Effectiveness of the proposed approach becomes obvious if we assume that the
operator A possess a Riesz basis of eigenvector. This situation is characteristic,
for example, for control systems of hyperbolic type whenA is skew-adjoint (A∗ =
−A) and has a compact resolvent (see, for example, [1], [16], [17]). Let in this
case {ϕk}, k ∈ N, be a orthonormal eigenbasis with Aϕk = iλkϕk, λk ∈ R.
Assuming for simplicity r = 1, b1 = b =

∑
k αkϕk, αk �= 0, we have from (4), (5)

xk

αk
=
∫ T

0
e−iλktu(t)dt, k ∈ N, (6)

where x =
∑

k xkϕk. Equalities (6) are a non-Fourier trigonometric moment
problem whose solvability is closely connected with the property for the family
of exponentials e−iλkt, k ∈ N, to form a Riesz basis on the interval [0,T ] ([1]).
In particular, if e−iλkt forms a Riesz basis of L2[0,T0] then one has

RT =

{
x :
∑

k

(
xk

αk

)2

<∞
}

for all T ≥ T0. (7)

Obviously formula (7) gives the complete answer to the both items of the con-
trollability problem. Returning now to neutral type systems we observe that the
operator A given in (2) is not skew-adjoint and, moreover, does not possess a
basis even of generalized eigenvectors. So the choice of a proper Riesz basis in
context of formulas (4), (5) is an essentially more complicated problem.

2.2 The Choice of Basis

In order to design the needed basis for our case we use spectral the properties of
the operator A obtained in [13]. Let μ1, . . . , μ�, μi �= μj be eigenvalues of A−1
and let the integers pm be defined as : dim (A−1 − μmI)n = pm, m = 1, . . . , �.
Denote by

λ(k)
m =

1
h

(ln |μm|+ i(argμm + 2πk)) , m = 1, . . . , �; k ∈ Z,

and let L(k)
m be the circles of the fixed radius r ≤ r0 = 1

3 min |λ(k)
m −λ(j)

i | centered
at λ(k)

m .
Let {V (k)

m }k ∈ Z
m = 1, . . . , �

be a family of A-invariant subspaces given by

V (k)
m = P (k)

m M2, P (k)
m =

1
2πi

∫
L

(k)
m

R(A, λ)dλ.
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The following theorem plays an essential role in our approach

Theorem 1. [12] There exists N0 large enough such that for any N ≥ N0

i) dimV
(k)
m = pm, k ≥ N ,

ii) the family {V (k)
m }|k| ≥ N

m = 1, . . . , �
∪ V̂N forms a Riesz basis (of subspaces) in M2,

where V̂N is a finite-dimensional subspace (dim V̂N = 2(N + 1)n) spanned by all
generalized eigenvectors corresponding to all eigenvalues of A located outside of
all circles L(k)

m , |k| ≥ N , m = 1, . . . , �.

Using this theorem we construct a Riesz basis {ϕ} of the form{
ϕk

m,j , |k| > N ;m = 1, . . . , l; j = 1, . . . , pm

}
∪
{
ϕ̂N

j , j = 1, . . . , 2(N + 1)n
}

where for any m = 1, . . . , l, and k : |k| > N the collection {ϕk
m,j}j=1,...,pm is in

a special way chosen basis of V (k)
m and {ϕ̂N

j }j=1,...,2(N+1)n is a basis of V̂N . In
this basis equalities (4) with regard to (5) turns into a moment problem with
respect to a special collection of quasipolynomials. Analyzing the mentioned
moment problem by means of the methods given in [1] we obtain our main
results concerning the null-controllability problem.

3 The Main Results

The characterization of the null-controllability is given by the following Theorem.

Theorem 2. The system (2) is null-controllable by controls from L2(0,T ) for
some T > 0 iff the following two conditions hold:
i) rank [ΔA(λ) B] = n, ∀λ ∈ C; where

ΔA(λ) = −λI + λe−λhA−1 + λ

∫ 0

−h

eλsA2(s)ds+
∫ 0

−h

eλsA3(s)ds.

ii) rank [B A−1B · · · An−1
−1 B] = n.

The main results on the time of controllability are as follows.

Theorem 3. Let the conditions i) and ii) of Theorem 2 hold. Then

i) The system (2) is null-controllable at the time T as T > nh;
ii) If the system (2) is of single control (r = 1), then the estimation of the time

of controllability in i) is exact, i.e. the system is not controllable at time
T = nh.

For the multivariable case, the time depends on some controllability indices.
suppose that dimB = r. Let {b1, . . . , br} be an arbitrary basis noted β. Let us
introduce a set integers. We denote by Bi =

(
bi+1, . . . , br

)
, i = 0, 1, . . . , r − 1,

which gives in particular B0 = B and Br−1 =
(
br
)

and we put formally Br = 0.
Let us consider the integers



170 R. Rabah and G. Sklyar

nβ
i = rank [Bi−1 A−1Bi−1 · · · An−1

−1 Bi−1], i = 1, . . . , r,

corresponding to the basis β. We need in fact the integers

mβ
i = nβ

i−1 − nβ
i ,

Let us denote by

mmin = max
β

mβ
1 mmax = min

β
max

i
mβ

i ,

for all possible choice of a basis β.
The main result for the multivariable case is the following Theorem.

Theorem 4. Let the conditions i) and ii) of the Theorem 2 hold, then

i) The system (2) is null-controllable at the time T > mmaxh;
ii) The system (2) is not null-controllable at the time T < mminh.

The proofs are based on the construction of a special Riesz basis ofA-invariant
subspaces in the space M2 according to [12] and on the analysis of the properties
of some quasi-exponential functions to be a Riesz basis in L2(0,T ) depending of
the time T [1].

4 Final Conclusions

For the delayed system of neutral type (1) we have the following results:

i) All the reachable states z(t), t ∈ [T−1,T ] from 0 are elements ofH1[T − 1,T ]
(independently of T ).

ii) If T > mmaxh then the set of reachable states on [0,T ] coincides with
H1[T − 1,T ].

iii) If T < mminh then the set of reachable states is an essential subspace of
H1[T − 1,T ].

If r = 1, this gives mmax = mmin = n and then

iv) For T = n the reachable states form a subspace in H1[T − 1,T ] of finite
codimension; for T < n there exists an infinite-dimensional subspace in
H1[T − 1,T ] of unreachable states.

Acknowledgements. This work was realized with the partial financial support
of the French-Polish grant Polonium No 07599VH.

References

1. Avdonin S. A., Ivanov S. A. (1995) Families of exponentials. The method of mo-
ments in controllability problems for distributed parameter systems. Cambridge
University Press, Cambridge

2. Banks H. T., Jacobs Marc Q., Langenhop C. E. (1975) Characterization of the
controlled states in W

(1)
2 of linear hereditary systems. SIAM J. Control 13



On Exact Controllability of Linear Time Delay Systems of Neutral Type 171

3. Bensoussan A., Da Prato G., Delfour M. C., Mitter S. K. (1992) Representation and
control of infinite-dimensional systems. Vol. 1. Systems & Control: Foundations &
Applications. Birkhäuser Boston
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Summary. This paper deals with interval analysis applied to linear time-delays sys-
tems. With basic examples, we describe some applications to solve various control
problems, and to show that interval computation is an effective tool for time-delays
systems analysis.
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1 Introduction

Time-delays systems are dead-time or aftereffect systems, hereditary systems,
or systems governed by differential-difference equations, and are described by
functional differential equations [2], [10], [11], [17], [26].

The analysis of time-delays systems has attracted much interest in the litera-
ture over this half century, especially in the last decade. A recurring subject of
research is the stability or robust stability, and has undergone a notable develop-
ment both conceptually and computationally (see e.g. [4], [9], [14], [15], [23], [26],
[29], and references therein). Using different theoretical approaches, numerical
methods and algorithms obtained are generally semi-analytic, with sometimes
difficulties of implementation.

Another recurring subject of research is around optimal control, in particular
H∞ control, with a conceptual tools development adapted to time-delays systems
and an extension of existing results for linear systems [8], [16], [19], [24].

Interval analysis has been a very active field in scientific computation for the
last 20 years [7], [13], [20], and [25]. Interval computation leads naturally to

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 175–197, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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numerous applications in varied fields, as applied and numerical mathematics,
data processing, control systems, robotics or estimation theory [13], [21], [31].

A fundamental advantage of interval analysis is that it gives guaranteed results
to a well posed problem. A small number of key concepts are at the core of
interval computation and its implementation.

Briefly, consider a box [x] of IRn, n ∈ IN, a function f from IRn to IR, and a
subset S of IRn defined by a series of constraints. Three fundamental operations
can be implemented by interval analysis. The first one is the notion of inclusion
function, i.e. computing an interval that contains the image of [x] by f . The
second operation is the inclusion test, i.e. testing when [x] belongs to S, or more
precisely whether [x] ⊂ S or whether [x]∩ S = ∅. The third notion introduced is
the contraction, i.e. the substitution of [x] by a smaller box [z] ⊂ [x] such that
[z]∩ S = [x]∩ S. If S defines the feasibility set for the solution of some problem,
and if [z] turns out to be empty, then [x] can be eliminated from the list of
boxes that may contain this solution. When no conclusion can be reached about
a given box, we can do a bisection to obtain subboxes, and each of them can
also be studied in turn. These key concepts allow to solve complex problems,
with guaranteed and global solutions. All these concepts were inserted in the
solver Proj2D1. We will see in section 3 that interval computation constitute a
whole of adequate tools to analyze some fundamental properties of time-delays
systems.

This paper is organized as follows. Section 2 is devoted to interval analysis. In
section 3, we apply interval computation to solve some control problems for time-
delays systems, like robust stability, robust stabilization, disturbance attenuation
or approximtive model tracking. Illustrative examples are done troughout the
paper.

2 Interval Computation

In this section, we carry out a short recall on interval computation. We start
by presenting some basic concepts and definitions; After that, we analyze the
contraction operation and the constraint propagation, for finally describing the
set inversion algorithm, which is commonly used in control problems.

2.1 Preliminaries

Denote IR the field of real numbers.

Definition 2.1. [20] A real interval [x0] is a connected subset of IR. The lower
(upper) bound of an interval [x0] is denoted by x0 (x0 respectively).

The width of any non-empty interval [x0] is w([x0])
.= x0 − x0.

The classical set-theoretic operations (union, intersection, cartesian product, ...)
can be applied to intervals [20]. In the same manner, the four classical operations

1 Available at http://www.istia.univ-angers.fr/∼dao/Proj2DV3.zip
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of real arithmetic, namely addition (+), substraction (−), multiplication (∗) and
division (÷) can be extended to intervals. For any such binary operator, denoted
by (�), performing the operation associated with � on the intervals [x0] and [y0]
means computing

[x0] � [y0] = [{x � y ∈ IR |x ∈ [x0], y ∈ [y0]}] , (1)

where [A] is the smallest interval that contains the set A. For example,

[x0] + [y0] = [x0 + y
0
,x0 + y0]

[x0]− [y0] = [x0 − y0,x0 − y
0
] .

Elementary functions such as exp, log, tan, sin, cos, . . . can be defined for interval
computation. If f0 is a function from IR to IR, then its interval counterpart [f0]
is defined by

[f0]([x0])
.= [{f0(x) |x ∈ [x0]}]. (2)

These basic notions can be extended to the multivariable case [13], [20], [22].

Definition 2.2. A real interval vector (or box) [x] is a subset of IRn which is
defined by the Cartesian product of n closed intervals. It will be written as

[x] = [x1]× . . .× [xn], with [xi] = [xi,xi], for i = 1, . . . , n. (3)

Its ith interval component [xi] is the projection of [x] onto the ith axis.
The lower bound x of a box [x] is the punctual vector consisting of the lower

bounds of its interval components x .= (x1 . . . xn)T . Similarly, the upper bound
x of a box [x] is the punctual vector x .= (x1 . . . xn)T .

The width of the box [x] = ([x1] . . . [xn])T is w([x]) .= max
1≤i≤n

w([xi]).

The set of all n-dimensional boxes will be denoted by IIIRn. The concept of
inclusion function is fundamental for interval arithmetic.

Definition 2.3. [20] Consider a function f : IRn → IRm. The interval function
[f ] from IIIRn to IIIRm is an inclusion function for f if

∀[x] ∈ IIIRn, f([x]) ⊂ [f ]([x]). (4)

One of the purposes of interval computation is to provide, for a large class of
functions f , inclusion functions that can be evaluated reasonably quickly and
such that [f ]([x]) is not too large.

Property 2.4. [20] An inclusion function [f ] for f is thin if, for any punctual
interval vector [x] = x, [f ](x) = f(x).

The inclusion function [f ] is minimal if for any [x], [f ]([x]) is the smallest box
that contains f([x]). The minimal inclusion function for f is unique.

To build an inclusion function for a function f : IRn → IR, we can apply the
following theorem.
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Theorem 2.5. [20], [22] Consider a function

f :
{

IRn → IR
(x1, . . . , xn) �→ f(x1, . . . , xn) (5)

A thin inclusion function [f ] : IIIRn → IIIR for f is obtained by replacing each real
variable xi by an interval variable [xi] and each operator or elementary function
by its interval counterpart. This function is called the natural inclusion function
of f .

However, natural inclusion functions are not minimal in general [13], [22].

Example 2.6. Consider the real function f : IR2 → IR defined by

f(x1, x2) =
x2

x1 + x2
+ sin(x1)cos(x1), with x1 ∈ [−1, 2] and x2 ∈ [3, 5]. (6)

The natural inclusion function [f ]1 for f is obtained by replacing each real vari-
able by an interval variable, and each real operation by its interval counterpart,
i.e.

[f ]1([x1], [x2]) =
[x2]

[x1] + [x2]
+ sin([x1])cos([x1]).

We have [f ]1([−1, 2], [3, 5]) = [3,5]
[−1,2]+[3,5] + sin([−1, 2])cos([−1, 2]) = [−0.42, 3.5].

A second interval extension [f ]2 can be obtained rewriting f such that the vari-
ables appear at least twice:

[f ]2([x1], [x2]) =
1

1 + [x1]/[x2]
+

sin(2 [x1])
2

.

We obtain [f ]2([−1, 2], [3, 5]) = 1
1+[−1,2]/[3,5] +

sin([−2,4])
2 = [0.1, 2]. Evidently, [f ]1

and [f ]2 are both interval extensions of f . However, [f ]2 is more accurate than
[f ]1, which suffers from the dependency effect. The interval computed by [f ]2 is
minimal, and thus equal to the image set f([−1, 2], [3, 5]).

As seen, intervals and boxes form an attractive class of wrappers. However, these
wrappers are not enough general to describe all types of sets under interest, which
are of course not restricted to intervals and boxes, and include for instance unions
of disconnected subsets.

The idea is to introduce the notion of subpaving, useful for the generalization
and the implementation of set computation [13], [20].

A subpaving of a box [x] ⊂ IRn is an union of non-overlapping subboxes of [x]
with non zero width. Subpavings can also be employed to approximate compact
sets in a guaranteed way. Thus, for any full compact set X, it is possible to find
two finite subpavings X and X such that X ⊂ X ⊂ X. For interval computation,
the notion of subpaving plays a fundamental role, as described below with the
bisection operation.

Definition 2.7. [13] Consider the box [x] = [x1]× . . .× [xn], and take the index
j of its first component of maximum width, i.e.
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j = min{i |w([xi]) = w([x])} (7)

The bisection of the box [x] is the operation which generates two boxes L[x] and
R[x], defined by{

L[x] .= [x1]× . . .× [xi,m([xi])]× . . .× [xn]
R[x] .= [x1]× . . .× [m([xi]),xi]× . . .× [xn] , (8)

where m([xi]) = xi+xi

2 is the midpoint of [xi]. L[x] is the left child of [x], and
R[x] is the right child of [x].

L and R may be viewed as operators from IIIRn to IIIRn. The two boxes L[x]
and R[x] are siblings. A subpaving of [x] is regular if each of its boxes can be
obtained from [x] by a finite succession of bisections and selections (see [13] and
references therein).

2.2 Constraint Propagation

In this section, we present the concepts of constraint propagation and contractors
[3], [5], [7], [13].

Consider nf relations or constraints, with nx variables xi ∈ IR, i = 1, . . . , nx,
of the form

fj(x1, . . . , xnx) = 0, j = 1, . . . , nf . (9)

Each variable xi is known to belong to an interval (or a union of intervals) [xi].
Define the vector

x = (x1, . . . , xnx)
T

and the prior domain [x] for x as [x] = [x1]× . . .× [xnx ]. Let f be the function
whose coordinate functions are the fjs. Equation (9) can be written in the form
f(x) = 0. This corresponds to a constraint satisfaction problem (CSP) P , which
can be formulated as

P : (f(x) = 0, x ∈ [x]). (10)

The solution set of P is S = {x ∈ [x] | f(x) = 0}. Such CSPs may involve
equality and inequality constraints. Contracting P means replacing [x] by a
smaller domain [x′] such that the solution set S remains unchanged, i.e. S ⊂
[x′] ⊂ [x]. There exists a unique optimal contraction of P , which corresponds
to replacing [x] by the smallest box that contains S. A contractor for P is any
operator that can be used to contract it.

Numerous basic contractors exist. Some of them are interval counterparts of
classical point algorithms like Gauss elimination, Gauss-Seidel and Newton algo-
rithms [5], [13], [18]. We describe here only the contractors based on constraint
propagation, contractors which are implemented in the solver Proj2D.

These contractors permit to contract the domains of the CSP P by taking
into account any one of the nf constraints in isolation, say fj(x1, . . . , xnx) = 0.
Assume that each constraint has the form fj(x1, . . . , xnx) = 0, where fj can be
decomposed into a sequence of operations involving elementary operators and
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functions like (+, −, ∗, ÷, sin, cos, . . .). It is then possible to decompose this
constraint into primitive constraints. Roughly speaking, a primitive constraint
is a constraint involving a single operator or a single function. A method for
contracting P with respect to a constraint is to contract each of the primitive
constraints until the contractors become inefficient. This is the principle of con-
straint propagation [7], [13].

Fig. 1. Contraction of the box [x] = [x1] × [x2] for the set S, with x1 ∈ [x1] and
x2 ∈ [x2]

x1

x2

Definition 2.8. [13] Let S be a set of IRn. The operator CS : IIIRn → IIIRn is a
contractor for S if it satisfies

∀[x] ∈ IIIRn,

{
CS([x]) ⊂ [x] (contractance),
[x] ∩ S ⊂ CS([x]) (correctness). (11)

A contractor is minimal if [x] ∩ S = CS([x]).

We give here a useful theorem for a contractor’s construction based on the con-
straint propagation.

Theorem 2.9. [5], [7] Let f : IRnx → IRnf a constraint function. Consider the
solution set S in (10) of vectors x that verify f(x) = 0. Suppose there exist some
functions gi, i = 1, . . . , nx, such that

f(x) = 0 ⇐⇒ xi = gi(ix), ∀i ∈ {1, . . . , nx}, (12)

where ix = (x1, . . . , xi−1, xi+1, . . . , xnx)T . Denote [gi] an inclusion function for
gi, i = 1, . . . , nx. A contractor for the set S is given by

CS([xi]) = [xi] ∩ [gi]([ix]), ∀i ∈ {1, . . . , nx}, (13)

with [ix] = ([x1], . . . , [xi−1], [xi+1], . . . , [xnx ])T . Furthermore, if gi is continuous
and [gi] is minimal, then the contractor defined in (13) is minimal.
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Example 2.10. Let S be the set defined by

S = {(x1, x2, x3) ∈ R3 |x3 = x1 + x2}, (14)

and the box [x] = [x1] × [x2]× [x3], with [x1] = [−1, 2], [x2] = [0, 3] and [x3] =
[4, 8]. For (x1, x2, x3) ∈ [x], we obtain by applying Theorem 2.9:

x1 ∈ [x1] ∩ ([x3]− [x2]) = [1, 2]
x2 ∈ [x2] ∩ ([x3]− [x1]) = [2, 3]
x3 ∈ [x3] ∩ ([x1] + [x2]) = [4, 5]

. (15)

The box obtained after contraction of [x] for S is:

CS([x]) = [1, 2]× [2, 3]× [4, 5],

which is minimal [7].

2.3 Set Inversion Algorithm

In this section, we analyze the set computation implementation, and more par-
ticularly the set inversion algorithm which we will use to solve control problems
with guaranteed solutions.

The set inversion operation is the computation of the reciprocal image of a
regular subpaving. The approximation is realized by a subpaving with a fixed size
to guarantee a desired precision. This set inversion is realized in the algorithm
Sivia (Set Inverter Via Interval Analysis) we describe now [13], [20].

Consider a continuous function f from IRn to IRm, [y] a box of IRm and [x]
a box of IRn. The set inversion algorithm Sivia allows to approximate with a
subpaving the set Sx described by

Sx = {x ∈ [x] | f(x) ∈ [y]} = [x] ∩ f−1([y]). (16)

This approximation is realized with an inner and outer subpavings, respectively
S and S, such that S ⊂ Sx ⊂ S. We give in Table 1 a recursive version of the set
inversion algorithm for a set of equations. We suppose to have a contractor CSx

for the set Sx, as described in Section 2.2. In the solver Proj2D, the contractor

Table 1. Algorithm Sivia for solving a set of constraints

Sivia(in: [x], CSx , ε; inout: L)
1 [x] := CSx([x]);
2 if ([x] = ∅) then return;
3 if (w([x]) < ε) then

L := L ∪ {[x]}; return;
4 bisection of [x] into L([x]) and R([x]);
5 Sivia(L([x]),CSx , ε,L); Sivia(R([x]),CSx , ε,L).
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used in Sivia is based on the constraint propagation. L is a boxes list, initialized
as an empty list, and ε is a precision parameter.

The union of all boxes in the list L returned by Sivia contains the set Sx.
The subpaving ΔS consisting of all boxes of S that are not in S is called the
uncertainty layer. It is a regular subpaving, where all internal boxes have a
width smaller than ε.

3 Control Applications

The aim of this section is to introduce the application of interval techniques
presented in Section 2 to solve some control problems for time-delay systems.

Interval computation allows, with an another point of view, to solve control
problems, with guaranteed solutions. All results presented in Section 3 were ob-
tained with the solver Proj2D, that uses the algorithm Sivia and the constraint
propagation technique. This solver presents solutions of a problem in a graphical
form, with a colored subpaving to distinguish boxes characteristics. To solve a
problem of the form (16), we obtain three classes of boxes. The first one is a
box solution, i.e. Xr = {x ∈ [x] | ∀z ∈ [z], f(x, z) ∈ [y]}, and its complementary
set Xc

r = {x ∈ [x] | ∃z ∈ [z], f(x, z) ∈/ [y]}. The second one is a no–solution
box, i.e. Xb = {x ∈ [x] | ∀z ∈ [z], f(x, z) ∈/ [y]}, and its complementary set
Xc

b = {x ∈ [x] | ∃z ∈ [z], f(x, z) ∈ [y]}. Finally, the last one is the uncertainty
layer where all its boxes have the same desired fixed size (see Section 2.3). This
characterization is sufficient to solve numerous control problems, as we will de-
scribe in the next subsections.

3.1 Frequency-Domain Analysis

We present interval analysis based procedures to construct the well known
frequency-domain plots, as Bode, Nyquist or Nichols diagrams. The proposed
procedures can be used to construct the plots reliably and with a prescribed
accuracy over a finite user specified frequency range.

For transfer functions having a rational form, procedures are available in Mat-
lab or Scilab. However, these procedures have several limitations. In fact, the
number of grid points required to obtain a specified accuracy is unknown, as
well as the amount of error present for a given frequency response plot, i.e. no
error estimates are available. These limitations show up particularly severely
when the frequency responses exhibit single or multiple sharp peaks or dips,
that often happens with time-delays systems.

Interval analysis allows to supply this limitation. Consider a transfer function
H(s) including time-delays. We denote by |H(jω)| and ∠H(jω), the magnitude
and phase expressions respectively of H(s) on the imaginary axis, where ω is the
frequency variable.

Construct natural interval extensions g and a for |H(jω)| and ∠H(jω) re-
spectively. The interval frequency range is denoted by Ω.
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For a Bode diagram, we consider the set in (16) defined by

Sx = {(ω, g) ∈ Ω × [g] | |H(jω)| − g = 0} (17)

for the magnitude plot, and

Sx = {(ω, a) ∈ Ω × [a] |∠H(jω)− a = 0} (18)

for the phase plot. By the set inversion algorithm (Section 2.3), it is enough to
plot 20 log10(g(ω)) for the magnitude, and a(ω) for the phase. The precision
parameter ε in Sivia ensures the control of boxes width that include the exact
frequency plot.

Evidently, this method can be applied without difficulty to the Nyquist and
Nichols diagrams. Indeed, consider again the transfer function H(s) of a time-
delays systems. Decompose this last one in real and imaginary parts, as

H(jω) = Re(H(jω)) + j Im(H(jω)). (19)

We note HR(ω) = Re(H(jω)) and HI(ω) = Im(H(jω)). Denote by hR and hI
the natural interval extensions of HR(ω) and HI(ω) respectively. We solve with
Sivia the problem

Sx = {(ω, hR, hI) ∈ Ω × [hR]× [hI] |HR(ω)− hR = 0 and HI(ω)− hI = 0} (20)

and we plot the results in the (hR, hI) plane to obtain the Nyquist diagram. For
the Nichols diagram, we solve

Sx = {(ω, g, a) ∈ Ω × [g]× [a] | |H(jω)| − g = 0 and ∠H(jω)− a = 0} (21)

with the notations of (17) and (18), and the solution is reported in the (a, g)
plane.

The main advantage of the plots described here is that the frequency diagram
obtained is guaranteed, advantage we don’t have with Matlab or Scilab. Further-
more, these plots have a numerical interest, as for example the determination of
sup

ω∈IR
|H(jω)|.

Example 3.1. Consider the system of transfer function

H(s) = e−sτ − 1, (22)

with τ = 0.1. The Magnitude Bode diagram of (22) is reported on Figure 2,
thanks to equation (17).

Example 3.2. Consider the system of transfer function

H(s) =
1− e1−s

s− 1
, (23)

which is analytic for all s ∈ Cl and corresponds to a distributed delay. The
magnitude plot |H(jω)| when ω ∈ [−100, 100] is reported on Figure 3.
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3.2 Robust Stability Analysis

The stability of time-delays systems is a problem of recurring interest in the last
twenty years, thanks to the possibility to destabilize a system with the existence
of a small delay.

In the literature, two classes of stability criteria for linear time-delays sys-
tems occur, according to their dependence with respect to the size of delays.
The corresponding methods can be cast into two classes: frequency-domain and
time-domain based methods. In the first one, we can include the approach based
on the small gain theorem, two variables polynomials approach, or a general-
ized eigenvalues approach. In the second one, we can include the matrix mea-
sure approach, the Lyapunov stability approach combined with Lyapunov equa-
tions, Riccati equations or linear matrix inequalities, to apply techniques as the
Lyapunov-Razumikhin function approach or the Lyapunov-Krasovkii functional



Applied Interval Computation 185

approach. For further informations, the reader is referred to [10], [11], [26], and
references therein.

A central rule of stability analysis is played by quasipolynomials associated
with the characteristic equation of a time-delays systems. We distinguish two
general classes of quasipolynomials, associated with retarded or neutral time-
delays systems.

A retarded quasipolynomial can be written as

f(s) = a0(s) +
m∑

k=1

ak(s)e−τks, (24)

where τ0 = 0 < τ1 < . . . < τm, and ak(s), for k = 0 to m, are real polynomials
described by

a0(s) = sn +
n−1∑
i=0

a0,is
i,

ak(s) =
n−1∑
i=0

ak,is
i, k = 1, . . . ,m.

(25)

The corresponding time-delays systems are given by

x(n)(t) +
n−1∑
i=0

m∑
k=0

ak,ix
(i)(t− τk) = 0. (26)

The quasipolynomial (24) is said to be stable if f(s) �= 0, ∀s ∈ Cl + = {s |Re(s) ≥
0}. It is said to be stable independent of delay if this condition holds for all
τk, k = 1, . . . ,m. A neutral time-delays system is governed by a functional
differential equation of the form

x(n)(t) +
m∑

k=1

ak,nx
(n)(t− τk) +

n−1∑
i=0

m∑
k=0

ak,ix
(i)(t− τk) = 0, (27)

with its characteristic equation

f(s) = sn

(
1 +

m∑
k=1

ak,ne−sτk

)
+

n−1∑
i=0

a0,is
i +

m∑
k=1

ak(s)e−τks, (28)

where ak(s) are given in (25). The system (27) is said to be stable if there
exists α > 0 such that f(s) �= 0 for all s ∈ Cl with Re(s) > −α. A large
number of results is well developed for quasipolynomials analysis, with different
levels of difficulty for their implementation. We can cite for instance [4], [9], [12],
[28] or [30]. A difficulty issued from these results is for instance to characterize
the robust stability of a given system for constant uncertain parameters and
delays, which lie in known bounded intervals. Here, interval computation brings
some new elements and responses. By interval computation, the localization
of quasipolyomials roots in a compact set is reduced to an easy set inversion
problem, solvable with the algorithm Sivia.
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We shall focus attention on robust stability and robust control problems for
uncertain systems that can be described by parametric models, the unknown
parameters of which are assumed to lie between known finite bounds. We begin
with the problem of roots localization of quasipolynomials.

Problem 3.1. Consider a retarded or a neutral time-delays system of the form
(26) or (27) with f(s) its characteristic equation, and a given box X of Cl . We
want to solve f(s) = 0, for s ∈ X.

Writing s = x+ jy, (x, y) ∈ IR2, the set X is decomposed as a Cartesian product
of real intervals X = [x] × [y], with x ∈ [x] and y ∈ [y]. The Problem 3.1 is
equivalent to the set inversion problem

S = {(x, y) ∈ [x]× [y] | f(x + jy) = 0} = ([x]× [y]) ∩ f−1(0), (29)

that can be performed by Sivia, described in Section 2.3. Note that results
obtained in (29) are guaranteed, so that we are ensured of the absence or presence
of quasipolynomials roots in the box [x]× [y].

A direct application of the Problem 3.1 is the characterization of stability of
a retarded quasipolynomial with known and constant parameters. In fact, for
retarded time-delays systems, we can compute a positive born R <∞ such that
all unstable roots of the characteristic equation lie in the box [0, R] × [−R,R]
[27]. We are also able to calculate all the unstable roots with the solutions of
Problem 3.1.

For neutral systems, the conclusion is less obvious. The presence of zeros
asymptotic directions of (28) required non-bounded search boxes, and an esti-
mation of a larger born for the module of unstable zeros is not always realizable.
However, interval computation allows to give some important and guaranteed
indications.

For a robust stability analysis of time-delays systems, we can apply a similar
reasoning. Consider a system of characteristic equation (24) or (28), i.e. of a
general form

g(s, q, τ) =
n∑

i=0

m∑
k=0

qiks
ie−τks, (30)

with q = (qik) ∈ IR(n+1)×(m+1), τ = (τ0, . . . , τm)T , and τ0 = 0 < . . . < τm. The
coefficients qik and delays τk are constant but uncertain. They are supposed to
lie in closed intervals with known finite bounds:{

qik ∈ [q
ik
,qik] = [qik], for i = 0, . . . , n and k = 0, . . . ,m,

τk ∈ [dk,dk] = [dk], for k = 0, . . . ,m.

with [dk] ⊂ IR+, for k = 0, . . . ,m. Denote{
[q] = {[qik], for i = 0, . . . , n and k = 0, . . . ,m}
[d] = {[dk], for k = 0, . . . ,m} , (31)

the vectors of the parameters and the delays uncertainties intervals respectively.
The quasipolynomials family
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G = {g(s, q, τ) | q ∈ [q], τ ∈ [d]}, s ∈ Cl , (32)

is said to be robustly stable if for all q ∈ [q] and τ ∈ [d],

g(s, q, τ) �= 0, ∀s ∈ Cl +. (33)

It is robustly stable independent of delays if (33) holds for all τ ∈ IRn+1
+ .

Problem 3.2. Consider a time-delays system of characteristic equation of the
form (30). We want to characterize robust stability of quasipolynomials family
G in (32), using interval computation and property (33).

To solve Problem 3.2, we use the set inversion algorithm applied to the set S

S = {(s, q, τ) ∈ [s]× [q]× [d] | g(s, q, τ) = 0} = ([s]× [q]× [d]) ∩ g−1(0), (34)

where [s] is an interval variation of s ∈ Cl . In practice, we will decompose in real
and imaginary parts s = x + jy to obtain [s] = [x] × [y], with [x] and [y] real
intervals, and we can test the absence of solutions in regions of the right half
complex plane.

For retarded time-delays systems, the solution obtained for Problem 3.2 is
a proof of robust stability, thanks to the existence of a finite larger bound of
unstable roots modules of (24).

Problem 3.2 applied to neutral time-delays systems does not allow, without
any other assumption, a conclusion on robust stability, but it provides significant
indications.

Finally, note that the solution of Problem 3.2 can be projected onto a para-
metric plane, where only the values of coefficients q ∈ [q] and delays τ ∈ [d] are
reported. Then, we can analyze parametric regions for which the robust stability
is ensured, and those for which we loose this robust property. This kind of plot
brings an invaluable help for dynamics analysis.

An another interesting problem is the stabilization or robust stabilization of
time-delays systems. Here, interval computation presents two limits. The first
one is the restricted number of parameters, to avoid significant computing times.
The second one is the necessity to choose a feedback with a predefined struc-
ture. The idea is in fact to reduce the problem of (robust) stabilization to a
(robust) stability problem, treated with Problems 3.1 and 3.2, with some addi-
tional quasipolynomial coefficients to be determined which depend on the feed-
back structure.

Consider a time-delays system (Σ), with input u and output x. No assumption
is made on the delays localization. Denote by û(s) and x̂(s) the Laplace trans-
forms of u and x respectively, and by H(s) = x̂(s)

û(s) the transfer of (Σ). Finally,
denote by k(s) a stabilizing feedback for Σ such that û(s) = k(s)x̂(s). Inter-
val computation allows to choose simple predefined structures for k(s), as for
example proportional, proportional-integral or proportional-integral-derivative
controllers, or generalized feedbacks which take into account delayed state, and
eventually delayed state derivatives or integrals, as for example
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k(s) =
h∑

i=0

r∑
l=0

kils
i−pe−sτl , (35)

with (p, h, r) ∈ IN3, kil ∈ IR (with r ≤ m and p ≤ n for a system (Σ) of the form
(30)). In practice, since the number of parameters is restricted, we will consider
controllers with a maximum of 2 or 3 coefficients parameters kil. The expression
of k(s) in (35) is not enough general; the choice of feedbacks structure is directly
related to systems dynamics. The predefined structure of k(s) is then to adapt
to the considered problem.

Problem 3.3. Consider an unstable time-delays system with transfer function
H(s), and a feedback k(s) with unknown coefficients. How to ensure stability in
closed loop by the choice of coefficients of k(s)?

To answer Problem 3.3, note that in closed loop, the characteristic equation is
of the form (30), where coefficients qik depend on the controllers coefficients kil

in (35). Then, in closed loop, the characteristic equation is given by a quasipoly-
nomial of the form

g(s,k) =
∑

i

∑
l

qil(k)sie−sτl (36)

where k is the coefficients vector of the feedback k(s). We are reduced to solve

S = {(s,k) ∈ [s]× [k] | g(s,k) = 0, Re(s) < 0}, (37)

where [k] is an admissible values interval for k. Applying algorithm Sivia, we
obtain the guaranteed results, i.e. the values k ∈ [k] of the feedback coefficients
such that the stability is guaranteed in closed loop, at least for retarded time-
delays systems. For neutral time-delays systems, we can obtain only indications,
that we can verify in a second time.

A more complex problem is the robust stabilization by feedback. For this
problem, we take notations of Problems 3.1 and 3.2.

Problem 3.4. Consider a time-delays system, with uncertain and constant pa-
rameters, which lie in closed intervals with known bounds. With an appropriate
feedback to determine, we want to ensure the robust stability in closed loop.

In closed loop, the characteristic equation becomes

g(s, q, τ,k) =
∑

i

∑
l

qil(k)sie−sτl , (38)

where (q, d) are defined in (31), and k in (36). The Problem 3.4 is reduced to
the set inversion problem

S = {(s, q, τ,k) ∈ [s]× [q]× [d]× [k] | g(s, q, τ,k) = 0, Re(s) < 0}, (39)

where solutions given by Sivia ensure the closed loop stability of the quasipoly-
nomials family (38), at least for retarded systems.
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Example 3.5. Let the retarded time-delay system [23], [26],

ẋ(t) = −ax(t)− bx(t− τ) (40)

with (a, b, τ) ∈ IR×IR×IR+ constant uncertain parameters, which lie in [−1, 1]×
[2, 3]× [0, 0.5] respectively. Its characteristic equation is s + a+ be−sτ = 0. We
verify with interval methods if this system is robustly stable. We report solutions
in the parametric plane (a, b) on the Figure 4. The white region ensures robust

Fig. 4. Robust stable or unstable regions in the parametric plane (a, b) of (40)

stability, for all τ ∈ [0, 0.5]. The grey region does not guarantee robust stability,
i.e. in each grey box, there exists at least one value of (a, b, τ) such that (40)
becomes unstable. We find again the well known results on the stability of (40).

Example 3.6. Consider the system, with an appropriate initialization, des-
cribed by

x(t) =
3
4
x(t− 1)− 3

4
x(t− τ), (41)

with its associated characteristic equation f(s) = 1 − 3
4e−s − 3

4e−sτ = 0. If we
take τ = 2, the solutions of this equation are stable, since denoting λ = es, we
have two solutions in λ which are λ1,2 = 3

8 ± j
√

39
8 , and |λ1,2| < 1. Now, taking

the delay τ in [d] = [2, 3], the system (41) becomes unstable, as shown in Figure
5, where the roots localization of the characteristic equation (41) is reported. For
more precisions on this example and the loss of stability, see [11].

Suppose now that we want to stabilize (41), i.e.

x(t) + u(t) =
3
4
x(t− 1)− 3

4
x(t− τ), (42)

with u(t) the control variable and τ ∈ [2, 3]. We want to stabilize (42) with a
control law of the form
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Fig. 5. Roots localization of the characteristic equation of (41), for τ ∈ [2, 3]

u(t) = k1x(t) + k2x(t − 1), (43)

with (k1, k2) ∈ [−5, 5]× [−3, 3] parameters to be determined (Problem 3.4). Ap-
plying the algorithm Sivia, we guarantee the absence of roots with positive real
part of the closed loop characteristic equation. In the parametric plane (k1, k2),
we obtain Figure 6. The white zone is a stable zone of (42) and (43), for all
τ ∈ [2, 3]. The dark-grey zone is a non robust stable zone, i.e. in each boxes,
there exists at least one value of (k1, k2, τ) such that the closed loop system (42)
and (43) is unstable.
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Fig. 6. Parametric regions (k1, k2) which ensure robust stability (white zone) of (42)
and (43) in closed loop, for τ ∈ [2, 3], with A = (−1.75, 0.75) and B = (−0.25, 0.75)
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3.3 Other Control Problems

We are interested in this section by some other important control problems:
the disturbance attenuation problem and the approximative tracking model for
time-delays systems.

We choose these two control problems to show the potentiality of interval
methods. The objective of this section is to pose simple problems, without es-
tablishing theoretical links with existing methods, as for instance H∞-control.
For these methods, the reader is referred to [16], [19], [26], and in references
therein.

Consider a time-delays system with transfer function H(s), and the control
loop in Figure 7. Denote by u the control law, x the output, w a disturbance
acting on u, r a reference trajectory and e the tracking error. The Laplace
transforms of these signals are noted (̂·)(s).

Denote by k the set of all parameters of the feedback k(s) to be determined.

�⊗ � �⊗ �� �

�

r e u x
k(s) H(s)

w

+

-

+
+

Fig. 7. Control loop of a time-delays system H(s) with a feedback k(s) to be
determined

We have
S(s,k) = ê(s)

r̂(s) = 1
1+H(s)k(s)

T (s,k) = x̂(s)
r̂(s) = H(s)k(s)

1+H(s)k(s)

Twx(s,k) = x̂(s)
ŵ(s) = H(s)

1+H(s)k(s)

. (44)

A performance specification can be expressed succinctly by ‖S(s,k)‖∞ ≤ ε, or
in a more generally form as ‖S(s,k)W1(s)‖∞ ≤ 1, where W1(s) is a weighting
function whose magnitude is frequency dependent. A similar reasoning allows
to establish inequalities on the transfer Twx(s,k) and T (s,k), with direct appli-
cations, respectively to an attenuation disturbance problem and a robust stabi-
lization problem. Furthermore, we have the property of internal stability if all
transfer functions in (44) are stable (if others disturbances actuate in the closed
loop, all internal transfers must be stable). We solve these frequency inequalities
using interval computation.

Problem 3.7. Let Twx(s,k) be given in (44). We want to find the set parameters
k of k(s) such that

∀ω ∈ Ω, |Twx(jω,k)| ≤ 1
|W (jω)| , and Twx(s,k) be stable, (45)

with Ω ⊂ IR a given finite frequency range and W (s) a weighting function.
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For example, we can take W (jω) = 1
ε , ∀ω ∈ Ω, with ε > 0 a predefined atten-

uation parameter. For time-delays systems, as for systems without delays, this
condition is often too restrictive [8]. A variable weighting function W (s) allows
to attenuate disturbance effects in function of frequency values.

In terms of interval computation, we suppose that k lie in an acceptable known
box [k], and we are reduced to solve the set inversion problem

S =
{
k ∈ [k]

∣∣ ∀ω ∈ Ω, |Twx(jω,k)W (jω)| ≤ 1, with stability
}
. (46)

The solution of Problem 3.7 is given by the algorithm Sivia, and we will choose
the coefficients k of k(s) which guarantee the disturbance attenuation Problem
3.7. The stability is verified in Section 3.2.

With a similar reasoning, we can ensure a disturbance attenuation for an
uncertain plant H(s), whose constant uncertain coefficients lie in given bounded
intervals.

An interesting point, directly related to an optimal disturbance attenuation,
is to find ko ∈ [k], if it exists, such that

sup
ω∈Ω

|Twx(jω,ko)| = min
k∈[k]

sup
ω∈Ω

|Twx(jω,k)|, and Twx(s,ko) be stable. (47)

This kind of problem can be solved with interval methods, as described in Ex-
ample 3.9.

An another basic problem, although similar to the previous one, is the ap-
proximative tracking model.

Problem 3.8. Let H(s) be a given stable plant, and HM (s) a stable model trans-
fer function for H(s). The approximate tracking problem is to solve, with the
choice of a stable feedback k(s), the inequality

∀ω ∈ Ω, |HM (jω)−H(jω)k(jω)| ≤ 1
|W (jω)| , (48)

with Ω ⊂ IR a given finite frequency range and W (s) a given weighting function.

Problem 3.8 is written in a similar form of Problem 3.7, i.e.

S =
{
k ∈ [k]

∣∣ ∀ω ∈ Ω, |(HM (jω)−H(jω)k(jω))W (jω)| ≤ 1
}
, (49)

with k(s) be stable. A robust approximate tracking model can be defined and
solved with interval methods for uncertain plants. Only the number of param-
eters to be determined is increased, and the methodology is the same that the
previous one.

Example 3.9. Let a transfer function between a disturbance w(t) and an out-
put x(t):

H(s) =
x̂(s)
ŵ(s)

=
1

s+ ae−sτ + b
, (50)

with τ = 1, a = b = 1. The transfer H(s) is stable (see Section 3.2).
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Fig. 8. Set solution k ∈ [k] of Example 3.9. Frequencies ω are reported in x-
coordinates, and coefficients k in y-coordinates. The size of the white central zone
is almost [−4.1, 4.1] × [−4.5, 7].

We take a feedback k(s) of proportional type, i.e. û(s) = kx̂(s), where k is a
coefficient to be determined. We want to guarantee

∀ω ∈ Ω, |Twx(jω, k)| ≤ ε, and Twx(s, k) be stable,

where Ω = [−1000, 1000], ε = 0.2, and Twx(s, k) is given by

Twx(s, k) =
1

s+ ae−sτ + b − k
(51)

For k ∈ [k] = [−7, 9], we solve the Problem 3.7 of set inversion by Sivia, to
obtain the set solution k ∈ [k] reported on Figure 8, in function of ω ∈ Ω. The
white central zone is a no-solution zone, i.e. for a given k ∈ [−4.5, 7], ∀ω ∈
[−4.1, 4.1], |Twx(jω, k)| > ε. In the dark-grey zone, the inequality |Twx(jω, k)| ≤
ε holds. Then, if we take k ∈ [−4.5, 7], the norm constraint is not satisfied, and
a more complex feedback must be choosen.

Solutions k ∈ [k] are also included in [−7,−4.5]∪ [7, 9]. The stability analysis
in closed loop implies that k < −2, i.e. the set solution is [−7,−4.5].

Take for example k = −5. The transfer function (51) is stable, and a Bode
magnitude plot is reported on Figure 9. We verify that

sup
ω∈IR

(20 log10|Twx(jω)|) = −14 < 20 log10(ε) = −13.98

A similar analysis can be done with uncertain constant parameters (a, b, τ).
Consider now the problem of optimal attenuation, i.e. of finding ko ∈ [k] such

that

sup
ω∈Ω

|Twx(jω, ko)| = min
k∈[k]

sup
ω∈Ω

|Twx(jω, k)|, and Twx(s, ko) be stable. (52)
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Fig. 9. Bode magnitude plot of (51), with k = −5
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Fig. 10. Set solution (γ, k) of (53)

To solve this optimization problem, we use Sivia to analyze the set

S = {(k, γ) ∈ [k]× Υ | ∀ω ∈ Ω, |Twx(jω, k)| ≤ γ},

Solutions of this problem are given in Figure 10, in the plane (γ, k), with γ ∈
Υ = [0, 0.5] and k ∈ [−7, 7]. The white zone (γ, k) is a no-solution zone, i.e.
exists ω ∈ Ω such that |Twx(jω, k)| > γ. The black zone is a solution zone, i.e.
∀ω ∈ Ω, |Twx(jω, k)| ≤ γ. Moreover, on Figure 10, we can determine ko in (52).
In fact, it corresponds to

ko = min
γ∈Υ

{k | ∀ω ∈ Ω, |Twx(jω, k)| ≤ γ},

that is in our case ko = −7. The optimal value of disturbance attenuation is

sup
ω∈Ω

|Twx(jω, ko)| = 0.134.
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Example 3.10. Let H(s) = e−s

s+s0
a uncertain plant with s0 ∈ [0.5, 1.5],HM (s) =

e−s

s+2 a model transfer function for H(s). We want to ensure a robust approxi-

mative model tracking with a controller k(s) of the form k(s) = p(s+q)
s+2 , such

that

∀ω ∈ Ω = [−1000, 1000], |E(jω,k)| = |HM (jω)−H(jω)k(jω)| ≤ 0.2, (53)

for s0 ∈ [0.5, 1.5] and k = (p, q) ∈ [−10, 10]× [−10, 10] which are the parameters
to be determined.

We are analyzing a problem of type 3.6. The solutions plot is reported in
the parametric plane (p, q) on Figure 11. The grey zone is the solution set of
(p, q) such that ∀(ω, so) ∈ Ω × [0.5, 1.5], |E(jω,k)| ≤ 0.2. The white zone is the

�

�−10 10 p

10

−10

q

Fig. 11. Set solution (p, q) of (53). The grey zone is the solution set
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Fig. 12. Magnitude plot of |E(jω, k)|, for so = 1.5, and k = (p, q) = (1, 1)
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no-solution set of (p, q) such that ∃(ω, so) ∈ Ω × [0.5, 1.5] with |E(jω,k)| > 0.2.
For example, taking s0 = 1.5, p = 1 and q = 1, we are in the grey zone. A plot
of the magnitude |E(jω,k)| with respect to ω is reported on Figure 12. We verify
that sup

ω∈Ω
|E(jω,k)| = 0.16 < 0.2. A choice of k can be made to ensure a minimal

tracking error, as seen in the previous example.

4 Conclusion

In this paper, we apply interval computation to time-delays systems, to solve
some control problems, as robust stability, stabilization, or disturbance atten-
uation by feedback. Basic illustrative examples are reported, to clarify interval
methods.

In spite of a limit on the parameters number, interval computation allows to
obtain guaranteed solutions for a large number of control problems, and that
in an original way for time-delays systems. Graphical solutions allow an easy
interpretation of physical phenomena.
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calcul par intervalles aux systèmes à retards. In Proc. CIFA, Douz, Tunisia
7. Davis E. (1987) Constraint propagation with interval labels. Artificial Intelligence

32:281–331
8. Doyle J., Francis B., Tannenbaum A. (1992) Feedback Control Theory, Macmillan,

Houndmills
9. Engelborghs K., Roose D. (2002) On stability of LMS–methods and characteristic

roots of delay differential equations. SIAM J. Numerical Analysis 40:629–650
10. Gu K., Kharitonov V. L., Chen J. (2002) Stability of time–delay systems.

Birkhauser, Boston
11. Hale J. K., Verduyn Lunel S. M. (1993) Introduction to Functional Differential

Equations. Springer–Verlag, Berlin Heidelberg New York
12. Hohenbichler N., Ackermann J. (2003) Computing stable regions in parameter

spaces for a class of quasipolynomials. In Proc. 4th IFAC TDS, Rocquencourt,
France

13. Jaulin L., Kieffer M., Didrit O., Walter E. (2001) Applied interval analysis,
Springer, Berlin Heidelberg New York



Applied Interval Computation 197

14. Kamen E. W. (1982) Linear systems with commensurate time delays: Stability
and stabilization independent of delay. IEEE Transactions on Automatic Control
27:367–375

15. Kharitonov V. L, Zhabko A. (1994) Robust Stability for Time–Delay Systems.
IEEE Transactions on Automatic Control 39:2388–2397

16. Kojima A., Ishijima S. (2001) H∞ control for preview and delayed strategies. In
Proc. 40th IEEE Conf. Decision Control, pp. 991–996, Orlando, Florida

17. Kolmanovskii V., Myshkis A. (1992) Applied theory of functional differential equa-
tions, Kluwer Academic Publishers, Dordrecht

18. Lhomme O. (1993) Consistency techniques for numeric CSPs. Proc. Int. Conf.
Artificial Intelligence, pp. 232–238, Chambéry, France
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Summary. An overview of eigenvalue based tools for the stability analysis of linear
periodic systems with delays is presented. It is assumed that both the system matrices
and the delays are periodically varying. First the situation is considered where the
time-variation of the periodic terms is fast compared to the system’s dynamics. Then
averaging techniques are used to relate the stability properties of the time-varying sys-
tem with these of a time-invariant one, which opens the possibility to use frequency
domain tools. As a special characteristic the averaged system exhibits distributed de-
lays if the delays in the original system are time-varying. Both analytic and numerical
tools for the stability analysis of the averaged system are discussed. Special attention
is paid to the characterization of situations where a variation of a delay has a stabi-
lizing effect. Second, the assumption underlying the averaging approach is dropped.
It is described how exact stability information of the original, periodic system can be
directly computed. The two approaches are briefly compared with respect to gener-
ality, applicability and computational efficiency. Finally the results are illustrated by
means of two examples from mechanical engineering. The first example concerns a
model of a variable speed rotating cutting tool. Based on the developed theory and
using the described computational tools, both a theoretical explanation and a quanti-
tative analysis are provided of the beneficial effect of a variation of the machine speed
on enhancing stability properties, which was reported in the literature. The second
example concerns the stability analysis of an elastic column, subjected to a periodic
force.

Keywords: time-delay systems, linear periodic systems, averaging, collocation, sta-
bility of variable speed machines.

Introduction

We discuss mathematical and computational tools for the stability analysis of
linear time-varying delay systems of the form
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ẋ(t) = A(ωt) x(t) +B(ωt) x(t− τ(t)), (1)
τ(t) = τ0 + δf(Ωt), (2)

under appropriate initial conditions. We assume that x ∈ Rn, A : R → Rn×n and
B : R → Rn×n are bounded periodic functions with period 2π, f : R → [−1, 1]
is a periodic function with zero mean and period 2π, max f = 1 and min f = −1.
Further, we have δ, τ0, ω,Ω ∈ R+

0 and δ ≤ τ0. In this way, the parameters δ andΩ
determine the amplitude and frequency of the delay variation, while ω determines
the frequency of the variation of A and B . We do not a priori require that ω
and Ω are correlated, although such a correlation exists in many applications.

The problem under consideration is inspired by applications in mechanical en-
gineering. More precisely, in the manufacturing literature one encounters models
of the form (1) for the dynamics of rotating cutting and milling machines, see
e.g. [19,40] and the references therein. In cutting machines, a workpiece rotates
and the cutting inserts have a fixed position, while in milling machines the work-
piece is fixed and the cutting inserts are mounted on a rotating axis. In both
cases the time-delay represents the time taken for one revolution of the workpiece
or cutting inserts. Therefore, it is proportional to the inverse of the rotational
speed of the machine. In models for cutting machines the system matrices are
typically constant, whereas they are periodically varying in models for milling
machines, due to the varying angle between the cutting inserts and the work-
piece. The nominal behavior of the machines corresponds to an asymptotically
stable steady state solution. A loss of stability is undesired as it leads to chat-
ter, that is, unwanted oscillations which cause irregularities in the surface of the
workpiece to be processed. A typical approach to enlarge the stability region of
the steady state solution of such rotating machines in a relevant parameter space
consists of fast modulating the speed around the nominal value [19, 39]. Such a
modulation of the speed precisely corresponds to a modulation of the time-delay
in the model (1) of the form (2). Note that an analysis of this stabilization
approach calls for mathematical tools which are also capable to characterize
situations where a variation of a delay has a stabilizing effect.

If the time-variation of a delay is fast compared to the system’s dynamics,
then rather its distribution than its precise dependence upon time determines
the stability properties of the system, as we shall see in the Section 1. This
makes some of the described results directly applicable to the emerging field
of network controlled systems also, since the varying delays in communication
networks are typically of a stochastic nature, yet knowledge is available about
their distribution, see, for instance, [36, 41] and the references therein.

This chapter is devoted to a presentation of eigenvalue based techniques for the
stability analysis of the system (1)-(2). As an advantage w.r.t. most time-domain
approaches, they lead to non-conservative results, in the sense that exact stabil-
ity information is available (in terms of eigenvalues of appropriate operators),
instead of sufficient stability conditions. Furthermore, the combination with a
detection of critical eigenvalues and a continuation facility allows to compute the
boundaries of stability regions in parameter spaces in a (numerically tractable)
efficient and semi-automatic way. For systems with time-varying delay an
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additional advantage lies in the fact that stabilizing effects of a delay variation
can be investigated, which is not possible with approaches where a variation of
the delay around a nominal value is explicitly or implicitly treated as uncertainty.
Notice that time-integration (simulation), see [2] for an overview of methods, can
in principle also be used to determine stability of (1)-(2) and stability regions in
parameter spaces, yet it is time-consuming and boundaries of stability regions
are hard to determine accurately.

The structure of the chapter is as follows: Section 1 is devoted to the case
where the time-variation of the periodic terms is fast compared to the system’s
dynamics, while Section 2 deals with the general case. Two practical examples
are presented in Section 3. The conclusions are formulated in Section 4.

1 Fast Varying Coefficients

Using averaging techniques it is shown first how the stability analysis problem
of the system (1)-(2) for large values of ω and Ω can be reduced to the stability
analysis of a time-invariant system exhibiting distributed delays. Next, compu-
tational and analytical tools for the averaged system are briefly discussed.

1.1 Averaging of the Periodic System

As an indication that the system (1)-(2) with parameters ω and Ω is suitable
for averaging, observe that the upper bound in the estimate

‖ẋ(t)‖ ≤
(
max

s
‖A(s)‖+ ‖B(s)‖

)
max

s∈[t−τ0−δ, t]
‖x(s)‖

does not depend on the values of ω and Ω. This suggests that, on compact
time-intervals, the trajectories of the system have a limit as ω,Ω →∞. In fact,
due to the filtering property of the integration process, the parameters ω and
Ω regulate the separation between time-scale associated with the periodically
varying coefficients and the time-scale associated with the long-term behavior of
the solutions, which forms the backbone of the averaging approach.

Averaging methods for periodic systems described by ordinary differential
equations with a fast varying right-hand side are discussed in e.g. [38] and ex-
tended to delay differential equations with constant delays in [21]. Averaging
methods for time-varying delays are treated in [28]. Their combination leads to
the following result, which slightly generalizes [28, Theorem 1]:

Theorem 1. Consider the system (1) and (2). Let the integrable function1 w :
[−1, 1]→ R+ be defined by the relation:∫ 1

−1
α(t)w(t)dt =

1
2π

∫ 2π

0
α(f(t))dt, ∀α ∈ C([−1, 1], R), (3)

1 More precisely, w represents a positive density measure.
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and let

Ā =
1
2π

∫ t+2π

t

A(s) ds, B̄ =
1
2π

∫ t+2π

t

B(s) ds. (4)

If the averaged system

ẋ(t) = Āx(t) + B̄

∫ t−τ0+δ

t−τ0−δ

w((t − τ0 − θ)/δ)
δ

x(θ)dθ. (5)

is asymptotically stable, then there exists a threshold ωc such that the system (1)
and (2) is globally uniformly asymptotically stable for all Ω > ωc and ω > ωc.

Sketch of the proof. The existence of an integrable function w satisfying (3) fol-
lows from a change of measure and the Radon-Nikodym theorem (see [37]).

The proof of the stability assertion is based on an application of the trajectory
based proof technique, developed in e.g. [30] for the stability analysis of ordinary
differential equations and extended and applied to classes of delay differential
equations in [31]. It relates closeness results for trajectories (in the sense of
uniform convergence of trajectories on compact time-intervals) with stability
results (which involve the behavior of trajectories on infinite time-intervals).
The main steps are as follows:

1. One proves that trajectories of (1)-(2) and (5) with matching initial con-
ditions uniformly converge to each other on compact time-intervals as the
parameters ω and Ω tend to infinity. This is done by estimating the devia-
tion between the solutions of (1)-(2) and (5) at time-instants later than the
initial time, and involves the application of a generalization of the celebrated
Gronwall Lemma.

2. This closeness result of trajectories of (5) and (1)-(2) is linked with stability
assertions. By a slight generalization of [30, Theorem 1], one can conclude
from the exponential stability of (5) and the closeness result that the null
solution of system (1)-(2) is practically uniformly asymptotically stable (see
[28] for a precise definition).

3. Practical uniform asymptotic stability of the null solution of (1)-(2) implies
global uniform asymptotic stability by a scaling property of its solutions. ��

Remark 1. Under the conditions of the theorem the asymptotic stability of (1)-
(2) is only guaranteed if Ω and ω are sufficiently large. An explicit bound ωc

may be obtained from theoretical considerations, see for instance the discussion
in [29], but such bounds are typically conservative. Therefore, it is advised to
determine a threshold based on numerical simulation (if desired), and to switch
to the methods described in the next section if there are indications that the
separation of time-scales may not be sufficient.

Remark 2. From the definition (3) the weight function w can be interpreted as
the probability distribution of f(ζ), where ζ is uniformly distributed over the
interval [0, 2π]. This interpretation is often very useful to compute the function
w out of f and offers an alternative for using the definition (3) directly. It also
lays the basis for an extension of the theorem to classes of systems where the
time-delay is a random variable with a known probability density function.
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The importance of a reduction to a time-invariant system lies in the fact that
frequency domain techniques become applicable. For instance, the stability of
the averaged system (5) is determined by its rightmost eigenvalues. These are
the roots of the characteristic equation, which can be written in the form

det
(
sI − Ā− B̄e−sτ0g(sδ)

)
= 0, (6)

where

g(s) =
∫ 1

−1
e−stw(t)dt. (7)

Notice that the g(s) can be interpreted as a correction of e−sτ0 , corresponding
to the mean delay value τ0, and takes all the effects of the delay variation into
account. As an illustration, several tuples (f, w, g), characterizing the varying
part of the delay, are displayed in Table 1.

Table 1. For three examples of f in (2), the corresponding weight function w of the
distributed delay comparison system (5), as well as the correction term g(s) in the
characteristic equation (6) are shown. J0(.) denotes the Bessel function of the first
kind of order zero, h(.) is the Dirac impulse function. Notice that w can be seen as the
probability density function of the image of f

f w g

f1(t) =

{
2
π
(t − π

2 ), t ∈ [0, π)
2
π
( 3π

2 − t), t ∈ [π, 2π)
(sawtooth)

w1(t) = 1
2 g1(s) =

{
sinh s

s
, s �= 0

1, s = 0

f2(t) = sin(t) w2(t) = 1

π
√

1−t2
g2(s) = J0(js)

f3(t) =

{
1, t ∈ [0, π)
−1, t ∈ [π, 2π)

(square wave)
w3(t) = h(t−1)+h(t+1)

2 g3(s) = cosh(s)

1.2 Computational Tools

Motivated by the distributed delay in the comparison system (5), we give an
overview of tools to compute the rightmost eigenvalues of integro-differential
equations of retarded type, that is, delay differential equations of retarded type
that contain terms of the form∫ τ2

τ1

K(θ)x(t − θ) dθ, (8)

with measurable kernel function K(·) ∈ Rn×n and τ1 � τ2.
First, we consider the trivial case where the kernel is a constant matrix times

the Dirac impulse, i.e., K(θ) ≡ Kh(θ − τ0) with τ1 � τ0 � τ2. Then, the inte-
gral (8) equals K x(t − τ0) and the integro-differential equation reduces to an
equation with a point-wise delay. Various methods for determining the rightmost
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eigenvalues of systems with point-wise delays have been proposed in the litera-
ture. These include, but are not limited to, methods based on discretizing the
solution operator associated with the equation (see, for instance, [12]) and meth-
ods based on discretizing its infinitesimal generator [4]. The stability routine for
equilibria, contained in the software package DDE-BIFTOOL [10, 11], is based
on the former approach.

Integro-differential equations with a constant kernel or a gamma distribution
kernel, that is

K(θ) = Kθje−αθ, (9)

where j is a positive integer, are treated in [24]. It is shown how a bifurcation
analysis of this type of equations can be done using computational tools for
point-wise delay equations. In [23, 25] the numerical stability analysis of scalar
equations with more general bounded kernels is discussed. The equations are
discretized using a linear multi-step method and a quadrature method, based on
Lagrange interpolation and a Gauss-Legendre quadrature rule.

Finally, we consider an integro-differential equation where the term (8) takes
the form

K

∫ τ2

τ1

1√
1− (θ − τm)2/δ2

x(t− θ) dθ, (10)

with τm := (τ1 + τ2)/2 and δ := (τ2 − τ1)/2. The kernel function corresponds
to w2(·) in the second row of Table 1, and goes to infinity at the boundaries of
the integration interval. A natural way to handle this problem is to expand the
(perturbed) trajectories in terms of the polynomials that are orthogonal w.r.t.
the weighted L2 inner product 〈p1, p2〉 :=

∫
w2p1p2. In this way one arrives at

the well-known Chebyshev polynomials, used frequently in spectral collocation
methods [42].

1.3 Analytical Tools

Determining analytically the sensitivity of eigenvalues with respect to parame-
ters is a useful tool for characterizing stabilizability properties. Following this
approach, the effects of constant delays on stability have been thoroughly ana-
lyzed in the literature, see e.g. [6, 33, 32, 27]. Here, we examine the effects of a
fast variation of parameters around a nominal value.

As follows from (4) and an application of the trajectory based proof technique,
an exponentially unstable system of the form (1)-(2), with constant A, B and τ ,
cannot be stabilized by introducing a fast modulation of the matrices A and B,
as long as their mean value remains the same. Therefore, we restrict ourselves
to the stabilizability by means of a fast delay variation. By virtue of Theorem 1,
the latter is implied by the stabilizability by means of a delay ’distribution’. In
this way, we arrive at investigating how the eigenvalues of (5), or equivalently,
the zeros of

H(s, g(sδ)) := det
(
sI − Ā− B̄e−sτ0g(sδ)

)
(11)

behave for small values of δ ≥ 0. For δ = 0, this expression simplifies to
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det
(
sI − Ā− B̄e−sτ0

)
, (12)

the characteristic quasiploynomial of the constant delay system.
Because g is a smooth function, the zeros of (11) are continuous at each value

of parameter δ ≥ 0. For a given zero s0 of (12) with multiplicity one, this implies
the existence of a root function r(δ) of (11), satisfying r(0) = s0 and

H(r(δ), g(r(δ)δ)) = 0. (13)

To compute the sensitivity of the zero s0 w.r.t. δ, we differentiate (13), leading to

r′(0) = 0, (14)

r′′(0) = −
∂H
∂g (s0, 1)
∂H
∂s (s0, 1)

g′′(0)s20, (15)

where g′′(0) =
∫ 1
−1 t

2w(t)dt > 0. A stability related corollary is:

Proposition 1. Assume that the rightmost eigenvalues of (12) are simple and
on the imaginary axis. Denote them by jωi, i = 1,m. If

�
{

∂H
∂g (jωi, 1)
∂H
∂s (jωi, 1)

}
< 0, i = 1, . . . ,m, (16)

then the system (5) is asymptotically stable for small values of δ.

In Section 3 we will discuss a parameterized system, for which condition (16) is
always satisfied2 in case of eigenvalues on the imaginary axis. This means that
stability regions in the parameter space become larger when increasing δ from
zero. Indeed, internal points of a stability region in the parameter space corre-
spond to asymptotic stability of the system, which is preserved by increasing δ
from zero (continuity argument), whereas points on the boundaries of a stability
region, if any, correspond to a system having its rightmost eigenvalues on the
imaginary axis, which becomes asymptotically stable under the conditions of
Proposition 1. Notice that parameter values corresponding to a zero eigenvalue
are invariant w.r.t. δ, following from g(0) = 1.

Compared to the numerical tools described in the § 1.2, which allow to com-
pute stability information of (5) for all values of the parameters, analytical tools
such as the ones described above are less powerful in the sense that they are suit-
able for asymptotic results only (e.g. stability assertions for small δ in Propo-
sition 1). However, they are more powerful in the sense that they allow us for
instance to make assertions about stabilizability by means of a delay variation,
independently of the precise in which the delay is varied (notice that the condi-
tion (16) is independent of the choice of g and, thus, of f). This illustrates the
complementarity of analytical and numerical methods.
2 Such a situation is likely to occur, as motivated in [28].
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2 General Case

In this section, no assumptions are made on the size of the frequencies ω and
Ω in system (1)–(2). First, the collocation scheme for computing solutions of
(1)-(2) is outlined. Next, the computation of stability determining eigenvalues
corresponding to the zero solution is described, as well as the computation of the
boundaries of stability regions. Then a special case is commented on, where a
reduction to a time-invariant system is still possible. Finally, a comparison with
the averaging based approach of the previous section is made.

For technical reasons it is assumed throughout the section that ω and Ω are
rationally dependent, and that the functions f,A and B in (1)-(2) are smooth.

2.1 Collocation Scheme

By means of the system (1)-(2) we explain the collocation scheme to compute
a trajectory of a periodic systems with delays for a given initial condition. This
collocation variant is based on [45, 44] (see also [9]).

Denote by T the least common multiple of 2π/ω and 2π/Ω. Hence there exist
integers k and K so that Tω = 2πk and TΩ = 2πK. For simplicity, we call T
the period of the system (1)–(2). Instead of solving the latter system, we rescale
the time variable by 1/T such that the period is one in the transformed time.
The transformed system is

ẋ(t) = TA(2πkt)x(t) + TB(2πkt)x(t− σ(t)), (17)

σ(t) =
τ0
T

+
δ

T
f(2πKt). (18)

We represent a trajectory x(t) of (17)–(18) by a continuous piecewise polynomial,
or spline. The mesh used for this discrete approximation is constructed as follows.
First, let {0 = t0 < t1 < . . . < tm = 1} be a mesh on [0, 1] with m mesh
intervals. Next, this mesh is periodically extended to the left to obtain a mesh
on [t−�, 1] with �+m intervals. For notational convenience, we use the variable
x(t) also for the piecewise polynomial approximation on this extended mesh.
Since it is desirable that the trajectory x(t) for t > 0 can be obtained by time-
stepping if x(t) on the initial interval [t−�, 0] is given, we choose � such that
t−� ≤ σmin < t−�+1, where σmin is the minimal value of t − σ(t) for t ∈ [0, 1].
Note that the discrete approximation has n((� + m)d + 1) degrees of freedom,
where d is the dimension of the spline.

For ease of implementation, the piecewise polynomial is represented as a linear
combination of basis functions φi+ j

d
(t) that are only “locally” non-zero. More

specifically, the restriction of the unknown trajectory to the interval [ti, ti+1] can
be written as

d∑
j=0

ci+ j
d
φi+ j

d
(t), (19)

with unknown coefficients ci+ j
d
∈ Rn×1.
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Next, we write down the conditions that determine the discrete approxima-
tion. Firstly, collocation requirements are imposed, i.e., the equations (17)–(18)
have to be satisfied in a number of points, i.e.

ẋ(ci,ν) = TA(2πkci,ν)x(t) + TB(2πkci,ν)x(ci,ν − σ(ci,ν)), (20)

σ(ci,ν) =
τ0
T

+
δ

T
f(2πKci,ν). (21)

The so-called collocation points,

ci,ν := ti +Δtizν , for i = 0, . . . ,m− 1 and ν = 1, . . . d, (22)

where Δti := ti+1− ti, are obtained by scaling and shifting the set of collocation
parameters zν ∈ [0, 1]. In the case of Gauss-Legendre collocation, one chooses
zν as the zeros of the Legendre polynomial of degree d on [0, 1]; see, e.g., the
bifurcation packages AUTO [7] (for ordinary differential equations) and DDE-
BIFTOOL [11, 10] (for delay differential equations). In our implementation, on
the contrary, we choose the collocation parameters to be the zeros of the Radau
polynomial of degree d, which is defined as the difference between the Legendre
polynomials of degree d and degree d − 1. By construction, the Radau polyno-
mial vanishes at the right endpoint, so that zd = 1 is a collocation parameter.
Consequently, the equations (17)–(18) are satisfied at the mesh points ti. Sec-
ondly, besides the md collocation requirements (20)-(21), n(�d + 1) additional
requirements are imposed. These can be used to specify the initial condition,
see Section 2.2 and 2.3.

The resulting nonlinear system of equations can be solved by using Newton
iterations. In each iteration, a linearized system is solved. A typical structure for
this matrix is shown in [45, Fig. 1]. In general, the Newton iterations converge
if the initial guess is “close enough” to the exact solution.

2.2 Computation of the Stability Determining Eigenvalues

A complex number s is an eigenvalue, or (characteristic) root, of (17)-(18) if and
only if there exists a ‘perturbation’ of the zero solution of the form

x(t) = estp(t), (23)

where p(t) is 1-periodic. This particular solution satisfies x(t+1) = esx(t) for all
t, where es is called a (characteristic) multiplier. It follows that the multipliers
are the eigenvalues of the linear map between the restriction of a trajectory x(t)
on the time intervals [t−�, 0] and [t−� + 1, 1]. This map is called the monodromy
operator if the system (17)–(18) before discretization is considered. After dis-
cretization, the map becomes finite-dimensional and is called the monodromy
matrix.

The monodromy matrix of (17)-(18) is readily obtained from the collocation
requirements (20)-(21). Indeed, the �d + 1 remaining degrees of freedom can
be used to specify the solution on [t−�, 0]. By solving the resulting system of
equations, the corresponding solution on [t−� + 1, 1] is recovered.
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The eigenvalues of the monodromy matrix can be computed by the QR al-
gorithm, a reliable procedure that returns the all eigenvalues of a matrix. Note
that only the rightmost ones are good approximations to the exact eigenvalues
of the system (1)–(2) (before discretization). However, precisely these eigenval-
ues determine the stability of the system. If the monodromy matrix is “large”,
then it is much more efficient to use large-scale eigenvalue solvers, such as the
Arnoldi method or the Jacobi-Davidson method, cf. [1]. These methods rely on
matrix-vector products only, which can efficiently computed, and return only
the small number of stability-determining eigenvalues. The monodromy matrix
of the example in Section 3 is of moderate size, so that the QR method could be
used. The choice of the large-scale methods to be considered depend on different
factors (see, e.g. the structure and spectrum of the matrix). Finally, note that
other numerical methods to compute the eigenvalues are described in e.g. [18,5].

2.3 Computation of Stability Regions

When parameters are changes, a loss of stability of the zero solution of (17)-(18)
is associated with an eigenvalue s that crosses the imaginary axis. In that case,
|es| = 1, i.e., s = iϑ with ϑ ∈ R. Two cases can be distinguished :

• |eiϑ| = 1 and ϑ/π is integer,
• |eiϑ| = 1, but ϑ/π is not integer.

The latter case, which generically occurs, corresponds to a torus bifurcation
point . This paragraph discusses the computation of curves of torus bifurcation
points in a parameter space. By using this procedure, stability regions can be
traced efficiently and in a semi-automatic way.

First, we treat the computation of one torus bifurcation point, which requires
that one model parameter, say η, is freed. The unknowns are the bifurcation value
of η and the trajectory x(t) := p(t) exp(iϑt) corresponding to the multiplier on
the unit circle, see (23). Remark that p(t) is complex-valued, since the eigenvalue
s is complex. Hence p(t) has 2n((�+m)d+1) real degrees of freedom and the total
number of degrees of freedom is 2n((�+m)d+1)+2. There are nmd complex (or
2nmd real) collocation requirements (20)–(21). Additionally, we impose n(�d+
1) complex (or 2n(�d + 1) real) requirements that specify the boundary value
problem, namely requirements that express the periodicity of p(t). Finally, the
normalization of the unknown x(t) gives one complex requirement (or two real
ones). Typically, one requires that the (complex) inner product of x(t) and a
given c(t) ≈ x(t) equals one. In summary, the total number of (real) requirements
and unknowns are both 2n((�+m)d+ 1)+ 2 and Newton’s method can be used
to solve this system of equations.

Next, we make free a second parameter, say ζ, and outline the continuation
of a curve of torus bifurcations in the two-parameter space (η, ζ). To compute
a new point of the curve, an extra condition has to be added to the defining
system of equations, in order to ensure uniqueness, and a starting value for the
Newton iterations needs to be generated. A good starting value (x̂(t), ϑ̂, η̂, ζ̂) can
be computed using the previous points on the curve. The easiest procedure to do
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so, the secant predictor, constructs an initial guess along the the direction defined
by the two previous points on the curve. Since it is desirable that the continuation
procedure does not fail if the curve is not single-valued w.r.t. parameter η nor
ζ, e.g. a closed curve, we add a pseudo-arclength steplength condition [8] to the
equations to specify completely the new point search for, that is,

wϑ(ϑ− ϑ̂)ϑ̇+ wp

[
η − η̂ ζ − ζ̂

] [ η̇
ζ̇

]
= 0, (24)

where (ϑ̇, η̇, ζ̇) is the direction of the secant predictor. Here the weights wϑ and
wp are usually chosen to be one.

2.4 Special Case

If the time-dependence of A(·) and B(·) and τ(·) can be replaced by a dependence
on a finite number of harmonics,

cj := cos
(

2πj
T

t

)
and sj := sin

(
2πj
T

t

)
, j = 1, . . . l, (25)

then the system (1)–(2) can be transformed into a time-invariant system with
state-dependent delay [43]. The latter takes the form (with a slight abuse of
notation):

ẋ(t) = A(c1, s1) x(t) +B(c1, s1) x(t− τ(c1, s1)),
ċ1(t) = − 2πj

T s1(t) + γc1(t)
(
1− c1(t)2 − s1(t)2

)
,

ṡ1(t) = 2πj
T jc1(t) + γs1(t)

(
1− c1(t)2 − s1(t)2

)
,

(26)

where γ > 0 and (cj , sj), j > 1, are expressed as a function of c1 and c2 by means
of trigonometric formulae 3. In this way the stability analysis of the zero solution
of (1)-(2) is reduced to the local stability analysis of the periodic solution

(x(t), c1(t), s1(t)) =
(

0, cos
(

2π
T
t

)
, sin

(
2π
T
t

))
of (26), which can be performed directly with the package DDE-BIFTOOL [11].
Notice that stability is not affected by the transformation as the (decoupled)
second and third equation of (26) generate a stable periodic solution, which
corresponds to (25).

2.5 Comparison with the Averaging Based Approach

The main advantages of the approach outlined in this section are: its general
applicability and the computation of exact stability information. No underlying
assumptions on parameters need be taken, in contrast to the averaging based
3 It is necessary to include these explicit links between all harmonics, since otherwise

an arbitrary phase difference would occur.
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results of Section 1, which are only valid for a sufficiently high frequency of
variation of the periodic coefficients. Notice that in general a threshold on this
frequency depends on other system’s parameters. As a consequence, the validity
of the averaged model should always be questioned if parameters are changed
(e.g. when computing stability regions in parameter spaces out of the averaged
model).

On the other hand, since the averaging approach reduces the stability anal-
ysis problem to that of a steady state solution of a time-invariant system, the
computational cost of the determination of stability information, the detection
and the continuation of bifurcations is reduced a lot, especially if a discretiza-
tion of distributed delays in stability computations can be avoided (see § 1.2).
Furthermore, the classical frequency domain controller design methods and the
analytical approaches based on the sensitivity of the eigenvalues can easily be
adapted to systems with a fast varying time-delay, because all the information
about the varying part of a delay can be concentrated in a correction of the
exponential term corresponding the mean delay value (see expression (6)).

3 Examples

The results of the previous sections are applied to two examples from mechanical
engineering. An example with a periodic delay function is discussed in § 3.1, an
example with periodic system coefficients in § 3.2.

3.1 Variable Spindle Speed Cutting Machine

The following equation, taken from [19]:

ẍ(t) + 2ξωnẋ(t) + ω2
nx(t) =

k

m
(x(t− τ(t)) − x(t)) , x ∈ R, (27)

models one mode of a mechanical rotational cutting process, where x represents
the deflection of the machine tool and/or workpiece, ωn the natural frequency,
ξ the damping ratio and m the modal mass. The term k(x(t − τ(t)) − x(t)),
with k > 0 the cutting force coefficient, models the cutting force, which depends
on the time τ , taken by the cutting insert for one revolution of the workpiece.
Clearly the time-delay is inversely proportional to the rotational speed of the
machine. In [19] one assumes that this speed is varied around a nominal value
in a periodic way, which corresponds to a modulation of the time-delay in (27)
of the form

τ(t) = τ0 + δf(Ωt). (28)

Based on the theory developed in the chapter and the model (27) we now give
an explanation for the beneficial effect of a high frequency modulating of the
machine speed on increasing stability regions.

The characteristic equation of the averaged system is given by

H(s, g(s)) := s2 + 2ξωns+ ω2
n +

k

m
(1 − e−sτg(sδ)) = 0.



Mathematical and Computational Tools for the Stability Analysis 211

Applying the sensitivity formula (15) to an imaginary root jω yields

�
(
r′′(0)−1) = − 1

g′′(0) ω2

(
τ + 2ξω2

n

ω2 + (ωn − k/m)2

(ω2 − (ω2
n + k/m))2 + 4ξ2ω2

nω
2

)
,

which is strictly negative for any value of the system parameters and any delay
forcing function f . Therefore, the stability region of the steady state solution
can always be enlarged by ’distributing’ the point-wise delay over an interval,
or, by virtue of Theorem 1, by modulating the point-wise delay (speed).

To illustrate this, we consider a delay modulation of the form

τ(t) = τ0 + δf1(Ωt), (29)

where f1(t) is the sawtooth function described in Table 1, and use the tools
of Section 2 to compute the exact stability limits of the system (27)-(29) in
the (τ0, k)-plane, for m = 100, ωn = 632.45, ξ = 0.039585, δ = 0.05τ0 and
Ω = 2π/τ0. We use m = 12 mesh intervals and a piecewise polynomial of degree
d = 3. The results are shown in Fig. 1 (solid line). For comparison, this figure
also shows the stability limits when the delay is fixed at its mean value, i.e.,
when δ = 0 in (29). In the latter case, the computations can be done using the
DDE-BIFTOOL package [11]. Note that the parameter k depends on the width
of the cutting tool and on the nominal depth of cut. Therefore, the variation of
the rotating speed allows to use a larger tool and/or to remove more material
at once, especially at lower speed (i.e. larger delay).

The stability limits for the averaged system corresponding to (27)-(29) are
shown in [28, Fig. 4]. With the delay function (29), the kernel function of the
distributed delay of the averaged system is a constant. Consequently, as ex-
plained in [24], we can also use the DDE-BIFTOOL package for the computa-
tions. The resulting stability limits are very close to these of the original sys-
tem (27) with (29).

Remark that in a preliminary step before the actual computations, we rescaled
system (27) in order to avoid numerical problems. Here in particular, the time
variable was multiplied by 102, so that the system could be transformed to a
form with — among others — a “new” variable k that is 102 times smaller.
Additionally, k and m were both divided by 103. In the post-processing step
after the computations, the numerical values were re-transformed to restore the
original meaning of the variables.

3.2 Forced Elastic Column

We consider a variation of the model of an elastic column studied in [45]. A col-
umn of height H is subjected to a time periodic force at the top and clamped at
the bottom. Shear and inertia effects are neglected and the damping is assumed
to be linear. We are interested in the local stability about the zero steady state
and consider the following linear model for the displacement y at height h :

αyhhhh(h, t) + (φ1 + φ2 cos(2πt))yhh(h, t) + ytt + κyt(h, t) = 0, (30)
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Fig. 1. The solid curve separates the stable and unstable regions in the (τ0, k)-space for
the system (27) and (29). The dashed curve separates the stable and unstable regions
for the system with δ = 0.

with boundary conditions

y(0, t) = 0, yh(0, t) = 0, yhh(H, t) = 0 (31)

and
yhhh(H, t) + (φ1 + φ2 cos(2πt))(yh(H, t)− βyh(H, t− τ)). (32)

Note that here the delay only appears in the boundary condition (32).
In a preliminary step, this partial differential equation is discretized in space

to obtain a large system of delay differential equations. First, the column is
divided into k intervals of height Δh := H/k and x(t) ∈ R2k×1 is defined by

xi(t) := yt(iΔh, t), for i = 1, . . . , k,
xk+i(t) := y(iΔh, t), for i = 1, . . . , k. (33)

In the next step, we choose other finite difference formula than [45], in order
to obtain a differential system without algebraic conditions. Specifically, we now
discretize (32) by a one-sided finite difference formula. For brevity, the inter-
mediate calculations are omitted, since they are straightforward. The resulting
system has the form ẋ(t) = A(t)x(t) + B(t)x(t− τ), where

A(t) :=
[
−κIk C(t)
Ik 0

]
. (34)

Here, C(t) is an k×k band matrix with bandwidth five. The matrix B(t) is zero,
except for the last three elements in the kth row. These non-zero entries stem
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from the discretization of the boundary condition (32). We choose k = 32; hence
the size of the DDE system n = 2k = 64. In the computations, we use m = 12
mesh intervals and piecewise polynomial of degree d = 3, as for the previous
example.

Figure 2 shows the stability region of the zero solution of (30)-(32) in the
(κ, β)-space for α = 1, φ1 = φ2 = 1, τ = 0.4 and H = 1, as well as the stability
region of the corresponding averaged system (obtained by setting φ2 = 0).

0 10 20
0

10

κ

β

stable

Fig. 2. The solid curve separates the stable and unstable regions in the (κ, β)-space
for the forced system (30)-(32). The dashed curve separates the stable and unstable
regions for the corresponding averaged system.

4 Conclusions

Both analytical methods and computational tools for the stability analysis
of periodic systems with time-varying delays have been described and com-
pared. Their applicability has been illustrated with examples from mechanical
engineering.
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1 Introduction

The theory of diffusive representation (DR) is essentially devoted to state-space
realizations of integral operators of complex nature encountered in many concrete
or theoretical situations. This approach has allowed to construct efficient solu-
tions of non trivial problems in various fields (see [13, 9, 10]). Under their stan-
dard form, these state realizations are diffusive, which straightforwardly leads to
cheap numerical approximations as well as dissipative properties useful for anal-
ysis or control purposes. This diffusive nature however imposes a restriction: the
so-realized operators are pseudodifferential, which excludes in particular delay
operators and so any operator involving delays.

This short study is an attempt to extend the DR approach to such operators.
The only assumption to be dropped is the so-called “sectorial condition” about the
spectrum γ of the state realizations, in fact at the origin of their purely diffusive
characteristics. Then, the set of γ-realizable operators becomes an algebra includ-
ing in particular pseudodifferential, rational and delay operators. Some essential
properties for analysis as well as numerical realizations are nevertheless preserved
when replacing this sectorial condition by a suitable new one, compatible with
both delay operators and high frequency dissipation (in a weakened sense).

The underlying topological questions are of course essential in any approach
related to infinitedimensional problems. They are not broached in this preliminary
work limited to formal aspects only and will be studied in a more deepened paper.

2 Integral Operators, Symbols and State-Space
Realizations

N.B.: For simplicity, we only consider in the sequel the case of scalar operators.
For most of the notions introduced here-after, vector, matrix or even functional
extensions are performed with minor technical adaptations [12].

2.1 Integral Operators, Pseudodifferential Operators, Delay
Operators

Linear integral time-operators are defined by the general expression: (Hu)(t) =∫
R
h(t, s)u(s) ds =

∫
R
h(t, s)u(t − s) ds, where the kernel h and the so-called

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 217–232, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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impulse response h are linked by h(t, s) = h(t, t − s). When such an operator
H is time-invariant1, then h(t, s) = h(t − s) and the impulse response is there-
fore depending on one time variable only; finally H is causal when it can be
expressed by:

u �→ Hu :=
∫ t

−∞
h(t, s)u(s) ds =

∫ +∞

0
h(t, s)u(t− s) ds. (1)

By extension to generalized functions, (1) can express any linear causal oper-
ator encountered in concrete problems2; for example, the derivative operator ∂n

t

is obtained by h(t, s) = δ(n)(t− s) with δ the Dirac measure. Elementary delay
operators defined by u �→ u(t− τ) are obtained with:

h(t, s) = δ(s− τ), h(t, s) = δ(t− s− τ), τ ∈ R. (2)

Note that the delay is time-variable if τ is depending on t and that such an
operator is causal if and only if τ � 0 for any t. The identity operator is obviously
a particular delay operator with τ = 0.

Definition 1. The operator H is local if and only if supph(t, .) ⊂ {0}.

When limited to the space of distributions [16], the impulse response h(t, .) of

a local operator is necessarily of the form: h(t, s) =
N∑

n=0
kn(t) δ(n)(s); so, H is

a differential operator: H =
N∑

n=0
kn(t) ∂n

t . Note that the Laplace transform3 of

h(t, .) is (Lh(t, .))(p) = H(t, p) =
N∑

n=0
kn(t) pn, so that we can write symbolically:

H := H(t, ∂t) (through the notion of symbol, such a property will be extended
to the general case).

Definition 2. [4, 17] The operator H is pseudodifferential (PDO) if and only
if4 h(t, .) is of regularity C∞ on R∗.

On the one hand, many of the operators encountered in physical problems are
pseudodifferential. In particular, differential ops., rational ops. are particular
PDO. Fractional operators [14], defined by h(t, s) = k 1R+(s) s−α, α ∈ C, are
also PDO. On the contrary, delay ops are not PDO if τ �= 0, likewise composition
of delays with PDOs. This last point makes PDO and delay operators rather
different from many points of view and is at the origin of specific representation
tools.
1 That is invariant under any translation: (Hu)(t + t0) = (Hu(. + t0))(t).
2 From the Schwartz’s kernel theorem [15].
3 In the sense of distributions and with respect to the second variable s.
4 In fact this simplified definition is slightly different than the one given in [17]; but

it is sufficient for our purpose. Note that PDO are said “pseudolocal operators” in
the sense that the singular support of h(t, .) (that is the set where h(t, .) is not of
regularity C∞) is at most {0}.
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On the other hand, the setO+ of linear integral causal operators is an algebra5

when equipped with the standard composition product (H1◦H2)(u) := H1(H2u),
and the subsets of causal PDOs, of local operators, etc. are sub-algebras of O+.
Constant causal delay operators obviously constitute a group D ⊂ O+, but of
course not a vector space. From the topological point of view, the vector space
generated by causal delay ops. is6 O+: this makes useful (otherwise necessary),
in practice, to consider O+ when delay operators can be involved in a prob-
lem simultaneously with PDOs, particularly in the quite general situation where
solutions involve complex integral operators non reducible to delay nor pseudod-
ifferential ones. Suitable (and if possible convenient) representation tools must
therefore be elaborated to efficiently tackle such problems. The notions of sym-
bol and state-space representation, which together run into the general Diffusive
Representation approach, are devoted to this context.

2.2 Symbol of an Integral Operator [17]

In the sequel, all the integral operators are supposed to be causal. Various exten-
sions, in particular to the non causal or even n-dimensional cases, will be found
in [12].

Definition 3. The symbol7 of an integral operator H defined by its impulse re-
sponse h(t, s) is the function H defined on Rt × C by:

H(t, .) = Lh(t, .) ∀t. (3)

It results from this definition that H(t, p) is analytic (with respect to p) and
can be viewed as a time-frequency representation of H. Furthermore, H is
symbolically expressed with no ambiguity: H = H(t, ∂t). For example, ra-
tional, fractional and elementary delay operators are respectively expressed:
N(∂t) [D(∂t)]

−1 with N,D polynomials, k ∂α
t , α ∈ C and e−τ∂t (with possi-

ble variations of coefficients k, α, τ with respect to time t). Another (non stan-
dard) example is given by the operator −∂−1

t (γ+ ln(∂t)), with impulse response
h(t, s) = ln s [11].

The algebra O+ is isomorphic to an algebra of symbols with internal product
denoted by �; in the sub-algebra of invariant operators, this product is commu-
tative and reduces to the ordinary one: H�K = H.K.

We have the fundamental property:

Proposition 1. for any H(t, ∂t) ∈ O+ and any u with Laplace transform8 U :

5 Note that in this algebra, the derivative operator ∂t has a unique inverse ∂−1
t defined

by (∂−1
t u)(t) =

∫ t

−∞ u(s) ds.
6 We do not precize here these toplogical questions (see [12]); let us mention only

that any operator of O+ can be reached with arbitrary accuracy by discrete sums
of delays, as suggested by quadratures of (1).

7 In the sense of the Laplace transform. In the general sense, the symbol is the Fourier
transform of the impulse response.

8 We in fact consider the Fourier-Laplace transform: (Lu)(p) =
∫ +∞

−∞ e−pt u(t) dt.
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H(t, ∂t)u = L−1 [H(t, .)U ]|t . (4)

Proof. By denoting ∗s the convolution with respect to the time variable s:

(H(t, ∂t)u)(t) =
∫ +∞

0
h(t, s)u(t− s) ds = (h(t, .) ∗s u)|s=t =

= (L−1
s L[h(t, .) ∗s u])|s=t = (L−1[Lsh(t, .).Lu])|s=t.

The following result is a direct consequence of the causality of H. It is the
corner stone of state representations introduced in section 2.3. For any u, we
denote ϕ(t, s) := 1]−∞,t](s)u(s) and:

Ψ(t, p) :=
∫

R

ep(t−s)ϕ(t, s) ds (5)

(note that we have also: Ψ(t, p) =
∫ t

−∞ ep(t−s)u(s) ds =
∫ +∞
0 eps u(t − s) ds =

ept ∗ u). Then:

Proposition 2. for any u such that Hu is well-defined and for any a � 0:

H u =
1

2iπ

∫
a+iR

H(., p)Ψ(., p) dp. (6)

Proof. First remark that thanks to causality of H = H(t, ∂t), for any t,
(H(t, ∂t)u)(t) does not depend on u|]t,+∞[ (the future of u). Therefore:

(H(t, ∂t)u)(t) = L−1 [H(t, .)Lu]|t = L−1 [H(t, .)Lϕ(t, .)]|t =

=
[

1
2iπ

∫
a+iR

epτH(t, p)
∫

R

e−psϕ(t, s) ds dp
]
|τ=t

=

=
1

2iπ

∫
a+iR

H(t, p)
∫

R

ep(t−s)ϕ(t, s) ds dp.

In expression (6), H(t, ∂t)u appears as a duality product between the symbol
H(t, p) of the operator H on the one hand, and a particular time-frequency rep-
resentation Ψ of the object u (on which the operator acts) on the other hand.
Note that in (6), the time variable t appears in some sense as a frozen param-
eter: this enables the construction of various suitable topological duality spaces
convenient (in particular from the point of view of numerical approximations)
for such representations [12].

2.3 State-Space Realizations of Integral Operators

Under their integral form (1), nonlocal operators are generally not well-adapted
to concrete (numerical) realizations due to the excessive cost inherent to quadra-
tures of the integral. From the only point of view of analysis, it is also preferable
to express such operators from some state-space realizations, that is Hu is the
output of a Cauchy problem (in general of infinite dimension) with input u:
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∂tψ = Aψ +Bu, ψ(−∞) = 0
Hu = Cψ +Du,

(7)

where A,B,C are suitable linear local (with respect to the t variable) operators
on a (topological) state-space E � ψ(t, .).

Considering the so-called history of u, defined on R2 by u(t, s) := u(t− s), it
is obvious that u is solution of the transport equation:

∂tu(t, s) = −∂su(t, s) + u(t)⊗ δ(s), (8)

and so, a trivial (and universal!) state representation of H is obtained with the
following output:

y(t) =
∫ +∞

0
h(t, s)u(t, s) ds. (9)

Note that in opposite to classical rational state representations (in whichE ≡ Rn),
operators of any order (not necessarily proper) admit the representation(8,9).

In the case of pure delay operators, defined by (2), this state representation
is naturally adapted (the transport equation is indeed inherent to delays, the
output being reduced to (Hu)(t) = ψ(t, τ)). In other cases (such as PDO or
even combinations of PDO and delays), more specific state representations are
in general possible. They can offer a great amount of additional properties in-
timately associated to the differential formulation (7) which can be chosen in
adequation with the particular problems under consideration [12]. Such prop-
erties are most of time useful for analysis, control or approximation (numerical
realizations) purposes.

In this context, time-frequency state realizations reveal to be powerful, thanks
namely to the non dependence between the two variables (in opposite to “time-
time” representations such as (8,9) in which t and s are of same nature). They
are the main objective of the diffusive representation approach, introduced later
in a simplified way.

3 Some Physical Problems Involving Operators of Mixed
Pseudodifferential and Delay Nature

Many operational problems need specific representation tools suitable for both
pseudodifferential and delay operators. In several situations indeed, solutions
cannot be decomposed into clearly separated pseudodifferential and delay parts
and therefore cannot be correctly broached with standard tools, in particular
when numerical realizations are searched for concrete implementation. As a basic
example, we can of course mention the (robust) stabilization of dynamic systems
with delays. In the linear case, such systems can be represented by transfer
functions of the form H(p) = D(p,e−τ1p,...,e−τnp)

N(p,e−τ1p,...,e−τnp) ; nevertheless, feedback solutions
K(p), which implicitly involve delays, are not always expressible as rational
functions of the symbolic variables p and e−τkp. This is particularly the case
when optimality is searched in a Hilbert space of controllers [10].

We present here-after two other typical examples, relating to standard physical
problems.
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3.1 Modeling of Transmission Lines with Losses

The voltage V (t, x) and the current I(t, x) in a transmission line of length l can
be modeled by the following partial pseudodifferential system [1, 2] defined on
x ∈ [0, l]: {

∂xV = Z(∂t) I
∂xI = Y (∂t)V,

(10)

with additional boundary conditions:

V (t, 0) = V0(t): voltage source applied at the beginning of the line, (11)
V (t, l) = Zl(∂t) I(t, l): load at the end of the line with impedance Zl. (12)

In (10), the impedances Z and 1
Y depend on the dielectric and the physical

characteristics of the line. The so-called characteristic impedance and propaga-
tion coefficient of the line are given respectively by:

Zc(p) =
√

Z(p)
Y (p) , γ(p) =

√
Z(p)Y (p). (13)

From the only input-output point of view and by denoting (V0, I0) := (V, I)x=0,
(Vl, Il) = (V, I)x=l, it can be shown that system (10) is equivalent to the following
operational formulation, of the form Vl = H(∂t)V0 with H(∂t) depending on the
terminal impedance9 Zl [1, 18]:{

Vl = e−l γ(∂t) V0 − Zc(∂t) Il
I0 = Zc(∂t)−1V0 + e−l γ(∂t)(Il − Zc(∂t)−1Vl)

(14)

When Z(p) = Lp and Y (p) = Cp, no dissipation occurs (the line is per-
fect); so (10) reduces to the well-known classical wave equation ∂2

t V = 1
CL∂

2
xV ,

and e−l γ(∂t) = e−l
√

LC ∂t is a pure delay. When dielectric losses are taken into
account, Z and Y can be of various type. In the ideal case studied in [6],
Z(p) = Lp+ R, Y (p) = Cp+G; so the operator H(∂t) involves both pseudod-
ifferential and delay-like components. In particular, the main operator e−l γ(∂t)

with symbol:
e−l
√

(Lp+R)(Cp+G) ∼
|p|→∞

e−l
√

LC p (15)

clearly behaves at high frequencies as a pure delay, while it also presents some
pseudodifferential nature (of the type e−

√
∂t) at middle frequencies. In physical

situations, such delay-like operators can become rather complex, all the more so
that actual dielectric impedances Z and 1

Y are not rational (well-known pseu-
dodifferential dielectric models of Cole-Davidson, Cole-Cole, Havriliak-Negami,
etc. [5]).

9 Note that in (14), Vl = Zl(∂t)Il and so Il − Zc(∂t)−1Vl = 0 if Zl = Zc: no reflexion
occurs at end of the line when the impedance Zl is matched.
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3.2 Vibrations and Impedance Problems

As a simple example, first consider the ideal 2D wave equation in infinite domain
R2, controlled at point 0, with measured output at point x0 ∈ R2 and distributed
perturbations q(t,x) (we suppose for simplicity that initial conditions are null):{

∂2
t ϕ−#ϕ = u(t) δ(x) + q(t,x)
z(t) = ϕ(t,x0);

(16)

for such a system, the transfer operator z = H(∂t)u is of the form [3]:

H(∂t) = k ∂
− 1

2
t ◦ e−‖x0‖ ∂t ; (17)

the delay term e−‖x0‖ ∂t is obviously a consequence of the finite speed of propa-
gation of such a system, while the pseudodifferential component ∂−

1
2

t is due to
the even dimension of the propagation domain.

In the general case where boundary conditions are added to a wave propa-
gation problem in a nD domain, it is also obvious that the transfer operator
necessarily involves some delay components, but a separable expression such as
(17) is no more possible and the transfer function H then becomes much more
complex. It furthermore depends on a continuous variable θ when the control
is distributed on a part of the boundary. For example, when a high frequency
pre-stabilization is performed on a regular part of the boundary from impedance
matching techniques, then the model involves, in addition of delays, some pseu-
dodifferential non local components such as [7]:

K(∂t, ∂θ) =
√
∂2

t − ∂2
θ

−1
. (18)

In such cases, control problems (for example active low frequency control) needs
suitable state-representation tools in order to construct and concretely imple-
ment efficient solutions.

From a quite general point of view, complex operators with delay-like com-
ponents must be expected in most of vibration problems relating to propagative
properties, namely in flexible structures with a high number of significant modes.

4 Diffusive Representation [12]

From definition (5), it can be shown that Ψ is the solution of the following
well-posed Cauchy problem parameterized by p ∈ C:

∂tΨ = pΨ + u, Ψ(−∞, p) = 0; (19)

with p = a + iω, ω ∈ R, (19,6) is a state realization of H. Such a realization
is not asymptotically stable (a � 0), in particular at high frequencies: from a
practical point of view, this is a major shortcoming. Under suitable hypothesis,
high frequency-asymptotically stable realizations can be built following the way
described in sections 4.1, 4.2.
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Definition 4. [12] The diffusive representation of u is the restriction of the
function Ψ(t, p) defined by (19) to p ∈ R∗− + iR.

Remark 1. From an abstract point of view, the operator of “diffusive representa-
tion”, denoted Rd, is the resolvent in the algebra of causal operators L+(L2(R))
of the operator ∂t (whose spectrum is then R+ + iR).

4.1 Diffusive Realizations of PDOs

Let us consider ξ �→ γ(ξ) a continuous almost everywhere differentiable and
injective function from R to R∗−+iR with derivative γ′ such that 0 < α � |γ′| �
β < +∞. It defines a simple oriented arc yet denoted γ closed at infinity10. For
various mathematical reasons not recalled here, γ is located, in the standard DR
approach, inside a cone as shown in Fig. 1; this is called the “sectorial condition”.

Fig. 1. Spectral arc γ for PDO

Under suitable assumptions stated in theorem 1 here-after, we obtain from
Cauchy theorem:∫

a+iR

H(t, p)Ψ(t, p) dp =
∫

γ

H(t, p)Ψ(t, p) dp. (20)

For simplicity, we suppose that H(t, .) has no singularity on γ; then, with p =
γ(ξ), ξ ∈ R and by denoting:

μ(t, ξ) :=
γ′(ξ)
2iπ

H(t, γ(ξ)) (21)

10 The approach presented hereafter may also be formulated with a bounded arc γ
parameterized on R/2πR ≡[0, 2π[ instead of R. Up to minor technical adpatations,
all the results of this section remain valid after changing R by R/2πR. Note also
that the domain Ω−

γ can be empty (for example when γ(ξ) = −|ξ|).
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and < f, g > :=
∫

R
f g dξ, we deduce the following state representation11 of H:{

∂tψ = γ ψ + u, ψ(−∞, ξ) = 0
Hu =< μ,ψ > .

(22)

This state representation is stable and asymptotically stable (dissipative) at high
frequencies; it is called the (diffusive12) γ-realization of H.

Definition 5. The distribution13 μ(t, .) is called the (canonical14) γ-symbol of
the operator H(t, ∂t); the (regular) function ψ(t, .) is called the γ-representation
of u.

An operator H which admits a γ-symbol for some γ as described above is called
diffusive (in the strict sense). The operator H is diffusive in the extended sense
when ∂−n

t ◦ H is strictly diffusive for some n ∈ N.

It can be shown that any diffusive operator is pseudodifferential. The following
result is a sufficient condition to characterize diffusive operators. More general
results can be found in [12].

Theorem 1. [12] For a given arc γ, a causal operator H = H(t, ∂t) admits a
γ-symbol if the two following conditions are fulfilled:

(i) the Laplace-symbol H(t, p) is holomorphic on Ω+
γ ;

(ii) H(t, p) vanishes when |p| → ∞ in C− ∩ Ω+
γ uniformly with respect to

arg p.

For information, we give in Fig. 2 the general diagrams (extract from [12]) as-
sociated to the diffusive representation.

4.2 γ-Realizations of Operators Involving Delays

Even under its weakened formulations [12], condition (ii) of theorem 1 prohibits
delay operators as soon as the sectorial condition on γ is fulfilled (recall that the
symbol of the elementary delay operator is e−τp, τ > 0): delay operators are not
diffusive. In some sense, they appear as a limit case, in fact at the boundary of
the set of PDO. This last point implies on the one hand that in their standard
form, diffusive realizations are not adapted to delay operators, on the other hand
that delay operators can possibly be handled from diffusive representation up
to replacing the sectorial condition on γ by another one. This condition should
preserve some dissipativity at high frequencies, in order to conserve suitable
11 From a rigorous point of view, the scalar product < ., . > defines a topological duality

between two spaces Δγ � ψ(t, .) and Δ′
γ � μ(t, .) (called the algebra of γ-symbols).

These spaces are widely described in [12].
12 From the sectorial condition on γ, the state equation ∂tψ = γ ψ + u is of diffusive

nature [19].
13 In the general case where H(t, .) can be singular on γ, the expression (21) must be

understood as the right trace on γ in the sense of distributions.
14 The γ-symbol of an operator is in fact a class of equivalence of distributions [12].
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Fig. 2. The diffusive representation diagrams [12]

features for analysis and numerical approximation purposes. In such a case and
up to suitable precautions, the diffusive representation approach will remain
legitimate for problems involving delay and/or pseudodifferential operators.

Let us consider a spectral arc γ such as in Fig. 3 (we suppose γ(0) = 0):

Fig. 3. Spectral arc γ for delay operators (and PDO)

With μ defined by (21) and γ such as in Fig. 3, we have the following general
result:

Proposition 3. A causal operator H = H(t, ∂t) admits the γ-realization{
∂tψ = γ ψ + u, ψ(−∞, ξ) = 0
Hu =< μ,ψ >

(23)
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if the two following conditions are fulfilled:
(i) the Laplace-symbol H(t, p) is holomorphic on Ω+

γ ;
(ii) H(t, p) vanishes when |p| → ∞ in C−∩Ω+

γ uniformly with respect to Re p.

Proof. It suffices to show that
∫

iR H(t, p)Ψ(t, p) dp =
∫

γ H(t, p)Ψ(t, p) dp; this is
a consequence of Cauchy theorem and Jordan lemma (see [12] for details).

Corollary 1. For any τ > 0, the delay operator ∂−1
t ◦ e−τ∂t is γ-realizable.

Proof. (i) The symbol p−1e−τp is holomorphic in C∗. (ii) When |p| → ∞ in
C− ∩Ω+

γ , p = x+ iy with x, y ∈ R and |y| → ∞, a � x � 0; it obviously results
that |p−1e−τp| → 0 uniformly with respect to x.

Consequently, the elementary delay operator e−τ∂t = ∂−1
t ◦e−τ∂t ◦∂t admits the

following state realization15:⎧⎪⎨⎪⎩
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + ∂tu(t), ψ(−∞, ξ) = 0

(Hu)(t) =
∫ +∞

−∞
μ(ξ)ψ(t, ξ) dξ,

(24)

with μ(ξ) = fp γ′(ξ) e−τ γ(ξ)

2iπ γ(ξ) + k δ(ξ).

More complex operators can be realized in the same way. For example,
e−τ(t)∂t ◦∂−α

t , 0 < α < 1, τ(t) � 0 (the composition of a time-invariant PDO and
a time-varying delay operator) is realized by (23) with μ(t, ξ) = γ′(ξ) e−τ(t) γ(ξ)

2iπ γ(ξ)α .
Note that such an operator is γ-realizable thanks to the fact that R−∗ ⊂ Ω−

γ , so
the symbol pα e−τp is holomorphic in Ω+

γ .

4.3 Remarks

By changing the sectorial condition by the above one, the main lost property
is16 h(t, s) =< μ(t, .), eγs > (while H(t, p) =< μ(t, .), 1

p−γ > remains true).
This suggests that contrarily to the case of strictly diffusive realizations (where
any distribution u with support in some [t0,+∞[ is admissible), the space of
admissible u for (23) should be reduced in some sense. Up to this restriction, the
diagrams of Fig. 2 remains valid.

Numerical diagonal approximations can be performed from discretization of
the ξ variable and quadratures of the output integral (see some examples in
15 Here, μ(t, .) is defined as the right trace on γ in the sense of distributions. The value

of k depends on γ′(0+) − γ′(0−).
16 Because for any s > 0, eγ(ξ) s /∈ Δγ when the sectorial condition is not satisfied [12].

Note however that the property h =
∫

μ eγs dξ remains true in a suitable modified
sense, by involving adapted duality spaces:

<

∫
μ(t, ξ) eγ(ξ)s dξ,ϕ >s =< μ(t, .),

∫
ϕ(s) eγs ds >ξ .
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section 5). Thanks to high frequency dissipativity of (24), it is possible to get
numerical realizations with infinite horizon [12] and reasonable cost. From this
point of view, a correct choice of parameter a (which determines the high fre-
quency behavior of (24)) should be decisive. Some parasitic oscillations similar
to the well-known Gibbs phenomenon can be expected from truncation of γ to
a bounded arc; as usual, such problems should be solved by implementing soft
truncations.

From the point of view of numerical cost, the dimension of approximate γ-
realizations is in practice about a few tens when γ (ξ) ∼ −|ξ|, a few hundreds
when γ(ξ) ∼ |ξ| eik sign ξ and a few thousands when γ(ξ) ∼ iξ. In comparison,
the numerical realization (8,9) (shift register) in general necessitates several tens
of thousands state variables for similar accuracy, and much more when H(∂t)
involves long memory behaviors.

5 Some Numerical Examples

For simplicity, γ is simply defined by γ(ξ) = −1 + iξ. Two discretizations of the
ξ variable have been chosen (Matlab code):

Xlin :={ξ1k}=linspace((ξmin),(ξmax),N)

Xlog :={ξ2k}=logspace(log10(ξmin),log10(ξmax),N)

with:

ξmin = 10−3

ξmax = 103

The quadrature of the output integral is defined by:∫ +∞

0
μψ dξ $

N∑
k=1

μk ψ(., ξk), (25)

μk = μ(ξk)
∫ +∞

0
Λk(ξ) dξ (26)

where Λk is the standard piecewise linear “hat function” with support
[ξk−1, ξk+1], such that Λ(ξk) = 1. So, with γk := γ(ξk) and from symmetry,
we get the approximate rational state realization of H(∂t) (of dimension N):{

ψ̇k = γk ψk + u, ψk(−∞) = 0, k = 1, N
y = 2 Re

∑N
k=1 μk ψk,

(27)

with symbol:

H̃(p) =
N∑

k=1

(
μk

p− γk
+

μ̄k

p− γ̄k

)
. (28)
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Fig. 4. Approximate realization of H(∂t) = (∂t + 3)−1 ◦ e−1.5 ∂t , lin. mesh, N = 1000

Remark 2. The rational state realization (27) can be interpreted as the following
γ-realization (similar to (24) but with γ-symbol μ̃ of measure type and with
discrete support):
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∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + ∂tu(t), ψ(−∞, ξ) = 0

y(t) =
∫ +∞

−∞
μ̃(ξ)ψ(t, ξ) dξ,

(29)

μ̃(ξ) =
N∑

k=1

(μk δ(ξ − ξk) + μ̄k δ(ξ + ξk)) .

Some non trivial numerical results are given here-after, with operator H(∂t)
defined by the symbol:

H(p) =
(e−τp + b)ν

(p− p0)α
, τ, ν, α > 0, p0 < −1; (30)

when τ and b are such that H(p) is holomorphic in ] − 1,+∞[+iR, operator
H(∂t) admits a γ-symbol μ given by:

μ(ξ) =
1
2π

(
e−τ(−1+iξ) + b

)ν
(−1− p0 + iξ)α

. (31)

In the following Fig. 4,5,6, exact frequency responses of H(∂t) are plotted in dot-
ted lines (they are mostly not distinguishable of the approximate ones); impulse
responses are simulated in the time domain (Δt = 10−4).

Fig. 5. Approximate realization of H(∂t) = (∂t + 3)−1.3 ◦ (e−0.7 ∂t + 2
)0.5

, lin. mesh,
N = 1000
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Fig. 6. Approximate realization of H(∂t) = (∂t + 3)−1.3 ◦ (e−0.7 ∂t + 2
)0.5

, log. mesh,
N = 500
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1 Introduction

In the seventies, the study of transfer matrices of time-invariant linear systems of
ordinary differential equations (ODEs) led to the development of the polynomial
approach [20, 22, 44]. In particular, the univariate polynomial matrices play a
central role in this approach (e.g., Hermite, Smith and Popov forms, invariant
factors, primeness, Bézout/Diophantine equations).

In the middle of the seventies, while generalizing linear systems defined by
ODEs to differential time-delay systems, ODEs with parameters, 2-D and 3-D
filters. . . , one had to face the case of systems described by means of matrices
with entries in multivariate commutative polynomial rings. All these new sys-
tems were called 2-D or 3-D linear systems and, more generally, n-D systems or
multidimensional linear systems with constant coefficients [4, 16]. It was quickly
realized that no canonical forms such as Hermite, Smith and Popov forms ex-
isted for polynomial matrices with two and three variables (i.e., with entries
in k[x1, x2, x3], where k is a field such as Q, R, C). Moreover, more than only
one type of primeness was needed in order to classify n-D systems (e.g., fac-
tor/minor/zero primeness [48, 49]). Hence, it is not very surprising that, in the
eighties, Gröbner bases were introduced in the study of multidimensional linear
systems with constant coefficients [4, 16]. A Gröbner basis defines normal forms
for polynomials with respect to a certain monomial ordering of the variables
xi [2, 17, 23]. Given a Gröbner basis, there is a simple algorithm to effectively
compute these normal forms. In many ways, the computation of these normal
forms can be seen as an extension of the Gaussian elimination algorithm to
commutative polynomial rings [2, 17].

In a pioneering work, R. E. Kalman developed a module-theoretic approach
to time-invariant ordinary differential linear systems [21]. In his PhD thesis un-
der the supervision of R. E. Kalman, Y. Rouchaleau considered Kalman-type

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 233–264, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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systems where the entries of (A,B,C,D) belong to a commutative ring. In par-
ticular, he studied their structural properties using module theory. Such systems
are nowadays called systems over rings and they have been considerably studied
in the literature [43] since. An extension of the geometric approach [46] to linear
systems over rings has also been recently developed [1, 12, 18, 19]. Using effective
algebra methods (Gröbner bases, characteristic sets), the computational aspects
of the systems over rings (e.g., differential time-delay systems) were firstly stud-
ied by L. Habets in [18, 19].

In the nineties, U. Oberst developed a general module-theoretic approach to
multidimensional linear systems with constant coefficients [28]. Using B. Mal-
grange’s approach [24], in which a finitely presented D-module M is associated
with a linear system of equations over a polynomial ring D, he showed how
some structural properties of the system corresponded to algebraic properties
of the D-module M . He then was able to develop a complete duality between
his module-theoretic approach and the behavioural approach developed by J. C.
Willems [30]. Based on U. Oberst’s ideas, the behavioural approach to multi-
dimensional linear systems has been successfully developed in the recent years.
See [30, 29, 36, 47, 49] and the references therein.

Within a similar module-theoretic approach, the concepts of flatness and π-
freeness were introduced in [15, 26] for differential time-delay linear systems
with constant coefficients. As it is shown in [26, 27] on different concrete ex-
amples, the detection of such structural properties is important for the study
of the motion planning problem. In the behavioural approach, the concept of
flatness corresponds to the existence of an observable image representation for
the multidimensional system [32].

In the same years as [28], J.-F. Pommaret studied underdetermined systems
of partial differential equations (PDEs) coming from mathematical physics and
differential geometry (e.g., elasticity, electromagnetism, hydrodynamics, general
relativity). See also [3]. In particular, he showed how his mathematical approach
was a generalization of U. Oberst’s module-theoretic approach for multidimen-
sional (linear) systems with varying coefficients. See [31] for more details and
references. In particular, the problem of checking whether or not a multidimen-
sional linear system described by PDEs with varying coefficients could be for-
mally parametrized was solved within the theory of differential operators. More-
over, the work of M. Fliess on linear systems defined by ODEs with variable
coefficients also illustrated the need to pass from the commutative polynomial
viewpoint to the non-commutative one [14].

Based on B. Malgrange’s approach [24], algebraic analysis has been developed
in mathematics in order to study general linear systems of PDEs with variable co-
efficients using module theory, algebraic geometry, homological algebra and func-
tional analysis. Algebraic analysis has recently been introduced in control theory
in [38] in order to study multidimensional linear systems defined by PDEs with
varying coefficients. In particular, using the formal theories of PDEs (Spencer’s,
Riquier-Janet’s theories), it was shown in [31, 32, 33, 34, 38] how some structural
properties of systems could be checked by means of constructive algorithms.
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Finally, using the homological algebra approach developed in [38], we have
recently shown in [9, 11] how the previous results could be generalized to some
classes of multidimensional linear systems with varying coefficients encountered
in the literature (e.g., ODEs, PDEs, differential time-delay systems, multidimen-
sional discrete systems, partial differential delay systems). In order to do that,
the concept of multidimensional linear systems over Ore algebras was introduced
in [9, 11]. An Ore algebra is a ring of non-commutative polynomials in functional
operators with polynomial or rational coefficients [5, 6, 7]. Characterizations of
algebraic structural properties such as, for instance, controllability, parametriz-
ability and flatness were obtained.

The recent progress of Gröbner bases over Ore algebras (i.e., over some classes
of non-commutative polynomial rings) [5, 6, 7, 23] allows us to effectively test
the algebraic properties of general multidimensional linear systems (e.g., control-
lability, observability, parametrizability, flatness, π-freeness) and compute differ-
ent types of parametrizations and to propose feedback laws (motion planning,
tracking, Bézout equations, optimal control).

In this paper, we shall develop the following methodology for the study of
multidimensional linear systems over Ore algebras (see also [11]):

1. A linear system is defined by means of a (q× p)-matrix R with entries in an
Ore algebra D, i.e., it corresponds to a system of linear equations Rz = 0,
where z is composed of the system variables (see Section 2).

2. We associate the finitely presented left D-module M = D1×p/(D1×q R) with
the system Rz = 0.

3. We develop a dictionary between the structural properties of the system and
the properties of the left D-module M . Using module theory, we can then
classify the properties of the left D-module M (see Section 3).

4. Homological algebra permits to check these properties of the left D-module
M using extension and torsion functors (see Section 4).

5. Gröbner bases over Ore algebras allow to develop effective algorithms which
check the properties of the left D-module M , and thus, of the system Rz = 0
(see Section 5).

6. Implementations of these algorithms in the package OreModules for the
computer algebra system Maple (see Section 6).

The purpose of this paper is to give an introduction to the package OreMod-
ules [8] for Maple which offers symbolic methods to investigate the structural
properties of multidimensional linear systems over Ore algebras. The advantage
of describing these properties in the language of homological algebra carries over
to the implementation of OreModules: up to the choice of the domain of oper-
ators which occur in a given system, all algorithms are stated and implemented
in sufficient generality such that ODEs, PDEs, differential time-delay systems,
discrete systems with constant, polynomial or rational coefficients. . . are covered
at the same time.

This paper is an extension of the congress paper [10].
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2 Multidimensional Linear Systems over Ore Algebras

The mathematical framework of this paper is built on the concept of Ore algebras
[5, 6, 7]. Ore algebras are non-commutative polynomial rings that represent linear
functional operators in a natural way.

We recall that a ring with a unit 1 is a domain if the product of non-zero
elements is non-zero. In what follows, we shall denote by A a domain which has
a k-algebra structure, where k is a field.

Definition 1. 1. [25] A skew polynomial ring A[∂;σ, δ] is a non-commutative
ring consisting of all polynomials in ∂ with coefficients in A obeying the
commutation rule

∀ a ∈ A, ∂ a = σ(a) ∂ + δ(a), (1)

where σ is a k-algebra endomorphism of A, namely, σ : A −→ A satisfies

σ(1) = 1, ∀ a, b ∈ A, σ(a+ b) = σ(a) + σ(b), σ(a b) = σ(a)σ(b),

and δ is a σ-derivation of A, namely, δ : A −→ A satisfies:

∀ a, b ∈ A, δ(a+ b) = δ(a) + δ(b), δ(a b) = σ(a) δ(b) + δ(a) b.

2. [5, 7] Let A = k[x1, . . . , xn] be a commutative polynomial ring over a field k
(if n = 0 then A = k). The skew polynomial ring

D = A[∂1;σ1, δ1] . . . [∂m;σm, δm]

is called Ore algebra if the σi’s and δj ’s commute for 1 ≤ i, j ≤ m and satisfy:

σi(∂j) = ∂j , δi(∂j) = 0, j < i.

Example 1. In order to model an ordinary differential linear system with poly-
nomial coefficients, we use the Weyl algebra A1(k) = k[t][∂;σ, δ] which is
a non-commutative k-algebra generated by t and ∂. Elements of A1(k) are
non-commutative polynomials in t and ∂ with coefficients in the field k (e.g.,
k = Q, R,C) satisfying the following commutation rule:

∀ a ∈ k[t], ∂ (a ·) = a ∂ ·+da

dt
· .

Therefore, regarding Definition 1, we have σ = idk[t] and δ = d
dt .

More generally, for the study of partial differential linear systems, we shall use
the Weyl algebra An(k) = k[x1, . . . , xn][∂1;σ1, δ1] . . . [∂n;σn, δn], where σi and δi

are the maps on k[x1, . . . , xn] defined by

σi = idk[x1,...,xn], δi =
∂

∂ xi
, i = 1, . . . , n,

and every other commutation rule is prescribed by Definition 1. We have:

∂i xj = xj ∂i + δij , 1 ≤ i, j ≤ n, where δij = 1 if i = j and 0 else.



OreModules: A Symbolic Package 237

Example 2. The algebra of shift operators with polynomial coefficients is another
special case of an Ore algebra. For h in the field k (e.g., k = Q, R), we define
Sh(k) = k[t][δh;σh, δ] by:

∀ a ∈ k[t], σh(a)(t) = a(t− h), δ(a) = 0.

The commutation rule δh t = (t−h) δh represents the action of the shift operator
on polynomials. Forming equations over Sh, we model time-delay (resp., time-
advance) systems if h > 0 (resp., h < 0).

Example 3. For differential time-delay linear systems, we mix the constructions
of the two preceding examples. For h ∈ k (e.g., k = Q, R), we define the Ore
algebra Dh(k) = k[t][∂;σ1, δ1][δh;σ2, δ2] where:

σ1 = idk[t], δ1 =
d

dt
, ∀ a ∈ k[t], σ2(a)(t) = a(t− h), δ2 = 0.

If the considered system also involves an advance operator, then we may work
with the algebra defined by

H(h,l)(k) = k[t][∂;σ1, δ1][δh;σ2, δ2][τl;σ3, δ3],

where σi, δi, i = 1, 2, are as above and:

∀ a ∈ k[t], σ3(a)(t) = a(t+ l), δ3 = 0, l > 0.

Example 4. In order to study multidimensional discrete linear systems, we can
define the following Ore algebra k[z1, . . . , zn][∂1;σ1, δ1] . . . [∂n;σn, δn], where σi

and δi, i = 1, . . . , n, are the maps on k[z1, . . . , zn] defined by δi = 0 and:

∀ a ∈ k[z1, . . . , zn], σi(a)(z1, . . . , zn) = a(z1, . . . , zi−1, zi + 1, zi+1, . . . , zn).

We refer to [7] for more examples of Ore algebras using for instance the
difference, the divided differences or the q-dilation functional operators.

We can “concatenate” different Ore algebras in order to combine different
types of functional operators and, by this means, we get Ore algebras for most
of the linear systems commonly considered in control theory. Moreover, we can
also use different rings of coefficients such as the field of rational functions or the
ring of analytic functions. However, as we shall develop computational aspects,
we only consider here polynomial or rational coefficients over Q. Finally, we can
prove that the algebras defined in Examples 1, 2, 3 and 4 are left and right
noetherian rings (namely, every left/right ideal is generated by means of a finite
number of elements). Thus, they have the left and right Ore properties (namely,
for any pair (a1, a2) of elements, there exists a non-zero pair (b1, b2) (resp.,
(c1, c2)) such that b1 a1 = b2 a2 (resp., a1 c1 = a2 c2)) [5, 7, 11, 25].

Linear systems studied in control theory are generally defined by means of
systems of ordinary or partial differential equations, time-delay equations, re-
currence equations. . . These equations usually come from mathematical models.
Hence, we can generally write a system as Rz = 0, where R is a matrix with
entries in a certain Ore algebra and z contains the system variables including
the inputs, the outputs, the states, the latent variables.
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Example 5. • The linear system P
(

d
dt

)
y = Q

(
d
dt

)
u, where P and Q are two

polynomial matrices in the differential operator d
dt and with coefficients in

k[t], can be rewritten as Rz = 0, where the entries of the matrix

R =
(

P

(
d

dt

)
, −Q

(
d

dt

))
belong to the Weyl algebra A1(k) and z = (yT , uT )T .

• The differential time-delay linear system ẋ(t) = A(t)x(t) + B(t)u(t − h),
where A and B are two matrices with entries in k[t] and h > 0, can be
rewritten as Rz = 0, where the entries of the matrix

R =
(
d

dt
I −A(t), −B(t) δh

)
belong to the Ore algebra Dh(k) and z = (xT , uT )T .

• The partial differential equation (heat equation)

∂y(t, x)
∂t

=
∂

∂x

(
a(x)

∂y(t, x)
∂x

)
+ u(t, x),

where the conductivity of the bar a is assumed to be polynomial in x, can
be rewritten as Rz = 0, where the entries of the matrix

R =
(
∂

∂t
− ∂

∂x

(
a(x)

∂

∂x

)
, −1

)
belong to the Weyl algebra A2(k) with x1 = t, x2 = x and z = (y, u)T .

Real systems are generally nonlinear ones, meaning that the theory developed
in this paper is not directly applicable to these systems. However, using a lin-
earization around a (generic/given) trajectory of the system, then the linearized
system has varying coefficients. Therefore, we can examine the structural prop-
erties of the linearized system by means of the approach described here and use
them to study the ones of the nonlinear system.

3 A Module-Theoretical Approach to Linear Systems

In what follows, we denote by D an Ore algebra. The main idea of algebraic
analysis is to study a linear system of the form Rz = 0, where R ∈ Dq×p, by
means of the finitely presented (f.p.) left D-module M = D1×p/(D1×q R) [24]. M
is associated with Rz = 0 in the sense that, if we denote by zi the residue class
in M of the row vector ei ∈ D1×p defined by 1 in the ith position and 0 elsewhere
and z = (z1, . . . , zp)T , then M is defined by all left D-linear combinations of the
system equations Rz = 0. See [11, 28, 31, 47] for more details.

The use of the residue class left D-module M is natural as it is a generalization
of the construction of the algebras commonly studied in algebraic or analytic
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geometry and number theory (e.g., C = R[x]/(x2 + 1), Z[i
√

5] = Z[x]/(x2 + 5),
A = C[x, y]/(x2 + y2 − 1, x y − 1)) [17]. For instance, A = C[x, y]/I, where I is
the ideal I = (x2 + y2 − 1, x y − 1) of C[x, y], can be defined by:

A = C[x, y]/(C[x, y]1×2R), R =
(
x2 + y2 − 1
x y − 1

)
∈ C[x, y]2×1.

The first main interest regarding the left D-module M instead of the system
Rz = 0 is that M is intrinsically well-defined in the sense that it does not depend
on the choice of the representation Rz = 0 of the system. Indeed, the same
system can be represented in different equivalent forms having different numbers
of unknowns and equations (e.g., state-space or input-output representations,
Roesser or Fornasini-Marchesini models) [35, 38, 45].

The second main interest of using the finitely presented left D-module M is
that we can classify the structural properties of the system by means of the
module properties of M . We introduce a few definitions [25, 45].

Definition 2. Let M be a finitely generated left module over a left noetherian
domain D. Then, we have the following definitions:

1. M is free if there exists r ∈ Z+ such that M is isomorphic to D1×r, a fact
that we denote by M ∼= D1×r.

2. M is stably free if there exist r, s ∈ Z+ such that M ⊕D1×s ∼= D1×r, where
⊕ denotes the direct sum.

3. M is projective if there exist a left D-module N and r ∈ Z+ such that we
have M ⊕N ∼= D1×r. Then, the left D-module N is also projective.

4. M is reflexive if the following canonical D-morphism (i.e., D-linear map)

εM : M −→ homD(homD(M,D), D), εM (m)(f) = f(m),

− where m ∈M and f belongs to the right D-module homD(M,D) formed
by the left D-morphisms from M to D − is an isomorphism (i.e., εM is both
injective and surjective).

5. M is torsion-free if the left D-submodule

t(M) = {m ∈M | ∃ 0 �= P ∈ D, P m = 0}

of M is reduced to 0. t(M) is called the torsion left D-submodule of M and
the elements of t(M) are the torsion elements of M .

6. M is torsion if t(M) = M .

We have the following important results [25, 45].

Theorem 1. 1. We have the following implications of module properties:

free ⇒ stably free ⇒ projective ⇒ reflexive ⇒ torsion-free.

2. Every torsion-free left module over A1(k) (resp., k
[

d
dt

]
, k(t)

[
d
dt

]
) is stably

free (resp., free).
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3. Every projective module over the commutative polynomial ring k[x1, . . . , xn]
over a field k is free (Quillen-Suslin theorem).

In the recent years, a classification of properties of multidimensional linear
systems has been established in terms of the properties of the corresponding left
D-module M . Let us summarize some of them in Table 1. We refer the reader
to [15, 28, 26, 29, 31, 32, 33, 34, 37, 38, 47, 49] for the precise definitions of the
properties listed in the second and third column of Table 1.

Table 1. Classification of structural properties

Module M Structural properties Optimal control

Torsion Poles/zeros classifications

With torsion Existence of autonomous elements

No autonomous elements, Variational problem
Controllability, without constraints

Torsion-free Parametrizability, (Euler-Lagrange
π-flatness equations)

Reflexive Filter identification

Internal stabilizability, Computation of the
Projective Bézout identities, Lagrange parameters

Stabilizing controllers without integration

Flatness, Poles placement,
Free Doubly coprime factorization, Optimal controller

Youla-Kučera parametrization

4 Homological Algebra

The main issue of checking effectively the system properties via the properties
of modules defined in Section 3 was still open until recently. Only the case of
multidimensional systems defined by a full row rank matrix R with entries in
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the commutative polynomial ring k[x1, . . . , xn] was known using the different
concepts of primeness [26, 34, 48, 49] developed in the middle of the seventies.

The concepts of syzygy modules, free resolutions, extension and torsion func-
tors, projective and homotopic equivalences, projective dimensions. . . developed
in homological algebra [45] form the basis of new algorithms checking the first
column of Table 1, and thus, the system properties. These algorithms were ob-
tained in [38] in the case of PDEs (see also [31, 32, 33, 34]).

We have recently shown in [9, 11] how these algorithms could be extended
to some classes of Ore algebras including the interesting ones from the con-
trol theory point of view (e.g., ODEs, PDEs, recurrence operators, time-delay
operators). The main steps of the algorithms developed in [9, 11] are:

1. Computation of free resolutions of f.p. left modules over an Ore algebra.
2. Dualization of the previous free resolutions using the homD(·, D) functor.
3. Use of involutions in order to pass from right to left D-modules.
4. Computation of the quotient module of f.p. left D-modules.

Using the previous four points, we can then compute the extension modules
exti

D(M,D), i ∈ Z+, of any left D-module of the form M = D1×p/(D1×q R).
Let us explain the previous concepts. See [45] for more details.

Definition 3. We have the following definitions:

• A complex of left D-modules is a sequence formed by left D-modules Pi and
left D-morphisms di : Pi −→ Pi−1 which satisfy im di+1 ⊆ ker di for all
i ∈ Z+. Such a complex is denoted by:

. . .
di+2−−−→ Pi+1

di+1−−−→ Pi
di−→ Pi−1

di−1−−−→ Pi−2
di−2−−−→ . . . (2)

• The left D-module H(Pi) = ker di/imdi+1 is called the defect of exactness
of (2) at Pi. The complex (2) is said to be exact at Pi if H(Pi) = 0, i.e.,
ker di = im di+1, and exact if H(Pi) = 0 for all i ∈ Z+.

• Let M = D1×p/(D1×q R) be a finitely presented left D-module. A free reso-
lution of M is an exact sequence of the form

. . .
.R3−−→ D1×p2 .R2−−→ D1×p1 .R1−−→ D1×p0 π−→M −→ 0, (3)

where p0 = p, p1 = q, R1 = R, Ri ∈ Dpi×pi−1 and .Ri : D1×pi −→ D1×pi−1

is defined by (.Ri)(λ) = λRi for all λ ∈ D1×pi .
• Let us consider the free resolution (3) of M and the following complex

. . .
R3.←−− Dp2 R2.←−− Dp1 R1.←−− Dp0 ←− 0, (4)

where Ri. : Dpi−1 −→ Dpi is defined by (Ri.)(λ) = Ri λ for all λ ∈ Dpi−1 .
Then, the defects of exactness of the complex (4) are denoted by:{

ext0D(M,D) = ker(R1.),

exti
D(M,D) = ker(Ri+1.)/(Ri D

1×pi−1), i ≥ 1.

exti
D(M,D) inherits a right module structure by the right action of D.
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Proposition 1. [45] The right D-module exti
D(M,D) only depends on M , i.e.,

we can choose any free resolution of M to compute exti
D(M,D), i ∈ Z+. More-

over, we have ext0D(M,D) = homD(M,D).

Coming back to the four main algorithmic steps outlined above, we recall that
an involution θ of D is a k-linear map θ : D −→ D satisfying:

∀ a1, a2 ∈ D, θ(a1 · a2) = θ(a2) · θ(a1), θ ◦ θ = idD. (5)

Example 6. We have the following examples of involutions:

1. If D = k[x1, . . . , xn] is a commutative polynomial algebra, then θ = id is a
trivial involution.

2. If D = An is the Weyl algebra and P ∈ D, then we let θ(P ) be the classical
formal adjoint of P obtained by multiplying a test function on the left of
P z and by integrating by parts [31, 33, 34]. Equivalently, θ is defined by
θ(xi) = xi and θ(∂i) = −∂i, i = 1, . . . , n.

3. Let Sh(k) be the Ore algebra of shift operators defined in Example 2. Then,
an involution θ of Sh(k) is defined by θ(t) = −t and θ(δh) = δh.

4. If Dh(k) is the Ore algebra of differential time-delay operators defined in
Example 3, then an involution θ of Dh(k) can be defined by θ(t) = −t,
θ(δh) = δh and θ(∂) = ∂. This last result shows that a simple involution of
Dh(k) exists contrary to what was written in [11] (we thank V. Levandovskyy
for pointing out to us this trivial mistake).

Now, if R is a matrix with entries in an Ore algebra having an involution θ
(e.g., An(k), Sh(k), Dh(k)), then we can define θ(R) = (θ(Rij))T and the left D-
module Ñ = D1×q/(D1×p θ(R)). The main idea developed in [9, 11, 31, 34, 38]
is that the module properties in the first column of Table 1 are characterized
by the vanishing of certain exti

D(Ñ ,D) as it is shown in Table 2. We refer the
reader to [42] for a constructive algorithm which checks freeness and computes
bases of free modules.

The last column of Table 2 explains the correspondence between module prop-
erties and primeness for a multidimensional system defined by a full row rank
matrix R with entries in the commutative polynomial ring D = k[x1, . . . , xn]
[34]. The third column generalizes the last column to multidimensional systems
defined by a full row rank matrix R with entries in the ring of differential op-
erators with rational coefficients and d(Ñ ) denotes the Krull dimension of the
characteristic variety of Ñ (see [34, 39]).

5 Computation of exti
D(Ñ, D)

The main difficulty in the computation of exti
D(Ñ ,D) is to be able to construct

a free resolution for the left D-module Ñ = D1×q/(D1×p θ(R)) (see point 1 in
the previous section), i.e., an exact sequence of the form

. . .
.R̃4−→ D1×q3 .R̃3−→ D1×q2 .R̃2−→ D1×q1 .R̃1−→ D1×q0 −→ Ñ −→ 0,
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where R̃1 = θ(R), q0 = q, q1 = p and .R̃i : D1×qi → D1×qi−1 is defined by
(.R̃i)(λ) = λ R̃i. The left D-module

Si(Ñ) = ker (.R̃i) = {λ ∈ D1×qi |λ R̃i = 0}

is called the ith syzygy left D-module of Ñ . If D is a noetherian ring, which is
the case for a large class of algebras (e.g., An, Sh, Dh and H(h,l)) [9, 11], then
free resolutions always exist for finitely generated left D-modules [25, 45].

The computation of the matrix R̃i+1 is an elimination problem [2, 17]. Indeed,
multiplying λ ∈ Si(Ñ) on the left of the inhomogeneous system R̃i y = u, we then
obtain λu = 0. Hence, finding a family of generators for Si(Ñ), i.e., {λj}1≤j≤qi+1 ,
λj ∈ D1×qi satisfying Si(Ñ) = Dλ1 + . . . + Dλqi+1 is equivalent to finding a
family of generators for the compatibility conditions of the inhomogeneous system
R̃i y = u. Then, if we denote by R̃i+1 = (λT

1 , . . . , λ
T
qi+1

)T , we finally obtain
Si(Ñ) = D1×qi+1 R̃i+1.

Such a difficult problem has largely been studied for linear systems of PDEs
since the 19th century [31, 38, 39]. But, only recently some computational ans-
wers were found based on the concepts of Janet and Gröbner bases for non-
commutative polynomial rings. We recall the definition of Gröbner bases for
polynomial ideals. This definition can easily be extended to modules [2, 17].
The algorithmic methods used in the theory of Gröbner bases require that a
monomial order is chosen to compare polynomials.

Table 2. Characterization of module properties

Module M exti
D(Ñ, D) d(Ñ) Primeness

With torsion ext1D(Ñ , D) ∼= t(M) n − 1 ∅

Torsion-free ext1D(Ñ, D) = 0 n − 2 Minor left-prime

exti
D(Ñ , D) = 0,

Reflexive
i = 1, 2 n − 3

exti
D(Ñ , D) = 0,

Projective 1 ≤ i ≤ n
-1 Zero left-prime
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Definition 4. 1. LetD be an Ore algebra. A monomial order < on D is defined
as a total order on the set of monomials Mon(D) satisfying the following two
conditions:
a) For all monomials m ∈Mon(D)\{1}, we have 1 < m.
b) If m1 < m2 holds for two monomials m1,m2 ∈ Mon(D), then, for all

n ∈Mon(D), we have n ·m1 < n ·m2.
2. Given a polynomial P ∈ D\{0} and a monomial order < on D, we can com-

pare the monomials with a non-zero coefficient in P w.r.t. <. The greatest
of these monomials is the leading monomial lm(P ) of P .

Definition 5. [2, 17] Let D be a polynomial ring and I a (left) ideal of D. A
set of non-zero polynomials G = {g1, . . . , gt} ⊂ I is called a Gröbner basis for I
if for all 0 �= f ∈ I, there exists 1 ≤ i ≤ t such that lm(gi) divides lm(f).

One consequence of the condition that defines Gröbner bases is that every poly-
nomial f in I is reduced to 0 modulo G, i.e., by subtraction of suitable left
multiples of the gi ∈ G from f , we then obtain the zero polynomial.

For the case of commutative polynomial rings, Buchberger’s algorithm [2, 17]
computes Gröbner bases of polynomial ideals. Recently, Buchberger’s algorithm
was extended to some non-commutative polynomial rings and, in particular, to
some classes of Ore algebras [5, 7] that are important for the study of multidi-
mensional linear systems. Hence, manipulations of (one-sided) ideals and mod-
ules over many classes of Ore algebras have been turned effective. Moreover, the
Maple library Mgfun [6] has been developed for the symbolic manipulation of a
large class of special functions and combinatorial sequences. It offers implemen-
tations of Gröbner bases for some classes of Ore algebras.

6 The Package OreModules

Using the Maple library Mgfun, the authors of this paper have recently been
developing the package OreModules [8, 10]. OreModules as well as a library
of examples are freely available at:

http://wwwb.math.rwth-aachen.de/OreModules.

This second release of OreModules focuses on the following problems:

• Compute free resolutions, formal adjoints, extension functors, duals and bi-
duals of f.p. left D-modules over some classes of Ore algebras D.

• Recognize the properties of a finitely presented left D-module M (torsion-
free, reflexive, projective, stably free, free).

• Decide the existence of torsion elements in the corresponding system and, if
so, compute a family of generators for them.

• Compute left/right/generalized inverses of matrices with entries in D.
• Check whether or not a multidimensional linear system is controllable in

the sense of [14, 15, 26, 30, 29, 31, 32, 47, 49] or compute the autonomous
elements of the system [30, 31, 32, 47, 49].



OreModules: A Symbolic Package 245

• Check whether or not a multidimensional linear system is parametrizable in
the sense of [11, 31, 32, 33].

• Check whether or not a multidimensional linear system is flat and, if so,
compute an injective parametrization and a flat output [15, 26, 31, 33, 42].

• Check whether or not a multidimensional linear system with constant co-
efficients is π-free and, if so, compute the ideal of all the π-polynomials
[11, 15, 26].

A list of the most important functions of OreModules is given in Table 3 (the
suffix “Rat” distinguishes the procedures which deal with polynomial/rational
coefficients). Detailed documentation of OreModules is available in form of
Maple help pages.

7 Worked Examples Using OreModules

OreModules comes with a library of examples which demonstrates the above
features by means of systems like two pendula mounted on a cart, stirred tank
models, electric transmission line, wind tunnel model, Maxwell equations, Ein-
stein equations, equations of linear elasticity, Lie-Poisson structures. . . We only
give here four simple examples but we refer the reader to [8, 9, 11] for more
sophisticated examples. All examples were run on a Pentium III, 1 GHz with
1 GB RAM using Maple 8 (OreModules is available for Maple V release 5,
Maple 6, Maple 8, Maple 9 and Maple 10).

Example 7. We study a linearized bipendulum [31], i.e., a system composed of
a bar, where two pendula are fixed, one of length l1 and one of length l2. The
appropriate Ore algebra for this example is the Weyl algebra Alg = A1, i.e.,
A1 = Q(l1, l2, g)[t][D], where D = d

dt is the differential operator w.r.t. time t:

> with(OreModules):

> Alg:=DefineOreAlgebra(diff=[D,t],polynom=[t],comm=[g,l1,l2]):

Note that we have to declare all constants appearing in the system equations (the
gravitational constant g and the lengths l1 and l2) as variables that commute
with D and t. Next, we enter the system matrix:

> R:=evalm([[D^2+g/l1, 0, -g/l1], [0, D^2+g/l2, -g/l2]]);

R :=

⎡⎢⎣D2 +
g

l1
0 − g

l1

0 D2 +
g

l2
− g

l2

⎤⎥⎦
In terms of equations, the linearized bipendulum is described by:

> ApplyMatrix(R, [x1(t),x2(t),u(t)], Alg) = evalm([[0],[0]]);⎡⎢⎢⎣
g x1(t)

l1
+ ( d2

dt2 x1(t))− g u(t)
l1

g x2(t)
l2

+ ( d2

dt2 x2(t))− g u(t)
l2

⎤⎥⎥⎦ =
[

0
0

]
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Table 3. List of the most important functions of OreModules

Main functions for the treatment of linear systems over Ore algebras D

Parametrization(Rat) Find parametrization of the system
MinimalParametriza- Find minimal parametrization(s) of the system

tion(s)(Rat)
AutonomousElements(Rat) Find a generating set of autonomous elements of

the system (i.e., solve the system of equations for
the torsion elements) in case of PDEs

LeftInverse(Rat) Compute a left-inverse for a matrix over D
LocalLeftInverse Given a 0 �= π ∈ k[x1, . . . , xn], compute a left

inverse for a matrix over k[x1, . . . , xn, π−1]
RightInverse(Rat) Compute a right-inverse for a matrix over D
GeneralizedInverse(Rat) Compute a generalized inverse matrix over D
PiPolynomial Given a system matrix over a commutative poly-

nomial ring D and a variable xi ∈ D, compute
the ideal of all π-polynomials in xi for the system

FirstIntegral For ODEs, find first integrals of motion
LQEquations Compute the Euler-Lagrange equations of a linear

quadratic problem and a controllable OD system

Module theory over Ore algebras D

TorsionElements(Rat) Compute the torsion submodule of a
f.p. D-module

Exti(Rat) Given a f.p. left D-module M and j, compute
extj

D(M, D)
Extn(Rat) Given a f.p. left D-module M and m, compute

exti
D(M, D) for 0 ≤ i ≤ m

Quotient(Rat) Compute the quotient module of two left
D-modules generated by the rows of matrices

SyzygyModule(Rat) Compute the first syzygy module of a f.p. left
D-module

Resolution(Rat) Given i, compute the first ith terms of a free
resolution of a f.p. left D-module

FreeResolution(Rat) Compute a free resolution of a f.p. left D-module
OreRank(Rat) Compute the rank of a f.p. left D-module

Some low-level functions of OreModules

DefineOreAlgebra Set up an Ore algebra D in OreModules
Involution Apply an involution to a matrix over D
Factorize(Rat) Right-divide a matrix over D by another one
Mult Multiply two or more matrices over D
ApplyMatrix Apply (matrices of) operators in D to

(vectors of) functions
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We compute the formal adjoint of R:

> R_adj:=Involution(R, Alg);

R adj :=

⎡⎢⎢⎢⎢⎣
D2 +

g

l1
0

0 D2 +
g

l2

− g

l1
− g

l2

⎤⎥⎥⎥⎥⎦
By computing ext1A1

(A1×2
1 /(A1×3R adj), A1), we check whether or not the left

A1-module M = A1×3
1 /(A1×2

1 R) is torsion-free, i.e., whether or not the bipen-
dulum is controllable and parametrizable:

> Ext:=Exti(R_adj, Alg, 1);

Ext :=
[[

1 0
0 1

]
,

[
D2 l1 + g 0 −g

0 D2 l2 + g −g

]
,⎡⎣ l2 D2 g + g2

g2 + D2 l1 g
l2 D2 g + l2 l1 D4 + D2 l1 g + g2

⎤⎦⎤⎦
From the output, we can see that the system is generically controllable because
Ext[1] is the identity matrix which means that there are no torsion elements
in the left A1-module M associated with the system. The interpretation of this
structural fact is that the system has no autonomous elements in the generic
case (see Section 3). There may be a few configurations of the constants g, l1,
l2, in which the bipendulum is not controllable. We will actually find the only
configuration where it is not controllable below. Let us write down the generic
parametrization Ext [3] in a more familiar way with a free function ξ1.

> P:=Parametrization(R, Alg);

P :=

⎡⎢⎣ g (g ξ1(t) + l2 d2

dt2 ξ1(t)
g (g ξ1(t) + l1 d2

dt2 ξ1(t)
g2 ξ1(t) + g l2 d2

dt2 ξ1(t) + g l1 d2

dt2 ξ1(t) + l1 l2 ( d4

dt4 ξ1(t))

⎤⎥⎦
Therefore, all smooth solutions of the system are parametrized by P , i.e.,

R (x1, x2, u)T = 0 ⇔ (x1, x2, u)T = Ext[3] ξ1 = P ξ1.

Since the bipendulum is generically a time-invariant controllable system, it is
also generically a flat system. A flat output of the system can be computed as a
left-inverse of the parametrization Ext[3]:

> S:=LeftInverse(Ext[3], Alg);

S :=
[

l1
g2 (l1 − l2 )

− l2
g2 (l1 − l2 )

0
]
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i.e., a flat output is defined by ξ1 = S (x1, x2, u)T , namely:

> xi[1](t)=ApplyMatrix(S, [x1(t),x2(t),u(t)], Alg)[1,1];

ξ1(t) =
l1 x1(t)

g2 (l1 − l2 )
− l2 x2(t)
g2 (l1 − l2 )

We remark that this flat output is defined only if l1− l2 �= 0. In this case, let us
compute the Brunovský canonical form of the system.

> B:=Brunovsky(R, Alg);

B :=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l1
g2 (l1 − l2 )

− l2
g2 (l1 − l2 )

0

D l1
g2 (l1 − l2 )

− D l2
g2 (l1 − l2 )

0

− 1
g (l1 − l2 )

1
g (l1 − l2 )

0

− D
g (l1 − l2 )

D
g (l1 − l2 )

0

1
(l1 − l2 ) l1

− 1
(l1 − l2 ) l2

1
l1 l2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In other words, we have the following transformation between the system vari-
ables x1, x2 and u and the Brunovský variables zi, i = 1, . . . , 4, and v:

> evalm([seq([z[i](t)],i=1..4),[v(t)]])=ApplyMatrix(B,
> [x1(t),x2(t),u(t)], Alg);

⎡⎢⎢⎢⎢⎣
z1(t)
z2(t)
z3(t)
z4(t)
v(t)

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l1 x1(t)
g2 (l1 − l2 )

− l2 x2(t)
g2 (l1 − l2 )

l1 ( d
dt x1(t))

g2 (l1 − l2 )
−

l2 ( d
dt x2(t))

g2 (l1 − l2 )

− x1(t)
g (l1 − l2 )

+
x2(t)

g (l1 − l2 )

−
d
dt x1(t)

g (l1 − l2 )
+

d
dt x2(t)

g (l1 − l2 )
x1(t)

(l1 − l2 ) l1
− x2(t)

(l1 − l2 ) l2
+

u(t)
l1 l2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Let us check that the new variables zi, i = 1, . . . , 4, and v satisfy a Brunovský
canonical form:

> F:=Elimination(linalg[stackmatrix](B, R), [x1,x2,u],
> [seq(z[i],i=1..4),v,0,0], Alg):
> ApplyMatrix(F[1], [x1(t),x2(t),u(t)], Alg)=ApplyMatrix(F[2],
> [seq(z[i](t),i=1..4),v(t)], Alg);
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
0

u(t)
x2(t)
x1(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

−( d
dt z4(t)) + v(t)

−( d
dt z3(t)) + z4(t)

−( d
dt z2(t)) + z3(t)

−( d
dt z1(t)) + z2(t)

g2 z1(t) + (g l2 + g l1 ) z3(t) + l1 l2 v(t)
g2 z1(t) + g l1 z3(t)
g2 z1(t) + g l2 z3(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
The last three equations give u, x1 and x2 in terms of the zi and v.

l1 = l2 describes the only case in which the bipendulum may be uncontrollable.
We now turn to the case where the lengths of the pendula are equal:

> R_mod:=subs(l2=l1, evalm(R));

R mod :=

⎡⎢⎣D2 +
g

l1
0 − g

l1

0 D2 +
g

l1
− g

l1

⎤⎥⎦
> Ext_mod:=Exti(Involution(R_mod, Alg), Alg, 1);

Ext mod :=

⎡⎣[D2 l1 + g 0
0 1

]
,

[
1 −1 0
0 D2 l1 + g −g

]
,

⎡⎣ g
g

D2 l1 + g

⎤⎦⎤⎦
The computation of ext1A1

(A1×2
1 /(A1×3

1 θ(Rmod)), A1) gives the torsion submod-
ule t(M) of M : it is generated by the residue class of the row r of Ext mod[2]
which corresponds to the row with entry l1 D2 + g in Ext mod[1]. This means
that (l1 D2 + g) r = 0 in M , and the difference of the positions of the pendula
(relative to the bar) is an autonomous element of the system. We can conclude
that the bipendulum is controllable if and only if l1 �= l2.

We can directly obtain the torsion elements of M as follows:

> TorsionElements(R_mod, [x1(t),x2(t),u(t)], Alg);

[
[
g θ1(t) + l1 ( d2

dt2 θ1(t)) = 0
]
,
[
θ1(t) = x1(t)− x2(t)

]
]

We can also explicitly integrate this torsion element of M :

> AutonomousElements(R_mod, [x1(t),x2(t),u(t)], Alg)[2];[
θ1 = C1 sin(

√
g t√
l1

) + C2 cos(
√
g t√
l1

)
]

The fact that there exists an autonomous element in the system is equivalent to
the existence of a first integral of motion in the system. Indeed, we recall that
we have a one-to-one correspondence between the torsion elements and the first
integrals of motion. For more details, see [33]. We can compute this first integral
of motion by using the command FirstIntegral:
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> V:=FirstIntegral(R_mod, [x1(t),x2(t),u(t)], Alg);

V := −(−( d
dt x1(t)) C1 sin(

√
g t√
l1

)
√

l1 − ( d
dt x1(t)) C2 cos(

√
g t√
l1

)
√

l1

+
√
g x1(t) C1 cos(

√
g t√
l1

)−√g x1(t) C2 sin(
√
g t√
l1

)

+ ( d
dt x2(t)) C1 sin(

√
g t√
l1

)
√

l1 + ( d
dt x2(t)) C2 cos(

√
g t√
l1

)
√

l1

−√g x2(t) C1 cos(
√
g t√
l1

) +
√
g x2(t) C2 sin(

√
g t√
l1

))
/√

l1

We let the reader check by himself that we have V̇ (t) = 0. For the explicit
computations, see [8].

Finally, even if we have some autonomous elements in the system, we can
parametrize all solutions of the system in terms of one arbitrary function ξ1 and
two arbitrary constants C1 and C2 (these constants can easily be computed in
terms of the initial conditions of the system):

> P2:=Parametrization(R_mod, Alg);

P2 :=

⎡⎢⎢⎣
g ξ1(t)

− C1 sin(
√
g t√
l1

)− C2 cos(
√
g t√
l1

) + g ξ1(t)

l1 ( d2

dt2 ξ1(t)) + g ξ1(t)

⎤⎥⎥⎦
i.e., we have R (x1, x2, u)T = 0 ⇔ (x1, x2, u)T = P2(ξ1, C1, C2). We can
easily check that P2 gives a parametrization of some solutions of the system as
we have:

> simplify(ApplyMatrix(R_mod, P2, Alg));[
0
0

]
We can prove that P2 parametrizes all smooth solutions of the system [40].

Example 8. This example demonstrates the study of structural properties of a
simple linear time-varying ordinary differential system [41, 43]. See [8] for more
sophisticated examples.

> Alg:=DefineOreAlgebra(diff=[D,t], polynom=[t]):

Let us consider the following matrix of ordinary differential operators:

> R:=evalm([[D, -t]]);

R :=
[
D −t

]
The matrix R corresponds to the following time-varying linear system:

> ApplyMatrix(R, [x(t),u(t)], Alg)[1,1]=0;
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( d
dt x(t)) − t u(t) = 0

Let us check whether or not this system is controllable and flat. In order to do
that, let us define the formal adjoint R adj of R.

> R_adj:=Involution(R, Alg);

R adj :=
[
−D
−t

]
We compute the first extension module ext1A1(Q)(A1(Q)/(A1(Q)1×2R adj),
A1(Q)) of the left Alg-module associated with R adj :

> Ext:=Exti(R_adj, Alg, 1);

Ext := [
[
1
]
,
[
D −t

]
,

[
−t2 −1 + tD

−2− tD D2

]
]

Therefore, we obtain that the left A1-module M = A1(Q)1×2/(A1(Q)R) associ-
ated with R is torsion-free, and thus, stably free as A1(Q) is a hereditary ring.
A parametrization of the system is given by Ext [3]. This result can directly be
obtained by using the following command:

> Parametrization(R, Alg);[
−t2 ξ1(t)− ξ2(t) + t ( d

dt ξ2(t))
−2 ξ1(t)− t ( d

dt ξ1(t)) + ( d2

dt2 ξ2(t))

]
Let us notice that the previous parametrization depends on two arbitrary func-
tions ξ1 and ξ2. However, the system has only 1 input, and thus, the rank of the
left A1(Q)-module M is 1. Let us check this result:

> OreRank(R, Alg);

1

Hence, we deduce that there exist some minimal parametrizations of the system
which depend on 1 arbitrary function. Let us compute some of them.

> P:=MinimalParametrizations(R, Alg);

P := [
[

−t2
−2− tD

]
,

[
−1 + tD

D2

]
]

Let us check whether or not the first minimal parametrization P [1] is injective.

> LeftInverse(P[1], Alg);

[]

We obtain that P [1] is not an injective parametrization of the system. Let us
examine the second minimal parametrization P [2] in a similar way:

> LeftInverse(P[2], Alg);

[]
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We find that P [2] is not an injective parametrization of the system either. There-
fore, we cannot conclude that the left A1(Q)-module M associated with the
system is free. In fact, we can prove that M is not a free left A1(Q)-module,
and thus, the corresponding time-varying system is not flat. See [39, 42] for
more details. However, we already know that M is a stably free left A1(Q)-
module as the matrix R has full row rank and R admits a right-inverse
defined by:

> RightInverse(R, Alg); [
t
D

]
See [11] for more details. One of the main interests of the non-minimal para-
metrization Ext [3] is that it admits a generalized inverse, namely, there exists a
matrix G with entries in A1(Q) satisfying Ext [3] G Ext [3] = Ext [3] (contrary to
P [1] and P [2]). This last result implies that the non-minimal parametrization
parametrizes all the solutions of the corresponding time-varying system which
belong to any left A1(Q)-module F (e.g., F = C∞(R), R(t), R[t]). Let us com-
pute one generalized inverse of Ext [3]:

> G:=GeneralizedInverse(Ext[3], Alg);

G :=
[

0 −1
−1 0

]
> Mult(Ext[3], G, Ext[3], Alg);[

−t2 −1 + tD
−2− tD D2

]
Let us determine the obstruction of flatness. In order to do that, we study the
system over the ring Q(t)

[
d
dt

]
of ordinary differential operators with rational

coefficients in t. Let us compute a parametrization of the system by allowing to
invert non-zero polynomials in t:

> Extrat:=ExtiRat(R_adj, Alg, 1);

Extrat := [
[
1
]
,
[
D −t

]
,

[
−t2

−2− tD

]
]

We obtain that the left Q(t)
[

d
dt

]
-module M ′ = Q(t)

[
d
dt

]1×2
/(Q(t)

[
d
dt

]
R) is

torsion-free, and thus, free because Q(t)
[

d
dt

]
is a left principal ideal domain.

Moreover, a (minimal) parametrization of the system is defined by Extrat [3].
This result can directly be obtained by using ParametrizationRat:

> ParametrizationRat(R, Alg);[
−t2 ξ1(t)

−2 ξ1(t)− t ( d
dt ξ1(t))

]
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The fact that the left Q(t)[D]-module M associated with R is free implies that,
away from some singularities that we are going to determine, the system is
flat. Let us compute a basis for this module which gives a flat output of the
system.

> S:=LeftInverseRat(Extrat[3], Alg);

S :=
[
− 1
t2

0
]

Therefore, we obtain that a basis of the left Q(t)[D]-module M is defined by ξ1
= S (x, u)T and satisfies:

(x, u)T = Extrat[3] ξ1.

In particular, we see that this parametrization is not defined for t = 0 as we
have a singularity. Therefore, the system is flat except for t = 0. Finally, we
note that, away from t = 0, we have another right-inverse of R defined by:

> RightInverseRat(R, Alg);[
0

−1
t

]
Let us compute the Brunovský canonical form:

> B:=BrunovskyRat(R, Alg);

B :=

⎡⎢⎣−
1
t2

0

2
t3

−1
t

⎤⎥⎦
Let us check that the variables z and v defined by (z, v)T = B (x, u)T satisfy
a Brunovský canonical form:

> E:=EliminationRat(linalg[stackmatrix](B, R), [x,u], [z,v,0],
> Alg):
> ApplyMatrix(E[1], [x(t),u(t)], Alg)=ApplyMatrix(E[2],
> [z(t),v(t)], Alg);⎡⎣ 0

u(t)
x(t)

⎤⎦ =

⎡⎣−( d
dt z(t)) + v(t)

−2 z(t)− t v(t)
−t2 z(t)

⎤⎦
The first equation shows that z and v satisfy a Brunovský canonical form.
The last two equations give x and u in terms of z and v. We refer to [8]
for more difficult examples of time-varying ordinary differential linear systems.
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Example 9. Let us consider the example of a two reflector antenna [26]. We first
define an Ore algebra with a differential operator Dt w.r.t. time t and a constant
time-delay operator δ. Note also that the constants K1 , K2 , Te, Kp, Kc have
to be declared in the definition of the Ore algebra.

> Alg:=DefineOreAlgebra(diff=[Dt,t], dual_shift=[delta,s],
> polynom=[t,s], comm=[K1,K2,Te,Kp,Kc], shift_action=[delta,t]):

Enter the matrix R of the differential time-delay linear system:

> R:=evalm([[Dt,-K1,0,0,0,0,0,0,0],
> [0,Dt+K2/Te,0,0,0,0,-Kp/Te*delta,-Kc/Te*delta,-Kc/Te*delta],
> [0,0,Dt,-K1,0,0,0,0,0],
> [0,0,0,Dt+K2/Te,0,0,-Kc/Te*delta,-Kp/Te*delta,-Kc/Te*delta],
> [0,0,0,0,Dt,-K1,0,0,0],
> [0,0,0,0,0,Dt+K2/Te,-Kc/Te*delta,-Kc/Te*delta,-Kp/Te*delta]]);

R :=

⎡⎢⎢⎢⎢⎢⎢⎣

Dt −K1 0 0 0 0 0 0 0

0 Dt +
K2
Te

0 0 0 0 −Kp δ

Te
−Kc δ

Te
−Kc δ

Te
0 0 Dt −K1 0 0 0 0 0

0 0 0 Dt +
K2
Te

0 0 −Kc δ

Te
−Kp δ

Te
−Kc δ

Te
0 0 0 0 Dt −K1 0 0 0

0 0 0 0 0 Dt +
K2
Te

−Kc δ

Te
−Kc δ

Te
−Kp δ

Te

⎤⎥⎥⎥⎥⎥⎥⎦
Then, we use an involution θ of Alg in order to obtain R adj = θ(R):

> R_adj:=Involution(R, Alg):

By means of the next command, we compute the torsion-free part (if Ext1 [1] is
not the identity matrix, then the torsion submodule is generated by the rows of
Ext1 [2] modulo the module generated by the rows of R) and a parametrization
of the torsion-free part in Ext1 [3]. Equivalently, we check whether or not the
two reflector antenna is controllable:

> st:=time(): Ext1:=Exti(R_adj, Alg, 1): time() - st;

0.920
> Ext1[1]; ⎡⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦
We conclude that the first extension module ext1Alg(Ñ , Alg) of the Alg-module
Ñ = Alg1×6/(A1×9 θ(R)) associated with R adj = θ(R) is the zero module.
Hence, the module defined by R is torsion-free. Equivalently, R is parametrizable
and Ext1 [3] gives a parametrization of R involving three free parameters:
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> Ext1[3];⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1 δKc K1 δKc Kp K1 δ
Dt δKc Dt δKc Kp δDt
K1 δKc Kp K1 δ K1 δKc
Dt δKc Kp δDt Dt δKc
Kp K1 δ K1 δKc K1 δKc
Kp δDt Dt δKc Dt δKc

0 0 Dt2 Te + Dt K2
0 Dt2 Te + Dt K2 0

Dt2 Te + Dt K2 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The same parametrization can be obtained by using Parametrization. The
result involves three free functions ξ1, ξ2, ξ3:

> Parametrization(R, Alg);⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1 Kc ξ1(t− 1) + K1 Kc ξ2(t− 1) + Kp K1 ξ3(t− 1)
Kc D(ξ1)(t− 1) + Kc D(ξ2)(t− 1) + Kp D(ξ3)(t− 1)
K1 Kc ξ1(t− 1) + Kp K1 ξ2(t− 1) + K1 Kc ξ3(t− 1)
Kc D(ξ1)(t− 1) + Kp D(ξ2)(t− 1) + Kc D(ξ3)(t− 1)
Kp K1 ξ1(t− 1) + K1 Kc ξ2(t− 1) + K1 Kc ξ3(t− 1)
Kp D(ξ1)(t− 1) + Kc D(ξ2)(t− 1) + Kc D(ξ3)(t− 1)

Te (D(2))(ξ3)(t) + K2 D(ξ3)(t)
Te (D(2))(ξ2)(t) + K2 D(ξ2)(t)
Te (D(2))(ξ1)(t) + K2 D(ξ1)(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The two reflector antenna is not a flat system [15, 26] because ext2Alg(Ñ , Alg) of
the Alg-module Ñ is different from zero as it is shown next:

> st:=time(): Ext2:=Exti(R_adj, Alg, 2): time() - st;

0.750
> Ext2[1];⎡⎢⎢⎢⎢⎢⎢⎣

δ 0 0
Dt2 Te + Dt K2 0 0

0 δ 0
0 Dt2 Te + Dt K2 0
0 0 δ

0 0 Dt2 Te + Dt K2

⎤⎥⎥⎥⎥⎥⎥⎦
Since the torsion-free degree i(M) of M = Alg1×9/(Alg1×6R) is equal to 1 (i.e.,
M is a torsion-free but not a projective Alg-module [11, 47]), we can find a
polynomial π in the variable δ such that the system is π-free [15, 26]:

> PiPolynomial(R, Alg, [delta]);

[δ]
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We obtain π = δ. By definition of the π-polynomial [15, 26], this means that if we
can permit the time-advance operator δ−1, then the system of the two reflector
antenna becomes flat, i.e., the new D = Alg[δ−1]-module P = D1×9/(D1×6R)
associated with the system is free. We shall find a basis for the D-module P
below.

We note that the fact that the two reflector antenna is not a flat system
(without the advance operator δ−1) is coherent with the fact that the full row-
rank matrix R does not admit a right-inverse. Indeed, we can prove that a
full row-rank matrix R admits a right-inverse if and only if the Alg-module
M = Alg1×9/(Alg1×6R) is projective [11]. By the Quillen-Suslin theorem (see 3
of Theorem 1), projective modules over commutative polynomial rings are free.
This remark applies to our situation as we have:

> SyzygyModule(R, Alg); RightInverse(R, Alg);

INJ(6)

[]

The fact that the system is not flat is also coherent with the fact that its
parametrization Ext1 [3] does not admit a left-inverse. Indeed, a linear system is
flat if and only if it admits a left-invertible parametrization [11].

> LeftInverse(Ext1[3], Alg);

[]

We finish by computing a basis of the free D = Alg[δ−1]-module P . In the ter-
minology of control, such a basis is called a flat output. We apply LocalLeft-
Inverse to the parametrization Ext1 [3] by allowing to invert δ:

> S:=LocalLeftInverse(Ext1[3], [delta], Alg);

S :=

⎡⎢⎢⎢⎢⎢⎢⎣
− Kc
δK1 %1

0 − Kc
δK1 %1

0
Kp + Kc
δK1 %1

0 0 0 0

− Kc
δK1 %1

0
Kp + Kc
δK1 %1

0 − Kc
δK1 %1

0 0 0 0

Kp + Kc
δK1 %1

0 − Kc
δK1 %1

0 − Kc
δK1 %1

0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎦
%1 := Kp2 − 2 Kc2 + Kp Kc

By construction, the matrix S is a left-inverse of Ext1 [3]:

> Mult(S, Ext1[3], Alg); ⎡⎣ 1 0 0
0 1 0
0 0 1

⎤⎦
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Therefore, (z1, z2, z3)T = S (x1, . . . , x6, u1, u2, u3)T is a basis of the D-
module P associated with R, and thus, a flat output of the two reflector antenna.
Therefore, a flat output (z1, z2, z3)T of the system is defined by:

> evalm([seq([z[i](t)], i=1..3)])=
> ApplyMatrix(S,[seq(x[i](t),i=1..6),seq(u[i](t),i=1..3)],Alg);

⎡⎣ z1(t)z2(t)
z3(t)

⎤⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
−Kc x1(t+ 1)

K1 %1
− Kc x3(t+ 1)

K1 %1
+

(Kc + Kp)x5(t+ 1)
K1 %1

−Kc x1(t+ 1)
K1 %1

+
(Kc + Kp)x3(t+ 1)

K1 %1
− Kc x5(t+ 1)

K1 %1
(Kc + Kp)x1(t+ 1)

K1 %1
− Kc x3(t+ 1)

K1 %1
− Kc x5(t+ 1)

K1 %1

⎤⎥⎥⎥⎥⎥⎥⎦
%1 := Kp Kc − 2 Kc2 + Kp2

Finally, if we substitute (z1, z2, z3)T into the parametrization Ext1 [3] of the
system, we obtain (x1, . . . , x6, u1, u2, u3)T = T (x1, . . . , x6, u1, u2, u3)T , where
the matrix T is defined by:

> T:=Mult(Ext1[3], S, Alg);

T :=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0
Dt
K1

, 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0

0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0

0 , 0 ,
Dt
K1

, 0 , 0 , 0 , 0 , 0 , 0

0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0

0 , 0 , 0 , 0 ,
Dt
K1

, 0 , 0 , 0 , 0

Dt (Dt Te + K2 ) (Kp + Kc)
δ K1 %1

, 0 , %2 , 0 , %2 , 0 , 0 , 0 , 0

%2 , 0 ,
Dt (Dt Te + K2 ) (Kp + Kc)

δ K1 %1
, 0 , %2 , 0 , 0 , 0 , 0

%2 , 0 , %2 , 0 ,
Dt (Dt Te + K2 ) (Kp + Kc)

δ K1 %1
, 0 , 0 , 0 , 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
%1 := Kp2 − 2Kc2 + Kp Kc

%2 := −Dt (Dt Te + K2 )Kc
δ K1 %1

We note that (x2, x4, x6, u1, u2, u3)T is expressed in terms of x1, x3 and x5
only. Thus, (x1, x3, x5) is also a basis of the D = Alg[δ−1]-module P (compare
with [26]). More precisely, we have:

> evalm([seq([x[i](t)=ApplyMatrix(T,[seq(x[j](t),j=1..6),
> seq(u[j](t),j=1..3)],Alg)[i,1]],i=1..6)]);
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1(t) = x1(t)

x2(t) =
D(x1)(t)

K1
x3(t) = x3(t)

x4(t) =
D(x3)(t)

K1
x5(t) = x5(t)

x6(t) =
D(x5)(t)

K1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

We refer to [26] for applications of the previous results to the motion planning
and tracking problems. See also [8] for more details.

Example 10. We consider the differential time-delay system of a vibrating string
with an interior mass [27]. We define the Ore algebra Alg, where D is the dif-
ferential operator w.r.t. t and σ1 and σ2 are two non-commensurate time-delay
operators. The constant parameters η1, η2 (composition of the mass, tensions
and densities) of the system must be declared in the algebra Alg:

> Alg:=DefineOreAlgebra(diff=[D,t], dual_shift=[sigma1,y1],
> dual_shift=[sigma2,y2], polynom=[t,y1,y2], comm=[eta1,eta2]):

> evalm([seq([u[i](t)=ApplyMatrix(T,[seq(x[j](t),j=1..6),
> seq(u[j](t),j=1..3)],Alg)[6+i,1]],i=1..3)]);[
u1(t) =

K2 (Kc + Kp) D(x1)(t + 1)
K1 %1

+
Te (Kc + Kp) (D(2))(x1)(t + 1)

K1 %1

− K2 Kc D(x3)(t + 1)
K1 %1

− Te Kc (D(2))(x3)(t + 1)
K1 %1

− K2 Kc D(x5)(t + 1)
K1 %1

− Te Kc (D(2))(x5)(t + 1)
K1 %1

]
[
u2(t)=− K2 Kc D(x1)(t + 1)

K1 %1
− Te Kc (D(2))(x1)(t + 1)

K1 %1
+

K2 (Kc + Kp)D(x3)(t + 1)
K1 %1

+
Te (Kc + Kp) (D(2))(x3)(t + 1)

K1 %1
− K2 Kc D(x5)(t + 1)

K1 %1
− Te Kc (D(2))(x5)(t + 1)

K1 %1

]
[
u3(t) = −K2 Kc D(x1)(t + 1)

K1 %1
− Te Kc (D(2))(x1)(t + 1)

K1 %1
− K2 Kc D(x3)(t + 1)

K1 %1

− Te Kc (D(2))(x3)(t + 1)
K1 %1

+
K2 (Kc + Kp) D(x5)(t + 1)

K1 %1

+
Te (Kc + Kp) (D(2))(x5)(t + 1)

K1 %1

]
%1 := Kp Kc 2 Kc2 + Kp2
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We only study the case of position control on both boundaries [27]. For the case
of a single control, we refer to [8]. We enter the system matrix R:

> R:=evalm([[1,1,-1,-1,0,0],[D+eta1,D-eta1,-eta2,eta2,0,0],
> [sigma1^2,1,0,0,-sigma1,0],[0,0,1,sigma2^2,0,-sigma2]]);

R :=

⎡⎢⎢⎣
1 1 −1 −1 0 0

D + η1 D− η1 −η2 η2 0 0
σ12 1 0 0 −σ1 0
0 0 1 σ22 0 −σ2

⎤⎥⎥⎦
We use an involution θ of Alg in order to obtain R adj = θ(R):

> R_adj:=Involution(R, Alg):

We check controllability of the system by applying Exti to R adj:

> st:=time(): Ext1:=Exti(R_adj, Alg, 1): time()-st; Ext1[1];

1.191⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤⎥⎥⎦
Since Ext1[1] is the identity matrix, then we obtain that the Alg-module
M = Alg1×6/(Alg1×4R) associated with the system is torsion-free. This means
that the vibrating string with interior mass is controllable and, equivalently,
parametrizable. A parametrization of the system is then given by Ext1[3]:

> Ext1[3];⎡⎢⎢⎢⎢⎢⎢⎣
2 σ2 η2 , −σ2 σ1 η2 , −η2 σ1 + σ1 η1− σ1 D

0 , σ2 σ1 η2 , η2 σ1 + σ1 D + σ1 η1
σ2 D + σ2 η2 + σ2 η1 , −σ2 σ1 η1 , 0

−σ2 D + σ2 η2− σ2 η1 , σ2 σ1 η1 , 2 σ1 η1
2 σ2 σ1 η2 , σ2 η2− σ2 η2 σ12 , −η2 σ12 + η2 + η1 σ12 − σ12 D + D + η1
D−Dσ22 + η2 σ22 − η1 σ22 + η2 + η1 , −σ1 η1 + σ1 η1 σ22 , 2 σ2 σ1 η1

⎤⎥⎥⎥⎥⎥⎥⎦
Therefore, the system can be parametrized by means of three free functions. We
now want to check whether this parametrization is a minimal one [11, 33]. In
order to do that, let us compute the rank of the Alg-module M .

> OreRank(R, Alg);

2

Hence, we know that there exist some parametrizations of the system with only
two arbitrary functions [11, 33]. We find some minimal parametrizations:

> P:=MinimalParametrizations(R, Alg);



260 F. Chyzak, A. Quadrat, and D. Robertz

P :=

⎡⎢⎢⎣
⎡⎢⎢⎢⎢⎢⎢⎣

2σ2 η2 −σ2 σ1 η2
0 σ2σ1 η2

σ2D + σ2 η2 + σ2 η1 −σ2σ1 η1
−σ2D + σ2 η2 − σ2 η1 σ2σ1 η1

2σ2σ1 η2 σ2 η2 − σ2 η2 σ12

D − Dσ22 + η2σ22 − η1σ22 + η2 + η1 −σ1 η1 + σ1 η1σ22

⎤⎥⎥⎥⎥⎥⎥⎦ ,

⎡⎢⎢⎢⎢⎢⎢⎣

2σ2 η2 , −η2 σ1 + σ1 η1 − σ1D
0 , η2σ1 + σ1D + σ1 η1
σ2D + σ2 η2 + σ2 η1 , 0

−σ2D + σ2 η2 − σ2 η1 , 2σ1 η1
2 σ2σ1 η2 , −η2σ12 + η2 + η1σ12 − σ12 D + D + η1
D − Dσ22 + η2σ22 − η1σ22 + η2 + η1 , 2 σ2σ1 η1

⎤⎥⎥⎥⎥⎥⎥⎦ ,

⎡⎢⎢⎢⎢⎢⎢⎣

−σ2σ1 η2 −η2σ1 + σ1 η1 − σ1D
σ2σ1 η2 η2σ1 + σ1D + σ1 η1

−σ2σ1 η1 0
σ2σ1 η1 2σ1 η1

σ2 η2 − σ2 η2 σ12 −η2σ12 + η2 + η1 σ12 − σ12 D + D + η1
−σ1 η1 + σ1 η1σ22 2σ2σ1 η1

⎤⎥⎥⎥⎥⎥⎥⎦
⎤⎥⎥⎦

Since R has full row rank (this fact can be checked by computing
SyzygyModule(R, Alg)), we know that M is projective, and thus, free if and
only if R admits a right-inverse (see [11, 33] for more details).

> RightInverse(R, Alg);

[]

Hence, M is not projective, which implies that M is not free, i.e., the vibrating
string with interior mass is not a flat system [27]. Another way to verify this
fact is to compute ext2Alg(Ñ , Alg) and ext3Alg(Ñ , Alg) of the Alg-module Ñ =
Alg1×4/(Alg1×6R adj):

> Exti(R_adj, Alg, 2);⎡⎣⎡⎣ 1 0 0
0 1 0
0 0 1

⎤⎦ ,
⎡⎣ σ2 η2 0 σ1 η1
η2 + η1 + D −σ1 η1 0

0 σ2 η2 η2 + η1 + D

⎤⎦ ,
⎡⎣ −σ1 η1
−D− η2− η1

σ2 η2

⎤⎦⎤⎦
> Exti(R_adj, Alg, 3);⎡⎣⎡⎣ σ2

σ1
η2 + η1 + D

⎤⎦ , [1 ] , SURJ(1)

⎤⎦
We see that ext2Alg(Ñ , Alg) equals zero but ext3Alg(Ñ , Alg) is different from zero.
Therefore, M is a reflexive but not a projective Alg-module. Indeed, we recall
that M is reflexive (resp., projective) iff exti

Alg(Ñ , Alg) equals zero for i = 1, 2
(resp., i = 1, 2, 3). Let us find a polynomial π in the variable σ1 such that the
system is π-free [15, 26, 27].
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> PiPolynomial(R, Alg, [sigma1]);

[σ1]

Let us find a polynomial π in the variable σ2 such that the system is π-free.

> PiPolynomial(R, Alg, [sigma2]);

[σ2]

Hence, if we invert σ1 or σ2, i.e., we allow ourselves to have a time-advance
operator, then, by definition of the π-polynomial, the system becomes flat. A
flat output for this system can be computed from a left-inverse of the minimal
parametrization P , where we allow σ1 or σ2 to appear in the denominators.

We compute the annihilator of the Alg-module M1 = Alg1×2/(Alg1×6 P [1])
of the minimal parametrization P [1].

> Ann1:=AnnExti(linalg[transpose](P[1]), Alg, 1);

Ann1 := [σ2]

Let us compute a left-inverse of the minimal parametrization P [1] by allowing
σ2 to appear in the denominators.

> L1:=LocalLeftInverse(P[1], Ann1, Alg);

L1 :=

⎡⎢⎢⎣ 0 0
1

2 σ2 η2
1

2 σ2 η2
0 0

0
σ1
σ2 η2

− σ1
σ2 η2

− σ1
σ2 η2

1
σ2 η2

0

⎤⎥⎥⎦
We easily check that L1 is a left-inverse of P [1].

> Mult(L1, P[1], Alg); [
1 0
0 1

]
If we use σ−1

2 , then we obtain that a flat output of the system is defined by

(ξ1, ξ2)T = L1 (φ1, ψ1, φ2, ψ2, u, v)T ,

where φ1, ψ1, φ2, ψ2, u, v are the system variables [27]. Let us point out that any
multiplication of (ξ1, ξ2)T by a unimodular matrix over the commutative ring
Q(η1, η2)[ d

dt , σ1, σ2, σ
−1
2 ] gives a new flat output of the system. For instance,we

obtain the following flat output of the system [27]:

ξ′1 = 2 η2 σ2 ξ1 = φ2 + ψ2, ξ′2 = η2 σ2(ξ2 + 2 σ1 ξ1) = σ1 ψ1 + u.

We can repeat the same procedure for P [2] and P [3].

> Ann2:=AnnExti(linalg[transpose](P[2]), Alg, 1);
> Ann3:=AnnExti(linalg[transpose](P[3]), Alg, 1);

Ann2 := [η2 + η1 + D]
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Ann3 := [σ1]

The annihilator of P [3] only contains σ1. Let us compute a flat output by allowing
the time-advance operator σ−1

1 to appear in the basis.

> L3:=LocalLeftInverse(P[3], Ann3, Alg);

L3 :=

⎡⎢⎢⎣ 0 0 0
σ2
σ1 η1

0 − 1
σ1 η1

0 0
1

2 σ1 η1
1

2 σ1 η1
0 0

⎤⎥⎥⎦
L3 is a left-inverse of P [3] over Q(η1, η2)[ d

dt , σ1, σ2, σ
−1
1 ] as we can check:

> Mult(L3, P[3], Alg); [
1 0
0 1

]
Therefore, if we use the time-advance operator σ−1

1 , we obtain the flat output
of the system (ξ1, ξ2)T = L3 (φ1, ψ1, φ2, ψ2, u, v)T . Using trivial linear com-
binations of ξ1 and ξ2 over the ring Q(η1, η2)[ d

dt , σ1, σ2, σ
−1
1 ], we then obtain

that (ξ′1 = σ2 ψ2 − v, ξ′2 = φ2 + ψ2) is another flat output of the system over
Q(η1, η2)[ d

dt , σ1, σ2, σ
−1
1 ].

We refer to [27] for applications of the previous results to the motion planning
and tracking problems [26]. See also [8] for more details and examples.

8 Conclusion

We hope to have convinced the reader of the main interest of the package Ore-
Modules for the study of the structural properties of multidimensional linear
systems over Ore algebras. To our knowledge, OreModules is the first imple-
mentation of homological methods with regard to applications in control theory.
We hope that OreModules will become in the future a platform for the imple-
mentation of different algorithms obtained in the literature of multidimensional
linear systems (see e.g., [1, 4, 13, 16, 18, 19, 20, 31, 32, 33, 34, 35, 37, 40, 43, 47,
49] and the references therein).
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1 Introduction

Delay differential systems play a basic role in modelling phenomena which involve
transportation over non negligible distances of materials, as it happens in many
industrial processes, or of information, as it happens in large communication
systems. Various approaches for different problems have been developed (see [2],
[13], [14] for a general introduction to this topic and the Proceedings of the IFAC
Workshops on Time Delay Systems (1998, 2000, 2001, 2003) for an account of
the most recent research activity).

Here, we discuss the Inversion Problem, reporting results obtained in ([5])
and ([8], and the related Tracking Problem for linear time delay systems, using
algebraic and geometric tools in the line of ([6]).

In Section 2, we start by recalling how the inversion problem is dealt with in
the case of delay systems and after that we investigate how a tracking problem for
a SISO, linear, delay differential system can be solved by a stable compensator
that, after enough time has elapsed, make the tracking error arbitrarily small,
under relatively mild hypothesis. In particular, we do not assume that the state
of the considered system Σd is measurable, neither that its initial conditions are
known. In Section 3, MIMO systems are considered and the problem is tackled in
much more detail, considering state feedback with or without delayed dynamics.
Some concluding remarks are given in Section 4.

2 SISO Systems

Let the linear, time invariant, delay-differential, dynamical SISO system Σd be
described by the set of equations

Σd =
{
ẋ(t) =

∑α
i=0 Aix(t− ih) +

∑β
i=0 biu(t− ih)

y(t) =
∑γ

i=0 cix(t − ih)
(1)

where, denoting by IR the field of real numbers, Ai, bi, ci, are matrices of suitable
dimensions with entries in IR, x ∈ IRn, u ∈ IR, y ∈ IR and h ∈ IR+ is a given

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 267–284, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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delay. Denoting by δ the delay operator defined by δf(t) = f(t − h), we can
define A(δ) =

∑α
i=0 Aiδ

i, b(δ) =
∑β

i=0 biδ
i,c(δ) =

∑γ
i=0 ciδ

i. It is possible to
substitute, formally, the delay operator δ with the algebraic indeterminate Δ,
thus associating to Σd the system Σ, defined, over the ring R = IR[Δ] of real
polynomials in one indeterminate, by the set of equations

Σ =
{
x(t+ 1) = A(Δ)x(t) + b(Δ)u(t)

y(t) = c(Δ)x(t) (2)

where, by abuse of notation, we denote by x an element of the free state module
Rn, by u an element of the free input module R, by y an element of to the free
output module R and where A, b, c are matrices with entries in R = IR[Δ] given
respectively by A(Δ) =

∑α
i=0 AiΔ

i, b(Δ) =
∑β

i=0 biΔ
i and c(Δ) =

∑γ
i=0 ciΔ

i.
The use of models with coefficients in a ring is crucial for facilitating the

introduction of a geometric point of view similar to the one described in [1]
for systems without delays. In this way, in facts, one avoids the necessity of
dealing with infinite dimensional vector spaces for representing the systems at
issue and, in place, one can use finite dimensional modules over suitable rings.
Such set up fits well with geometric techniques and, actually, it allows one to
extend a number of results from the classical case to that of delay-differential
systems.

Given a sufficiently regular reference output r(t) and denoting by e(t) =
y(t) − r(t) the error signal, the Tracking Problem for the dynamical system Σd

consists, from a general point of view, in the possibility of constructing a stable
compensator ΣC of the form

ΣC =
{
ż(t) = Fz(t) +

∑η
i=0 gir

(i)(t) +
∑μ

i=0 hie
(i)(t)

u(t) = Lz(t) +
∑ν

i=0 g
′
ir

(i)(t) +
∑π

i=0 h
′
ie

(i)(t)
, (3)

where F =
∑ᾱ

i=0 Fiδ
i, gi =

∑η̄
j=0 gijδ

j , hi =
∑μ̄

j=0 hijδ
j , L =

∑γ̄
i=0 Liδ

i,
g′i =

∑ν̄
j=0 g

′
ijδ

j , h′i =
∑π̄

j=0 h
′
ijδ

j and where r(i)(t), e(i)(t) denote the i-th time
derivative of the corresponding signals, such that, in response to the reference
signal r(t), the output y(t) of the compensated system tracks asymptotically
r(t), that is: the error e(t) = y(t)− r(t) goes to 0 as t goes to ∞.

The construction of the compensator that possibly solves the problem is based
on the inversion of the system Σ, (see [4], [5] and [7]).

Given a dynamical system Σ, Left Invertibility consists, from a general point
of view, in the possibility of reconstructing univocally, by means of a dynamical
process, the input that has produced a given output.

Basic information about invertibility can be obtained, both in the case of
linear and of nonlinear systems, by means of the so-called Inversion Algorithm.

For single input-single output (SISO) systems with coefficients in a ring, it
is possible to extend in a straightforward way the classical Silverman Inversion
Algorithm (see [16]). To this aim, given a system Σ of the form (2) with m =
p = 1 and writing accordingly Σ = (A, b, c), let us evaluate recursively y(t+ k),
for k ≥ 1. Since
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y(t+ k) = cAkx(t) +
k−1∑
i=0

cAk−i−1bu(t+ i),

either
cAk−1b = 0 for all k ≥ 1,

or there exists k0 (necessarily lesser than or equal to dim X ) such that

cAk−1b = 0 for k < k0 and cAk0−1b �= 0.

In the last case the algorithm stops at step k0, yielding

y(t+ 1) = cAx(t)
y(t+ 2) = cA2x(t)

...
y(t+ k0) = cAk0x(t) + cAk0−1bu(t).

(4)

It is clear now, that Σ is invertible if the coefficient cAk0−1b is an invertible
element of the ring R.

Moreover, paralleling the case of linear systems with coefficients in a field, we
can give the following definition.

Definition 1. Let the single input-single output system Σ = (A, b, c) with coef-
ficients in the ring R be given, assume that there exists k0 such that cAk−1b = 0
for k < k0 and cAk0−1b �= 0. Then, Σ has a finite relative degree equal to k0.
If, in addition, cAk0−1b is an invertible element of R, we say that the relative
degree is pure. Alternatively, if cAk−1b = 0 for all k ≥ 1, we say that Σ has no
finite relative degree.

Assume that Σ has pure relative degree k0, then an inverse Σ′ for Σ is given by
the following equations

Σ′ =

⎧⎪⎪⎨⎪⎪⎩
z(t+ 1) = (A+ b(cAk0−1b)−1cAk0)z(t)+

+b(cAk0−1b)−1y(t+ k0)
u(t) = (cAk0−1b)−1cAk0z(t)+

+(cAk0−1b)−1y(t+ k0)

(5)

In facts, Σ′, initialized at z(0) = x(0), gives, in response to any output sequence
{y(t)}t≥0 of Σ, the input sequence {u(t)}t≥0 of Σ that produced {y(t)}t≥0.

On the other hand, chosen any sequence {y(t)}t≥0, the system Σ′, initialized
at z(0) = 0 and fed with {y′(t)}t≥0, where y′(t) = 0 for t < k0 and y′(t) =
y(t − k0) for t ≥ k0, gives in response a sequence {u(t)}t≥0 which, as input of
Σ, produces the output {y(t− k)}t≥0.

Assuming that Σ has pure, finite relative degree k0, we consider the extended
system ΣE , whose output represents the tracking error, defined by the equations

ΣE =
{
ẋ(t) = Ax(t) + bu(t)
e(t) = cx(t)− r(t)
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Mimicking the procedure employed to construct an inverse, in the ring frame-
work, of Σ, we evaluate recursively the time derivatives of e(t). We have

e(t) = y(t)− r(t) = cx(t)− r(t)
ė(t) = cAx(t) − ṙ(t)

...
e(k0−1)(t) = cAk0−1x(t)− r(k0−1)(t)
e(k0)(t) = cAk0x(t) + cAk0−1bu(t)− r(k0)(t)

(6)

and, by the hypothesis on the relative degree, m(Δ) = c(Δ)(A(Δ))k0−1b(Δ),
is an invertible element of the ring R. In other terms, [m(Δ)]−1 = m−1(Δ),
we have that f(t) = m−1(δ)g(t) is a non-anticipative relation in the differential
framework.

The stability of the compensator obtained in this way is interpreted in terms
of zero dynamics of Σ (see [3], [15]).

Assume that the system Σ has pure, finite relative degree k0, and choose the
real coefficients αi, i = 0, . . . , k0 − 1 in such a way that

π(s) = sk0 +
k0−1∑
i=0

αis
i

is an Hurwitz polynomial whose roots, w.l.o.g., are real. Consider the compen-
sator ΣC described by the following equations.

ΣC =
{
ż(t) = Az(t) + bu(t)
u(t) = −m−1[cAk0z(t)− r(k0)(t)]−m−1∑k0−1

i=0 αie
(i)(t).

(7)

The closed loop action of the compensator ΣC on Σd is described by the equa-
tions ⎧⎪⎪⎨⎪⎪⎩

ż(t) = Az(t) + bu(t)
ẋ(t) = Ax(t) + bu(t)
y(t) = cx(t)
u(t) = −m−1[cAk0z(t)− r(k0)(t)]−m−1∑k0−1

i=0 αie
(i)(t)

(8)

and the tracking error satisfies the following relation.

e(k0)(t) +
∑k0−1

i=0 αie(i)(t) = cAk0(x(t) − z(t)). (9)

If we impose that ΣC and Σ have identical initial conditions, that is z(t) =
x(t) for t ∈ [−Nh, 0] for a suitable N , we can prove that the output of the
compensated system will track asymptotically the reference signal r(t).

In case it is not possible to impose the same initial conditions, assuming that
the system Σd is globally asymptotically stable, we can prove that the module
of the tracking error between the output of the compensated system and the
reference can be made arbitrarily small for t sufficiently large.

Concerning the stability of the compensator ΣC , the construction based on
the inversion in the ring framework guarantees that a reduced order compensator
ΣCR can be obtained as
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ΣCR =
{
ξ̇1(t) = A1ξ1(t) +A2ẽ(t) + b1(e(k0)(t) + r(k0)(t))
u(t) = g1ξ1(t) + g2ẽ(t) + +m−1(e(k0)(t) + r(k0)(t)).

(10)

Stability will then depends on the zero dynamics of Σ (see [3]). Assuming that
the system Σ is formally a minimum phase system or, equivalently, it has a
formally stable zero dynamics, then, the compensator ΣCR is stable and the
output y(t) of Σd compensated by means of ΣCR tracks asymptotically r(t).

3 MIMO Systems

Let the linear, time invariant, delay-differential, dynamical MIMO system Σd be
described by the set of equations{

ẋ(t) =
∑α

i=0Aix(t− ih) +
∑β

i=0 Biu(t− ih)
y(t) =

∑γ
i=0 Cix(t− ih)

(11)

where, denoting by IR the field of real numbers, x belongs to the state space
IRn, u belongs to the input space IRm, y belongs to the output space IRp, Ai,
i = 0, 1, ..., α; Bi, i = 0, 1, ..., β; Ci, i = 0, 1, ..., γ, are matrices of suitable
dimensions with entries in IR and h ∈ IR+ is a given delay. As done for SISO
systems, the use of the delay operator δ yields the definition of matrices

A(δ) =
α∑

i=0

Aiδ
i, B(δ) =

β∑
i=0

Biδ
i, C(δ) =

γ∑
i=0

Ciδ
i

and, then,

Σd =
{
ẋ(t) = A(δ)x(t) +B(δ)u(t)
y(t) = C(δ)x(t) (12)

Substituting formally the delay operator δ with the algebraic indeterminate Δ,
and denoting by A(Δ), B(Δ), C(Δ) the matrices given respectively by

A(Δ) =
α∑

i=0

AiΔ
i, B(Δ) =

β∑
i=0

BiΔ
i, C(Δ) =

γ∑
i=0

CiΔ
i,

it is possible to associate to Σd the system Σ, defined over the ring R by the set
of equations

Σ =
{
x(t+ 1) = Ax(t) +Bu(t)

y(t) = Cx(t) (13)

where, by abuse of notation, we denote by x an element of the free state module
Rn, by u an element of the free input module Rm, by y an element of to the free
output module Rp.

The Trajectory Tracking Problem we consider here for the dynamical system
Σd is described as follows.



272 G. Conte, A.M. Perdon, and C.H. Moog

Problem 1. Given a sufficiently regular reference output r(t) and denoting by
e(t) = y(t)− r(t) the difference between the output of Σd and the reference, the
Tracking Problem consists in finding a compensator ΣC of the form

ΣC =
{
ż(t) = Lx(t) + Fz(t) +

∑η
i=0 Gir

(i)(t) +
∑μ

i=0Hie
(i)(t)

Mu(t) = L′x(t) + F ′z(t) +
∑ν

i=0 G
′
ir

(i)(t) +
∑π

i=0 H
′
ie

(i)(t)
(14)

where

F =
ᾱ∑

i=0

Fiδ
i, Gi =

η̄∑
j=0

gijδ
j , Hi =

μ̄∑
j=0

hijδ
j ,

L =
γ̄∑

i=0

Liδ
i, G′

i =
ν̄∑

j=0

G′
ijδ

j , H ′
i =

π̄∑
j=0

H ′
ijδ

j ,

F ′ =
ᾱ∑

i=0

F ′
i δ

i, L′ =
γ̄∑

i=0

L′
iδ

i, M = I +
σ∑

i=1

Miδ
i,

I denotes the identity matrix and r(i)(t), e(i)(t) denote the i-th time derivative
of the corresponding signals, such that, in response to the reference signal r(t),
the output y(t) of the compensated system tracks asymptotically r(t), that is:
the error signal e(t) = y(t)− r(t) goes to 0 as t goes to ∞.

To study the Tracking Problem just described, it is convenient to state it in the
framework of systems with coefficients in a ring, using the formalism employed in
associating Σ to Σd for transferring the point of view from the delay-differential
framework to the ring one. As this operation is straightforward, we give it for
granted. In this way, that is working in the framework of systems with coeffi-
cients in a ring, we can employ the inversion procedure and a number of related
notions described in [5] and [7]. In constructing a possible solution to the Track-
ing Problem we can consider different solvability conditions. As these conditions
become less and less restrictive, the dynamical structure of the compensators of
the general form (14) we need to consider becomes more and more complex.

3.1 Special Case

Let us start by introducing the following definition.

Definition 1. Let Σ be a system with coefficients in R of the form (13) and
denote by ci the i-th row of the matrix C. For i = 1, ..., p, we say that the i-th
output component yi has independent finite relative degree equal to ki if there
exists an integer ki such that ciAk−1B = 0 for k < ki and ciA

ki−1B �= 0.
If ciAk−1B = 0 for all k, we say that i-th output component yi has infinite

relative degree.

Remark 1. The adjective ”independent” in the above Definition is used to stress
the fact that the relative degree at issue refers to each single output component by
considering it separately from the others. The notion of relative degree given in [7]
is different, as it depends also on the coupling of the various output components.
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State Feedback Solution

Assume that the output components of the system Σ have independent finite
relative degrees ki, for i = 1, . . . , p. In that case, we denote by D the p × m
matrix whose rows are given by ciA

ki−1B, for i = 1, . . . , p. Then, the following
result holds.

Proposition 1. Given a system Σd of the form (12), there exists a static state
feedback compensator which solves the Tracking Problem for Σd if all the output
components of the associated system Σ, with coefficients in the ring R = IR[Δ],
have independent finite relative degree and the matrix D is right invertible over R.

Proof. Working in the ring framework, let us consider, for i = 1, . . . , p, the
components ei(t) = yi(t) − ri(t) of the error signal. By the hypothesis on the
relative degrees, we have, i = 1, . . . , p, for i = 1, . . . , p,

ei(t+ ki) = ciA
kix+ ciA

ki−1Bu− ri(t+ ki). (15)

Let ski +
∑j=ki−1

j=0 λijs
j be Hurwitz polynomials, for i = 1, ..., p, and impose the

conditions

ei(t+ ki) +
ki−1∑
j=0

λijei(t+ j) = 0 (16)

for i = 1, ..., p. The purpose of the above conditions is that of ensuring that the
tracking error for Σd goes to 0 as t goes to ∞. Actually, conditions (16) can be
viewed as an abstract way to formulate in the ring framework, where the notion
of limit does not make sense, the requirement about the asymptotic behaviour
of e(t).

By (15) and (16) we can write the system of equations⎡⎢⎣ c1A
k1x(t)− r1(t+ k1)

...
cpA

kpx(t) − rp(t+ kk)

⎤⎥⎦ =

⎡⎢⎢⎣
−
∑j=k1−1

j=0 λ1j [c1Ajx(t)− r1(t+ j)]
...

−
∑j=kp−1

j=0 λpj [cpAjx(t) − rp(t+ j)]

⎤⎥⎥⎦−Du(t)

(17)

which, since D is right invertible, can be solved for u. The solution gives rise, in
the delay-differential framework, to the static state feedback compensator

u(t)=D−1

⎡⎢⎢⎣
c1A

k1x(t) − r
(k1)
1 (t)

...
cpA

kpx(t)− r
(kp)
p (t))

⎤⎥⎥⎦+D−1

⎡⎢⎢⎣
∑j=k1−1

j=0 λ1j [c1Ajx(t) − r
(j)
1 (t)]

...∑j=kp−1
j=0 λpj [cpAjx(t)− r

(j)
p (t)]

⎤⎥⎥⎦ (18)

which solves the Tracking Problem for Σd.
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Example 1. Let Σd be the delay differential system defined by the set of equa-
tions

Σd =

⎧⎪⎪⎨⎪⎪⎩
ẋ1(t) = x1(t− h) + x2(t) + u1(t)
ẋ2(t) = −x2(t) + u2(t)
y1(t) = x1(t− h)− x2(t) + x2(t− h)
y2(t) = x1(t) + x2(t)

(19)

The associated system Σ, with coefficients in the ring of real polynomials R =
IR[Δ], is described by the equations

Σ =

⎧⎪⎪⎨⎪⎪⎩
x1(t+ 1) = Δx1(t) + x2(t) + u1(t)
x2(t+ 1) = −x2(t) + u2(t)

y1(t) = Δx1(t) + (Δ− 1)x2(t)
y2(t) = x1(t) + x2(t)

(20)

We have
c1 B = [Δ Δ− 1]

and
c2 B = [1 1].

Therefore, both the output components y1 and y2 have independent finite relative
degree k1 = k2 = 1. The matrix

D =
[
Δ Δ− 1
1 1

]
is invertible over the ring R, since det D = 1. Let r(t) be a given reference output
and denote by ei(t) = yi(t)−ri(t) the error for i = 1, 2. Choosing λ10 = λ20 = 1,
let us impose the conditions

ei(t+ 1) + ei(t) = 0

for i = 1, 2. Then, (17 ) becomes[
Δ2 1
Δ 0

]
x(t)− r(t+ 1) =

[
−Δ −Δ+ 1
−1 −1

]
x(t) + r(t)−Du(t) (21)

Solving for u, we have

u(t) =
[

1 1−Δ
−1 Δ

] [
−Δ2 −Δ −Δ
−Δ− 1 −1

]
x(t) +

[
1 1−Δ
−1 Δ

]
(r(t) + r(t + 1))

and finally ⎧⎪⎪⎨⎪⎪⎩
u1(t) = −(Δ+ 1)x1(t)− x2(t) + (r1(t) + r1(t+ 1))

+(1−Δ)(r2(t) + r2(t+ 1))

u2(t) = −(r1(t) + r1(t+ 1)) +Δ(r2(t) + r2(t+ 1)).
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Going back to the original delay differential framework we obtain the static state
feedback compensator⎧⎪⎪⎨⎪⎪⎩

u1(t) = −x1(t− h)− x1(t)− x2(t) + r1(t) + ṙ1(t)
+r2(t) + ṙ2(t)− r2(t− h)− ṙ2(t− h)

u2(t) = −r1(t)− ṙ1(t) + r2(t− h) + ṙ2(t− h)

(22)

It is easy to verify that the tracking error of each output component satisfies the
equation ėi(t)+ei(t) = 0 and, therefore, it goes asymptotically to 0 as t goes to∞.

State Feedback Solutions with Delayed Dynamics

The condition of Proposition 1 about invertibility of the matrixD is quite strong.
Writing D as D(Δ) = D0 +D1 Δ+ · · ·+Dn Δn, a condition weaker than right
invertibility of D is that the matrix D0 = D(0) is right invertible. In such case,
to solve the Tracking Problem we need to employ state feedback compensators
derived from a relation of the form

u(t) = Fξ(t) +G1u(t− h) + · · ·+Gnu(t− nh).

A compensator of that kind is said to have a delayed dynamics and it can be
realized as ⎧⎪⎪⎪⎨⎪⎪⎪⎩

z1(t) = u(t− h)
...

zn(t) = u(t− nh)
u(t) = Fξ(t) +G1z1(t) + · · ·+Gnzn(t)

.

More precisely, we have the following result.

Proposition 2. Given a system Σd of the form (12), there exists a static state
feedback compensator with delayed dynamics which solves the Tracking Problem
for Σd if all the output components of the associated system Σ, with coefficients
in the ring R = IR[Δ], have independent finite relative degree and, writing D as
D = D0 +D1 Δ+ · · ·+Dn Δn, the matrix D0 is right invertible.

Proof. As in the proof of Proposition 1, we get a relation of the form (17), which
gives rise, in the delay-differential framework to the following one:⎡⎢⎢⎣

c1A
k1x(t)− r

(k1)
1 (t)

...
cpA

kpx(t) − r
(kp)
p (t)

⎤⎥⎥⎦ =

⎡⎢⎢⎣
−
∑j=k1−1

j=0 λ1j [c1Ajx(t) − r
(j)
1 (t)]

...
−
∑j=kp−1

j=0 λpj [cpAjx(t)− r
(j)
p (t)]

⎤⎥⎥⎦
−(D0u(t) +D1 u(t− h) + · · ·+Dn u(t− nh))

(23)

Solving (23) for u(t), since D0 is right invertible, we finally get the state feedback
compensator with delayed dynamics
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z1(t) = u(t− h)
...

zn(t) = u(t− nh)

u(t) = −D−1
0

⎛⎜⎜⎝−
⎡⎢⎢⎣
c1A

k1x(t) − r
(k1)
1 (t)

...
cpA

kpx(t)− r
(kp)
p (t)

⎤⎥⎥⎦ +

+

⎡⎢⎢⎣
∑j=k1−1

j=0 λ1j [c1Ajx(t)− r
(j)
1 (t))]

...∑j=kp−1
j=0 λpj [cpAjx(t) − r

(j)
p (t)]

⎤⎥⎥⎦
⎞⎟⎟⎠+

−D−1
0 (D1z1(t) + · · ·+Dnzn(t))

(24)

which solves the Tracking Problem for Σd.

Example 2. Let Σd be the delay differential system defined by the set of equa-
tions

Σd =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ẋ1(t) = x1(t) + x3(t) + u1(t− h) + u1(t)
ẋ2(t) = x2(t) + u2(t)
ẋ3(t) = x3(t− h) + u2(t)
y1(t) = x1(t)
y2(t) = x2(t− h)− x2(t)

(25)

The associated system Σ, with coefficients in the ring of real polynomials R =
IR[Δ], is described by the equations

Σ =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x1(t+ 1) = x1(t) + x3(t) + (Δ+ 1)u1(t)
x2(t+ 1) = x2(t) + u2(t)
x3(t+ 1) = Δx3(t) + u2(t)

y1(t) = x1(t)
y2(t) = (Δ− 1)x2(t)

(26)

We have
c1 B = [Δ+ 1 0]

and
c2 B = [0 Δ− 1].

Therefore, both the output components y1 and y2 have independent finite relative
degree k1 = k2 = 1. The matrix

D =
[
Δ+ 1 0

0 Δ− 1

]
is not invertible over the ring R, since det D = Δ2 − 1. However, writing D =
D0 +D1 ·Δ, with

D0 =
[

1 0
0 −1

]
, D1 =

[
1 0
0 1 ,

]
.
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we have that D0 is invertible. Let r(t) be a given reference output and denote by
ei(t) = yi(t)− ri(t) the error for i = 1, 2. Choosing λ10 = 2 and λ20 = 1, let us
impose the conditions

ei(t+ 1) + λi0ei(t) = 0

for i = 1, 2. Then, (17) becomes[
x1(t) + x3(t)− r1(t+ 1)
(Δ− 1)x2(t)− r2(t+ 1)

]
=

=
[
−2x1(t) + 2r1(t)

(Δ− 1)x2(t) + r2(t)

]
−D0u(t)−D1 Δu(t).

(27)

In the delay-differential framework, this corresponds to the relation[
x1(t) + x3(t)− ṙ1(t)

x2(t)− x2(t− h)− ṙ2(t)

]
=

=
[

−2x1(t) + 2r1(t)
x2(t− h)− x2(t) + r2(t)

]
−D0u(t)−D1u(t− h).

(28)

Solving for u(t), we have

u(t) =
[
−3 0 −1
0 −2 0

]
x(t) +

[
0 0 0
0 2 0

]
x(t− h) +

[
1 0
0 −1

]
ṙ(t)+

+
[

2 0
0 −1

]
r(t) +

[
−1 0
0 1

]
u(t− h).

Defining z1(t) = u1(t− h) and z2(t) = u2(t− h), the state feedback compensator
with delayed dynamics given by the equations⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

z1(t) = u1(t− h)
z2(t) = u2(t− h)
u1(t) = −3x1(t)− x3(t) + ṙ1(t) + 2r1(t)− z1(t)
u2(t) = 2x2(t− h)− 2x2(t)− ṙ2(t)+

−r2(t) + z2(t)

(29)

solves the Tracking Problem for Σd, since the components of the error signal,
satisfying the equations ė1(t)+2e1(t) = 0 and ė2(t)+e2(t) = 0, go asymptotically
to 0 as t goes to ∞

3.2 General Case

In the general case nor D neither D0 can be assumed to be invertible matrices.
To handle this case, we need to introduce the following concepts (see [7]).

Definition 2. A system Σ defined by equations of the form (2) over a ring R is
said

• right invertible, or functionally controllable, if any function y(t) can be obtained
as output of Σ for a suitable choice of the input and zero initial condition, pos-
sibly with a finite delay;
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• weakly right invertible, or weakly functionally controllable, if there exists a
matrix K with entries in R such that any function of the form Ky(t) can be
obtained as output of Σ for a suitable choice of the input and zero initial condi-
tion, possibly with a finite delay.

In the framework of delay-differential systems, functional controllability corre-
sponds to the reproducibility of any sufficiently smooth output (in other terms,
to the existence of a right inverse system), while the weak notion corresponds to
reproducibility (under the same smoothness conditions) after some delay.

Extending in a suitable way the classical inversion algorithm to the case of
MIMO systems over the ring R = IR[Δ], in [8] two algorithms have been in-
troduced to check, respectively, weak functional controllability and functional
controllability of a given system Σ. They are reported in Appendix and are
called, respectively, Algorithm 1 and Algorithm 2.

Referring to the Appendix for the technicalities, we recall that the both the
Algorithms, when applied to Σ, construct a p-vector denoted by Yr(t), whose
components are linear combinations of the components the output y of Σ at
different time instants, verifying a relation of the form Yr(t) = Crx(t) +Dru(t),
where Cr and Dr are matrices with entries in R of suitable dimensions. Then,
we have the following results (see [8]).

Proposition 3. Let Σ be a system over the ring R, defined by equations of the
form (1) with m ≥ p. Then Σ is weakly functionally controllable if and only if
Algorithm 1 stops at step r ≤ n providing

Yr(t) = Crx(t) +Dru(t)

with rank Dr = p.

If Algorithm 1 stops at step r ≤ n with rank Dr < p,Σ is not weakly functionally
controllable and, as a consequence, it is not right invertible. If Σ turns out to be
weakly functionally controllable, Algorithm 2 allows to check right invertibility.

Proposition 4. Let Σ be a weakly functionally controllable system over the ring
R, defined by equations of the form (1) with m ≥ p. Then Σ is functionally
controllable if and only if Algorithm 2 stops at Step r ≤ n providing

Yr(t) = Crx(t) +Dru(t)

with Dr right invertible over R.

The relation between these notions and the Tracking Problem we are dealing
with is given in the following Propositions.

Proposition 5. Given a system Σd of the form (1), there exists a dynamic state
feedback compensator which solves the Tracking Problem for Σd if the associated
system Σ is functionally controllable.

Proof. Algorithm 2 stops at step r ≤ n providing
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Yr(t) = Crx(t) +Dru(t),

where Yr(t) is a p-vector whose components are linear combination of the com-
ponents yi(t+ j) of the output y of Σ for different values of j and Dr is a right
invertible matrix. Letting ei(t) = yi(t)− ri(t), from the above relation we obtain
a new one of the form

Er(t) = Crx(t) +Dru(t)−Rr(t), (30)

where the vectors Er(t) and Rr(t) correspond to e(t) and to r(t) in the same
way as Yr(t) corresponds to y(t).

Let ski +
∑j=ki−1

j=0 λijs
j be Hurwitz polynomials, for i = 1, ..., p, and and

impose the conditions

ei(t+ ki) +
ki−1∑
j=0

λijei(t+ j) = 0 (31)

for i = 1, ..., p. By (30) and (31) we obtain a new set of equations that, as in the
proof of Proposition 1, can be solved for u(t), providing a dynamic state feed-
back compensator which, in the delay-differential framework, solves the Tracking
problem for Σd.

Example 3. Let Σd be the delay differential system defined by the set of equa-
tions ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ẋ1 = u1(t)
ẋ2 = u1(t− h) + x3(t)
ẋ3 = u2(t)
y1 = x1(t)
y2 = x2(t)

The associated system Σ with coefficients in the ring R = IR[Δ] is described by
the equations ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

x1(t+ 1) = u1(t)
x2(t+ 1) = x3(t) +Δu1(t)
x3(t+ 1) = u2(t)

y1 = x1(t)
y2 = x2(t)

Σ does not satisfies the hypotheses of Proposition 1 and 2, since we have

D =
[

1 0
Δ 0

]
.

However, Algorithm 1 gives

y1(t+ 1) = u1(t)
y2(t+ 2)−Δy1(t+ 2) = u2(t)

and, so, D2 is the identity matrix.
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Let r(t) be a given reference output and denote by ei(t) = yi(t) − ri(t) the
error for i = 1, 2. Choosing, e.g., λ11 = λ21 = 3, λ10 = λ20 = 2, let us impose,
for i = 1, 2 the conditions

ei(t+ 2) + 3ei(t+ 1) + 2ei(t) = 0.

Then, solving for u(t) the resulting set of equations, we obtain[
u1(t)
u2(t)

]
=

=
[

e1(t+ 1)
−3e2(t+ 1)− 2e2(t) + 3Δe1(t+ 1) + 2Δe1(t)

]
+

+
[
r1(t+ 1)
r2(t+ 2)−Δr1(t+ 2)

]
.

(32)

Going back to the original delay-differential framework we get the state feedback
compensator⎧⎨⎩

u1(t) = ė1(t) + ṙ1(t)
u2(t) = −3ė2(t)− 2e2(t) + 3ė1(t− h) + 2e1(t− h)+

r̈2(t)− r̈1(t− h)
(33)

It is easy to verify that each component of the tracking error satisfies the equation
ëi(t)+3ėi(t)+2ei(t) = 0 and, therefore, it goes asymptotically to 0 as t goes to∞.

3.3 State Feedback Solution with Delayed Dynamics

We want now to relax the condition of Proposition 5 about functional controlla-
bility and invertibility of the matrix Dr. As already done in Section 3.1, writing
Dr as Dr(Δ) = Dr0 +Dr1 Δ+ · · ·+Drn Δ

n, a condition weaker than those just
recalled is that the matrix Dr0 = Dr(0) is right invertible. In such case, to solve
the Tracking Problem we need again to employ state feedback compensators
which present a delayed dynamics, in the sense already illustrated in Section
3.1. More precisely, we have the following result.

Proposition 6. Given a system Σd of the form (1), there exists a dynamic state
feedback compensator with elayed dynamics which solves the Tracking Problem
for Σd if the associated system Σ is weakly functionally controllable and Dr(0)
is a right invertible matrix.

Proof. The proof follows from that of Proposition 5 in the same way as the proof
of Proposition 2 follows from that of Proposition 1.

Example 4. Let Σd be the delay differential system defined by the set of equa-
tions ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ẋ1 = u1(t) + u1(t− h)
ẋ2 = u1(t− h) + x3(t)
ẋ3 = u2(t)
y1 = x1(t)
y2 = x2(t)

.
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The associated system Σ with coefficients in the ring R = IR[Δ] is described by
the equations ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

x1(t+ 1) = (1 +Δ)u1(t)
x2(t+ 1) = Δu1(t) + x3(t)
x3(t+ 1) = u2(t)

y1 = x1(t)
y2 = x2(t)

and Algorithm 1 gives[
y1(t+ 1)

−Δy1(t+ 2) + (1 +Δ)y2(t+ 2)

]
=
[

(1 +Δ)u1(t)
(1 +Δ)u2(t)

.

]
Then

D2 =
[

(1 +Δ) 0
0 (1 +Δ)

]
and D20 is the identity matrix.

Let r(t) be a given reference output and denote by ei(t) = yi(t) − ri(t) the
error for i = 1, 2. Chose λij in such a way that s2 + λi1s + λi0 is an Hurwitz
polynomial for i = 1, 2 and impose the conditions

ei(t+ 2) + λi1ei(t+ 1) + λi0ei(t) = 0

for i = 1, 2. From[
e1(t+ 1)

−Δe1(t+ 2) + (1 +Δ)e2(t+ 2)

]
=

=
[
−r1(t+ 1)
−Δr1(t+ 2) + (1 +Δ)r2(t+ 2)

]
+
[
u1(t)
u2(t)

]
+

+Δ
[
u1(t)
u2(t)

]
.

(34)

and from the Hurwitz conditions we get a relation which, solving for u(t), gives,
in the delay-differntial framework,⎧⎪⎪⎨⎪⎪⎩

u1(t) = ė1(t) + ṙ1(t)− u1(t− h)
u2(t) = λ11ė1(t− h) + λ10e1(t− h)− r̈1(t− h)+

−λ21ė2(t)− λ20e2(t)− λ21ė2(t− h)+
−λ20e2(t− h) + r̈2(t)− u2(t− h)

.

By letting z(t) = u(t−h), we get the feedback compensator with delayed dynamics
which solves the Tracking Problem for Σd.

4 Conclusion

An asymptotic Tracking Problem for multi input/multi output linear, delay-
differential systems has been studied, using the formalism of systems over rings,
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and solutions have been found for a large class of systems. In particular, different
sufficient conditions for the existence of solutions have been given and feasible
synthesis methods have been described. In case where the sufficient conditions
are more restrictive, the resulting compensators have a simpler dynamics. A char-
acterization of solvability in the general case is still to be found and this, as well
as a study of the stability properties of the considered dynamic compensators,
will be the object of further researches.
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Appendix

Algorithm 1

Step 1. Let d0 = p, q0 = 0 and define M0 =
[
0 Id0

]
.

Compute M0

(
y0(k)

y0(k + 1)

)
= y0(k + 1) = Cx(k + 1) = CAx(k) + CBu(k).

Assume rank CB = q1 and denote by S1 a nonsingular matrix such that

S1CB =
[
D1
0

]
, where D1 is a q1 × m matrix of rank q1. If q1 = p, then the

algorithm stops, else define d1 := q0 + d0− q1 and Y1(k) = S1M0

(
y(k)

y(k + 1)

)
=[

C1

C̃1

]
x(k) +

[
D1
0

]
u(k).

Step i. From the previous step we have

Yi−1(k) =
[
Ci−1

C̃i−1

]
x(k) +

[
Di−1

0

]
u(k)

with dimDi−1 = qi−1 ×m and di−1 = qi−2 + di−2 − qi−1 .

Define Mi−1 =
[
Iqi−1 0 0 0

0 0 0 Idi−1

]
and compute Mi−1

(
Yi−1(k)

Yii− 1(k + 1)

)
=[

Ci−1x(k)
C̃i−1x(k + 1)

]
+
[
Di−1u(k)

0

]
=
[
Ci−1

C̃i−1A

]
x(k) +

[
Di−1

C̃i−1B

]
u(k).

Assume rank
[
Di−1

C̃i−1B

]
= qi and denote by Si a nonsingular matrix such that

Si

[
Di−1

C̃i−1B

]
=
[
Di

0

]
, where Di is a qi ×m matrix of rank qi.

If qi =p, then the algorithm stops, else define Yi(k)=SiMi−1

(
yi−1(k)

yi−1(k + 1)

)
=[

Ci

C̃i

]
x(k) +

[
Di

0

]
u(k).

Step n. At step n, we get Yn(k) =
[
Cn1

C̃n

]
x(k)+

[
Dn

0

]
u(k) with rank Dn = qn

and the algorithm stops.

Algorithm 2

Step 1. Let q0 = 0, d0 = p and define M0 =
[
0 Id0

]
.

Compute M0

(
y(k)

y(k + 1)

)
= y(k + 1) = Cx(k + 1) = CAx(k) + CBu(k).

Assume that rank CB = q1 and denote by S1 a matrix, if any exists, such

that S1CB=
[
D1
0

]
, where D1 is a right invertible matrix of rank q1.
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If such a matrix S1 does not exist, the algorithm stops with no outputs.
If a matrix S1 exists and q1 = p, the algorithm stops and gives as output

Y1(k) = C1x(k) +D1u(k)

where C1 = S1CA and D1 = S1CB. Else, namely if a matrix S1 exists but

q1 < p, we update q1 = d0 + qo− q1 and we define Y1(k) = S1M0

(
y(k)

y(k + 1)

)
=[

C1

C̃1

]
x(k) +

[
D1
0

]
u(k) and we go to the next step.

Step i. From the previous step we have

Yi−1(k) =
[
Ci−1

C̃i−1

]
x(k) +

[
Di−1

0

]
u(k)

with Di−1 of dimension qi−1 ×m and di−1 = qi−2 + di−2 − qi−1.

Define Mi−1 =
[
Iqi−1 0 0 0

0 0 0 Idi−1

]
and then compute Mi−1

(
Yi−1(k)

Yi−1(k + 1)

)
=[

Ci−1x(k)
C̃i−1x(k + 1)

]
+
[
Di−1u(k)

0

]
=
[
Ci−1

C̃i−1A

]
x(k) +

[
Di−1

C̃i−1B

]
u(k).

Assume that rank
[
Di−1

C̃i−1B

]
= qi and denote by Si a matrix, if any exists,

such that Si

[
Di−1

C̃i−1B

]
=
[
Di

0

]
, where Di is a right invertible matrix of rank qi.

If such a matrix Si does not exist, the algorithm stops with no output.
If a matrix Si exists and qi = p, the algorithm stops and gives as output

Yi(k) = Cix(k) +Diu(k)

with Di= Si

[
Di−1

C̃i−1B

]
. Else, namely if a matrix Si exists and qi < p, we up-

date di = di−1 + qi−1 − qi and we define Yi(k) = SiMi−1

(
yi−1(k)

yi−1(k + 1)

)
=[

Ci−1

C̃i−1

]
x(k) +

[
Di

0

]
.

Step n. At step n, either the algorithm stops with no output because Sn cannot

be found, or we have Yn(k) =
[
Cn

C̃n

]
x(k)+

[
Dn

0

]
u(k), with Dn a right invertible

matrix of rank qn = p and the algorithm stops giving the final expression

Yn(k) = Cnx(k) +Dnu(k).
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Summary. This contribution focuses on decoupling of previewed signals, i.e. the
problem of making the output insensitive to input signals which are known a certain
amount of time in advance. Inclusion of time delays in the problem formulation enables
decoupling with preview to be turned into a causal problem. The solution of this latter
problem is then completely set forth in the geometric approach context. Necessary
and sufficient constructive conditions for decoupling of previewed signals are provided,
where self-bounded controlled invariant subspaces play a key role in connection with
internal stability of the devised system. If the minimal self-bounded controlled invariant
subspace satisfying the structural constraint is internally stabilizable, decoupling just
requires finite preview. Otherwise, infinite preview is demanded. In this latter case,
resorting to finite impulse response systems yields a practically implementable solution
which approximates the theoretical one with arbitrary accuracy. The procedure is
illustrated by a benchmark example consisting of a flexible mechanical structure.

1 Introduction

Perfect tracking and decoupling problems are difficult to be solved when they in-
volve nonminimum-phase systems [1, 2, 3]. In fact, troubles concerned with in-
ternal stability can only be overcome by facing noncausal problems, where the
signals to be tracked or rejected are known in advance [1, 4, 5]. Indeed, circum-
stances where references or disturbances are known with finite or even infinite pre-
view often occur in practice: for instance, flight routes are planned in advance,
machine-tool working profiles are scheduled a priori, altitude winds as well as
underwater marine currents may be known, forecast, or measured, and so forth.
Hence, a great deal of research effort has been directed towards the investigation
of techniques for achieving noncausal inversion. This issue was first addressed for
SISO systems in [6, 7, 8, 9] and, subsequently, for MIMO systems both in the linear
[10] and in the nonlinear case [11]. In those papers, perfect tracking was achieved
by means of steering-along-zeros techniques devised in the polynomial approach
context. Instead, a complete treatment of noncausal inversion for multivariable
discrete-time systems in the geometric framework can be found in [12].

This contribution extends steering-along-zeros techniques to decoupling with
preview in multivariable discrete-time systems. As in [12], the problem is tackled

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 285–299, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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in a strict geometric context. Following an approach typical of [13], the struc-
tural and the stabilizability conditions are considered separately. The structural
condition for decoupling with preview — namely H⊆V∗ +S∗ in [14, 15], where
H is the image of the previewed disturbance input matrix H , V∗ is the maximal
(A,B)-controlled invariant contained in the null space C of the output matrix
C, and S∗ is the minimal (A, C)-conditioned invariant containing the image B
of the control input matrix B — is the natural extension of that for measurable
signal decoupling (H⊆V∗ +B in [16]), which, in turn, extends that for inacces-
sible signal decoupling (H⊆V∗ in [17]). In contrast, the stabilizability condi-
tion — namely, the condition that Vm =V∗ ∩minS(A, C,B+H) be internally
stabilizable, where Vm is the minimal (A,B)-controlled invariant self-bounded
with respect to C such that H⊆Vm +S∗, already considered for inaccessible
and measurable signal decoupling in [18, 19, 20, 13] — holds unmodified also
for decoupling with finite preview. Consequently, on the assumption that the
structural condition holds, two cases must be distinguished: i) if Vm is internally
stabilizable, perfect decoupling can be achieved provided that a finite preview
of the input signal is available; ii) if Vm is not internally stabilizable but it does
not have unassignable internal eigenvalues on the unit circle, perfect decoupling
can be achieved provided that an infinite preview of the input signal is given. In
the former case, the length of the finite preview is connected to the number of
steps of the conditioned invariant algorithm, i.e. the algorithm providing for S∗

[13]. In the latter case, infinite preview is related to dynamics of the unstable
internal unassignable eigenvalues of Vm. In practice, infinite preview is not nec-
essary: in fact, the ideal behavior can be approximated with arbitrary accuracy
when the preview is finite but sufficiently greater than the greatest time constant
associated to the internal unassignable eigenvalues of Vm.

With respect to the wide available literature on decoupling, the first asset
of this contribution is of a methodological nature and concerns the use of Vm

for checking stabilizability. In fact, in [15] and [21] the controlled invariant con-
sidered for stability is V∗

g , the maximal internally stabilizable (A,B)-controlled
invariant contained in C. Since an internally stabilizable Vm is contained in V∗

g ,
assuming Vm in place of V∗

g has the advantage of yielding a control system
with the minimum number of internal unassignable dynamics. Moreover, the
analysis based on Vm leads to a sharper insight into the connections between
nonmimum-phase plants and noncausal problems. Since Vm⊆V∗, Vm may be
internally stabilizable while V∗ is not, which is to say that nonminimum-phase
systems may not require infinite preview if the unstable internal unassignable
eigenvalues of V∗ are external to Vm.

Another remarkable feature of this work is the extension of the class of
the admissible compensators to include pure convolutors, which are infinite-
dimensional dynamic systems whose I/O equation is of the following type

u(k) =
∞∑

�=−∞
Φ(�)h(k − �), k=0, 1, . . . .



Finite Impulse Response Systems for Almost Perfect Decoupling 287

However, truncation of the convolution profiles is unavoidable in practice. Hence,
pure convolutors are replaced by finite-dimensional dynamic systems modeled
as finite impulse response systems, i.e. as systems whose I/O equation can be
written as

u(k) =
kp∑

�=−ka

Φ(�)h(k − �), k=0, 1, . . . .

Moreover, in the discrete-time case, these latter systems can be model by quadru-
ples with a special structure of the system matrix, which is nilpotent. As afore-
mentioned, the truncation error can be made negligible if the window of the
finite impulse response system, i.e. the length of the time interval [−ka, kp], is
sufficiently large with respect to the time constants associated with the internal
dynamics of Vm.

2 Perfect Decoupling with Finite Preview

At the beginning of this section some well-known results on disturbance and
measurable signal rejection are recalled for the reader’s convenience (from Prob-
lem 1 to Algorithm 1). Then, attention is drawn to perfect decoupling of input
signals known with finite preview (Problem 3). The main result of this section is
a necessary and sufficient constructive condition for its solution (Lemma 1 and
Theorem 3).

Throughout this chapter, the discrete time-invariant linear system

x(k + 1) = Ax(k) +B u(k) +H h(k), (1)
y(k) = C x(k), (2)

will be considered, with state x∈Rn, control input u∈Rp, inaccessi-
ble/measurable/ previewed input h∈Rs, and controlled output y ∈Rq.

The set of all admissible control input sequences is the set Uf of
all bounded sequences with values in Rp. The set of all admissible
inaccessible/measurable/previewed input sequences is the set Hf of all bounded
sequences with values in Rs. The matrices B, H , and C are assumed to
be full-rank matrices. The symbols B, H, C will be used for imB, imH ,
kerC, respectively. Moreover, V∗ or maxV(A,B, C) will stand for the maxi-
mal (A,B)-controlled invariant contained in C, S∗ or minS(A, C,B) will denote
the minimal (A, C)-conditioned invariant containing B, and RV∗ will represent
the constrained reachability subspace on V∗, i.e.RV∗ = minJ (A+BF,V∗ ∩ B),
where F is any real matrix such that (A+BF )V∗⊆V∗. The subspaces V∗, S∗,
and RV∗ satisfy RV∗ =V∗ ∩S∗ [22].

With respect to the system (1), (2), let V ⊆X be an (A,B)-controlled in-
variant, let F be any real matrix such that (A+BF )V ⊆V , and let RV be
the subspace reachable from the origin on V (i.e., RV =V ∩minS(A,V ,B)).
The assignable and the unassignable internal eigenvalues of V are respec-
tively defined as σ((A+BF )|RV ) and σ((A+BF )|V/RV ). The assignable
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and the unassignable external eigenvalues of V are respectively defined as
σ((A+BF )|(V+R)/V) and σ((A+BF )|X/(V+R)). Hence, V is an internally sta-
bilizable (A,B)-controlled invariant if and only if at least one real matrix F
exists, such that (A+BF )V ⊆V and σ((A+BF )|V)⊂C�. Likewise, V is an
externally stabilizable (A,B)-controlled invariant if and only if at least one real
matrix F exists, such that (A+BF )V ⊆V and σ((A+BF )|X/V)⊂C�. It fol-
lows that if (A,B) is stabilizable, any (A,B)-controlled invariant is externally
stabilizable. The unassignable internal eigenvalues of V∗ are the invariant ze-
ros of the triple (A,B,C) and they are denoted by Z(A,B,C). Let V ⊆X be
an (A,B)-controlled invariant contained in C, V is said to be self-bounded with
respect to C if V ⊇V∗ ∩B. The set of (A,B)-controlled invariants self-bounded
with respect to C is a non-distributive lattice with respect to ⊆, +, ∩ , also
denoted by Φ(B, C). Its supremum is V∗. Its infimum is RV∗ .

Internal stabilizability and self-boundedness of (A,B)-controlled invariants are
notions of primary importance in the statement of the necessary and sufficient
constructive condition for inaccessible and measurable signal decoupling with
stability, as briefly recalled below.

Problem 1 (Perfect Decoupling of Inaccessible Signals). Consider the
system (1),(2). Let x(0)= 0. Design a linear algebraic state feedback F such
that σ(A+BF )⊂C� and, for all admissible h(t) (t≥ 0), y(t)=0 for all t≥ 0.

Theorem 1 (Perfect Decoupling of Inaccessible Signals [18, 19, 20,
13]). Consider the system (1), (2). Let (A,B) be stabilizable. Problem 1 is solv-
able if and only if: i) H⊆V∗; ii) Vm =V∗ ∩minS(A, C,B+H) is internally sta-
bilizable.

Problem 2 (Perfect Decoupling of Measurable Signals). Consider the
system (1), (2). Let x(0)=0. Design a linear algebraic state feedback F and a
linear algebraic feedforward S of the measurable input h on the control input u
such that σ(A+BF )⊂C� and, for all admissible h(t) (t≥ 0), y(t)=0 for all
t≥ 0.

Theorem 2 (Perfect Decoupling of Measurable Signals [13]). Consider
the system (1), (2). Let (A,B) be stabilizable. Problem 2 is solvable if and only
if: i) H⊆V∗ +B; ii) Vm =V∗ ∩minS(A, C,B+H) is internally stabilizable.

Algorithm 1 (Conditioned Invariant Algorithm [13]). The conditioned
invariant subspace S∗ =minS(A, C,B) is the last term of the sequence S1 =B,
Si = B + A (Si−1 ∩C), with i=2, . . . , ρM where ρM (≤n) is the least integer
such that SρM +1 =SρM .

In the light of the previous results, let us focus our attention on the case where
the signal to be rejected is known with finite preview. The block diagram for
previewed signal decoupling with stability is shown in Fig. 1. The block Σ stands
the system (1),(2), Σc represents the feedforward compensator defined by the
quadruple (Ac, Bc, Cc, Dc), and the block ‘kp-delays’ denotes a cascade of kp

unit delays inserted in the input h signal flow in order to take into account its
preview of kp steps. The problem can be formalized as follows.
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hp(k) = h(k + kp)
kp-delays

h(k)

u(k) Σ
Σc

y(k)

Fig. 1. Block diagram for previewed signal decoupling

Problem 3 (Perfect Decoupling with Finite Preview). Consider the sys-
tem (1), (2). Let σ(A)⊂C�. Let x(0)=0. Let h(k) be known with preview
of kp steps, ρM ≤ kp <∞. Design a linear dynamic feedforward compensator
(Ac, Bc, Cc, Dc), having hp(k)=h(k+ kp) as input, such that σ(Ac)⊂C� and,
for all admissible h(t) (t≥ 0), y(t)=0 for all t≥ 0.

A necessary and sufficient constructive condition for the solution of Problem 3 is
expressed, through the following Lemma 1, by means of the following Theorem 3.

Lemma 1. For any subspace Q⊆Rn, the relation

min S(A, C,B +Q) = min S(A, C,S∗ +Q)

holds.

Proof. By construction, the subspaces generated by the standard algorithms
for the minimal (A, C)-conditioned invariant subspaces respectively containing
B+Q and B satisfy the inclusions S′

1 =B+Q⊇S1 =B and

S′
i = A(S′

i−1 ∩ C) + B +Q ⊇ Si = A(Si−1 ∩ C) + B,

for i=2, 3, . . . , ρM , where ρM is the number of steps for evaluating S∗.
These algorithms do not necessarily converge within the same number of
steps, but the last inclusion implies min S(A, C,B+Q)⊇S∗. Hence, it implies
min S(A, C,B+Q)⊇S∗ + B + Q ⊇ S∗ + Q. The latter inclusion means that
min S(A, C,B+Q) is an (A, C)-conditioned invariant containing S∗ +Q, which
implies

min S(A, C,B+Q)⊇ min S(A, C,S∗ +Q).

On the other hand, B+Q⊆S∗ +Q implies

min S(A, C,B+Q)⊆ min S(A, C,S∗ +Q),

which completes the proof. ��

Theorem 3 (Perfect Decoupling with Finite Preview). Problem 3 is solv-
able if and only if: i) H⊆V∗ +S∗; ii) Vm =V∗ ∩ min S(A, C,B+H) is internally
stabilizable.
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Proof. Since condition i) is well settled in the literature, this proof will focus on
the sole condition ii).

If. By virtue of condition i), there exist subspaces HS∗ ⊆S∗ and HV∗ ⊆V∗

such that H=HS∗ +HV∗ . By superposition, assuming h(k)= ei δ(k− ρM ), with
k=0, 1, . . . and ei (i=0, 1, . . . , s) denoting the generic i-th vector of the main
basis of Rs, does not cause any loss of generality. The input h(k) is assumed
to be previewed of ρM time instants. Let τ be defined as τ =H ei δ(k− ρM )
with k= ρM , where δ(k), with k=0, 1, . . . denotes the unit pulse sequence (i.e.,
δ(0)=1 and δ(k)=0 far any k �=0). Then, τ can be expressed as τ = τS∗ + τV∗

with τS∗ ∈HS∗ and τV∗ ∈HV∗ . The decomposition of τ as τS∗ and τV∗ is not
unique if HS∗ ∩HV∗ �= {0}, which may occur if the system is not left-invertible:
However, the arguments consiedered in this proof do not depend on the specif
decomposition considered. By definition of S∗, any state belonging toHS∗ can be
reached from the origin in ρM steps, along a trajectory in C, therefore invisible
at the output, until the last step but one. Hence, the component τS∗ can be
zeroed by applying the control input sequence which steers the state from the
origin to its opposite, −τS∗ . As far as the component τV∗ is concerned, it can
be maintained indefinitely on V∗, since both the conditions of Theorem 1 are
satisfied. In fact, HV∗ ⊆V∗ by construction, and V∗ ∩ min S(A, C,B + HV∗) is
internally stabilizable since, by Lemma 1,

V∗ ∩min S(A, C,B +HV∗)
= V∗ ∩min S(A, C,S∗ +HV∗)
= V∗ ∩min S(A, C,S∗ +H)
= V∗ ∩min S(A, C,B +H)
= Vm,

and Vm is internally stabilizable by assumption.
Only if. Assume, by contradiction, that H �⊆V∗ +S∗. Then, the effect of any

input sequence h(k), with k=0, 1, . . ., cannot be made invisible at the output
because of the maximality of the respective subspaces V∗ and S∗. In fact, V∗ is
the maximal set of initial states in C corresponding to trajectories indefinitely
controllable on C, while S∗ is the maximal set of states that can be reached from
the origin in a finite number of steps with all the intermediate states in C except
the last one. ��

On the basis of Theorem 3, a feedforward compensator Σc, defined by a quadru-
ple (Ac, Bc, Cc, Dc), can easily be derived. Since a possible design procedure
partially overlaps that for the design of the feedforward compensator solving
the problem of decoupling with infinite preview, both the procedures will be
illustrated in a compact form in the following section.

Before concluding this section, it is worth to briefly comment the assumption
of stability of the to-be-controlled system.

Remark 1. In Theorem 3, the assumption that A has all its eigenvalues in the
open unit disk is not restrictive with respect to the assumptions of stabilizability
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++

v1(t)

v2(t)

u(t)

ΣF

Σ

Σ̂

y(t)

uF (t)

h(t)

Fig. 2. Block diagram for prestabilization

of (A,B) and detectability of (A,C) which are usually considered. In fact, on
those hypotheses, a stable system can always be obtained by output dynamic
feedback. If, in particular, the output dynamic feedback unit receives an addi-
tional input v2 from the feedforward unit Σc as is shown in the block diagram
of Fig. 2, it can be proved that in the extended state space of the stabilized sys-
tem, the set of the internal unassignable eigenvalues of the minimal self-bounded
controlled invariant subspace satisfying the structural constraint matches that
defined in the state space of the original system, thus the dynamic order of
the feedforward unit is not increased by the presence of the stabilizing feedback
unit [23].

3 Perfect Decoupling with Infinite Preview

In this section, we focus on a relaxed version of Problem 3, where the preview
available is not necessarily finite and the precompensator Σc is not necessarily a
standard dynamic system defined by a quadruple (Ac, Bc, Cc, Dc). By releasing
those constraints, perfect decoupling with stability can be achieved also in the
presence of unstable unassignable internal eigenvalues of Vm, provided that
the signal to be decoupled is completely available a priori and that Vm has
no unassignable internal eigenvalues on the unit circle. On these assumptions,
the precompensator includes not only a dynamic unit reproducing the stable
dynamics of Vm and the sequence of impulses associated to the control strategy
in S∗, but it also incorporates a convolution unit reproducing the antistable
dynamics of Vm. However, the convolution is truncated in practice, and the
additional unit working in connection with the standard dynamic unit turns out
to be a finite impulse response system. Nevertheless, the theoretical solution
can be approximated with arbitrary accuracy by choosing the length of the FIR
system window sufficiently greater than the greatest time constant associated
to the unstable unassignable internal eigenvalues of Vm. As aforementioned,
the design procedure presented in this section also encompasses the case of
decoupling with finite preview as a special case.
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A few fundamental concepts of the geometric approach constitute the the-
oretical basis of the design procedure illustrated in this section, which, in its
earlier version was sketched as an algorithmic setting in [24]. In particular, in
the present chapter, the presence of unassignable internal eigenvalues of Vm on
the unit circle is excluded outrightly and the derivation of a left-invertible triple
with nice properties in connection with the specific problem at issues is set forth
through Theorem 4.

In order to outline the design procedure, the structural condition of Theo-
rem 3 — namely, H⊆V∗ +S∗ — is assumed to be satisfied. Then, two different
strategies are devised depending on whether the stabilizability condition — i.e.,
internally stabilizable Vm — is satisfied or not.

The subspace Vm is the subspace contained in C locus of the initial points of
state trajectories which can be maintained indefinitely in C by suitable control
actions. On the other hand, the subspace S∗ is the maximal set of states that can
be reached from the origin in ρM steps along trajectories with all the states in C
except the last one. Then, let a unit pulse be applied to the input h at the time
ρM , thus producing a component of the state xh ∈H, which is decomposable
as xh =xh,S +xh,V , with xh,S ∈S∗ and xh,V ∈Vm — note that H⊆Vm +S∗ is
implied by the structural condition (refer e.g. to [18, 19, 13]). The component
xh,S can be zeroed by applying the control sequence that steers the state from
the origin to −xh,S along a trajectory in S∗. The component xh,V can be driven
asymtotically to the origin along a trajectory lying on Vm by a suitable control
action in the time interval ρM ≤ k<∞, if all the internal eigenvalues of Vm are
(or have been assigned) in the open unit disk. Otherwise, the component xh,V

must be further decomposed as xh,V =xh,VS + xh,VU , with xh,VS belonging to
the subspace of the stable internal eigenvalues of Vm and xh,VU belonging to
that of the unstable internal eigenvalues. The former component can be driven
asymptotically to the origin on Vm, in the time interval ρM ≤ k <∞, while the
latter component can theoretically be zeroed by driving the state from the origin
to −xh,VU with a control action, applied in the time interval −∞<k≤ ρM − 1,
along a trajectory, which, once again, is in Vm.

As already remarked, the hypothesis that Vm does not have unassignable
internal eigenvalues on the unit circle is implicit in the abovementioned control
strategy. Moreover, the design procedure that will be illlustrated requires that
the system (1),(2) be left-invertible. The following Theorem 4 deals with the
squaring down procedure.

Theorem 4 (Squaring Down). Consider the system (1),(2). Let V∗ ∩B �= {0}.
Let F be any real matrix such that (A+BF )V∗⊆V∗. Let (B−1V∗)⊥ �= {0}, where
B−1V∗ denotes the inverse image of V∗ through B, and let Ũ be a basis matrix of
(B−1V∗)⊥. Let Ã=A+BF , B̃=BŨ , Ṽ∗ = maxV(Ã, B̃, C). Then, the following
properties hold:

(i) Ṽ∗ =V∗;
(ii) Ṽ∗ ∩ B̃= {0};
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(iii) Z(Ã, B̃, C)=Z(A,B,C)) σ((A+BF )|RV∗ );
(iv) if V∗ is internally stabilizable and F is such that σ((A+BF )|RV∗ )⊂C�,

then Ṽ∗ is internally stable.

Proof

(i) By construction, B̃ ⊆B, V∗ ∩ B̃= {0}. By definition, V∗ is the maximal
(A,B)-controlled invariant contained in C. Hence, for any F such that
(A+BF )V∗⊆V∗, V∗ is the maximal (A+BF )-invariant contained in C.
Moreover, from B̃ ⊆B, it follows that V∗ is also the maximal (A+BF, B̃)-
controlled invariant contained in C, namely V∗ = Ṽ∗.

(ii) It follows from V∗ ∩ B̃= {0} and property (i).
(iii) Due to property (ii), Z(Ã, B̃, C)= σ((Ã+ B̃F̃ )|Ṽ∗) for any F̃ such that

(Ã+B̃F̃ )Ṽ∗⊆ Ṽ∗. From Ã=A+BF , B̃ ⊆B, property (i), and property (ii),
it follows that

σ((Ã+ B̃F̃ )|Ṽ∗) = σ((A+BF )|V∗) = Z(A,B,C)) σ((A+BF )|RV∗ ).

(iv) It follows from property (ii) and property (iii). ��

The following properties provide the control sequences suitably steering the
component of the states on Vm and nulling the component of the states on
S∗, when the previewed input sequence is h(k)= I δ(k− ρM ). This particular
choice of the input sequence, which, actually, turns out to be a matrix input
sequence, directly yields the FIR system convolution profiles and the matrices
of the dynamic unit, due to linearity and time-invariance.

For the sake of simplicity, we will introduce a suitable state space basis
transformation. Let V and S denote basis matrices of Vm and S∗, respectively.
Let F be any real matrix such that (A+BF )Vm⊆Vm. Perform the similarity
transformation T = [V S T1]. The matrices A+BF , B, H , C in the new basis
have the structures:

A+BF =

⎡⎣A11 A12 A13
O A22 A23
O A32 A33

⎤⎦ , B =

⎡⎣ O
B2
O

⎤⎦ , H =

⎡⎣H1
H2
O

⎤⎦ ,
C =

[
O C2 C3

]
, F =

[
F1 F2 F3

]
.

Then, the following property concerns the control sequence managing the com-
ponent of the states on S∗.

Property 1. Let Wi, with i=1, . . . , ρM − 1, be basis matrices of the respective
subspaces Si ∩C, with i=1, . . . , ρM − 1. Let the sequences Q(i) and U1(i), with
i=1, . . . , ρM − 1, be defined by[

Q(ρM − j)
U1(ρM − j)

]
=
[
AWρM−j B

]#
WρM−j+1Q(ρM − j + 1), j= 1, . . . , ρM − 1,
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with WρM = S and Q(ρM )=−H ′
2. Let U1(0)=B#W1 Q(1). Let the sequence

X1(i), i=1, . . . , ρM , be defined as X1(i)= Wi Q(i), with i=1, . . . , ρM . Then,
the control sequence driving the states on S∗ is U1(k), k = 0, . . . , ρM − 1, and
X1(k), k=1, . . . , ρM , is the sequence of the corresponding states.

The following property concerns the control sequence driving the state on Vm

on the assumption of internal stabilizability.

Property 2. Let Vm be internally stabilizable. Let

X2(ρM + i)= (A11)
i H1, i=0, 1, . . . ,

and
U2(ρM + i)=F1 (A11)

i
H1, i=0, 1, . . . .

Then, the sequences X2(ρM + i) and U2(ρM + i), with i=0, 1, . . ., respectively
are the sequence of the states restricted to RnV , with nV =dim(Vm), and the
corresponding sequence of the controls.

If Vm is not internally stabilizable, a further state space basis transformation T ′

must be performed, whose aim is to separate the stable and antistable subspaces
of Vm. The matrices respectively corresponding to A11, H1 and F1 in the new
basis, have the structures

A11 =
[
As O
O Au

]
, H1 =

[
Hs

Hu

]
, F1 =

[
Fs Fu

]
.

Then, the stable component of the state Hs is managed as in the case where Vm

is stabilizable, while a preaction, nulling the unstable component of the state Hu

at the time instant ρM must be computed backwards through the matrix Au.
The following property concerns the control sequence driving the state on the
antistable part of Vm.

Property 3. Let
X3(ρM − j)=−A−j

u Hu, j=0, 1, . . . ,

and
U3(ρM − j)=−FuA

−j
u Hu, j=1, . . . .

Then, the sequences X3(ρM − j) and U3(ρM − j), with j=1, . . ., respectively
are the sequence of the states restricted to Rnu , with nu =dim(VU

m), and the
sequence of the corresponding controls.

The previous properties directly yield the compensator. If all the internal eigen-
values of Vm are stable, decoupling is achieved by means of the minimal preaction
and postaction. The first can be obtained as the output of a ρM -step FIR system
with suitable convolution profiles, the latter one can be realized as the output
of a stable dynamic unit. Hence, the compensator turns out to be the parallel of
a ρM -step FIR system and a dynamic unit. The FIR system is
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uF (k) =
ρM−1∑
�=0

Φ(�)h(k − �), k=0, 1, . . . , (3)

with Φ(�)=U1(�), �=0, . . . , ρM − 1. The dynamic unit is

w(k + 1) = N w(k) + Lh(k − ρM ), k=0, 1, .., (4)
uD(k) = M w(k), (5)

where N =A11, L=H1, M =F1. Hence, the control input is

u(k)=uF (k)+uD(k), k=0, 1, . . . .

As aforementioned, in this case, the precompensator achieving perfect decoupling
with stability can also be implemented as a unique standard dynamic unit
(Ac, Bc, Cc, Dc) also including the FIR system. Otherwise, if antistable internal
unassignable eigenvalues are also present in Vm, infinite preview is required. The
evolution of the state along the antistable unassignable internal eigenvalues of Vm

can only be computed backwards in time and reproduced through a convolutor
with an infinitely large window. In practice, an FIR system is considered, whose
window should be large enough to make the truncation error negligible. The
effect of the truncation error estinguishes since the system is stable and the
applied control corresponds to an admissible trajectory for the system.

In conclusion, to achieve perfect decoupling with stability in the presence of
unstable unassignable internal eigenvalues of Vm a convolutor with an infinitely
large window would be required and this cannot be reduced to a standard
dynamic unit (Ac, Bc, Cc, Dc). However, practical implementation requirements
introduce truncation, which implies that: i) only an approximate solution is
achievable in practice, although with arbitrary accuracy; ii) the convolution
unit with truncated profile can be implemented as an FIR system, which, in
the discrete-time case, can be reduced to a quadruple (Ac, Bc, Cc, Dc) with a
peculiar structure. In this case, (3) is modified into

uF (k) =
ρM−1∑
�=−ka

Φ(�)h(k − �), k= 0, 1, . . . , (6)

with Φ(�)=U1(�)+U3(�), �= − ka, . . . , ρM − 1, (with a slight abuse of notation
the control sequences are assumed to be zero wherever they are not explicitly
defined). The dynamic unit is described by (4),(5) with N =As, L=Hs, M =Fs.

If the triple (A,B,C) is not left-invertible, the previous procedure can be
applied anyhow, provided that a preliminary manipulation is performed to obtain
a left-invertible triple according to Theorem 4 and the results thus obtained are
adapted to fit the original system according to the following remark.

Remark 2. If the triple (A,B,C) is not left-invertible, let Ūi(k) and X̄i(k), with
i=1, 2, 3 and k consistently defined, be the sequences of controls and states
provided by the Properties 1, 2, 3 applied to (Ã, B̃, C). The corresponding
control sequences for (A,B,C) must be computed as Ui(k)= Ũ Ūi(k)+FX̄i(k),
i=1, 2, 3.
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4 A Benchmark Example

The proposed method is illustrated by an example often considered in the
literature (see e.g. [25] and references therein). The system consists of two masses
connected by a flexible rod (Fig. 3). The manipulable input is a force F applied
to the mass with displacement x2. In addition, we consider a disturbance W ,
which is a force acting on the mass with displacement x1. Assuming x3 = ẋ1 and
x4 = ẋ2, the state equations turn out to be

ẋ(t) = Ax(t)+B u(t)+H h(t),
y(t) = C x(t),

with

A =

⎡⎢⎢⎣
0 0 1 0
0 0 0 1

−0.0909 0.0909 −0.0091 0.0091
0.0909 −0.0909 0.0091 −0.0091

⎤⎥⎥⎦ ,

B =

⎡⎢⎢⎣
0
0

−0.0070
0.0839

⎤⎥⎥⎦ , H =

⎡⎢⎢⎣
0
0

−0.0839
0.0070

⎤⎥⎥⎦ ,
C =

[
1 0 0 0

]
.

The system is stabilized by feedback of the displacement x2 on the manipulable
variable, i.e. we consider a state feedback matrix K = [ 0 − 20 0 0 ], so that
the new system matrix is As =A+BK. The poles of the stabilized system
are σ(As)= {− 0.0055±1.2653 j, − 0.0036±0.2775 j}. A discrete-time model
is derived by ZOH-sampling with T = 0.1 s. Hence, the sampled-data system
equations are of the type of (1),(2), with

A =

⎡⎢⎢⎣
0.9995 0.0012 0.0999 0.0001
0.0005 0.9921 0.0001 0.0997
−0.0091 0.0229 0.9986 0.0021
0.0091 −0.1582 0.0014 0.9912

⎤⎥⎥⎦ ,

MM Flexible rod
F W

x2 x1

Fig. 3. Scheme of the mechanical system
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B =

⎡⎢⎢⎣
0

0.0004
−0.0007
0.0084

⎤⎥⎥⎦ , H =

⎡⎢⎢⎣
−0.0004

0
−0.0084
0.0007

⎤⎥⎥⎦ ,
C =

[
1 0 0 0

]
.

The sampled-data system invariant zeros are Z = {1.1205, 0.9014, −0.9961}.

−60 −40 −20 0 20 40 60 80 100
−15

−10

−5

0

5

co
m

pl
et

e 
co

nt
ro

l

−60 −40 −20 0 20 40 60 80 100
0

0.5

1

1.5

2

pr
ea

ct
io

n

−60 −40 −20 0 20 40 60 80 100
−0.5

0

0.5

1

1.5

po
st

ac
tio

n

−60 −40 −20 0 20 40 60 80 100
−15

−10

−5

0

de
ad

 b
ea

t

time

Fig. 4. Decomposition of the control sequence with a preview of 60 samples

Therefore, the system has nonminimum-phase dynamics. Standard computa-
tions provide the subspaces S∗ =S1 =B and V∗ =Vm = im [ e2 e3 e4 ], where ej ,
with j=2, 3, 4, denotes the j-th vector of the main basis of R4. The relative
degree is ρM =1. Hence, the finite preaction (or dead-beat control) consists of
one single step. Exact decoupling requires infinite preaction, due to the unstable
internal unassignable eigenvalue z= 1.1205 of Vm. Stable dynamics are man-
aged through infinite postaction. Software developed by means of the standard
geometric routines1 allows an output error amplitude of about 10−5 to be
achieved with a 60-sample preview. The control sequence decomposed into its
different contributions is shown in Fig. 4.
1 e.g. those first published with [13] and now on-line available at http://www3.deis.

unibo.it/FullProf/GiovanniMarro/downloads.htm



298 G. Marro and E. Zattoni

5 Conclusions

The problem of making the output totally insensitive to an exogenous input sig-
nal known a certain amount of time in advance has been solved in the geometric
context, by exploiting the properties of the minimal self-bounded controlled in-
variant subspace satisfying the structural constraint. An algorithmic procedure
was detailed for designing the compensator both in the case where the stabiliz-
ability condition is satisfied, and in the case where unstable internal unassignable
eigenvalues of the minimal self-bounded controlled invariant are present. In the
former case only the finite preview is required, while in the latter case an infi-
nite preview is necessary. Indeed, practical implementation requires truncation
of the convolution profiles, which implies an error of the actual behavior of the
compensated system with respect to the ideal behavior. However, the ideal be-
havior can be approximated with arbitrary accuracy by choosing the length of
the FIR window sufficiently greater than the longest time constant associated
to the unstable internal unassignable dynamics of Vm.
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Summary. A nonlinear amplifier used in digital mobile telecommunications is con-
sidered. It is modelled by a nonlinear difference equation, and it is shown, that control
techniques available for nonlinear discrete-time systems yield new results for manag-
ing power consumption through increasing the efficiency of digital electronic circuits.
Namely an attempt is made to achieve higher efficiency of power amplifier by lineariz-
ing its characteristics (output power vs. input power). The results are illustrated by
numerical simulations.

1 Introduction

Power consumption is an important issue for the digital mobile communica-
tion systems. One of the possible ways to manage the power consumption is
to increase efficiency level of each device in the circuit. The main goal of this
contribution is to apply control techniques available for nonlinear discrete-time
systems to reduce energy consumption of power amplifier. This problem was
considered in [1] and [2].

In digital mobile communications, the circuit of a typical transmitter usually
contains a power amplifier and an antenna as the last two elements of the device.
The schematic diagram of such a circuit is given in Figure 1. The power amplifier
amplifies the modulated signal and transports it to the antenna.

Two important characteristics of the power amplifier are depicted in Figures 2
and 3. The first of them is the relation between the power of the input signal
and the power of the output signal Figure 2. The second graph represents the
dependance of the amplifier efficiency on the power of the input signal in Figure 3.

Here Pi is the power of input signal, Po is the power of output signal and Ra is
the efficiency of the amplifier. The domain of the characteristics where the output
power is almost linear with respect to the input power is the most interesting
for transmission since there is no distorsion. Unfortunately the efficiency of the
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amplifier is very low in this region. Comparing graphs presented on Figures 2 and
3 one can easily see that the maximal efficiency of the amplifier lies out of the
linearity domain of the amplifier characteristics. In the region where the efficiency
is maximal, the amplifier can not be used due to the nonlinearity of the plant
characteristics, the distortion of the signal is not acceptable. This results in the
necessity to increase the battery capacity or to use more terrestrial base stations
for the operator to limit transmission errors caused by the weakness of the signal.
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One of the possible ways to overcome this problem is to enlarge the linearity
interval of the characteristic function by linearizing the amplifier. This approach
has already been studied in [1] and [2]. Most of the previous methods based
on the adaptive predistortion, are limited to memoryless power amplifiers, that
corresponds to P = 1 in (1). These existing results [1], [2] enlarge only locally
the domain of linearity and they are based on approximations which remain ar-
guable. The linearization technique proposed in this paper is based on the results
of [3] and [4] and linearizes exactly and globally the whole characteristics of the
model. The advantage is to take into account both non-linearity and the memory
effect of the power amplifier which allows to eliminate totally intermodulation
products and preserve the amplifier’s gain. The global linearization technique re-
sults in the design of a dynamic precompensator since no static solution exists.
To our best knowledge there is no general result in the literature describing this
approach in the area of mobile telecommunications. Preliminary results obtained
for some special cases have been published in [5], [6] and [7]. We assume that
the linearizing compensator does not consume more energy than saved due to
the linearization.

The chapter is organized as follows. Section 2 gives the precise problem for-
mulation in terms of mathematical control theory. Section 3 introduces a general
class of associative models [8] and discusses the issue of linearization. In section
4 analytical solution of the problem by input-output linearization by dynamic
precompensation is given. Section 6 contains the simulation results. Section 6.3
contains the comparison with previous works [1] and [2]. Finally last section
draws some conclusions.

2 Model of Amplifier

2.1 Input Output Model

The output signal of the amplifier is given by the following equation

y(t) =
P−1∑
k=0

N∑
i=0

h′ka2i+1 | u(t− k) |2i u(t− k) (1)

here P represents the memory effect and N is the order of nonlinearity, u is an
input signal of the amplifier. This model is widely used in the domain of digital
telecommunications [9], [10].

Equivalently the model of power amplifier can be written in a more standard
way as

y(t+ P − 1) =
P−1∑
j=0

N∑
i=0

hja2i+1 | u(t+ j) |2i u(t+ j) (2)

where hj = h′P−1−j , y ∈ C and u ∈ C. The gain of the amplifier for model
input power is the amplitude A1 of a1. Equation (2) is a special case of general
associative models [8].
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3 Linearization of General Associative Models

The structure of the model of the power amplifier (2) is s a special case of a
generalized associative model as described in [8] . In this section, the lineariztaion
theory is adapted to the latter class of systems, this will allow to apply results
of present research for a larger variety of amplifiers.

3.1 Realization of General Associative Model

In order to accommodate the model of the amplifier (2) one has to include some
notation which will result in the following model

y(t+ n) = [[. . . [f0(y(t), u(t)) ◦0 f1(y(t+ 1), u(t+ 1))] ◦2 . . .]
◦n−1fn(y(t+ n), u(t+ n))] (3)

where ◦i is the associative binary operator. By choosing state coordinates as
follows

x1(t) = y(t+ n) �n−1 [[. . . [f0(y(t), u(t)) ◦0 f1(y(t+ 1), u(t+ 1))] ◦2 . . .]
◦n−1fn(y(t+ n− 1), u(t+ n− 1))]

x2(t) = y(t+ n− 1) �n−2 [[. . . [f0(y(t), u(t)) ◦0 f1(y(t+ 1), u(t+ 1))] ◦2 . . .]
◦n−2fn−2(y(t+ n− 2), u(t+ n− 2))]

(4)
x3(t) = y(t+ n− 2) �n−3 [[. . . [f1(y(t), u(t)) ◦0 f2(y(t+ 1), u(t+ 1))] ◦2 . . .]

◦n−3fn−3(y(t+ n− 3), u(t+ n− 3))]

...

xn+2(t) = y(t+ 2) �2 [[f0(y(t), u(t)) ◦0 f1(y(t+ 1), u(t+ 1))]
◦2f2(y(t+ 2), u(t+ 2))]

xn+1(t) = y(t+ 1) �1 [f0(y(t), u(t)) ◦0 f1(y(t+ 1), u(t+ 1))]

xn(t) = y(t) �0 f0(y(t), u(t))

where �i is the inverse operator to ◦i one gets the following state-space equations

x1(t+ 1) = x2(t) ◦n−1 f1(y(t), u(t))
x2(t+ 1) = x3(t) ◦n−2 f2(y(t), u(t))

...
xn−1(t+ 1) = xn ◦1 fn−1(y(t), u(t))
xn(t+ 1) = fn(y(t), u(t))

y(t) = x1(t) ◦0 f0(y(t), u(t))

(5)
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3.2 Linearization by Static State Feedback

By solving, with respect to u, the following equation

f0(y(t), u(t)) = v(t) �0 x1(t) (6)

compute the static state feedback which yelds the linear closed loop system
y(t) = v(t).

Let us now show that in this case, linearization by dynamic precompensation
is exactly the same as linearization by static estimated state feedback.

3.3 Linearization by Dynamic Precompensation

Problem Statement

Consider the following system.

x(t+ 1) = f(x(t), u(t)), t = 0, 1, 2, . . . (7)
y(t) = h(x(t), u(t)) (8)

x ∈ Cn, u ∈ C and y ∈ C; find if possible a regular dynamic state feedback{
u(t) = H(η(t), v(t))
η(t+ 1) = G(η(t), v(t))

(9)

where η ∈ Cq such that the closed loop system⎧⎪⎨⎪⎩
x(t+ 1) = f(x(t), H(η(t), v(t))
η(t+ 1) = G(η(t), v(t))
y(t) = h(x(t), H(η(t), v(t))

(10)

is diffeomorphic to

ζ1(t+ 1) = Aζ1(t) + bv(t) (11)
ζ2(t+ 1) = f̄2(ζ(t), v(t)) (12)

y(t) = cζ1(t) + dv(t) (13)

in which ζ1(t) ∈ Cn̄, ζ2(t) ∈ Cn+q−n̄, (c, A) is an observable pair.

General Form of Compensator

Given the system 3.1, define the state coordinates of the compensator as follows

η1(t) = y(t+ n) �n−1 [[. . . [f0(y(t), u(t)) ◦0 f1(y(t+ 1), u(t+ 1))] ◦2 . . .]
◦n−1fn(y(t+ n− 1), u(t+ n− 1))]

η2(t) = y(t+ n− 1) �n−2 [[. . . [f0(y(t), u(t)) ◦0 f1(y(t+ 1), u(t+ 1))] ◦2 . . .]
◦n−2fn−2(y(t+ n− 2), u(t+ n− 2))]
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η3(t) = y(t+ n− 2) �n−3 [[. . . [f1(y(t), u(t)) ◦0 f2(y(t+ 1), u(t+ 1))] ◦2 . . .]
◦n−3fn−3(y(t+ n− 3), u(t+ n− 3))]

...

ηn+2(t) = y(t+ 2) �2 [[f0(y(t), u(t)) ◦0 f1(y(t+ 1), u(t+ 1))]
◦2f2(y(t+ 2), u(t+ 2))]

ηn+1(t) = y(t+ 1) �1 [f0(y(t), u(t)) ◦0 f1(y(t+ 1), u(t+ 1))]

ηn(t) = y(t) �0 f0(y(t), u(t))
(14)

This will lead to the following form of compensator⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

η1(t+ 1) = η2(t) ◦n−1 f0(y(t), u(t))
η2(t+ 1) = η3(t) ◦n−2 f1(y(t), u(t))
...
ηn−1(t+ 1) = ηn ◦1 fn−1(y(t), u(t))
ηn(t+ 1) = fn(y(t), u(t))
fn(η(n)) = η1(t) ◦0 f0(y(t), u(t))

(15)

Linearization by Estimated State Feedback

Consider now linearization by estimated state feedback. Define the following
observer.

x̂1(t+ 1) = x̂2(t) ◦n−1 f1(y(t), u(t))
x̂2(t+ 1) = x̂3(t) ◦n−2 f2(y(t), u(t))

...
x̂n−1(t+ 1) = x̂n ◦1 fn−1(y(t), u(t))
x̂n(t+ 1) = fn(y(t), u(t))

y(t) = x1(t) ◦0 f0(y(t), u(t))

(16)

It is easy to see, that after the first n steps, the estimated state is equal to the
state of the system x̂i = xi i = 1, . . . , n. This is why in this case, linearization
by static state feedback is equivalent to the linearization by estimated state
feedback.

4 Input-Output Linearization of the Amplifier

4.1 Special Case of the Amplifier

Our purpose is formulated as a control problem of feedback linearization design
[3]. Consider u as the control input and y as system output. Our goal is to design
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a compensator of form (9) which will provide a linear closed loop system such
that the gain remains unchanged globally.

y(t) = Kv(t) (17)

where K = A1, is the slope in Figure 2 and denotes the gain on the whole
domain of Pi. Since system input, output and all the coefficients are complex,
trigonometrical or/and amplitude/phase forms can be used.

h0 = 1
h1 = H1e

jξ1 = H1(cos ξ1 + j sin ξ1) h2 = H2e
jξ2 = H2(cos ξ2 + j sin ξ2)

h3 = H3e
jξ3 = H3(cos ξ3 + j sin ξ3) h4 = H4e

jξ4 = H1(cos ξ4 + j sin ξ4)
a1 = A1e

jα1 = A1(cosα1 + j sinα1) u(t) = Uejφ = U(cosφ+ j sinφ)
a3 = A3e

jα3 = A3(cosα3 + j sinα3) v(t) = V ejν = V (cos ν + j sin ν)
a5 = A5e

jα5 = A5(cosα5 + j sinα5) η(t) = Cejθ = C(cos θ + j sin θ)

(18)

One of requirement of practical applications is to preserve the amplifier’s gain
which means that from here and below we will suppose that in equation (17)
K = A1 (K ∈ R).

5 Practical Implementation of the Linearizing
Compensator

The majority of power amplifiers are easily represented by the models of
the second order of nonlinearity N = 2. There are two possible approaches
to find equations for amplitude and phase of output signal of compensator.
The first approach is to transform dynamics equations of compensator into
trigonometrical form and separate real and imaginary parts. By solving the
obtained equations find the amplitude and phase of the signal. The second
approach is based on the separation of phase and amplitude in the dynam-
ics equations of compensator. We will concentrate our attention on the second
approach.

5.1 Approach of Separation Amplitude and Phase of the Signal

This approach to find the amplitude and the phase of compensators output
signal, does not require immediate usage of the trigonometrical form. In case of
P = 2, equations (9) will take the following form⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

N∑
i=0

a2i+1|u(t)|2u(t) = A1v(t) − η(t)

η(t+ 1) =
N∑

i=0

h1a2i+1|u(t)|2u(t)

(19)
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Consider the first part of equation (19), and rewrite it in the following form[ N∑
i=0

a2i+1 | U |2i u(t)
]
u(t)ejφ = Kv(t)− η(t) (20)

consider now squares of modules of both sides∣∣∣ N∑
i=0

a2i+1U
2i+1

∣∣∣2 = |Kv(t)− η(t)|2 (21)

rewriting both parts into trigonometric form will lead

∣∣∣ N∑
i=0

A2i+1U
2i+1(cosα2i+1 + j sinα2i+1)

∣∣∣2
= |A1V cos ν +A1V j sin ν − C cos θ − Cj sin θ|2 (22)

simplification of both parts will give the following

( N∑
i=0

A2i+1U
2i+1 cosα2i+1

)2
+
( N∑

i=0

A2i+1U
2i+1 sinα2i+1

)2

= |A2
1V

2 + C2 − 2A1V C cos(ν − θ) (23)

The amplitude is given by real positive solution of (23); denote this solution as
U0. substitution of U0 in to the first equation of (19) will give the phase φ in the
following form

φ = arg
A1v(t)− η(t)

h0

[ N∑
i=0

a2i+1 | U |2i u(t)
] (24)

This method is better suited to perform all calculations required by simulations
because it excludes symbolic computations for N ≥ 2 for instance. One can
further increase the order of the system. For example if P = 5, equations (9)
will take the following form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

η1(t+ 1) = η2 +
N∑

i=0

h1a2i+1|u(t)|2u(t)

η2(t+ 1) = η3 +
N∑

i=0

h2a2i+1|u(t)|2u(t)

η3(t+ 1) = η4 +
N∑

i=0

h3a2i+1|u(t)|2u(t)

η4(t+ 1) =
N∑

i=0

h4a2i+1|u(t)|2u(t)

N∑
i=0

a2i+1|u(t)|2u(t) = A1v(t)− η1(t)

(25)
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Preliminary tests show that with orders P = 5 and N = 2 the model ade-
quately represents the amplifier.

6 Computer Simulation

To see if the proposed solution is suitable for testing it on real devices, simulation
in MATLAB environment was performed.

6.1 Linearization Results for P=2 and N=2

First we consider results obtained for the case P = 2, N = 2. In our case we will
deal with a 2-tone signal, described by following equation.

v(t) = A1
[
cos(2πf1t) + a2 cos(2πf2t)

]
(26)

f1 = 1GHz and f2 = 1.5GHz. The values of coefficients of the amplifier for this
simulation were chosen as follows

a1 = 1.955− i0.8794
a3 = 3.913568 10−8 + i2.579951 10−8

a5 = −2.917965 10−4− i9.1593110−15

h0 = 1
h1 = 0.05208017737668+ i0.01559637151563

(27)

Fig. 4. Simulation results for P=2, N=2
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Results of the simulation are presented on figure 4. The difference between
input and output (with predistortion) signals of the linearized circuit is clearly
seen. The products of the intermodulation and harmonics are eliminated. This
also shows that the proposed method is suitable for application purposes.

6.2 Linearization Results for P=5 and N=2

In this case, the equation for amplitude and phase of compensator’s output sig-
nal can not always be solved analytically. This causes some slowdown of the
simulation program. The values of coefficients a1, a3, a5, h0 and h1 of the am-
plifier for this simulation will remain the same as for the previous one (27) and
values for the coefficients h2, h3 and h4 are given below

h2 = −0.01317506666381− i0.02032369105600
h3 = 0.01662432189544+ i0.00634872216343
h4 = −0.00546135327346+ i0.00148666118415

(28)

Fig. 5. Simulation results for P=5, N=2

6.3 Discussion

The value of the amplifier’s gain K should be equal to A1 which is 2.1437. The
actual value of the gainK can be calculated on the basis of the following equation
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Po − Pi

Po
= logK (29)

by calculating the value for each frequency one can see that it varies around
2.1878 which gives an acceptable error.

Fig. 6. Output with precompensator from [2] vs. output with the proposed precom-
pensator

As it was stated before, the method proposed in this article has the advan-
tage to take into account both non-linearity and memory effect of the power
amplifier which allows to eliminate totally intermodulation products and pre-
serve the amplifier’s gain. Figures 4 and 5 clearly shows that the products of
intermodulation and harmonics are eliminated and the signal becomes linear.
Figure 6 demonstrates differences between outputs of the amplifier linearized by
the present method and the amplifier linearized using the method proposed in
[2]. The first graph represents the input, the graph in the center represents the
output with precompensator proposed in [2] and the third graph represents the
output with exact linearization .

7 Conclusions

This paper presents a new method for linearization of power amplifiers in trans-
mitters of telecommunication devices. The main advantage of this method is
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that it allows to linearize the power amplifier and to totally eliminate the inter-
modulation products preserving the amplifier’s gain. This is achieved by taking
into account both nonlinearity and memory effect of power amplifier and ap-
plying suitable linearization method. One open problem is to demonstrate that
linearization does not change the characteristic function. A second open prob-
lem is to show that linearizing compensator does not consume more energy than
saved due to the linearization.
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1 Introduction

Modelling of continuous-time systems with digital control in the form of
continuous-time systems with delayed control input was introduced by Mikheev,
Sobolev & Fridman [19], Astrom & Wittenmark [1] and further developed by
Fridman (1992). The digital control law may be represented as delayed control
as follows:

u(t) = ud(tk) = ud(t−(t−tk)) = ud(t−τ(t)), tk ≤ t < tk+1, τ(t) = t−tk, (1)

where ud is a discrete-time control signal and the time-varying delay τ(t) = t−tk
is piecewise-linear with derivative τ̇ (t) = 1 for t �= tk. Moreover, τ ≤ tk+1 − tk.
Based on such a model, for small enough sampling intervals tk+1− tk asymptotic
approximations of the trajectory [19] and of the optimal solution to the sampled-
data LQ finite horizon problem [7] were constructed.

Since the middle of 90’s years of the last century different LMI conditions for
robust stability of linear systems with uncertain, but bounded constant delay
with a given upper bound have been derived (see e.g. [18],[17] and [20]). For
systems with time-varying delays such conditions were obtained via Lyapunov-
Krasovskii functionals in the case where the derivative of the delay is less than
one (see e.g. [15]). The stability issue in the cases of time-varying delay with-
out any restrictions on the derivative of the delay has been treated mainly via
Lyapunov-Razumikhin functions, which usually lead to conservative results (see
e.g. [14],[16],[20] and [13]). Only recently for the first time this case was treated
by Lyapunov-Krasovskii technique [11]. This became possible due to a new de-
scriptor model representation of the delay system introduced by Fridman [8].

The main approach to the sampled-data robust stabilization problem (see
e.g. [6], [21]) is based on the lifting technique ([2],[26]) in which the problem
is transformed to equivalent finite-dimensional discrete problem. However, this
approach does not work in the cases with uncertain sampling times or uncer-
tain system matrices. In the present paper we suggest a new approach to the
robust sampled-data stabilization. We find a solution by solving the problem for

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 315–327, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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a continuous-time system with uncertain but bounded (by the maximum sam-
pling interval) time-varying delay in the control input. We verify that the LMI
sufficient conditions for stability of [11] are valid also in the case of piecewise-
continuous delay and derive LMIs for the feedback gain. The conditions which
we obtain are robust with respect to different samplings with the only require-
ment that the maximum sampling interval is not greater than h. As a by-product
we show that for h → 0 the conditions coincide with the necessary and suffi-
cient conditions for the continuous-time stabilization. Such convergence in H2
framework and related results were proved in [19], [4], [7], [22], [25] and [21].

For the first time the new approach allows to develop different robust con-
trol methods for the case of sampled-data control. The LMIs are affine in the
system matrices and thus for the systems with polytopic type uncertainty the
quadratic stabilization conditions, where the common Lyapunov functional for
different vertices of the polytope is used, readily follow. We derive a parameter
dependent solution, where different Lypunov functionals are used for different
vertices by modifying results of (Fridman & Shaked, 2003). We also consider the
regional stabilization by sampled-data saturated state-feedback, where we give
an estimate on the domain of attraction. For continuous-time stabilization of
state-delayed systems by saturated-feedback see e.g. [5], [24], [3] and [10].

Notation: Throughout the paper the superscript ‘T ’ stands for matrix trans-
position, Rn denotes the n dimensional Euclidean space with vector norm | · |,
Rn×m is the set of all n×m real matrices, and the notation P >0, for P ∈ Rn×n

means that P is symmetric and positive definite. Given ū = [ū1, ..., ūm]T , 0 <
ūi, i = 1, ...,m, for any u = [u1, ..., um]T we denote by sat(u, ū) the vector with
coordinates sign(ui)min(|ui|, ūi). By stability of the system we understand the
asymptotic stability of it.

2 Sampled-Data Stabilization of Systems with Polytopic
Type Uncertainty

2.1 Problem Formulation

Consider the system
ẋ(t) = Ax(t) +Bu(t), (2)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input.
We are looking for a piecewise-constant control law of the form u(t) =

ud(tk), tk ≤ t < tk+1, where ud is a discrete-time control signal and 0 = t0 < t1 <
· · · < tk < · · · are the sampling instants. Our objective is to find a state-feedback
controller given by

u(t) = Kx(tk), tk ≤ t < tk+1, (3)

which stabilizes the system.
We represent a piecewise-constant control law as a continuous-time con-

trol with a time-varying piecewise-continuous (continuous from the right) delay
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τ(t) = t− tk as given in (1). We will thus look for a state-feedback controller of
the form:

u(t) = Kx(t− τ(t)). (4)

Substituting (4) into (2), we obtain the following closed-loop system:

ẋ(t) = Ax(t) +BKx(t− τ(t)), τ(t) = t− tk, tk ≤ t < tk+1. (5)

We assume that
A1 tk+1 − tk ≤ h ∀k ≥ 0.
From A1 it follows that τ(t) ≤ h since τ(t) ≤ tk+1 − tk. We will further

consider (5) as the system with uncertain and bounded delay.

2.2 Stability of the Closed-Loop System

Similarly to [11], where the continuous delay was considered, we obtain for the
case of piecewise-continuous delay the following result:

Lemma 1. Given a gain matrix K, the system (5) is stable for all the samplings
satisfying A1, if there exist n×n matrices 0<P1, P2, P3, Z1, Z2,Z3 and R > 0
that satisfy the following LMIs:

Ψ1 < 0, and
[
R [0 KTBT ]P
∗ Z

]
≥0, (6)

where

P =
[

P1 0
P2 P3

]
, Z =

[
Z1 Z2
∗ Z3

]
, Ψ1 = Ψ0 + hZ +

[
0 0
0 hR

]
,

Ψ0 = PT

[
0 I

A+BK −I

]
+
[

0 I
A+BK −I

]T

P.

Proof is based on the following descriptor representation of (5) [8]:

ẋ(t) = y(t), 0 = −y(t)+(A+BK)x(t)−BK
∫ t

t−τ(t) y(s)ds, (7)

which is valid in the case of piecewise-continuous delay τ(t) for t ≥ 0. Given a
matrix K and initial condition x(t) = φ(t)(t ∈ [−h, 0]), where φ is a piecewise
continuous function, x(t) satisfies (5) for t ≥ 0 iff it satisfies (7). Note that the
descriptor system (7) has no impulsive solutions since in (7) y(t) is multiplied
by the nonsingular matrix I [9].

We apply the Lyapunov-Krasovskii functional of the form:

V (t) = V1 + V2, (8)

where

x̄(t) = col{x(t), y(t)}, E =
[
In 0
0 0

]
, P =

[
P1 0
P2 P3

]
, P1 = PT

1 > 0,

(9a-d)
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and

V1 = x̄T (t)EP x̄(t), V2 =
∫ 0

−h

∫ t

t+θ

yT (s)Ry(s)dsdθ, (9e-f)

which satisfies the following inequalities

a|x(t)|2 ≤ V (t) ≤ b sup
s∈[−h,0]

|x̄(t+ s)|2, a > 0, b > 0. (10)

Differentiating V (t) along the trajectories of (7) for t ≥ h we find (see [11]) that

V̇ (t) < ¯x(t)
T
Ψ1

¯x(t) < −c|x(t)|2, c > 0, (11)

Provided that (6a,b) hold. Integrating (11) we have

V (t)− V (h) ≤ −c
∫ t

−h

|x(s)|ds (12)

and, hence, (10) yields |x(t)|2 ≤ V (t)/a ≤ V (h)/a < b/a sups∈[−h,0] |x̄(h +
s)|2. Since sups∈[−h,0] |x̄(h + s)| ≤ c1 sups∈[−h,0] |φ(s)|,c1 > 0 (cf. Hale &
Lunel, 1993, p168) and thus ẋ, defined by the right-hand side of (5), satisfy
sups∈[−h,0] | ˙x(h+ s)| ≤ c2 sups∈[−h,0] |φ(s)|, c2 > 0, we obtain that

|x(t)|2 ≤ c3 sup
s∈[−h,0]

|φ(s)|2, c3 > 0. (13)

Hence (5) is stable (i.e. x(t) is bounded and small for small φ). To prove
asymptotic stability we note that x(t) is uniformly continuous on [0,∞) (since
ẋ(t) defined by the right-hand side of (5 is uniformly bounded). Moreover, (12)
yields that |x(t)|2 is integrable on [0,∞). Then, by Barbalat’s lemma, x(t) → 0
for t→∞ ��

Consider now the continuous state-feedback

u(t) = Kx(t) (14)

and the closed-loop system (2), (14)

ẋ(t) = (A+BK)x(t). (15)

It is clear that the stability of the latter system is equivalent to the stability of
its equivalent descriptor form

ẋ(t) = y(t), 0 = −y(t)+(A+BK)x(t), (16)

which coincides with (7) for h = 0. It is well-known ([23]) that the stability of
the latter system is equivalent to the condition Ψ0 < 0.

If there exists P of the form (9c,d) which satisfies Ψ0 < 0, then for small
enough h > 0 LMIs of Lemma 2.1 are feasible (take e.g. Z = I2n and R =
[0 KTBT ]PT P [0 KTBT ]T ). We, therefore, obtain the following result:
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Corollary 1. If the continuous-time state-feedback (14) stabilizes the linear sys-
tem (2), then the sampled-data state-feedback (3) with the same gain K stabilizes
(2) for all small enough h.

In the case where the matrices of the system are not exactly known, we denote
Ω =

[
A B

]
and assume that Ω ∈ Co{Ωj, j = 1, ...N}, namely,

Ω =
N∑

j=1

fjΩj for some 0 ≤ fj ≤ 1,
N∑

j=1

fj = 1, (17)

where the N vertices of the polytope are described by

Ωj =
[
A(j) B(j)

]
.

In order to guarantee the stability of (2) over the entire polytope one can use
the result of Lemma 2.1 by applying the same matrices P2 and P3 for all the
points in the polytope and solving (6a,b) for the N vertices only. A quadratic
stability type criterion is then obtained:

Corollary 2. Given a gain matrix K, the system (5) is stable, over the entire
polytope Ω, if there exist n×n matrices 0<P

(j)
1 , P2, P3, Z

(j)
1 , Z

(j)
2 ,Z

(j)
3 and

R(j) > 0 that satisfy the following LMIs:

Ψ
(j)
1 < 0, and

[
R(j) [0 KTB(j)T ]P (j)

∗ Z(j)

]
≥0, j = 1, ..., N, (18)

where

P (j) =
[

P
(j)
1 0
P2 P3

]
, Z(j) =

[
Z

(j)
1 Z

(j)
2

∗ Z
(j)
3

]
, Ψ

(j)
1 = Ψ

(j)
0 + hZ(j) +

[
0 0
0 hR(j)

]
,

Ψ
(j)
0 = P (j)T

[
0 I

A(j) +B(j)K −I

]
+
[

0 I
A(j) +B(j)K −I

]T

P (j).

2.3 Quadratic Stabilization

LMIs of Lemma 2.1 are bilinear in P and K. In order to obtain LMIs we use
P−1. It is obvious from the requirement of 0 < P1, and the fact that in (6)
−(P3 + PT

3 ) must be negative definite, that P is nonsingular. Define

P−1 = Q =
[
Q1 0
Q2 Q3

]
and Δ = diag{Q, I} (19)

Applying Schur formula to the term hR in (6a), we multiply (6a,b) by ΔT and
Δ, on the left and on the right, respectively. Denoting R̄ = R−1 and Z̄ = QT ZQ
we obtain, similarly to [11], the following
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Theorem 1. The control law of (3) stabilizes (2) for all the samplings with the
maximum sampling interval not greater than h and for all the system parameters
that reside in the uncertainty polytope Ω, if there exist: Q1 > 0, Q(j)

2 , Q(j)
3 , R̄,

Z̄
(j)
1 , Z̄

(j)
2 , Z̄

(j)
3 ∈ Rn×n, Ȳ ∈ Rq×n that satisfy the following LMIs:⎡⎢⎣Q(j)

2 +Q(j)T
2 + hZ̄

(j)
1 Ξ̂(j) hQ

(j)T
2

∗ −Q(j)
3 −Q(j)T

3 + hZ̄
(j)
3 hQ

(j)T
3

∗ ∗ −hR̄

⎤⎥⎦<0,

and nonlinear matrix inequalities⎡⎢⎣Q1R̄
−1Q1 0 Ȳ TB(j)T

∗ Z̄
(j)
1 Z̄

(j)
2

∗ ∗ Z̄
(j)
3

⎤⎥⎦≥0, (20)

where

Ξ̂(j) = Q
(j)
3 −Q(j)T

2 +Q1A
(j)T + hZ̄

(j)
2 +Ȳ TB(j)T , j = 1, 2, ..., N. (21)

The state-feedback gain is then given by

K = Ȳ Q−1
1 . (22)

For solving (20) there exist two methods. The first uses the assumption

R̄ = εQ1, ε > 0, (23)

and thus leads to 2N LMIs with tuning parameter ε:⎡⎢⎣Q(j)
2 +Q(j)T

2 + hZ̄
(j)
1 Ξ̂(j) hQ

(j)T
2

∗ −Q(j)
3 −Q(j)T

3 + hZ̄
(j)
3 hQ

(j)T
3

∗ ∗ −εhQ1

⎤⎥⎦<0, (24)

⎡⎢⎣ εQ1 0 εȲ TB(j)T

∗ Z̄
(j)
1 Z̄

(j)
2

∗ ∗ Z̄
(j)
3

⎤⎥⎦≥0, (25)

where Ξ̂(j) and j are given by (21).
Similarly to Corollary 2.2 we can show that if the system (2) is quadratically

stabilizable by a continuous-time state-feedback (14), then for all small enough h
the latter LMIs are feasible and the sampled-data state-feedback with the same
gain stabilizes the system.

The second method for solving the matrix inequalities of Lemma 2.4 is based
on the iterative algorithm developed recently by Gao and Wang (2003). This
method is preferable in the cases of comparatively large h, since it leads to less
conservative results. However it may take more computer time due to iterative
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process. In the sequel we shall adopt the first method for solving the matrix
inequalities of Lemma 2.4.

Example 1. We consider (2) with the following matrices:

A=
[

1 0.5
0 −1

]
, B =

[
1
−1

]
.

It is verified by using Theorem 2.4 that the system is stabilizable by a sampled-
data state-feedback with the maximum sampling interval h ≤ 0.69. Thus, for
h = 0.69 the resulting K = [−1.048 0.2511] (with ε = 0.34). Simulation results
(for uniform samplings with the sampling interval less than 0.7) show that the
closed-loop system is stable.

2.4 Parameter Dependent Stabilization

The requirement for the quadratic stabilization imposes a serious constraint on
the solution, where the same matricesQ1 should satisfy the matrix inequalities in
all the vertices of the polytope. To alleviate this difficulty a parameter dependent
solution with different matrices Q(j)

1 was derived in [12] for the case of state
delay. We modify the results of Corollary 4 of [12] for the case of input delay by
assuming that R̄ = εG1 and obtain

Theorem 2. Consider the system (2) and assume that its parameters lie in the
polytope Ω̄. The system is stabilized, over the entire polytope Ω, by the controller
of (3), for all the samplings with the maximum sampling interval not greater
than h, if for some tuning positive scalar parameters ε and α there exist 2n×2n
matrices: Qj, Gj and Hj, of the form

Qj =

[
Q

(j)
1 0

Q
(j)
2 Q

(j)
3

]
, Gj =

[
G1 0
G

(j)
2 G

(j)
3

]
, Hj =

[
αG1 0
H

(j)
2 H

(j)
3

]
.

and Z̄j, j = 1, ..., N̄ , a m×n matrix Ȳ and n×n matrix R̄ that satisfy the
following LMIs.⎡⎢⎢⎢⎣

Mj

[
Q

(j)T
2

Q
(j)T
3

]
QT

j−GT
j +Ā(j)Hj +

[
0

αB(j)

][
Ȳ 0

]
∗ −εh−1G1 0
∗ ∗ −HT

j −Hj

⎤⎥⎥⎥⎦<0 (26a)

[
εG1 [0 εȲ TB(j)T ]
∗ Z̄j

]
>0, j = 1, ..., N̄ . (26b)

where

Mj =GT
j Ā

(j)T +Ā(j)Gj +
[
Ȳ T

0

] [
0B(j)T

]
+
[

0
B(j)

] [
Ȳ 0

]
+hZ̄j, Ā

(j) =
[

0 I

A(j) −I

]
.

The state-feedback gain that stabilizes the system over Ω is then given by K =
Ȳ G−1

1 .
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Example 2. We consider (2) with the following matrices taken from [10], where
h = 0:

A=
[

0 1
−1 + g1 −.5

]
, B =

[
−1 + g2

1

]
and where |g1| ≤ 0.53 and |g2| ≤ 1.7. It was shown in [12] that the system is
not quadratically stabilizable by continuous state-feedback (i.e. for h = 0). It is
verified by using Theorem 2.5 that the system is stabilizable by a sampled-
data state-feedback with the maximum sampling interval h ≤ 0.299. Thus,
for h = 0.299 the resulting K = [0.0821 − 0.1487] (with ε = 3.56 and
α = 1.1). Simulation results (see e.g. Fig.1 for the case of g1 = g1(t) = 0.53 sin t,
g2 = g2(t) = 1.7 cos t, tk+1 − tk = 0.299 ∀k ≥ 0 and the initial condition
x(0) = [5 − 5]T ) show that the resulting closed-loop solutions converge to
origin.

3 Regional Stabilization by Sampled-Data Controller
with Saturation

3.1 Problem Formulation

Consider the system (2) with the sampled-data control law (3) which is subject
to the following amplitude constraints

|ui(t)| ≤ ūi, 0 < ūi, i = 1, ...,m (27)

Denote by x(t, x(0)) the state trajectory of (2) with the initial condition x(0) ∈
Rn. Then the domain of attraction of the origin of the closed-loop system (2),
(3) is the set

−4 −3 −2 −1 0 1 2 3 4 5
−6

−5

−4

−3

−2

−1

0

1

2

X1

X
2

0rigine
h=0.25

Fig. 1. State trajectories of the closed-loop system for h = 0.299, g1 = 0.53 sin t,
g2 = 1.7 cos t and x(0) = [5 − 5]T
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A = {x(0) ∈ Rn : lim
t→∞x(t, x(0)) = 0}.

We seek conditions for the existence of a gain matrix K which leads to a stable
closed-loop. Having met these conditions, a simple procedure for finding the gain
K should be presented. Moreover, we obtain an estimate Xβ ⊂ A on the domain
of attraction, where

Xβ = {x(0) ∈ Rn : xT (0)P1x(0) ≤ β−1}, (28)

and where β > 0 is a scalar and P1 > 0 is an n× n matrix.
We represent the state-feedback in the delayed form

u(t) = sat(Kx(t− τ(t)), ū). (29)

Reducing the original problem to the problem with input delay, we solve it by
modifying derivations of [10], where the case of state delay was considered.

3.2 A Linear System Representation with Polytopic Type
Uncertainty

Applying the control law of (29) the closed-loop system obtained is

ẋ(t)=Ax(t)+Bsat(Kx(t− τ(t)), ū), τ(t) = t− tk, tk ≤ t < tk+1. (30)

Though the closed-loop system has a delay, we keep in mind that in the case of
sampled-data control the initial condition is defined in the point t = 0 and not on
the segment [−h, 0]. That is why for the estimation of the domain of attraction
we can restrict ourself to the following initial functions φ(s), s ∈ [−h, 0]:

φ(0) = x(0), φ(s) = 0, s ∈ [−h, 0). (31)

Denoting the i-th row by ki, we define the polyhedron

L(K, ū) = {x ∈ Rn : |kix| ≤ ūi, i = 1, ...,m}.

If the control and the disturbance are such that x ∈ L(K, ū) then the system (30)
admits the linear representation. Following [3], we denote the set of all diagonal
matrices in Rm×m with diagonal elements that are either 1 or 0 by Υ , then there
are 2m elements Di in Υ , and for every i = 1, ..., 2m D−

i
Δ= Im −Di is also an

element in Υ .

Lemma 2. [3] Given K and H in Rm×n. Then

sat(Kx(t), ū) ∈ Co{DiKx+D−
i Hx, i = 1, ..., 2m}

for all x ∈ Rn that satisfy |hix| ≤ ūi, i = 1, ..., 2m.

The following is obtained from Lemma 3.1.
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Lemma 3. Given β > 0, assume that there exists H in Rm×n such that |hix| ≤
ūi for all x(t) ∈ Xβ. Then for x(t) ∈ Xβ the system (30) admits the following
representation.

ẋ(t) = Ax(t) +
∑2m

j=1 λj(t)Ajx(t− τ(t)) (32)

where

Aj = B(DjK +D−
j H) j = 1, ..., 2m,

∑2m

j=1 λj(t) = 1, 0 ≤ λj(t), ∀ 0 < t,

(33)

We denote

Ωα =
2m∑
j=1

λjΩj for all 0 ≤ λj ≤ 1,
2m∑
j=1

λj = 1 (34)

where the vertices of the polytope are described by Ωj =
[
Aj

]
, j = 1, ..., 2m.

The problem becomes one of finding Xβ and a correspondingH such that |hix| ≤
ūi, i = 1, ...2m for all x ∈ Xβ and that the state of the system

ẋ(t) = Ax(t) +Ajx(t−τ(t)), τ(t) = t− tk, tk ≤ t < tk+1, (35)

remains in Xβ .

3.3 Regional Stabilization

Applying the descriptor model transformation and the Lyapunov-Krasovskii
functional of (8) by using the first method for solving the stabilization matrix
inequalities (with tuning parameter ε) , we obtain the following result:

Theorem 3. Consider the system (2) with the sampled-data control law (3)
which is subject to the constraints (27). The system is stable with Xβ inside the
domain of attraction for all the samplings with the maximum sampling interval
not greater than h, if there exist 0 < Q1, Q

(j)
2 , Q

(j)
3 ,Z

(j)
1 , Z

(j)
2 , Z

(j)
3 ∈ Rn×n,

Y, G ∈ Rm×n and β > 0 that satisfy the following set of inequalities:⎡⎢⎣Q(j)
2 +QT (j)

2 +hZ
(j)
1 Σj hQ

(j)
2

∗ −Q(j)
3 −QT (j)

3 +hZ
(j)
3 hQ

(j)
3

∗ ∗ −εhQ1

⎤⎥⎦<0, j = 1, ..., 2m (36a)

⎡⎢⎣εQ1 0 ε(Y TDj +GTD−
j )BT

∗ Z
(j)
1 Z

(j)
2

∗ ∗ Z
(j)
3

⎤⎥⎦ ≥ 0 (36b)

[
β gi

∗ ū2
iQ1

]
≥ 0, i = 1, ...,m, (37)

where
Σj = Q

(j)
3 −Q

T (j)
2 +Q1A

T +(Y TDj +GTD−
j )BT +hZ

(j)
2 . (38)

The feedback gain matrix which stabilizes the system is given by K = Y Q−1
1 .
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Proof: For V given by (8) conditions are sought to ensure that V̇ < 0 for any
x(t) ∈ Xβ . As in [10], the inequalities (37) guarantee that |hix| ≤ ūi, ∀x ∈
Xβ , i = 1, ...,m, where gi

Δ= hiQ1, i = 1, ...,m and Q1
Δ= P−1

1 , and the polytopic
system representation of (35) is thus valid. Moreover, (36a,b) guarantee that
V̇ < 0.

From V̇ < 0 it follows that V (t) < V (0) and therefore for the initial conditions
of the form (31)

xT (t)P1x(t) ≤ V (t) < V (0) = xT (0)P1x(0) ≤ β−1. (39)

Then for all initial values x(0) ∈ Xβ , the trajectories of x(t) remain within Xβ ,
and the polytopic system representation (35) is valid. Hence x(t) is a trajectory
of the linear system (35) and V̇ < 0 along the trajectories of the latter system
which implies that limt→∞ x(t) = 0.

Example 3. We consider (2) with the following matrices (taken from [3], where
h = 0):

A=
[

1.1 −0.6
.5 −1

]
, B1 =

[
1
1

]
and where ū = 5. Applying Theorem 3.3 a stabilizing gain was obtained for all
samplings with the maximum sampling interval h ≤ 0.75. In order to ’enlarge’ the
volume of the ellipse we minimized the value of β (to improve the result we also
added the inequality Q1 > αI and chose such α > 0 that enlarged the resulting
ellipse). The ellipse volume increases when h decreases (see Figure 2). For, say,
h = 0.75 we obtain K = [−1.6964 0.5231] (with ε = 0.325, β = 0.1261,P1 =[

0.9132 −0.2816
−0.2816 0.0868

]
, α = 1) and we show (see Figure 3) that a trajectory starting on

Fig. 2. Ellipsoidal bounds on the domain of attraction: line corresponds to h = 0.1;
slash line to h = 0.75; point line to h =
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Fig. 3. Stabilization result for h = 0.75

the periphery of the ellipse (for the case of the uniform sampling with the sampling
period tk+1−tk = 0.75) never leaves this ellipse and converges to the origin, while
a trajectory starting not far from the ellipse remains outside the ellipse.

4 Conclusions

A new method for robust sampled-data stabilization of linear continuous-time
systems is introduced. This method is based on the continuous-time model with
time-varying input delay. Under assumption that the maximum sampling inter-
val is not greater then h > 0, the h-dependent sufficient LMIs conditions for
stabilization of systems with polytopic type uncertainty and for regional stabi-
lization of systems with sampled-data saturated state-feedback are derived via
descriptor system approach to time-delay systems.

The new approach solves the problems for comparatively small h and leads to
sufficient conditions only, however these conditions are simple. The method may
be applied to a wide spectrum of robust sampled-data control problems (e.g. to
guaranteed cost or to H∞control).
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Summary. This chapter deals with two problems on stabilization of linear systems
by static feedbacks which are bounded and time-delayed, namely global asymptotic
stabilization and finite gain Lp−stabilization, p ∈ [1, ∞]. Regarding the first issue,
we provide, under standard necessary conditions, two types of solutions for arbitrary
small bound on the control and large (constant) delay. The first solution is based on
the knowledge of a static stabilizing feedback in the zero-delay case and the second
solution is of nested saturation type, which extends results of [2]. For the finite-gain
Lp−stabilization issue, we assume that the system is neutrally stable. We show the
existence of a linear feedback such that, for arbitrary small bound on the control and
large (constant) delay, finite gain Lp−stability holds with respect to every Lp−norm,
p ∈ [1, ∞]. Moreover, we provide upper bounds for the corresponding Lp−gains which
are delay-independent.

Keywords: Saturated feedback, Stabilization, Lyapunov functions, Time-delay sys-
tems, Linear continuous-time delay systems, Finite-gain stability.

1 Introduction

In this chapter, we address two issues relative to the stabilization for continuous-
time delay linear systems subject to input saturation, of the type

(S) : ẋ(t) = Ax(t) +Bu(t− h), (1)

where (i) A ∈ Rn×n and B ∈ Rn×m, with n the dimension of the system and m
the number of inputs; (ii) the control u verifies ‖u‖ ≤ r, where r ∈ (0, 1] only
depends on (S); (iii) there is an arbitrary constant delay h ≥ 0 appears in the
input.

We use (S)r
h, r ∈ (0, 1], h > 0, to denote the control system (S) with input

bound r and input time delay h. We omit the index r if it is equal to one and,
similarly for the index h if it is equal to zero.

The first problem is that of globally asymptotically stabilizing (S) to the
origin by mean of a static feedback. We then seek u as

u(t− h) = −rσ (F r
h (x(t− h))) , (2)

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 329–341, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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where the non-linearity σ is of “saturation” type (definitions are given in section
(2)) and the function F r

h : Rn −→ Rm is at least locally Lipschitz (to obtain at
least locally solutions).

In the zero–delay case, the stabilization of linear systems with saturating
actuators has been widely investigated in the last years: static feedbacks of nested
saturation type (see [11] and [12]) or based on maximal ellipsoid saturation (see
[4]) can be used. It is well-known that such a global asymptotic stabilization is
possible if and only if (S) satisfies

(C) :

⎧⎨⎩ (i)A is neutrally stable ,

(ii) the pair (A,B) is stabilizable .

It is trivial to see that condition (C) is also necessary in the case of non zero
delay and it seems natural to expect condition (C) to be also sufficient. In
that regard, partial results have been recently obtained by Mazenc, Mondie and
Niculescu. To state the results, we define the unrestricted GAS property. We
say that (S)r

h is unrestricted GAS if, for arbitrary delay h > 0 and any input
rate r ∈ (0, 1] small enough, (S)r

h is global asymptotic stabilizable. The nested
saturation construction is used to show that (S)r

h is unrestricted GAS if A is
nilpotent ([2]) and for the two-dimensional oscillator ([3]). One of our main
results is to complete that line of work, namely to show that condition (C) is
sufficient for unrestricted GAS.

We will actually provide two different ways to solve the GAS problem. The first
one is based on the knowledge of a globally Lipschitz static stabilizing feedback
F in the zero–delay case. From it, one can build a static stabilizing feedback for
(S)h∗ , with h∗ > 0 only depending on A,B, σ and KF , the Lipschitz constant of
F . If, in addition, an extra hypothesis holds on stabilizing feedbacks of (S)r, for
r small enough, unrestricted GAS holds. It turns out that the nested saturated
feedbacks of [11] verify these hypotheses, and thus we conclude, see [14].

The second solution for unrestricted GAS directly uses the nested saturated
feedbacks of [11] and can be seen as a generalization of [2, 3]. However, the
argument is an extension to the non-zero delay case of that of [11]. Recall that,
at the heart of the argument of [11], lies a result on finite-gain L∞-stability
for one and two dimensional neutrally stable linear systems subject to input
saturation. Such an argument was first introduced in [1], where was addressed
the issue of finite-gain Lp-stability of neutrally stable linear systems subject to
input saturation.

It is therefore natural to consider the Lp-stability question. We extend to the
non-zero delay cases results of [1]. Our objective here consists in showing that the
results of [1] carry over to continuous linear time-delay systems. More specifically,
we show that, for neutrally stable continuous linear time-delay systems subject
to input saturation, finite-gain Lp-stabilization can be achieved by the use of
linear feedbacks, for every p ∈ [1,∞]. While many of the arguments of the
present paper are conceptually similar to those of [1], there are technical aspects
that are different and not obvious. Indeed, as in [1], the proof to get finite gain
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Lp-stability relies on passivity techniques. We determine a suitable “storage”
function Vp and establish for it a “dissipation inequality” of the form dVp(xu(t))

dt ≤
−‖xu(t)‖p + λp‖u(t)‖p, for some constant λp > 0 possibly depending on the
input bound r and the delay h. For more discussion on passivity, see [13] for
instance. Recall that the “storage function” in [1], V 0

p is non-smooth. In the
present situation, the “storage function” Vp will be the sum of a term similar
to V 0

p and a Lyapunov-Krasovskii functional, in order to take care of the delay.
However, unlike in [1], the saturation in (1) needs to be multiplied by a small
factor r dependent on the delay h in order to insure finite-gain Lp-stability.
In addition, by choosing carefully the factor r and the linear feedback inside
the saturation, we are able to provide upper bounds for the Lp-gains of (S)r

h

which are independent of r ∈ (0, 1] and h > 0. We refer to that property as the
unrestricted finite-gain Lp-stability.

The argument corresponding to that uniformity result is specific to the non-
zero delay case and constitutes the most technical part of [15]. To establish it,
we first start with the single-input case where it amounts in estimating the be-
havior of the solution Pr of a parameterized Lyapunov equation (Lr), r ∈ (0, 1],
as the parameter r tends to zero. The multi-input case requires additional work.
We first rewrite the original system as an appropriate cascade of single-input
subsystems, all of them except one being perturbed by an external disturbance,
appearing outside the saturation (see Theorem 5). We then proceed by an induc-
tive argument on the number of distinct algebraic multiplicities of the eigenvalues
of A.

Generally speaking, our treatment of the aforementioned issues on time-delay
systems follows a common pattern. We always try to reformulate them as prob-
lems for perturbed delay-free systems and handle the perturbation by Lyapunov
techniques. One of the reasons for which that strategy works well lies in the
fact that the input saturation makes the perturbation uniformly bounded with
respect to the delay.

The complete proofs of the results presented in this chapter are contained in
[14] for stabilization and [15] for finite-gain stabilizability.

2 Notations and Statement of the Main Results

2.1 Notations

For x ∈ Rn, ‖x‖ and xT denote respectively the Euclidean norm of x and the
transpose of x. Similarly, for any n×m matrix K, KT and ‖K‖ denote respec-
tively the transpose of K and the induced 2−norm of K. Moreover, λmin(K)
and λmax(K) denote the minimal and the maximal singular values of the matrix
K. If f(.) and g(.) are two real-valued functions, we mean by f(r) *0 g(r), that
there are positive constants ξ1 and ξ2 independent of r small enough, such that
the inequalities

ξ1g(r) ≤ f(r) ≤ ξ2g(r),
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are valid. Initial conditions for delayed systems are continuous vectors-valued
functions defined on [−h, 0] and taking values inRn.Forh > 0, letCh := C([−h, 0],
Rn); xt(θ) := x(t+ θ), for −h ≤ θ ≤ 0 and ‖xt‖h := sup−h≤θ≤0 ‖x(t+ θ)‖.

Definition 1. (Saturation function) We call σ : R −→ R a saturation function
(“S-function” for short) if there exist two real numbers 0 < a ≤ Kσ such that
for all t, t′ ∈ R

(i) |σ(t)− σ(t′)| ≤ Kσ inf(1, |t− t′|),
(ii) |σ(t) − at| ≤ Kσtσ(t).
(iii) σ(t) = t when |t| ≤ a.

It is assumed here that the function is normalized at the origin, i.e. a = σ′(0) = 1.
The global lipschitzness of σ implies that for every real numbers x, y,

|x[σ(x + y)− σ(x)]| ≤ K|y|.

For an m−tuple k = (k1, . . . , km) of nonnegative integers, define |k| = k1 + . . .+
km. We say that σ is an R|k|− valued S-function if

σ = (σ1, . . . , σ|k|) = (σ1
1 , . . . , σ

1
k1
, . . . , σm

1 , . . . , σ
m
km

)

=
(
(σ1

i )1≤i≤k1 , (σ2
i )1≤i≤k2 , . . . , (σm

i )1≤i≤km

)
,

where, for 1 ≤ j ≤ m, (σj
i )1≤i≤kj is an Rkj -valued S-function (i.e : (σj

i )1≤i≤kj =
(σj

1, . . . , σ
j
kj

) where each component σj
i , 1 ≤ i ≤ kj is an S-function and

(σj
i )1≤i≤kj (x) =

(
σj

1(x1), . . . , σ
j
kj

(xkj )
)
,

for x = (x1, . . . , xkj )T ∈ Rkj . Here we use (. . .)T to denote the transpose of the
vector (. . .).)

Definition 2. Consider the functional differential equation of retarded type

(Σ)h :

⎧⎨⎩
ẋ(t) = f(xt), for t ≥ t0;

xt0(θ) = Ψ(θ), ∀θ ∈ [−h, 0].

It is assumed that Ψ ∈ Ch, the map f is continuous and Lipschitz in Ψ and
f(0) = 0. We say that (Σ)h is globally asymptotically stable (GAS for short) if
the following conditions hold:

(i) for every ε > 0, there exists a δ > 0 such that, for any Ψ ∈ Ch, with
‖Ψ‖h ≤ δ, there exists t0 ≥ 0, such that the solution x(Ψ) of (Σ)h satisfies
‖xt(Ψ)‖h ≤ ε, for all t ≥ t0;

(ii) for all Ψ ∈ Ch, the trajectory of (Σ)h with the initial condition Ψ and
defined on [t0,∞) converges to zero as t→∞.
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2.2 GAS Using a Stabilizing Feedback in the Zero Delay Case

Our objective is to relate the asymptotic stability properties of the system (S)
with those of the delay-free system provided that it is globally asymptotically
stable. The study is then extended to investigate conditions which ensure that
the class of linear controllers, stabilizing the delay-free system, also stabilize (S)
by stating the problem as an asymptotic stability problem. For this purpose,
the delayed system (S) is considered as a perturbation of that of the delay-free
system. We now state our first result.

Theorem 1. Assume (H)0 : There exists F : Rn −→ Rm globally Lipschitz,
with Lipschitz constant KF such that the system

(S)0 : ẋ = Ax−Bσ(F (x)),

is globally asymptotically stable with respect to 0.
Then, there exists h∗ = h(A,B, σ,KF ) > 0 such that, for all h ∈ [0, h∗], there
exists Fh : Rn −→ Rm that globally asymptotically stabilizes the system

(S)h : ẋ = Ax−Bσ(Fh(x(t − h))),

with respect to zero.

Sketch of proof. Let Fh(x(t)) = F (Φ(t, t− h, x(t))), where Φ is the flow of the
equation (S)0. We rewrite (S)h as ẋ(t) = Ax(t) − Bσ(F (x(t))) − Bε(t), where
ε(t) as a perturbation of (S)0. The perturbation ε may cause instability but we
show that ‖ε(x(t))‖ ≤ K̃e−λt for some K̃ (that may depend on ε) and t ≥ 0.
Using Lemma 3.1 in [6], we are able to conclude.

The second result completes the stability result of Theorem 1 to get unre-
stricted global asymptotic stability (unrestricted GAS). It is stated as follows:

Theorem 2. Assume (H)r0 : For each r ∈]0, 1], there exists a globally Lipschitz
function F r : Rn −→ Rm, with Lipschitz constant KF r , such that

(i) (S)r
0 : ẋ = Ax− rBσ(F r(x)), is GAS with respect to zero ,

(ii) rKF r → 0 if r → 0.

Then, for all h ≥ 0, there exists r∗(h) ∈]0, 1], such that for any r ∈]0, r∗(h)], a
function F r

h : Rn −→ Rm exists for which the system

(S)r
h : ẋ = Ax− rBσ(F r

h (x(t − h))),

is globally asymptotically stable with respect to zero.

2.3 Feedbacks of Nested Saturation Type

We next determine two explicit expressions of globally asymptotically stabilizing
feedbacks for general time-delay linear systems, both of nested saturation type,
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according to the results of the stabilization of delay free-system. The above
problem was first studied for delay-free continuous-time systems. It was shown
in [11] that, under condition (C), there exists explicit expressions of globally
asymptotically stabilizing feedbacks. Then, it is natural to investigate whether
this technique can be extended to the case where there is a delay in the input.
In this section, we will take for simplicity the initial state to be zero. We start
by giving some definitions, first introduced in [11] and adapted here to the delay
case.

Definition 3. For a retarded system ẋ(t) = f(x(t), u(t−h)), x ∈ Rn, u ∈ Rm, we
say that a feedback u(.) = k(x(.)) is stabilizing if zero is a globally asymptotically
stable equilibrium of the system ẋ(t) = f(x(t), k(x((t − h))).

Definition 4. ( cf. [11]) For a square matrix A, let N(A) = s(A)+ z(A), where
s(A) is the number of conjugate pairs of nonzero purely imaginary eigenvalues
of A (counting multiplicity) and z(A) is the multiplicity of zero as an eigenvalue
of A.

Theorem 3. Assume that condition (C) holds for (S)r
h. Let N = N(A) and

σ = (σ1, . . . , σN ) be an arbitrary sequence of S-functions. Then, for all h > 0,
there exist a number r∗(h) ∈ (0, 1], an m−tuple k = (k1, . . . , km) of non negative
integers such that |k| = N and for each 1 ≤ j ≤ m, linear functions f j

h,i, g
j
h,i :

Rn −→ R, 1 ≤ i ≤ kj , such that for all r ∈ (0, r∗(h)], there are stabilizing
feedbacks

(∗) uj(t− h) = −rσj
kj
{f j

h,kj
(x(t− h)) + αj

kj−1σ
j
kj−1[f

j
h,kj−1(x(t − h))+

+ . . .+ αj
1σ

j
1(f

j
h,1(x(t − h))) . . .]},

(3)

where αj
i ≥ 0, for all i ∈ [1, kj − 1], and

(∗∗) uj(t− h) = −r
[
βj

kj
σj

kj

(
gj

h,kj
(x(t− h))

)
+βj

kj−1σ
j
kj−1

(
gj

h,kj−1(x(t − h))
)
+

+ . . .+ βj
1σ

j
1

(
gj

h,1(x(t− h))
)]
,

(4)
where βj

1 , . . . , β
j
kj

are nonnegative constants such that βj
1 + . . .+ βj

kj
≤ 1.

Sketch of proof. The argument of proof follows the strategy of the principal
result of [11]. We start therefore with the single-input case and prove the the-
orem by induction on the dimension of the system. In order to facilitate the
analysis of the stabilizability properties by bounded feedback of (S)r

h, a linear
transformation is carried out in [11].

Lemma 1. ( cf. [11] ) Let (S1)r
h : ẋ(t) = Ax(t) + bu(t− h) be an n-dimensional

linear single-input system. Suppose that (A, b) is a controllable pair and all eigen-
values of A are critical.

(i) If 0 is an eigenvalue of A, then there exists a linear coordinate transfor-
mation y = Sx which transforms (S1)r

h into
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˙̄y(t) = A1ȳ(t) + (yn(t) + u(t− h)) b1,

ẏn(t) = u(t− h),
(5)

where the pair (A1, b1) is controllable, yn is a scalar variable, and ȳ = (y1, . . . ,
yn−1)T .

(ii) If A has an eigenvalue of the form iω, with ω > 0, then there is a linear
change of coordinates Sx = (y1, . . . , yn)T = (ȳT , yn−1, yn)T of Rn that puts
(S1)r

h in the form: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
˙̄y(t) = A1ȳ(t) + (yn(t) + u(t− h)) b1,

ẏn−1(t) = ωyn(t),

ẏn(t) = −ωyn−1(t) + u(t− h),

(6)

where the pair (A1, b1) is controllable and yn−1, yn are scalar variables.

The following lemma is the key technical point of the proof.

Lemma 2. Let ρ > 0 and σ be an S-function. Then, for all h > 0 there exist
r∗(h) ∈]0, 1] and an 2× 1 matrix Fh such that, for any two bounded measurable
functions α(t), β(t) converges both to zero as t −→ ∞ and for all r ∈]0, r∗(h)],
the control system

(S2)r
h :

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ẋ1(t) = ρx2(t) + rα(t),

ẋ2(t) = −ρx1(t)− rσ(FT
h x(t− h) + u(t− h)) + rv(t− h) + rβ(t),

x0 = ((x1)0, (x2)0)
T = 0̄, on [−h, 0],

with 0̄ the zero function in Ch, and u, v ∈ L∞([−h,∞),R), with ‖v‖L∞ ≤
v∗, (v∗ independent of r) verifies:

(i) There exists a finite constant M∞ > 0 independent of r, such that

lim sup
t→∞

‖x(t)‖ ≤M∞ (‖u‖L∞ + ‖v‖L∞ + ‖f‖L∞) , (7)

where x = (x1, x2)T , f = (α, β)T .
(ii) In the absence of u, v and f , the equilibrium (x, y) = (0, 0) is globally

asymptotically stable.

Sketch of proof. We consider the linear feedback Fh = e−ρA0hb, where

A0 =
(

0 1
−1 0

)
and b = (0, 1)T . The argument here is the simplest case of

the more general result given in Proposition 1 for the single input case, see the
corresponding sketch of proof below. More precisely, it corresponds to p = 2,
A = A0 and b is defined above. Note that in this case, the matrix Pr can be
computed explicitly as well as λmax(Pr) and λmin(Pr).
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2.4 Finite Gain Stabilizability

Finite-gain stability results for various p−norms are presented. We start with
definitions.

Lp−Stability. For p ∈ [1,∞] and 0 ≤ h, we use Lp to denote Lp(−h,∞) and

we let ‖y‖Lp denote the Lp−norm: ‖y‖Lp =
(∫∞

−h
‖y(t)‖pdt

) 1
p

, if p < ∞ and
‖y‖L∞ = ess sup−h≤t<∞ ‖y(t)‖.

Consider the control system with delay in the input given by

(Σ)h : ẋ(t) = f(x(t), u(t− h)), for t ≥ 0,

where the state x and the control u take respectively values in Rn and Rm and
f : Rn × Rm → Rn, is locally Lipschitz in (x, u), with f(0, 0) = 0. Trajectories
of (Σ)h starting at an initial condition x0 ∈ Ch and corresponding to an input
u ∈ Lp are defined for a time interval I of R+ (which may depend on x0 and u)
and verify the equation (Σ)h for almost every t ∈ I. Let 0̄ be the zero function
in Ch.

Definition 5. (Lp−stability): Given p ∈ [1,∞], the continuous-time delay sys-
tem (Σ)h is said to be Lp−stable if, for every u ∈ Lp, we have xu ∈ Lp, where
xu denotes the solution of (Σ)h corresponding to u with initial condition x0 = 0̄.

Definition 6. (Finite-gain Lp− stability) : Given p ∈ [1,∞], the continuous-
time delay system (Σ)h is said to be finite-gain Lp−stable if it is Lp−stable, and
there exists a positive constant Mp such that, for every u ∈ Lp,

‖xu‖Lp ≤Mp‖u‖Lp.

Furthermore, the infimum of such numbers Mp will be called the Lp−gain of the
system.

We next give our main results.

Theorem 4. Let A,B be n × n, n × m matrices respectively. Let σ be an
Rm−valued S−function. Assume that A be neutrally stable and (A,B) control-
lable. Then, for every h ≥ 0, there exists an n × m matrix Fh such that the
system,

(S)r
h : ẋ = Ax− rBσ(FT

h x(t− h) + u(t− h)), for t ≥ 0,

has the unrestricted finite gain Lp-stability property for every p ∈ [1,∞], i.e.,
for every h > 0, there exists r∗(h) ∈ (0, 1] such that for every p ∈ [1,∞], (S)r

h,
r ∈ (0, r∗(h)], is finite-gain Lp-stable.

Remark 1. In the absence of u, the equilibrium point 0̄ is globally asymptotically
stable for the delayed system ẋ(t) = Ax(t)− rBσ(FT

h x(t − h)).

Theorem 4 is a particular case of a stronger result given next.
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Theorem 5. With the same hypothesis on A, B and σ, consider the following
delayed system (still denoted (S)r

h)

(S)r
h : ẋ(t) = Ax(t)−rBσ

(
FT

h x(t−h)+u1(t−h)
)

+ ru2(t− h), for t ≥ 0,

where Fh is defined as in Theorem 4 and the input u2 takes values in Rn. then,
there exist a constant C0 > 0 and, for every 1 ≤ p ≤ ∞, a constant Mp > 0
such that, for every h > 0 there is an r∗(h) ∈ (0, 1], for which the trajectories
xu1,u2 of (S)r

h, r ∈ (0, r∗(h)], starting at 0̄ and corresponding to u1, u2 ∈ Lp with
‖u2‖L∞ ≤ C0, verify

‖xu1,u2‖Lp ≤Mp (‖u1‖Lp + ‖u2‖Lp) . (8)

Remark 2. It will be clear from our argument that we can in fact obtain the
following stronger Input-To-State-Stable (ISS for short)-like property ([9] and
references there):

‖xψ
u1,u2

‖Lp ≤ θp(‖ψ‖h) +Mp(‖u1‖Lp + ‖u2‖Lp), (9)

where ψ ∈ Ch is the initial condition for the trajectory xψ
u1,u2

corresponding
to u1, u2 and θp is a K-function (i.e. θp : R+ → R+, is continuous, strictly
increasing and satisfies θp(0) = 0.).

Sketch of proof of Theorem 5. From elementary linear algebra, a neutrally

stable matrix A is similar to a matrix
(
A1 0
0 A2

)
, where A1 is an q× q Hurwitz

matrix and A2 is an (n− q)× (n− q) skew-symmetric matrix. So, up to a change
of coordinates, we may assume that A is already in this form. In this coordinates,
we write B = (BT

1 BT
2 )T , where B2 is an (n−q)×m matrix and we write vectors

as x = (xT
1 , x

T
2 )T and u2 = (uT

21, u
T
22)

T .
For r ∈ (0, 1] and h > 0, consider the feedback law (0, FT

h ). Then system (S)r
h,

with this choice of FT
h , can be written as⎧⎨⎩ ẋ1(t) = A1x1(t)− rB1σ(FT

h x2(t− h) + u1(t− h)) + ru21(t− h),

ẋ2(t) = A2x2(t)− rB2σ(FT
h x2(t− h) + u1(t− h)) + ru22(t− h).

Since A1 is Hurwitz, it will be sufficient to show that there exists an r∗(h) ∈ (0, 1],
such that the x2− subsystem is finite gain Lp−stable, for all r ∈ (0, r∗(h)].

The controllability assumption on (A,B) implies that the pair (A2, B2) is also
controllable. Therefore, the theorem is a consequence of the following proposition.

Proposition 1. Let σ, u1, u2 be as in Theorem 5. Let (A,B) a controllable pair
with A skew-symmetric. Then, for every h ≥ 0, there exist an n×m matrix Fh

and r∗(h) ∈ (0, 1], such that, for every r ∈ (0, r∗(h)], the system

(S)r
h : ẋ(t) = Ax(t)− rBσ[FT

h x(t− h) + u1(t− h)] + ru2(t− h), for t ≥ 0,

verifies the conclusion of Theorem 5.
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Sketch of proof. We start the proof by zooming on the single-input case. The
general proof first starts with algebraic transformations and proceeds by induc-
tion on the number of distinct algebraic multiplicities of the eigenvalues of A.

1) The single-input case: The principal idea is to rephrase the delay systems
as problems for perturbed delay-free systems and handle the perturbation by
Lyapunov techniques. For this, Let h > 0 and consider y the solution of⎧⎨⎩

ẏ(t) = (A− rbbT )y(t) + ru2(t− h), for t ≥ 0,

y0 = 0̄, on [−h, 0].
(10)

Since A is skew-symmetric, the matrix Ar := A − rbbT is Hurwitz for every
r > 0. Then (10) is Lp−stable for any 1 ≤ p ≤ ∞. Let γp be it is Lp−gain, so
‖y‖Lp ≤ γp‖u2‖Lp .

Let x be the solution of (S)r
h starting at 0̄ ∈ Ch and corresponding to u1, u2.

Set z := x− y. Then, z satisfies, for t ≥ 0,⎧⎨⎩ ż(t) = Az(t)− rb
[
σ
(
FT

h z(t− h) + ũ(t− h)
)
− ṽ(t)

]
,

z0 = 0̄, on [−h, 0].
(11)

where ũ(t− h) = FT
h y(t− h) + u1(t− h) and ṽ(t) = bT y(t). From (11), we have

z(t) = eAhz(t− h)− r

∫ t

t−h

eA(t−ξ)b[σ(FT
h z(ξ − h) + ũ(ξ − h))− ṽ(ξ)]dξ.

Then,
FT

h z(t− h) + ũ(t− h) = bT z(t) + d̃(t),

where

d̃(t) = ũ(t− h) + r

∫ t

t−h

bT eA(t−ξ)b[σ(FT
h z(ξ − h) + ũ(ξ − h))− ṽ(ξ)]dξ.

Consider the Lyapunov function defined by

Vp,r(t, z) := λp,r
‖z(t)‖p+1

p+ 1
+ (zT (t)Prz(t))

p
2 + μp,r

∫ t

t−2h

(
∫ t

s

‖z(l)‖pdl)ds,

where Pr is the unique positive-definite solution to the Lyapunov equation

X(A− rbbT ) + (A− rbbT )TX = −Idn.

The appropriate choice of λp,r and μp,r requires careful estimates on Pr as r
tends to zero.

We need the next lemma (in order to show ultimately the independence of
Mp with respect the parameters r and h).
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Lemma 3.. Let A and b be as in Proposition 1. Then, the following properties
hold.

There exists a r∗ ∈ (0, 1] such that for all t ≥ 0,

C′
1e

−C′
2rt ≤ ||e(A−rbbT )t|| ≤ C1e

−C2rt, ∀r ∈ (0, r∗], (12)

for some positive constants C1, C
′
1, C2 and C′

2 independent of r, and

λmax(Pr) *0 λmin(Pr) *0
1
r
. (13)

We determine a dissipation inequality for Vp,r, i.e., we take the time derivative
of Vp,r(t, x(t)) along trajectories of (S)r

h. After some computation we get

V̇p,r(z(t)) ≤ −C1(r)‖z(t)‖p + C2(r)‖z(t)‖p−1[‖ũ(t− h)‖+ ‖ṽ(t)‖+

+ rC3
∫ t

t−h
(‖ũ(ξ − h)‖+ ‖ṽ(ξ)‖) dξ],

(14)

where C1(r), C2(r) and C3 denote constants that are dependent and independent
of r. For every t ≥ 0, integrating (14) from 0 to t and applying Hölder’s inequality,
we get

Vp(z(t))+C1(r)‖z‖p
Lp[0,t]≤(1+rhC3)C2(r)‖z‖p−1

Lp[0,t] × (‖ũ‖Lp +‖ṽ‖Lp). (15)

Since Vp,r ≥ 0 and⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
‖ṽ‖Lp ≤ ‖b‖‖y‖Lp ≤ γp‖b‖‖u2‖Lp ,

‖ũ‖Lp ≤ ‖u1‖Lp + γp‖b‖‖u2‖Lp ,

‖z‖Lp ≥ ‖x‖Lp − ‖y‖Lp ≥ ‖x‖Lp − γp‖u2‖Lp ,

we get that x ∈ Lp([0,∞),Rn) and

‖x‖Lp ≤Mp(‖u1‖Lp + ‖u2‖Lp), (16)

where

Mp = max{C2(r)
C1(r)

(1 + rhC3), γp

[
1 + 2‖b‖C2(r)

C1(r)
(1 + rhC3)

]
}. (17)

A careful computation shows that

C2(r)
C1(r)

*0 (
λmax(Pr)
λmin(Pr)

)|
p
2−1| *0 1, (18)

thanks to Lemma 3 and by choosing rh ≤ 1. In that way, upper bound for the
Lp−gain Mp is delay-independent.

2) The general case: Complete details of the argument of this case are given
in [15].



340 K. Yakoubi and Y. Chitour

Remark 3. In the single input case (m = 1), Fh can be chosen as e−AhB, which
corresponds, up to the delay h, to the linear feedback law suggested by the
passivity approach and used in [1]. A simple adaptation of the proof to the multi-
input case shows that such a feedback can also be used to get Lp−stability but
the corresponding Lp−gain is delay-independent only for single-input systems.
The difference between the single and the multi-input case shows up in (13). In
the multi-input case, there are n eigenvalues of Ar = A−rBBT , λ1(r), . . . , λn(r),
defining continuous functions, which are not analytic in general. These functions,
though, can be written as Puiseux series (cf. [7]),

λi(r) = λi(0) +
∞∑

j=1

α
(i)
j r

j
pi ,

where λi(0) is a root of multiplicity ξ of A and pi is positive integers eventually
larger than one. It implies that

λmax(Pr) *0 (
1
r
)smax and λmin(Pr) *0 (

1
r
)smin ,

for positive constants 1 ≤ smin ≤ smax. Therefore, by equation (18), upper bound
for the Lp−gain Mp cannot be delay-independent.
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Summary. A model of PVTOL aircraft with two delayed inputs is considered. The
origin of this system is globally asymptotically and locally exponentially stabilized by
bounded control laws. The explicit expressions of the control laws applied are deter-
mined through recent extensions of the forwarding approach to systems with a delay
in the input. In a second step, the output feedback stabilization problem consisting
in globally asymptotically stabilizing the origin of the PVTOL when the variables of
velocity are unmeasured is solved through a recent technique which extensively exploits
the presence of positive delays in the inputs.

Keywords: stabilization, PVTOL aircraft model, nonlinear feedforward system, out-
put feedback.

1 Introduction

The feedforward systems are nonlinear systems described by equations having a
specific triangular structure which, in general, cannot be linearized. The prob-
lem of the global asymptotic stabilization by state feedback of these triangu-
lar equations in the absence of delay has been studied by many researchers
[18, 8, 16, 5, 19], during the last decade. The techniques of stabilization of feed-
forward systems have been successfully applied to different physical devices such
as, for example, ‘ the card-pendulum system ’(see [9]), ‘ the Ball and beam ’ with
a friction term (see [16]), ’ the TORA system ’ (see [16]) and ’ the PVTOL ’
(Planar Vertical Takeoff and Landing Aircraft), (see [18]).

Three recent works [10, 12, 14] are devoted to the problem of designing glob-
ally asymptotically stabilizing control laws for particular families of feedforward
systems with an arbitrarily large delay in the input: this problem is solved for
chains of integrators in [10, 14] and for nonlinear feedforward systems admit-
ting a chain of integrators as linear approximation at the origin in [12, 13]. The
basic idea of these three papers consists in selecting, according to the value of
the delay, appropriate stabilizing control laws in a family of control laws whose
explicit formulae generalize those of the control laws provided by A. Teel in [17].

J. Chiasson and J.J. Loiseau (Eds.): Appl. of Time Delay Systems, LNCIS 352, pp. 343–356, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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In the present work we will use the aforementioned theoretical results, and
especially the one of [13], to stabilize a PVTOL model, when the control inputs
are subject to delays. The PVTOL aircraft model is well-known by the control
community. Due to the fact that flight control is an essential control problem,
this simple model, which retains main features that must be considered when
designing control laws for a real aircraft, has been studied extensively by many
researchers. Some of the works devoted to this system are the following. In 1992
J. Hauser et al. [2] developed for this model an approximate input-output lin-
earization procedure which results in bounded tracking and asymptotic stability.
In 1996 A. Teel [18] illustrated his nonlinear small gain theorem based approach
for the stabilization of feedforward systems by applying it to the PVTOL air-
craft. In 1996 P. Martin et al. [7] proposed an extension of [2] relying extensively
on the concept of flatness. In 1999, F. Lin et al. [4] studied the robust hovering
control of the PVTOL and designed a nonlinear state feedback by applying an
optimal control approach. The recent publications by L. Marconi et al. [6] within
an internal model approach and by K.D. Do et al. [1], who have solved an output
feedback tracking problem, show that this system still captures the attention of
researchers.

Observe that, due to the number of papers devoted to the PVTOL system,
the list of works on the PVTOL aircraft we give is not exhaustive. However, to
the best of our knowledge, all the theoretical results available in the literature on
the asymptotic stabilization of the PVTOL assume that there is no delay in the
inputs. Nevertheless, such a delay, due to sensors and information processing,
is often present in practice. This is in particular the case of the experimental
PVTOL setup presented in the work of Palomino et al. [15] where the position
and roll angle of the system are measured with the help of a vision system that
induces a delay of approximately 40ms.

The main features of our contribution can be summarized as follows. In the
first part of the work, we construct state feedbacks which globally asymptotically
and locally exponentially stabilize the origin of the equations modelling the PV-
TOL when there are known delays in the inputs. These constructions extensively
rely on the control design techniques proposed in [12], [13], [10]. The control laws
obtained that way are bounded and involve a distributed term. Moreover they
depend on the variables of position and velocity. In the second part of the work,
we complement this result by showing that using the presence of known non-
zero delays in the inputs (or by introducing artificially delays in the inputs),
one can determine globally asymptotically and locally exponentially stabilizing
control laws depending only on the variables of position and not on the variables
of velocity, which in practice cannot be easily measured. This result is proved
through ideas borrowed from the recent works [11] and [3] on the output feed-
back stabilization of linear systems by means of delayed feedbacks. The main
feature of the original approach proposed in these works is that it does not rely
on the construction of an observer or on the introduction of dynamic extensions
but only on the presence of a delay. In the present paper, it is applied for the
first time to a nonlinear system. This strategy of output feedback stabilization
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for the PVTOL has clearly no similarity with the one adopted in [1], since the
latter relies on the construction of an observer.

The paper is organized as follows. In Section 2, we recall the main theoretical
result which is used to construct the control laws. The simplified PVTOL air-
craft model that is analyzed in this work is presented in Section 3. The control
laws and the state reconstructor for the PVTOL aircraft model are designed
respectively in Sections 4 and 5. Simulation results are presented in Section 6.
The paper ends with some concluding remarks in Section 7.

Technical Preliminaries

1. A function γ(X) is of order one (resp. two) at the origin if for some c > 0, the
inequality |γ(X)| ≤ c|X | (resp. |γ(X)| ≤ c|X |2) is satisfied on a neighborhood
of the origin.
2. The argument of the functions will be omitted or simplified whenever no
confusion can arise from the context. For example, we may denote f(x(t)) by
simply f(t) or f(·).
3. By σ : R → R we denote a saturation function which satisfies
a) σ(·) is odd, nondecreasing and of class C1,
b) 0 ≤ σ′(s) ≤ 1 , ∀s ∈ R,
c) σ(s) = 1 for all s ≥ 21

20 and σ(s) = s for all s ∈
[
0, 19

20

]
.

4. By σi : R → R we denote the functions

σi(s) := εiσ

(
1
εi
s

)
, εi =

1
20n−i+1 , i = 1, . . . , n. (1)

2 Theoretical Results

In this section, we recall the main stabilization result of [13] for nonlinear feedfor-
ward systems with a delay in the input and subject to vanishing perturbations.
It is a generalization of the result presented in [12] for nonlinear feedforward
systems in absence of vanishing perturbations, which in turn is a generalization
of the recursive methodology developed in [11] to solve the problem of stabilizing
chains of integrators.

Theorem 1. [13] Consider the following feedforward system⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ẋ1(t) = x2(t) + h1(x2(t), . . . , xn(t)) + r1(t),
ẋ2(t) = x3(t) + h2(x3(t), . . . , xn(t)) + r2(t),
...
ẋn−1(t) = xn(t) + hn−1(xn(t)) + rn−1(t),
ẋn(t) = u(t− τ),

(2)

where xi ∈ R, u ∈ R is the input, τ ≥ 0 is the delay and where each function
hi(·) is a function of a class C2 and of order 2 at the origin, that satisfies the
inequality
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|hi(xi+1, xi+2, . . . , xn)| ≤M(x2
i+1 + x2

i+2 + · · ·+ x2
n) (3)

where M is a strictly positive constant when |xj | ≤ 1, j = i + 1, . . . , n, and
where each function ri(·) is a function continuously differentiable and such that,
for some real-valued nonnegative and nonincreasing function R ∈ L2 [0,+∞) the
inequalities

|ri(t)| ≤ R(t) (4)

are satisfied for all t ≥ 0. Consider the control law bounded in norm

u(x1, x2, . . . , xn) = − L
Mkn σn(pn(kn−1 M

L xn) + . . .

+σn−1(pn−1(kn−2 M
L xn−1, k

n−1 M
L xn) + . . .

+σ1(p1(M
L x1, . . . , k

n−2 M
L xn−1, k

n−1 M
L xn))) . . . )

(5)

where
pi(xi, ..., xn) =

n∑
j=i

(n− i)!
(n− j)!(j − i)!

xj ,

where the functions σi(·) are the functions defined in the preliminaries (see (1))
and

k ≥ τ

min
{

1
16n3[4n

√
n(1+n2)n−1+1]2

, 1
4.20n+1n(n+2)

} , (6)

0 < L ≤ min
{

ηk

n3(n!)3
,

Mk

(n+ 1)!
,M

}
, (7)

0 ≤ η ≤ min
{

1
8(1 + n2)n−1 ,

1
10.20nn

}
.

Then all the trajectories of the system (2) in closed-loop with the control law (5)
converge to the origin. Moreover, the origin of the system (2) in closed-loop with
the control law (5) is globally uniformly asymptotically and locally exponentially
stable when each function ri(·) is identically equal to zero.

3 The PVTOL Model and Problem Statement

Aircraft control is a challenging field of control theory. Given the complexity of
the systems describing the behavior of aircraft, it is convenient to study simplified
models of them that contemplate a specific number of state variables and controls
which capture the essential features of the systems for control purposes. The
simplified model of PVTOL we consider in this work is the following

ẋ1 = x2,
ẋ2 = u1(t− τ1) sin θ,

}
(8)

ẏ1 = y2,
ẏ2 = u1(t− τ1) cos θ − 1,

}
(9)

θ̇ = ω,
ω̇ = u2(t− τ2).

}
(10)
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The variables x1, y1 denote the horizontal and the vertical positions, θ is the roll
angle that the aircraft makes with the horizon, u1, u2 are the control inputs and
τ2 > 0, τ1 > 0 are the delays. The control input u1 is the thrust (directed out of
the bottom of the aircraft) and u2 is the angular acceleration (rolling moment).

In the next two sections, we will address the following problems:

Problem 1: Construct state feedbacks which globally uniformly asymptotically
and locally exponentially stabilizes the system (8), (9), (10) when there are delays
in the inputs.
Problem 2: Construct output feedbacks which globally uniformly asymptotically
and locally exponentially stabilize the system (8), (9), (10) with θ, y1, x1 as output
variables when there are delays in the inputs.

4 Stabilization Result

This section is devoted to Problem 1. Through the result which has been recalled
in section 2, we will establish the following result.

Theorem 2. Consider the system (8), (9), (10) with the delays τ1 = 0.2, τ2 =
0.3. The origin of this system in closed-loop with the control laws

u1 = u1s(y2(t− τ1), y1(t− τ1), θ̂(t− τ2)), (11)

u2 = u2s(ω(t− τ2), θ(t − τ2), x2(t− τ2), x1(t− τ2)) (12)

with

u2s(ω, θ, x2, x1) = − L
Mk4 σ4(k3 M

L ω + σ3(k3 M
L ω

+k2 M
L θ + σ2(k3 M

L ω + 2k2 M
L θ + kM

L x2

+σ1(k3 M
L ω + 3k2 M

L θ + 3kM
L x2 + M

L x1)))),

(13)

with M = 0.6 and L = 6.45× 10−10, k = 7.5931× 1012 and

u1s(y2, y1, θ̂) =
1 + v1s(y2, y1)

cos(σ(θ̂))
, (14)

with
v1s(y2, y1) = −σ2(y2 + σ1(y2 + y1)) (15)

and
θ̂(t − τ2) = θ(t − τ 2) + τ2ω(t − τ2)

− ∫ t

t−τ2
(s − t)u2s(s − τ2)ds

(16)

is globally uniformly asymptotically and locally exponentially stable.

Remark
1. For the sake of simplicity, we have restricted our attention to the case where
τ1 = 0.2, τ2 = 0.3. However, one can easily deduce from the proof of Theorem 2
that for any values of τ1, τ2, Problem 1 can be solved.
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2. From a practical point of view, the smallness of the size of the control law u2s(·)
is a drawback. It is important to observe that this drawback can be overcome.
Indeed, by constructing a control law by means of the key ideas of Theorem 1 but
by taking advantage of the specificity of the nonlinearities of the system (21), one
can obtain a control law u2s(·) with respectively much larger and much smaller
values for the parameters L and k. For the sake of simplicity, we do not have
performed this simple but lengthy construction of feedback and have instead
directly applied Theorem 1.

Proof. The proof splits up into three steps. In Step 1 and Step 2, we establish
that the control law defined in (12) ensures that the solutions of the subsystem
(10) enter in finite time a particular neighborhood of the origin. Next, we show
that this property implies that the control law defined in (11) stabilizes the
subsystem (9). Then the problem considered reduces to the stability analysis of
a four dimensional feedforward system. This analysis is carried out in Step 3.

Step 1
In Appendix A, we establish the following result.

Lemma 1. The control law defined in (11) is well defined. The trajectories of
system (8), (9), (10) in closed-loop with the bounded feedbacks (11), (12) are
defined for all t ≥ 0. Moreover, there exists T ≥ 2τ2 such that

|θ(t)| ≤ π

4
, ∀t ≥ T . (17)

Step 2
One can establish that, for all t ≥ 2τ2,

θ̂(t− τ2) = θ(t), (18)

by observing that, when t ≥ 2τ2,

θ(t) = θ(t− τ2) +
∫ t

t−τ2
θ̇(s)ds

= θ(t− τ2) +
∫ t

t−τ2
ω(s)ds

= θ(t− τ2) + τ2ω(t− τ2)
+
∫ t

t−τ2
[ω(s)− ω(t− τ2)]ds

= θ(t− τ2) + τ2ω(t− τ2)
+
∫ t

t−τ2

(∫ t−τ2

s
ω̇(l)dl

)
= θ(t− τ2) + τ2ω(t− τ2)
−
∫ t

t−τ2

(∫ s

t−τ2
u2(l − τ2)dl

)
= θ(t− τ2) + τ2ω(t− τ2)
−
∫ t

t−τ2
(s− t)u2s(s− τ2)ds.

Equality (18), the definition of σ(·) and Lemma 1 ensure that for all t ≥ T ,

u1s(t− τ1) =
1 + v1s(t− τ1)

cos(θ(t))
(19)

which implies that for all t ≥ T , the system (9) simplifies as
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ẏ1 = y2(t),
ẏ2 = v1(t− τ1)

= −σ2(y2(t− τ1) + σ1(y2(t− τ1) + y1(t− τ1))).
(20)

Using Theorem 1 (or the main result of [10]), one can prove that this system is
globally uniformly asymptotically and locally exponentially stable.
Step 3
According to (19), the system (8), (10) in closed-loop with (11), for all t ≥
T + 2τ2, is described by the equations⎧⎪⎪⎨⎪⎪⎩

ẋ1 = x2(t),
ẋ2 = (1 + v1s(t− τ1)) tan θ(t),
θ̇ = ω(t),
ω̇ = u2s(t− τ2),

or, equivalently, by the equations⎧⎪⎪⎨⎪⎪⎩
ẋ1 = x2(t),
ẋ2 = θ(t) + (tan θ(t)− θ(t)) + v1s(t− τ1) tan θ(t),
θ̇ = ω(t),
ω̇ = u2s(t− τ2).

(21)

Observe that the inequalities

|tan θ − θ| ≤
∫ |θ|

0
tan2(l)dl ≤ 0.6θ2

hold for all θ ∈ [−1, 1]. It follows that the function tan θ − θ is of class C2 of
order 2 at the origin: it satisfies the requirement (3) imposed on the function
h2(·) in Theorem 1. Notice also that in (21), the functions corresponding to h1(·)
and h3(·) in Theorem 1 are identically equal to zero. Moreover, we know that
the real-valued functions y1(t), y2(t) converge exponentially to zero and that for
all t ≥ T , |tan θ(t)| ≤ 1. Therefore v1s(t − τ1) tan θ(t) converges exponentially
to zero: it follows that this function belongs to L2 [0,+∞) and thereby can be
regarded as a bounded vanishing disturbance (r2(t) in Theorem 1). Then, using
Theorem 1, one can check that all the trajectories of the feedforward system (21)
converge to the origin and besides that the system (8), (9), (10) in closed-loop
with the feedbacks (12), (15) is globally uniformly asymptotically and locally
exponentially stable. (The value of the constant M , in the particular case of the
system (21), is M = 0.6.) This concludes the proof.

5 A State Reconstructor for the PVTOL

This section is devoted to Problem 2 (see the end of Section 3). We show that one
can solve the problem of stabilizing the PVTOL system when only the variables
of position are available by measurement. The approach consists in evaluating
the exact values of the variables of velocity through a state reconstructor for
each subsystem (8), (9), (10). We show that, when the delays are known, the
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knowledge of the positions and roll angle of the aircraft which correspond to the
states x1(t), y1(t), θ(t) along with the control inputs u1(t) and u2(t) at present
and past time instants is sufficient to determine the derivatives x2(t), y2(t), ω(t).
The approach draws inspiration from the ideas on output feedback stabilization
used in [11] for the case of a bounded input delayed simple oscillator and in [3]
for the case of multiple oscillators and chains of integrators.

Theorem 3. Consider the system (8), (9), (10) with delays τ1 = 0.2, τ2 = 0.3.
The origin of this system in closed-loop with the control laws

u2(t− τ2) = u2s(ω(t− τ2), θ(t− τ2), x2(t− τ2), x1(t− τ2)), (22)

u1(t− τ1) = u1s(y2(t− τ1), y1(t− τ1), θ̂(t− τ2)), (23)

with
x2(t) = 1

τ1
[x1(t)− x1(t− τ1)−∫ t

t−τ1

(∫ s

t
u1s(l − τ1) sin θ(l)dl

)
ds
]
,

y2(t) = 1
τ1

[y1(t)− y1(t− τ1)−∫ t

t−τ1

(∫ s

t
(u1s(l − τ1) cos θ(l)− 1)dl

)
ds
]
,

ω(t) = 1
τ2

[θ(t)− θ(t− τ2)−∫ t

t−τ2

(∫ s

t u2s(l − τ2)dl
)
ds
]
,

(24)

and
θ̂(t − τ 2) = θ(t − τ2) + τ2ω(t − τ2)−

∫ t

t−τ2

(s − t)u2s(s − τ 2)ds, (25)

where u1s(·), u2s(·) are the functions defined respectively in (14) and (13), is
globally uniformly asymptotically and locally exponentially stable.

Proof. It follows from (8) that, for all t ≥ 2τ1,

x1(t) = x1(t − τ 1)+
∫ t

t−τ1
ẋ1(s)ds

= x1(t − τ 1)+
∫ t

t−τ1
x2(s)ds

= x1(t − τ 1) + τ1x2(t)+
∫ t

t−τ1
(x2(s) − x2(t)) ds

= x1(t − τ 1) + τ1x2(t)+
∫ t

t−τ1

(∫ s

t
ẋ2(l)dl

)
ds

= x1(t − τ 1) + τ1x2(t)
+
∫ t

t−τ1

(∫ s

t
u1s(l − τ1) sin θ(l)dl

)
ds.

Hence we obtain that the equality

x2(t) =x2(t), (26)

holds for all t ≥ 2τ1. Similarly, it follows from (9) that, for all t ≥ 2τ1,

y2(t) = y2(t) (27)

and from (10) that, for all t ≥ 2τ2,

ω(t) = ω(t). (28)
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It follows readily that, for all t ≥ 2(τ2 + τ1), the control laws (23), (22) are equal
to the control laws (11), (12) used in Theorem 2. This concludes the proof.

6 Simulation Results

We have performed simulations for the system (8), (9) and (10) in closed-loop
with the control laws (11) and (12) where the variables x2(t), y2(t) and ω(t) are
substituted by the right hand side of (26), (27) and (28) respectively. The initial
conditions we have chosen are: x1(0) = x2(0) = 0.5, θ(0) = ω(0) = 0.55, y1(0) =
y2(0) = 1. The behavior of the six state variables and the two control inputs is
presented below
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7 Conclusion

In this work, two problems have been solved. First, we have achieved the global
uniform asymptotic and local exponential stabilization of an aircraft PVTOL
model with two delays in the inputs, using bounded state feedbacks. In a second
step, we have shown how the presence of delays in the inputs can be exploited
to achieve the global uniform asymptotic and local exponential stabilization of
an aircraft PVTOL model when the variables of velocity are not measured. The
main interest of the work is that it illustrates the possibility of applying recent
theoretical results for nonlinear systems with delay to a physical system, very
relevant from a practical point of view. Much remains to be done. We plan
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to study the following problems: Investigating whether or not there are possible
ways to modify our construction in such a way that the resulting control laws are
without distributed terms, determining control laws for the PVTOL with delay
using not the forwarding approach but the backstepping approach, extending
our results to the case where the exact values of the delay are unknown.
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10. Mazenc F., Mondié S., Niculescu S.-I. (2003) Global Asymptotic Stabilization for
Chains of Integrators with a Delay in the Input. IEEE Transactions Automatic
Control 48:57–63
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A Proof of Lemma 1

The fact that τ2 ≥ τ1 ensures that the control law u1s(·) defined in (11) is well
defined. Due to the feedforward structure of the system (8), (9), (10), it is clear
that the trajectories of this system in closed- loop with the bounded feedbacks
(15), (12) are defined for all t ≥ 0 (observe in particular that the finite escape
time phenomenon obviously does not occur).

The next step of the proof consists in showing that u2s(·) defined in (12)
ensures that |θ(t)| ≤ π

4 when t is large enough. This proof is lengthy but simple.
First observe that

ω(t− τ2)− ω(t) =
∫ t−τ2

t ω̇(s)ds
=
∫ t

t−τ2

L
Mk4 σ4(·)ds.

(29)

It follows that
ω̇ = − L

Mk4σ4(k3M

L
ω(t) + μ1(t)) (30)

where μ1(t) = k3 M
L (ω(t− τ2)−ω(t))+σ3(·) is a function such that, for all t ≥ 0,

|μ1(t)| ≤
τ2
k
ε4 + ε3. (31)

The derivative of the positive definite and radially unbounded function

V1(ω) =
1
2
ω2 (32)

along the trajectories of (30) satisfies

V̇1 ≤ − L
Mk4 ω(t)σ4(k3 M

L ω(t) + μ1(t))

≤ − L
Mk4 |ω(t)|ε4σ( 1

ε4
(k3 M

L |ω(t)| − τ2
k ε4 − ε3)).

(33)

It follows that, when |ω(t)| ≥ 2 L
Mk3

(
τ2
k ε4 + ε3

)
,

V̇1 ≤ −2
L2( τ2

k ε4+ε3)ε4

M2k7 σ( 1
ε4

(
τ2
k ε4 + ε3

)
) < 0. (34)

It follows that there exists T1 ≥ 0 such that, for all t ≥ T1,

|ω(t)| ≤ 2
L

Mk3

(τ2
k
ε4 + ε3

)
. (35)
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Combining (31) and (35), we deduce that, for all t ≥ T1,

1
ε4

∣∣∣∣k3M

L
ω(t) + μ1(t)

∣∣∣∣ ≤ (3
τ2
k

+ 3
ε3
ε4

)
≤ 1

2
. (36)

We deduce that there exists T2 ≥ T1 such that, for all t ≥ T2,

ω̇ = − L
Mk4 k

3 M
L ω(t− τ2)− L

Mk4 σ3(·)
= − 1

kω(t− τ2)− L
Mk4 σ3(·).

(37)

It follows that the derivative of the variable

γ = kω + θ (38)

satisfies

γ̇ = ω(t)− ω(t− τ2)− L
Mk3 σ3(k3 M

L ω(t− τ2) + k2 M
L θ(t− τ2) + σ2(·))

= − L
Mk3 σ3(k3 M

L ω(t) + k2 M
L θ(t) + μ2(t)) + μ3(t)

= − L
Mk3 σ3(M

L k
2γ(t) + μ2(t)) + μ3(t),

(39)

where μ2(t) and μ3(t) are continuous functions such that

|μ2(t)| ≤ k3 M
L |ω(t)− ω(t− τ2)|+ k2 M

L |θ(t)− θ(t− τ2)|+ ε2,

|μ3(t)| ≤ |ω(t)− ω(t− τ2)| .
(40)

From (29) and (35), we deduce that there exists T3 ≥ T2 such that, for all t ≥ T3,

|μ3(t)| ≤ τ2Lε4
Mk4 ,

|μ2(t)| ≤ k3 M
L

τ2Lε4
Mk4 + ε2 + k2 M

L

∫ t

t−τ2
|ω(s)| ds

≤ ε2 + 2τ2
k ε3 +

(
τ2
k + 2τ2

2
k2

)
ε4.

It follows that the derivative of the positive definite and radially unbounded
function

V2(γ) =
1
2
Mk3

L
γ2 (41)

along the trajectories of (39) satisfies, when t ≥ T3

V̇2 ≤ −Mk3

L
L

Mk3 γ(t)σ3(M
L k

2γ(t) + μ2(t)) + γMk3

L μ3(t)

≤ −ε3|γ(t)|σ( 1
ε3

(M
L k

2|γ(t)| − (ε2 + 2τ2
k ε3 + ( τ2

k + 2τ2
2

k2 )ε4)))) + τ2ε4
k |γ(t)|.

(42)
It follows that when t ≥ T3 and when

|γ(t)| ≥ 2
L

Mk2

(
ε2 +

2τ2
k
ε3 +

(
τ2
k

+
2τ2

2

k2

)
ε4

)
,

the inequality
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V̇2 ≤ −ε3|γ(t)|σ
(

1
ε3

(
ε2 + 2τ2

k ε3 +
(

τ2
k + 2τ2

2
k2

)
ε4

))
+ τ2ε4

k |γ(t)| (43)

is satisfied. The values of the parameters present in this inequality and the
properties of σ(·) imply that when t ≥ T3 and when

|γ(t)| ≥ 2
L

Mk2

(
ε2 +

2τ2
k
ε3 +

(
τ2
k

+
2τ2

2

k2

)
ε4

)
,

the following inequality is satisfied.

V̇2 ≤ −|γ(t)|
(
ε2 + 2τ2

k ε3 +
(

τ2
k + 2τ2

2
k2

)
ε4

)
+ τ2ε4

k |γ(t)|

≤ −|γ(t)|
(
ε2 + 2τ2

k ε3 + 2τ2
2

k2 ε4

)
< 0.

(44)

We deduce that there exists T4 ≥ T3 such that, for all t ≥ T4,

|γ(t)| ≤ 2
L

Mk2

(
ε2 +

2τ2
k
ε3 +

(
τ2
k

+
2τ2

2

k2

)
ε4

)
. (45)

This inequality, the definition of γ (see (38)) and (35) imply that, when t ≥ T4,

|θ(t)| ≤ 2 L
Mk2

(
τ2
k ε4 + ε3

)
+2 L

Mk2

(
ε2 + 2τ2

k ε3 +
(

τ2
k + 2τ2

2
k2

)
ε4

)
≤ π

4 .

The result is proved.
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