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Philosophy of Engineering and Technology 16, DOI 10.1007/978-94-007-7844-3_1,
© Springer Science+Business Media Dordrecht 2013

    Abstract     This introduction to the volume “Early engagement and new technologies: 
Opening up the laboratory” sets out how recent policy developments have demon-
strated a growing interest in early engagement with technology, and identifi es the vari-
ous ways in which scholars from the social sciences and humanities have responded 
to these policies. The fi ve main approaches elaborated in this volume are introduced: 
Constructive Technology Assessment (CTA), Value Sensitive Design (VSD), Socio-
Technical Integration Research (STIR), Network Approach for Moral Evaluation 
(NAME), and Political Technology Assessment (PTA). A range of broader issues 
related to technology engagement is identifi ed and an outline of the volume chapters 
is presented.  

1.1         Why Early Engagement? 

 Recent years have seen a notable rise in attempts at “early engagement” with sci-
ence and technology, often in the form of interdisciplinary interactions between 
researchers from the social sciences and humanities with those in science and engi-
neering. The aim of these interventions has been to attune research and innovation 

    Chapter 1   
 Mandates and Methods for Early Engagement 
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processes to societal needs. In response to science policy calls in the US, Europe 
and elsewhere, interdisciplinary collaborations are emerging at the heart of research 
and innovation – in laboratories, at design tables and on production fl oors – with the 
aim to open up the laboratory to social deliberations and concerns. 

 These engagements extend the ethnographic approaches in Science and 
Technology Studies (STS) that have become known as “laboratory studies.” Although 
laboratory studies in a sense also open up the laboratory by disclosing “the process 
of knowledge production as ‘constructive’ rather than descriptive” (   Knorr Cetina 
 1981 : p. 140), the engagement studies described in the current volume explicitly aim 
at opening up the  processes  that take place in the laboratory. By broadening the 
refl ective processes of the actors involved, these approaches “open up the laboratory” 
(broadly conceived) to a wider set of disciplines and views than those normally 
engaged in techno-scientifi c rationality. In other words, where traditional laboratory 
studies predominantly aim at  observation , the engagement studies described here 
explicitly  engage  with the processes that take place in the laboratory. 

 Several scholars have recently refl ected on the impact of attempts at socio- 
technical integration. A collection of viewpoints edited by Peter Stegmaier appeared 
in EMBO Reports as part of a Science & Society Series on Convergence Research 
in  2009 . The contributions in the series explore opportunities and challenges for 
“convergence work,” integrating social and humanist research into large research 
programs. More recently, a special issue appeared in Science and Engineering 
Ethics entitled “Science and Technology in the Making: Observation and 
Engagement.” Edited by Erik Fisher, the special issue explores the various exercises 
by science studies scholars to attune science to its public contexts (Fisher  2011 ). 

 What is still missing is an overview of the various approaches to early engage-
ment, an identifi cation of their relative strengths and weaknesses, and the discussion 
of a range of broader issues that need to be addressed to further develop comprehen-
sive forms of technology engagement. This volume aims to fi ll that gap. It examines 
both the mandates for early engagement and the methods that have emerged in the 
wake of this interest. Importantly, it surveys the current state of the art of approaches 
for early engagement in the laboratory. The volume brings together leading scholars 
in the fi eld of early engagement with new technologies such as nanotechnology, 
synthetic biology, biotechnology, and Information and Communication Technology 
(ICT). It provides an overview of the approaches and methods for early engagement 
with new technologies (at the “laboratory fl oor”) and discusses some of the major 
challenges. The volume aims to defi ne how each of these approaches enables 
engagement, what sets them apart and, perhaps more importantly, what binds them. 
To what extent do these approaches, individually or collectively, speak to the 
broader challenge of science policy to embed science in society?  

1.2      Policy Calls 

 Noting the recent rise of interdisciplinary collaborations, one might ask: whence 
this growing interest in early engagement with science and technology? This section 
will trace the relevant policy origins of engagement work. Admittedly, there is no 
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single historical rationale that traces the development of methods back to one spe-
cifi c point in time. Research policies, practices and refl exive processes co-evolve: 
they mutually shape each other over time in complex ways. Policies are shaped as 
much by the latest academic insights as by the political preferences and public per-
ceptions of the day, and evolve within existing practices and power divisions; “new” 
methods in social research draw on their academic legacies (often including politi-
cal views on the role of research in society as well); and research and innovation 
practices respond and adapt to these infl uences as they arise (while often maintain-
ing a remarkably stable identity). When discussing the main approaches to early 
engagement in this volume, we acknowledge the historical intertwinement of 
research practices and refl exive processes, and we will trace some of the relevant 
historical contexts in Part II of this volume. 

 That said, a number of research policies in the early years of the twenty-fi rst 
century have been so infl uential in steering attention towards interdisciplinary 
engagement that they deserve a special mention in this introduction. They have led 
to a noticeable response, at least from scholars in the social sciences and humani-
ties. In the US, the twenty-fi rst century Nanotechnology Research and Development 
Act mandates the integration of nanotechnology R&D with research on societal, 
ethical and environmental concerns (Fisher and Mahajan  2006 ). This Act proved 
particularly important for engagement work, because its particular wording seems 
to have responded directly to earlier calls for engagement by academics such as 
Davis Baird, in testimony before the Senate Committee on Commerce, Science and 
Transportation, May 1, 2003: “Ethicists need to go into the lab to understand what’s 
possible. Scientists and engineers need to engage with humanists to start thinking 
about this aspect of their work. Only thus, working together in dialog, will we make 
genuine progress on the societal and ethical issues that nanotechnology poses.” 
Again, it is not the fi rst time that this view has been brought forward; interdisciplin-
ary research has a much longer history, and so has the view that ethical refl ection 
should become part and parcel of research and innovation. Ever since C.P. Snow 
famously identifi ed the “Two Cultures” (Snow  1959 ), many have tried to bridge the 
gap. Ziman for instance has argued in a Science commentary (Ziman  1998 ) that: 
“ethical refl ection should become a part of the “ethos” of science.” Mitcham ( 2003 ) 
has identifi ed a “co-responsibility” for a broadened notion of research integrity. 

 Still, the twenty-fi rst century R&D Act is noteworthy because it has inspired 
scholars from the social sciences and humanities to actively seek out research 
practitioners within research settings. The general idea behind these calls for early 
intervention is that socio-technical systems are easiest to modify in their early 
stages, before “lock in” has occurred – but the least is known about the effects of 
technologies on the environment, health and economies. They are hard to modify 
later because they are so woven into systems. At that point, the remediation of ill 
effects may be the only strategy. Early engagement, the argument goes, creates the 
possibility of getting engineers and scientists involved with social scientists and 
humanists while there are still maximum degrees of freedom for choosing techno-
logical directions. Of course, there is a downside to this, as was noted by Collingridge 
( 1980 ) in his book  The Social Control of Technology . What has become known 
as the Collingridge dilemma is that while technologies are malleable in their 
early stages, their societal consequences are very hard, if not impossible to predict. 

1 Mandates and Methods for Early Engagement
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So apart from the methodological question of how to  organize  early engagement so 
as to modulate research and innovation in early stages, it is an open question to what 
extent we can  anticipate  the societal consequences of future research advances. 
That said, collaborative inquiry on socio-technical scenarios could well serve to 
establish a robust vision for technological development and guide our collective 
imagination. As will be seen in the remainder of this volume, each of the approaches 
discussed in this volume formulates its own response. 

 Calls for cooperation have become more prominent in European research 
policies as well. The European Commission for instance envisages: “the initiation 
of new forms of partnerships between researchers and others actors through 
“co- operative research” in its Science in Society Work Programme (European 
Commission  2007 : 10): “The challenge today is to encourage [scientifi c and tech-
nological] actors in their own disciplines and fi elds to participate in developing 
Science in Society perspectives from the very beginning of the conception of their 
activities” (European Commission  2007 : p. 6). More recently, mandates for early 
engagement were enshrined in the notion of Responsible Research and Innovation. 
The concept of Responsible Research and Innovation marks the evolution of the 
European Commission’s Science in Society Programme. It represents a more inte-
grated approach that addresses the whole innovation process and engages stake-
holders in early stages of research though a collaborative approach, seeing ethical 
considerations not as constraints, but as drivers for innovation. Responsible Research 
and Innovation will be a cross-cutting issue in Horizon 2020, the Commission’s 
major funding program for research and innovation for the period 2014–2020. One 
might expect attention to collaboration in European research to increase as a result. 

 In addition to European policies, there is a range of national programs within 
Europe that call for early engagement with science and technology. The Netherlands 
Organisation for Scientifi c Research has established a research programme for 
“Responsible Innovation” in 2008 that performs studies of the ethical and societal 
aspects of technological innovations in interaction and cooperation with the technical 
scientists involved (NWO  2008 ). According to NWO, the key to responsible innova-
tion lies in adjusting the innovation process by early recognition of social, ethical 
and acceptance issues in interaction and cooperation with scientists.  

1.3     The Legacy of Technology Assessment 

 This global trend of research policies to become more focused on increased collabo-
ration and integration fi nds its roots in earlier traditions. Newly emerging concepts 
of engagement with technology fi nd their background in the tradition of Technology 
Assessment (TA) and related traditions like Risk Assessment (RA), and, more 
recently, ELSI (ethical, legal and social implications of technology). The notion of 
engagement also chimes with movements that aim to include minority views in 
design and technology development, like the appropriate technology movement 
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(e.g., Nieusma  2004 ), frugal design (e.g., Bhatti et al.  2013 ), and inclusive or 
universal design (e.g., Connell and Sanford  1999 ). 

 To understand the infl uence of these traditions, the chapter following this intro-
duction will therefore sketch this historical background, with an emphasis on TA 
(cf. Chap.   2    ). 

 Traditional TA was originally far removed from the laboratory – it was primarily 
aimed at informing policy makers and politicians about the impacts of technology, 
so that they could make better decisions. The idea in the early days of TA was that 
social consequences of new technologies could be foreseen. In the course of time, it 
has turned out that assessment of technologies is fraught with uncertainties and 
unforeseeable variables. Technology and society turned out to be intertwined in 
complex ways. Consequently, the emphasis in TA moved from objective assessment 
of expected consequences to  anticipation  of possible consequences--for example by 
sketching possible scenarios. 

 This shift in emphasis from prediction to anticipation has been accompanied by 
three other shifts in the focus of TA. One is that in the early days TA almost exclu-
sively focused on the role of the government, while in the course of time much more 
emphasis has been placed on the role of companies and research organizations. 
A second shift is that TA has become much more proactive and aimed at construc-
tively infl uencing technology in the making, rather than reactively focusing on tech-
nology that has already been developed and its expected impacts, which then are to 
be addressed (if necessary) by government policy. Third, although TA has always 
been interdisciplinary, it has increasingly engaged in interdisciplinary cooperation 
with technological researchers and scientists. 

 In recent years, several studies have aimed to integrate this threefold shift in the 
design of next-generation TA approaches, exploring the potential of proactive, 
practice- based, interdisciplinary collaborations between social and natural 
researchers for integrating wider ethical and societal considerations in research 
decisions (Gorman et al.  2004 ; Van de Poel and Van Gorp  2006 ; Zwart et al.  2006 ; 
Doubleday  2007 ; Fisher  2007 ; Consoli  2008 ; Robinson  2009 ; Van der Burg  2009 ; 
Schuurbiers  2011 ; Doorn  2012 ). These studies share a general commitment to 
“opening up the innovation process, rather than managing it after-the-fact” (Sarewitz 
 2005 : 20). They could therefore be characterised as “lab studies 2.0,” extending the 
traditional laboratory ethnographies of the 1970s and 1980s (Latour and Woolgar 
 1979 ) to include distinct engagement tools in addition to observation. On this view, 
refl ection should be integrated in the practices of R&D and become, as Berloznik 
and Van Langenhove call it, “a built-in monitoring of the R&D process” (Berloznik 
and Van Langenhove  1998 : 27). Technology assessment thus becomes internal to 
the process of R&D itself, which allows for more refl exive participation by the sci-
entists and engineers under the assumption that this may lead not only to more 
responsive research outcomes, but possibly to more effi cient and effective research 
as well (ibid.: 30). 

 Both in the US and in Europe, several attempts have been made to implement 
and further develop these engagement approaches. In the US, the National Science 
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Foundation has funded approximately six million dollars to prototype this research 
at the Center for Nanotechnology in Society at Arizona State University (Sarewitz 
 2005 ). Preliminary results show “a receptiveness to collaboration on TA activities, 
rooted in a desire to contribute to societally benefi cial outcomes” (Guston and 
Sarewitz  2002 ) and an awareness of the possibility of modulating the decisions 
accordingly. In the Netherlands, the CSG Center for Society and the Life Sciences 
(originally named the Center for Society and Genomics) was established to study 
and improve the relationship between society and the life sciences. The center’s 
research aims at improving the way in which the life sciences meet the expectations 
and needs of society by mapping out the social, legal and ethical issues surrounding 
the life sciences and engaging researchers, policy makers and lay citizens in con-
structive dialogue on these issues. Also in the Netherlands, the philosophy depart-
ments of the three technical universities have established the 3TU. Centre for Ethics 
and Technology, which identifi es “responsible innovation,” “ethical parallel 
research,” and “value sensitive design” as its distinguishing research methods. In 
terms of funding, the Dutch NanoNextNL consortium, consisting of more than 100 
companies, universities, knowledge institutes and university medical centres, has 
available a total sum of 250 million euros for research into micro and nanotechnol-
ogy, of which six million euros is dedicated to Technology Assessment. Within this 
NanoNextNL project, nanoscience and engineering PhD students are offered the 
opportunity for 3 months projects to study societal and/or governance aspects of 
their topic, and to write up the results as a chapter in their PhD thesis. This “PhD+” 
trajectory is supported by researchers in the TA theme. 

 In Italy, the Department of Philosophy and the Department of Comparative Law 
of Padua University, established the CIGA Center, with linkages to Veneto Nanotech: 
the European Center for the Sustainable Impact of NT (ECSIN). This multidisci-
plinary research center was established to initiate research projects and organize 
outreach activities on the ethical, social, and legal aspects involved into the develop-
ment of nanotechnologies and other new technoscientifi c innovations, with the 
explicit mission to promote interdisciplinary exchange. Cooperation exists with 
other research centers, primarily in Eastern and Central Europe.  

1.4     Approaches to Early Engagement 

 While interdisciplinary engagements existed before the rise of the policy mandates 
mentioned in Sect.  1.2 , recently a number of new approaches have emerged that 
look more closely at research and innovation processes themselves. In addition to 
“downstream” outreach and public dialogue on the outcomes of research and 
“upstream” engagement with research objectives, attention has moved towards the 
“midstream” of research and innovation: the day-to-day research decisions that are 
at the heart of the innovation process itself. 

 In this volume, we provide an overview of recent approaches to early engage-
ment. Our interest is specifi cally with approaches that carry out TA-like activities 
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concurrently to research & development (R&D) and with an involvement of engi-
neers and scientists. Moreover, we focus on approaches in which these TA-like activ-
ities have a normative element and aim at encouraging ethical refl ection. We are 
aware that different authors might have different notions of “normativity” and 
“ethics” and might disagree about the exact aims of ethical refl ection – yet to some 
extent the engagement approaches seem to be underwritten by the normative goal to 
enable “better technology in a better society” (Schot and Rip  1997 ). In the conclud-
ing chapter, we will refl ect on the various normative engagements inherent in the 
different approaches. The third element shared by the approaches presented here is their 
focus on interdisciplinarity. At the very least they involve an engineering/scientifi c 
and a humanities/social science component, but often they bring together scholars 
from different disciplines including engineers, social scientists and ethicists. 

 On the basis of these three criteria we have selected fi ve approaches that will be 
discussed in part two of the volume:

    1.    Constructive Technology Assessment (CTA). Characteristic for CTA is that it 
shifts the focus away from assessing impacts of new technologies to broadening 
design, development, and implementation processes, with an emphasis on dia-
logue among and early interaction with new actors. We will particularly focus on 
“insertion” which is aimed at making the co-evolution of technology and society 
more refl exive.   

   2.    Value Sensitive Design (VSD): VSD refers to an approach to the design of tech-
nology that accounts for human values in a principled and systematic manner 
throughout the design process (Friedman and Kahn  2003 ).   

   3.    Socio-Technical Integration Research (STIR): STIR is an approach aimed at 
stimulating awareness of the possibility of modulating research decisions. The 
focus is not on the nature of societal concerns, but rather on the nature of engi-
neering decisions, and on the potential capacity of researchers to perform 
 integration by “modulating” their decisions (Fisher and Mahajan  2006 ).   

   4.    Network Approach for Moral Evaluation (NAME): NAME is an approach that 
has a threefold objective. The fi rst is aimed at identifying moral issues in R&D 
networks; the second at ethical refl ection and judgment on these issues, and the 
third on the distribution of responsibilities for addressing these issues. Crucial 
for successful application of this approach is its ability to take the plurality of the 
moral views in the network into account (Zwart et al.  2006 ; Van de Poel and 
Zwart  2010 ).   

   5.    Political Technology Assessment (PTA). PTA aims to inform and contribute to 
opinion formation of politicians and policy makers. Cooperation with politicians 
or policy makers is an important way to actively involve them in the debate on 
emerging technologies. Although PTA analysts do not directly aim at getting 
embedded in the technical research itself, many PTA interventions could be cov-
ered under the label engagement because they try to engage the policy makers 
with the technical research and R&D (a.o., organizing on-site debates between 
policy makers, politicians, and technical researchers). Recent experiences with 
interdisciplinary engagements also indicate that the policy and political level 
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should be included to make the engagement effective (as also mentioned in Chap.   3     
in this volume). We have therefore chosen to include PTA as a separate method.    

Although primarily discussed by American and European authors, the methods 
mentioned above have been applied to countries around the world. The STIR 
project, for example, refl ects a global effort with lab studies being done in China, 
South- Korea, Spain, Norway, the Netherlands, the US, Canada, Belgium, and 
France. The VSD approach has recently been applied to the development of an 
information system in Rwanda (Yoo et al.  2013 ).  

1.5     Broader Questions 

 Whereas part II of this volume presents each of these methods in further detail, the 
fi ndings of the various interdisciplinary collaborations leave open a range of further 
questions: what are the likely roles that embedded researchers can assume, and how 
do the different roles play out in terms of broadening refl ection (Calvert and Martin 
 2009 )? At what stages of the R&D process is the explicit consideration of social and 
ethical concerns most likely to affect research decisions? What kinds of concerns 
can or should be addressed? How to strike a balance between collaboration and 
critique? And how to overcome power differences and avoid the risks of co-optation 
that inevitably adjoin the various forms of “embeddedness”? There are also princi-
pled questions concerning the kind of “normativity” or “ethics” involved, and meth-
odological questions concerning the way how to shape the involvement of the 
intervening researchers. These points are related. Whereas TA traditionally belonged 
to the more descriptive sciences, applied ethicists have recently become more 
actively involved in this fi eld. This raises questions as to the normative content of 
these approaches. What is ethical refl ection, and what is the aim of ethical refl ection? 
What is the role of the embedded researcher? What background should he or she have? 

 This range of broader questions is taken up in part III of the volume. Issues of 
collaboration are addressed in the chapters by Gorman et al. (Chap.   8    ) and by 
Pauwels (Chap.   11    ). Gorman and his co-authors conceptualize the interventions that 
are part of the various approaches discussed in part II as trading zones, where “peo-
ple from different perspectives and agencies can work together to defi ne a common 
goal in a way that would be acceptable to their core communities” (Gorman et al.; 
Chap.   8    ). These trading zones may enable scientists and engineers to work across 
apparently incommensurable barriers of language, culture and practice. Thinking in 
terms of trading zones may help fi nding the right institutional setting for early 
engagements and overcome some of the challenges that the respective methods have 
to deal with (continuity, commitment). 

 Another range of issues relates to the role of the social scientist. These are pri-
marily discussed in the chapters by Calvert (Chap.   9    ) and by Pauwels (Chap.   11    ). 
These chapters illustrate the different roles an engaged social scientist can adopt, 
including critic, collaborator, guide, midwife and gadfl y. As Calvert discusses in 

D. Schuurbiers et al.

http://dx.doi.org/10.1007/978-94-007-7844-3_3
http://dx.doi.org/10.1007/978-94-007-7844-3_8
http://dx.doi.org/10.1007/978-94-007-7844-3_11
http://dx.doi.org/10.1007/978-94-007-7844-3_8
http://dx.doi.org/10.1007/978-94-007-7844-3_9
http://dx.doi.org/10.1007/978-94-007-7844-3_11


11

Chap.   9    , one of the most pressing issue relates to the distinction between social 
scientifi c researcher and scientifi c informant. In collaborative research, this distinc-
tion has become problematic. She introduces the notion of “paraethnographer” to 
refer to the former informant, a role that is now replaced with that of discussant. In 
these new collaborative relationships, the role of the social scientists engaged with 
scientifi c and technological fi elds could best be seen as that of a jester or trickster. 

 A third issue is the role of time and history, to which Van der Burg (Chap.   10    ) 
draws attention. Technologies often have a history which partly determines their 
further development and social impacts, an aspect that is relatively understudied by 
the approaches discussed in part II. A similar observation applies to the context of 
technology regulation. In a recent paper on the regulation of nano-products, Elen 
Stokes point out that new technologies are often deferred by existing regulatory 
regimes, which may “involve the reproduction of deeply ingrained traditions and 
assumptions which, under the weight of history, makes scrutiny extremely diffi cult” 
(Stokes  2012 ; 93). Not paying attention to this legacy may result in the application 
of ill-suited rules and standards.  

1.6     Outline of the Volume 

 The volume is divided into three parts. Part I (Exploring the Terrain) provides a 
history of TA approaches and presents the different approaches that are currently 
applied. Following this introductory chapter, Armin Grunwald provides an over-
view of developments in the fi eld of Technology Assessment; it describes the 
increasing attention for early engagement with new technology and the reasons 
behind it and discusses how the fi eld of TA has traditionally tried to deal with 
various challenges. 

 In Part II, fi ve different approaches are discussed in more detail, viz. Constructive 
Technology Assessment (CTA), Value Sensitive Design (VSD), Socio-Technical 
Integration Research (STIR), Network Approach for Moral Evaluation (NAME), 
and Political Technology Assessment (PTA). 

 In Chap.   3    , Arie Rip and Douglas Robinson discuss CTA, more in particular the 
insertion of a CTA actor who moves actively within and across the “multi-layered 
landscape” of technological design and development, observing and intervening in 
“soft” ways. CTA actors may also host workshops, linking multiple stakeholders to 
develop sociotechnical scenarios that anticipate possible future courses of technolo-
gies. The CTA actor is more than a visitor; he or she is “fi tting and stretching,” as 
Rip and Robinson call it. 

 Chapter   4     is dedicated to Value Sensitive Design (VSD). Batya Friedman, Peter 
Kahn, Alan Borning, and Alina Pommeranz focus on the ways in which well- 
established methods in VSD such as direct and indirect stakeholder analyses, 
Futures Workshops, value scenarios, and Envisioning Cards might be used at different 
stages during engineering innovation to foreground human values in the engineer-
ing process. This chapter discusses new work on multi-lifespan information system 
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design that enlarges the scope and timescale of traditional information system 
design to engage signifi cant societal problems that are unlikely to be solved within 
a single human lifespan. 

 In Chap.   5    , Erik Fisher and Daan Schuurbiers discuss the possibility for more 
refl exive participation by scientists and engineers in the internal governance of tech-
nology development. The chapter reviews various historical attempts to govern 
technoscience and introduces the concept of midstream modulation, through which 
scientists and engineers, ideally in concert with others, bring societal considerations 
to bear on laboratory practice. It discusses and evaluates a number of applications 
of socio-technical integration research. 

 In Chap.   6    , Ibo van de Poel and Neelke Doorn present the Network Approach for 
Moral Evaluation (NAME). This approach takes the engineers and scientists 
involved in R&D as entry point for discerning and discussing ethical issues and is 
to be carried out parallel to the R&D trajectory. The approach consists of two main 
parts. The fi rst is aimed at discerning ethical issues in R&D networks; the second at 
ethical refl ection and judgment on these issues. The approach is illustrated with an 
example and some limitations and challenges for the further development and appli-
cation of the approach are discussed. 

 Chapter   7     on Political Technology Assessment (PTA), by Rinie van Est, con-
cludes part II of this volume. Van Est describes PTA as boundary work, which 
requires a trustworthy identity and a helping hand from actors at the other side of the 
border. This trustworthy identity is primarily an issue of having a good academic 
record. As Van Est indicates, TA has its roots in academia and this scientifi c nature 
is an important part of TA’s public identity and political legitimacy. The second 
requirement for successful Political TA is the ability to effectively communicate 
with political actors and to build up a long-term relationship of trust. 

 Part III of this volume provides refl ections on the opportunities and challenges 
for early engagement in the laboratory. In Chap.   8    , Mike Gorman, Antonio Calleja- 
López, Shannon Conley and Farzad Mahootian introduce the concept of “Trading 
Zone” to explain how actors from different perspectives and agencies can work 
together to defi ne a common goal in a way that would be acceptable to their core 
communities. These concepts are illustrated with case studies of upstream and mid-
stream modulation. 

 In Chap.   9    , Jane Calvert discusses the interdisciplinary engagement approaches 
in relation to laboratory studies in Science and Technology Studies (STS). 
Calvert refl ects on three experiences in interdisciplinary collaboration in the fi eld 
of synthetic biology. She discusses methodological issues to which these inter-
disciplinary activities give rise. Based on anthropological literature, Calvert 
sketches collaboration as a research method in itself, requiring new ways of pro-
ducing knowledge together with the epistemic partners. Although collaboration 
as a research method may sound ambitious, Calvert warns that it may as well 
force social scientists to be more modest and give up the claim of ultimate 
explainers of science. 

 Drawing on the relevant STS literature, Van der Burg refl ects on the different meth-
ods and argues for the inclusion of a historical biography of the emergent technologies 
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in Chap.   10    . Many engagement studies focus on the future in which the technology 
will be implemented. However, as Van der Burg points out in her contribution, new 
technologies are partly dependent on their technological ancestors, and a study of 
technological ancestry may assist in articulating part of the values they incorporate. 

 Chapter   11    , by Eleonore Pauwels, describes the contexts for cross-fi eld collaborations 
within the life sciences and highlights relevant theoretical refl ections on the concepts 
of “insertion,” “modulation,” and “trading zones.” Pauwels discusses metaphors 
used by the synthetic biology community, combining data mining with observation 
and interviews. She also discusses elements of a manifesto that lists principles for 
collaboration among social scientists, ethicists, scientists and engineers. 

 In the concluding Chap.   12     of this volume, the editors refl ect on the achievements 
of the respective methods and develop a tentative framework for Comprehensive 
Technology Engagement, identifying the major questions and challenges to advanc-
ing interdisciplinary engagements at early stages of technological development.     

   References 

       Berloznik, R., & Van Langenhove, L. (1998). Integration of technology assessment in R&D man-
agement practices.  Technological Forecasting and Social Change, 58 , 23–33.  

    Bhatti, Y. A., Khilji, S. E., & Basu, R. (2013). Frugal innovation. In S. Khilji & C. Rowley (Eds.), 
 Globalization, change and learning in South Asia . Oxford: Chandos Publishing.  

    Calvert, J., & Martin, P. (2009). The role of social scientists in synthetic biology.  EMBO Reports, 
10 , 201–204.  

    Collingridge, D. (1980).  The social control of technology . New York: St. Martin’s Press.  
    Connell, B. R., & Sanford, J. A. (1999). Research implications of universal design. In E. Steinfeld & 

G. S. Danford (Eds.),  Enabling environments: Measuring the impact of environment on 
disability and rehabilitation . New York: Kluwer.  

    Consoli, L. (2008). The intertwining of ethics and methodology in science and engineering: 
A virtue-ethical approach.  Interdisciplinary Science Reviews, 33 , 234–243.  

    Doorn, N. (2012). Exploring responsibility rationales in research and development (R&D). 
 Science, Technology & Human Values, 37 , 180–209.  

    Doubleday, R. (2007). The laboratory revisited: Academic science and the responsible governance 
of nanotechnology.  NanoEthics, 1 , 167–176.  

    European Commission (2007).  Work programme 2007 ,  capacities ,  part 5 ,  Science in society , 
 C ( 2007 )  563 . Brussels: Offi ce for Offi cial Publications of the European Communities.  

    Fisher, E. (2007). Ethnographic invention: Probing the capacity of laboratory decisions. 
 NanoEthics, 1 , 155–165.  

    Fisher, E. (2011). Editorial overview: Public science and technology scholars: Engaging whom? 
 Science and Engineering Ethics, 17 , 607–620.  

       Fisher, E., & Mahajan, R. L. (2006). Midstream modulation of nanotechnology research in an 
academic laboratory. In  ASME International Mechanical Engineering Congress and Exposition  
( IMECE2006 ) Nov 5–10, 2006, Chicago, Ill, USA (pp. 1–7).  

    Friedman, B., & Kahn, P. H., Jr. (2003). Human values, ethics and design. In J. Jacko & A. Sears 
(Eds.),  Handbook of human-computer interaction . Mahwah: Lawrence Erlbaum Associates.  

    Gorman, M. E., Groves, J. F., & Shrager, J. (2004). Societal dimensions of nanotechnology as a 
trading zone: Results from a pilot project. In D. Baird, A. Nordmann, & J. Schummer (Eds.), 
 Discovering at the nanoscale  (pp. 63–73). Amsterdam: IOS.  

    Guston, D. H., & Sarewitz, D. (2002). Real-time technology assessment.  Technology in Society, 
24 , 93–109.  

1 Mandates and Methods for Early Engagement

http://dx.doi.org/10.1007/978-94-007-7844-3_10
http://dx.doi.org/10.1007/978-94-007-7844-3_11
http://dx.doi.org/10.1007/978-94-007-7844-3_12


14

    Knorr Cetina, K. (1981).  The manufacture of knowledge: An essay on the constructivist and 
contextual nature of science . Oxford: Pergamon Press.  

    Latour, B., & Woolgar, S. (1979).  Laboratory life: The construction of scientifi c facts . Berverly 
Hills: Sage.  

    Mitcham, C. (2003). Co-responsibility for research integrity.  Science and Engineering Ethics, 9 , 
273–290.  

    Nieusma, D. (2004). Alternative design scholarship: Working towards appropriate design.  Design 
Issues, 20 (3), 13–24.  

    NWO. (2008).  Responsible innovation: Description of thematic programme . The Hague: 
Netherlands Organisation for Scientifi c Research.  

    Robinson, D. K. R. (2009). Co-evolutionary scenarios: An application to prospecting futures of the 
responsible development of nanotechnology.  Technological Forecasting and Social Change, 
76 , 1222–1239.  

     Sarewitz, D. (2005). This won’t hurt a bit: Assessing and governing rapidly advancing technologies 
in a democracy. In M. Rodemeyer, D. Sarewitz, & J. Wilsdon (Eds.),  The future of technology 
assessment  (pp. 14–21). Washington, DC: Woodrow Wilson International Center for Scholars.  

    Schot, J. W., & Rip, A. (1997). The past and future of constructive technology assessment. 
 Technological Forecasting and Social Change, 54 , 251–268.  

    Schuurbiers, D. (2011). What happens in the lab: Applying midstream modulation to enhance critical 
refl ection in the laboratory.  Science and Engineering Ethics, 17 , 769–788.  

    Snow, C. P. (1959).  The two cultures and the scientifi c revolution . Cambridge: Cambridge 
University Press.  

    Stegmaier, P. (2009). The rock‘n’roll of knowledge co-production; Science and society series on 
convergence research.  EMBO Reports, 10 , 114–119.  

   Stokes, E. (2012). Nanotechnology and the products of inherited regulation.  Journal of Law and 
Society, 39 , 93–112.  

    Van de Poel, I. R., & Van Gorp, A. C. (2006). The need for ethical refl ection in engineering design: 
The relevance of type of design and design hierarchy.  Science, Technology & Human Values, 
31 , 333–360.  

    Van de Poel, I. R., & Zwart, S. D. (2010). Refl ective equilibrium in R&D networks.  Science, 
Technology & Human Values, 35 , 174–199.  

    Van der Burg, S. (2009). Imagining the future of photoacoustic mammography.  Science and 
Engineering Ethics, 15 , 97–110.  

    Yoo, D., Lake, M., Nilsen, T., Utter, M. E., Alsdorf, R., Bizimana, T., Nathan, L. P., Ring, M., 
Utter, E. J., Utter, R. F., & Friedman, B. (2013). Envisioning across generations: A multi- 
lifespan information system for international justice in Rwanda. In  Proceedings of CHI 2013 . 
New York: ACM Press.  

    Ziman, J. M. (1998). Why must scientists become more ethically sensitive than they used to be? 
 Science, 282 , 1813–1814.  

     Zwart, S. D., Van de Poel, I. R., Van Mil, H., & Brumsen, M. (2006). A network approach for 
distinguishing ethical issues in research and development.  Science and Engineering Ethics, 12 , 
663–684.    

D. Schuurbiers et al.



15N. Doorn et al. (eds.), Early Engagement and New Technologies: Opening Up the Laboratory, 
Philosophy of Engineering and Technology 16, DOI 10.1007/978-94-007-7844-3_2,
© Springer Science+Business Media Dordrecht 2013

    Abstract     Technology Assessment (TA) emerged in the 1970s as a research-based 
policy-advising activity. During the 1980s, TA discovered technology development 
at the lab level as a subject of interest, refl ection, and intervention. Since that time, 
TA as orientation for shaping new technology and innovation has been part of the 
overall TA portfolio. TA concepts and approaches to early engagement have been 
developed in different frameworks, e.g. as Constructive TA. In the last 10 years, a 
new wave of early engagement in TA occurred mainly in the fi eld of new and emerg-
ing technologies such as nanotechnology, enhancement technologies, and synthetic 
biology. This wave led to many activities involving TA in early stages of develop-
ment. In this chapter, we describe the most relevant approaches in TA aiming at 
early engagement. A deeper look will be presented into conceptual backgrounds 
that are specifi cally relevant to early engagement, such as concepts of technology 
determinism, social constructivism, and co-evolution. As a case study, we discuss 
an ongoing activity at the Karlsruhe Institute of Technology (KIT) where a major 
technological development in the fi eld of new cement is accompanied by systems 
analysis and innovation research from its very beginning. This case allows specifi -
cally for discussing chances and opportunities of early engagement but also pitfalls 
and obstacles.  
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2.1         Introduction and Overview 

 Technology Assessment (TA) emerged in the 1970s as a research-based policy- 
advising activity. In the fi rst period of TA, technology was regarded to follow its 
own dynamics (technology determinism) with the consequence that the main task of 
TA was seen in functions of early-warning of risks and early recognition of oppor-
tunities. The objective was to enable political actors to undertake measures to, for 
example, compensate or prevent anticipated negative impacts of technology. The 
spheres of technology development at the lab and the issue of shaping technology at 
the level of products and systems were not addressed at all because of the determin-
istic attitude concerning technology and the focus on policy advice. 

 This situation changed in the 1980s. Following the emerging social constructivist 
paradigm, slogans such as “social shaping of technology” were coined and the 
approach of Constructive Technology Assessment (CTA) was developed (Rip and 
Robinson; Chap.   3    ). TA discovered technology development at the lab level as a 
subject of interest, refl ection, and intervention. Since that time, TA as orientation for 
shaping new technology and innovation has been part of the overall TA portfolio. 
This portfolio covers the whole spectrum from the political (e.g. parliamentarian) 
level far away from the lab up to concrete intervention in engineering, design and 
development at the level of R&D programmes and concrete projects at the lab 
(Grunwald  2009a ). 

 An early observation was that, in order to be able to contribute to shaping tech-
nology  ex ante  instead of only analysing impacts and consequences of its use 
 ex post , TA should be involved  in early stages  of technology development. The 
concern that TA might be too late in order to do its job has accompanied the devel-
opment of TA from its beginnings. This has motivated concepts and approaches to 
early engagement – however, the possibility of early engagement seems to be threat-
ened by the so-called Control Dilemma (Collingridge  1980 ; see Sect.  2.3  of this 
chapter) stating that shaping technology will fail anyway: in early stages of develop-
ment because of lack of knowledge, and in later stages because then there will be no 
more room for shaping. 

 In the last 10 years, a new wave of early engagement (sometimes called “upstream 
engagement”) has been observed in TA. It occurred mainly in the fi eld of new and 
emerging technologies (NEST) such as nanotechnology, nanobiotechnology, 
enhancement technologies, and synthetic biology. These fi elds of science and tech-
nology development show a strong “enabling character”, probably allowing for 
manifold applications in different areas which are extremely diffi cult to anticipate. 
This situation makes it necessary – from a TA perspective – to perform an  accom-
panying TA process  refl ecting on the ethical, social, legal, and economic issues at 
stake (Rip and Swierstra  2007 ; Grunwald  2010a ). 

 In this chapter, we describe the most relevant approaches in TA and in neigh-
bouring research activities aiming at early engagement. To this end, we start with a 
general introduction to TA by mentioning some issues of its history, objectives, and 
recent developments (Sect.  2.2 ). Then we present a deeper look into conceptual 
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backgrounds that are specifi cally relevant to early engagement, referring to the 
debates around technology determinism, social constructivism, and co-evolution 
(Sect.  2.3 ). This look prepares the ground for presenting TA approaches aimed at 
early engagement such as accompanying systems analysis, the approach of the 
German Association of Engineers, and the Vision Assessment (Sect.  2.4 ). As a case 
study, we discuss an ongoing activity at the Karlsruhe Institute of Technology (KIT) 
where a major technological development in the fi eld of new cement is accompa-
nied by systems analysis and innovation research from its very beginning (Sect.  2.5 ). 
The last section includes some refl ections on challenges, limits, and obstacles of the 
TA approaches developed so far.  

2.2      Technology Assessment 1  

 TA arose from specifi c historical circumstances in the 1960s and 1970s far away 
from any lab context. Activities and concerns in the US political system, in particu-
lar in the US Congress, culminated in the creation of the Offi ce of Technology 
Assessment (OTA) in 1972 (Bimber  1996 ). The concrete background consisted in 
the asymmetrical access to technically and politically relevant information between 
the legislative and executive bodies of the United States. From this point of view, the 
aim of legislative TA serving the Parliament was to restore parity. This very specifi c 
origin of TA found a lot of successors in Europe which succeeded in establishing a 
lively network (European Parliamentary Technology Assessment EPTA). 

 Parallel to this specifi c development in the political system, radical intellectual 
changes were taking place. The optimistic belief in scientifi c and technical progress, 
which had predominated in the post-Second World War period, came under pres-
sure. Broad segments of Western society were deeply unsettled by the “Limits of 
Growth” which addressed the limitedness of natural resources. Furthermore, prob-
lems with unintended side effects, in particular with respect to the natural environ-
ment, and new ethical questions led to societal confl icts on the legitimacy of 
technology. A fundamental dispute on how to deal with science and technology 
emerged. Far beyond supporting parity between executive and legislative forces in 
democracy, TA was then expected to contribute to new forms of societal orientation 
and legitimisation of science and technology. This constellation led to a complex 
and multi-dimensional set of objectives and rationales of TA. 

 Nowadays, the term “Technology Assessment” is a widely used designation of 
the systematic approaches and methods to investigate the conditions for and the 
consequences of technology and to denote their societal evaluation. According to an 
existing defi nition, TA is a scientifi c, interactive, and communicative process which 
aims to contribute to the formation of public and political opinion on societal aspects 
of science and technology (Decker and Ladikas  2004 ). TA thus provides knowledge, 

1   This Section builds on earlier and more comprehensive descriptions of Technology Assessment 
given by one of the authors (Grunwald  2009a ,  2010a ). 
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orientation, and procedures on how to cope with challenges at the interface between 
technology and society on both directions: TA explores and assesses possible 
impacts and consequences of technology in a prospective manner on the one hand, 
and helps to introduce society’s expectations and needs concerning new technology 
into the relevant decision-making processes, on the other. 

 The focus of TA dwells on the perspective of  unintended side effects  like acci-
dents, negative environmental impacts, ethical problems, and unintended social 
consequences (Bechmann et al.  2007 ) and on assessing these in relation to expected 
benefi ts and innovation potential. TA has been set up to enable assessment proce-
dures making use of scientifi c knowledge, ethical orientation, and participatory pro-
cesses as well (Grunwald  2009a ). The mission of TA is, thus, to contribute to “a 
better technology in a better society” (Rip et al.  1995 ) in various dimensions and 
following various objectives in detail. 

 The fi rst objective of TA was, as indicated above, to support political decision- 
making mainly in the fi elds of regulation and research funding. The classical institu-
tions and procedures of democracy should be provided with knowledge and 
orientation in order to make “better decisions”. Refl exivity should be added to polit-
ical bodies and their decision-making processes. This type of TA is still active and 
expanding in the fi elds of parliamentary technology assessment (Cruz-Castro and 
Sanz-Menendez  2004 ) and in many forms of advising governmental bodies and 
authorities. 

 A second objective is directly related to democracy or, in a more radical sense, 
aims to prevent a possibly emerging technocracy. From the 1960s on there have 
been concerns that the scientifi c and technological advance could threaten the func-
tioning of democracy because only few experts were capable of really understand-
ing the complex technologies (Habermas  1970 ). The technocracy hypothesis was 
born painting a picture of a future society where experts would make the decisions 
with respect to their own value systems by coming up with the “one best solution” 
for any situation of choice, and with politics restricted to implementing the results. 
Against this background, one of the many origins of TA is to counteract and to 
enable and empower society to take active roles in democratic deliberation on sci-
ence and technology (Schomberg  1999 ). 

 A third objective of TA is related to the ways in which society deals with con-
fl icts over new technology. Experiences of severe technology confl icts and of legiti-
macy defi cits have accompanied many Western countries in the past decades. There 
was (and partially still is) little acceptance of particular political decisions on tech-
nology such as on nuclear power and nuclear waste disposal sites in some countries. 
Also doubts about their legitimacy combined with suspicions of technocratic 
decision- making, fuelled the emergence of severe confl icts. These developments 
motivated TA to think about procedures of confl ict prevention and resolution, in 
particular including participatory approaches (Joss and Belucci  2002 ). 

 The fourth and in the context of this paper most relevant objective concerns the 
level of technology itself rather than the ways society deals with technology issues. 
The idea of shaping technology according to social values was born in the frame-
work of Social Constructivism (Sect.  2.3 ). If this would succeed, so the hope, 
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problems of rejection or non-acceptance would no longer occur at all, and a better 
technology, serving the demands of people and of society in a better way, could be 
reached. This is the very intention of Constructive Technology Assessment (Rip and 
Robinson; Chap.   3    ). 

 An international community established itself around the concept of TA and 
its various dimensions and diverse objectives, using different concepts and meth-
odologies. Part of this community works in institutions explicitly devoted to TA 
(e.g., to provide advice to Parliaments, cf., for instance, the EPTA network, 
  www.eptanetwork.org    ), part of it is organised in networks (cf. Netzwerk 
Technikfolgenabschätzung,   www.netzwerk-ta.net    ), part is describing its work as 
systems analysis, in particular in the fi elds of material fl ow analysis, energy bal-
ancing, and life cycle assessment LCA, and another part converges on the fringes 
of disciplinary organisations and conferences, such as in sections of sociological 
or philosophical organisations, or in the STS Community, e.g., under the aus-
pices of EASST (the European Association for the Study of Science and 
Technology), and of many IEEE (Institute of Electrical and Electronics Engineers) 
activities relating to the social implications of technology.  

2.3        Technology Determinism, Social Constructivism, 
and Co-evolution 

 TA needs models of technology development and of the processes of governance 
infl uencing research and development in order to be able to fulfi l its tasks in the 
ways intended. These models then infl uence the way how TA is to be conceptual-
ised, how it is embedded in governance, how it is actually performed, and to which 
addressees its results shall be customised. To give a hypothetical illustration: if one 
believed in a technology development model ascribing all power to industry and 
international companies, TA as policy advice would simply be nonsense. 

 There are two grand and mutually contradicting narratives underlying different 
forms of TA: the  Technology Determinism  paradigm, on the one hand, claims that 
technology cannot be infl uenced by but determines society. The  Social Constructivism  
paradigm, on the other, states that technology can be “constructed’ according to 
social values. Over the past decade, a third and intermediary paradigm has become 
the dominant narrative: the model of a  co-evolution  of technology and society. 
These lines of thought will be described briefl y to allow for a better understanding 
of the options of choice and their implications at the conceptual level. 

 Scientifi c progress and technological advance have been the most powerful driv-
ing forces of and in society for decades. It is plausible to raise the question whether 
the dynamics of science and technology has purely internal roots and origins, 
whether this dynamics could be infl uenced from an external perspective, e.g. by 
politics, or not, and in which way society should act according to the answers given 
to the fi rst two questions. Technology Determinism assumes a strong inherent 
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dynamics of science and technology at place and gives a negative answer to the 
question whether technology is designable and controllable by society. The course 
of technology development over time is regarded as a result of that internal and 
inherent dynamics. Society and policy-makers should, therefore, not aim at steering 
or shaping technology because this would not be possible in principle. They only 
could, following this line of thought, prepare themselves for the new technologies 
that would inevitably come, and try to deal with their impacts and consequences in 
a most socially compatible way. Technology itself is, in this perspective, no subject 
for societal and political infl uence at all – only the way society deals with the 
impacts of technology could be subject to political measures. 

 This paradigm was dominant in the 1970s and the beginning of the 1980s. It had 
decisive impact on the early concepts of TA. If, according to Technology 
Determinism, technology could not be infl uenced by society but society had to pre-
pare itself for coming technologies and their impacts (opportunities as well as risks), 
TA was mainly seen as a means of forecasting and predicting impacts and conse-
quences of technology in order to enhance the opportunities of early societal action 
and adaptation. In particular, the idea of the “early warning” function of TA was 
coined against this background. The lab level and the development processes of 
technology were no serious subjects of interest of TA, simply because of the domi-
nating paradigm mentioned (Grunwald  2009a ,  2010a ). 

 Social sciences’ research on technology, however, proved naïve technology 
determinism false and motivated, fuelled by Social Constructivism (Bijker et al. 
 1987 ), approaches of social shaping of technology (SST) (Yoshinaka et al.  2003 ). 
It was shown that technology is really being “made” and infl uenced by many groups 
and institutions in society. The development of technology should, following these 
ideas, be perceived as the result of societal processes of meaning giving, negotia-
tion, and decision-making. Theories of technology development were established 
which highlighted the importance of decision-making processes involving many 
actors at all stages of development and which showed that the resulting decisions 
depend on values and interests of those actors (Bijker and Law  1994 ). 

 The idea of “shaping technology” became, based on this particular paradigm, 
dominant in the 1990s (Bijker and Law  1994 ) and motivated new TA concepts, in 
particular the emergence of Constructive TA (Rip et al.  1995 ). CTA has lobbied for 
the early and broad participation of societal actors, including key economic players, 
and for the establishment of a learning society experimenting with technology. In 
the normative respect, CTA builds on a basis of deliberative democracy in which a 
liberal picture of the state highlights self-organising processes in the marketplace. 

 Social Constructivism has in the meantime been criticised for being too optimistic 
with regard to the malleability of technology. Critics pointed to path dependencies, 
to economic forces, and to irreversibilities in technology development setting limi-
tations to shaping approaches. The idea of a co-evolution of technology and society 
takes this criticism into account and considers both sides as mutually infl uencing 
each other and as being closely interlinked with each other (Rip  2007 ). Following 
this idea, neither naïve shaping of technology according to social values is possible, 
nor is society helplessly damned to adapt itself to a self-dynamic technology. 
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Instead, the situation is complex, and though possibilities for society infl uencing 
technology development are seen, it is considered ambitious to realise them. 

 This development refers in a specifi c sense to the “Control Dilemma” 
(Collingridge  1980 ) which was already briefl y mentioned in the introduction. 
Collingridge looked at technologies in an early stage of development and at mature 
technologies as well. Regarding the latter, he stated that there could only be a mini-
mal societal infl uence. For economic reasons it would not be possible to change or 
modify mature and market-ready technological products or systems to a signifi cant 
extent. In the best case, minor adaptations might be expected in case of societal 
pressure. Referring to technologies in an early stage of development, Collingridge 
problematised the feasibility of targeted societal infl uence on technology according 
to societal values, expectations of benefi ts and the avoidance of risk, due to a severe 
lack of knowledge about future products and their impacts. The dilemma therefore 
reads: shaping technologies with regard to societal expectations in an early stage of 
development must fail because of lack of knowledge, and, shaping technologies in 
a mature state is not possible because of economic forces. Once the impacts of a 
technology are relatively well-known, the chances of infl uencing this technology 
will signifi cantly decrease. Thus, shaping technology with regard to societal expec-
tations and values would not be possible at all. 

 The dichotomy expressed in the Control Dilemma is, however, artifi cial if under-
stood in an extreme way. The question of whether TA should start early and should 
be prospective or only start when reliable statements about consequences are avail-
able poses a false dilemma. The issue here is not an either-or one but the differentia-
tion of TA in line with the problem at hand and with the validity of the available 
knowledge of the consequences. TA differs conceptually and methodologically 
depending on whether it is concerned with measurable consequences of technology 
or with more prospective ones. That means TA should be conceptualised as research 
and assessment  accompanying  the technology development and using concepts and 
methods appropriate to the stage of development of the technology under consider-
ation. What “appropriate” means here refers to the governance of the respective 
fi eld to which TA is to contribute. 

 TA carried out in early stages of development may look different in the cases of 
NEST (new and emerging science and technology), where ethical and philosophical 
questions are in the centre of interest (e.g. Grunwald  2010b ), in the fi eld of trans-
forming large infrastructures such as the energy supply system where something 
like “transition management” in the framework of refl exive governance (Voss et al. 
 2006 ) is needed, and in the fi eld of developing new materials and processes where 
early systems analysis including Life Cycle Assessment is required to help shaping 
the development towards sustainable development (see the case study in Sect.  2.5 ). 
In all of these fi elds, TA adds specifi c prospective knowledge and refl exivity to the 
perspectives of natural scientists, managers, developers, and engineers involved. 

 Opening up the lab in this context means bringing additional perspectives and 
TA knowledge to the lab, aiming at supporting decision-making there. This could 
include, for instance, increasing the awareness of lab researchers with respect to 
possibly involved ethical issues, organising debates on the responsibilities of 
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researchers in the overall governance of science, bringing knowledge about innovation 
and diffusion processes to the lab level, and enhancing the consciousness of lab 
researchers with regard to possible societal implications and consequences of their 
work. The resulting increase of knowledge and refl exivity could have an infl uence 
on ongoing design decisions concerning experiments and development processes 
but also on the agenda setting processes at the lab level.  

2.4      TA Approaches to Early Engagement 

 The fi rst and still most frequently cited TA approach to early engagement is the 
already mentioned CTA approach (Rip et al.  1995 ) initially based on Social 
Constructivism and later on following the co-evolution picture. In this section, we 
will not introduce CTA because the Chapter by Rip and Robinson (Chap.   3    ) is 
dedicated to it. Instead, we will present the accompanying systems analysis 
approach (4.1) which is frequently used and mostly not subsumed under the TA 
label, the concept proposed and implemented by the Association of German 
Engineers (4.2), the Responsible Innovation approach as a recent development 
(4.3), and the Vision Assessment looking at visionary communication in the con-
text of NEST (4.4). 

2.4.1     Accompanying Systems Analysis 

 Basic task of an accompanying systems analysis is to assess opportunities, poten-
tials and risks of a new technology in an early stage of development despite existing 
uncertainties in order to provide decision-makers in politics, science and economy 
with fi rst information. Such an analysis is not restricted to aspects of engineering 
and natural science, e.g. estimating conditions for a large-scale technical realisation 
and possible ecological impacts, but also considers the political, societal and eco-
nomic framework requirements of the innovation. Besides the opportunities and 
potentials, the (economic and societal) benefi t of the invention is assessed. 

 The systems analysis starts with a description and analysis of the existing “land-
scape” (the added value chain and its societal context) where the innovation will be 
implemented and used in future. Besides an analysis of the current political, eco-
nomic and technical conditions, this includes a characterisation of the pertaining 
industry, in particular of its structure and the regulatory framework conditions. 
Furthermore, stakeholders and lobbies have to be identifi ed which would be affected 
by including the innovation in the industrial and societal metabolism. 

 Moreover, technological questions on the conditions for a large-scale technical 
realisation have to be answered. This comprises the (cumulative) energy expendi-
ture and material fl ows, taking into account the entire process chain (including the 
upstream chain) from cradle to grave as well as the availability of raw materials, the 
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cost of their supply, and associated possible ecological effects which have to be 
identifi ed and assessed. These issues are studied using methods like material fl ow 
analysis and energy balancing based on thermodynamic and thermochemical 
approaches including realistic effi ciency estimations. In some cases, the Life Cycle 
Analysis (LCA) tool can be used (cp. Schepelmann et al.  2009 ). 

 Results can be used to advance the development of the technology, focusing on 
its large-scale technical realisation, and for giving early insights into sustainability 
effects. The work is an iterative process depending on the current level of the devel-
opment and new fi ndings. In addition, to foster technical development, the results of 
the systems analysis are used for a comprehensive assessment of the complete pro-
duction process, including sustainability aspects. 

 At the forefront of economic considerations are fi rst estimates of the anticipated 
capital and operating costs of the new technology. A systems analysis can also 
include extended economic investigations taking into account issues such as the 
determination of CO 2  mitigation costs, “hidden extras”, “societal extras”, and prob-
lems of discounting. The sustainability assessment usually relies on adequate indi-
cators covering economic, ecological and social aspects to evaluate the technological 
development. 

 Positive material properties of a new “socially wanted” product do not automati-
cally guarantee a successful launch. Therefore, also the innovation process has to be 
investigated with a special focus on fostering development and disclosure of inhibi-
tory factors. Marketing strategies for a product launch, however, are not in the focus 
of the TA investigation. Instead, the results of the analyses are used to provide the 
actors involved with supportive knowledge for implementation. 

 As shown above, a relatively tight involvement of systems analytical investiga-
tions in technology development at the lab is, on the one hand, necessary for the 
systems analytical part, in particular because this constellation allows direct access 
to relevant data and an in-depth analysis of the innovation process. Close coopera-
tion with systems analysis should, on the other, also be of great benefi t for the 
development project because the results of systems analysis could be used to directly 
inform developers about possible obstacles and could give hints how to meet sus-
tainability objectives by optimising the design (Poel  2009 ). Nevertheless, awareness 
must be raised of possible unwanted effects such as decreasing independence of 
systems analytical TA (see Sect.  2.5 ).  

2.4.2     Technology Evaluation 

 The Association of German Engineers (VDI, Verein Deutscher Ingenieure) has 
been dealing with challenges of technology to society since the 1960s. Many VDI 
publications address issues such as technology and society, responsibility of engi-
neers and a code of conduct. 

 The most prominent outcome of these activities is the VDI Guideline No. 3780 
(VDI  1991 , also available in English), which has become quite well-known, at least 
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in the German-speaking countries. It is intended to provide a “Guide to Technology 
Assessment According to Individual and Social Ethical Aspects”. For engineers and 
in industry, assessments are to a certain extent part of their daily work. Evaluations 
play a central role, for instance whenever a line of technology is judged to be prom-
ising or to lead to a dead end; whenever the chances for future products are assessed; 
whenever a choice between competing materials is made; or whenever a new 
production method is introduced to a company. Though evaluation may be com-
monplace in engineering practice, the new thing about this guideline for societal 
technological evaluation is its scope, which also includes the societally relevant 
dimensions of impacts as well as technical and economic factors. Technological 
evaluation should be conducted in line with socially acknowledged values. Eight 
central values forming the VDI “Value Octagon” have been identifi ed: functional 
reliability, economic effi ciency, prosperity, safety, health, environmental quality, 
personality development, and social quality (VDI  1991 ). These values are thought 
to infl uence technical action and fall under the premise that it “should be the objec-
tive of all technical action […] to secure and to improve human possibilities in life” 
(VDI  1991 , p. 7). 

 According to the VDI Guideline, the identifi ed values shall be considered in 
processes of technology development, in particular in technology design (see Poel 
 2009 ). They shall virtually be  built into  the technology. Engineers or scientists 
should, on the basis of their knowledge and abilities, push the development of 
technology in the “right” direction by observing these values and avoiding undesir-
able developments. If this exceeds their authority or competence, engineers should 
take part in the corresponding procedures of technology evaluation. This mode of 
operation is rather close to Value Sensitive Design (see Chap.   4     in this volume). 
However, VDI did not pay much attention to how to make this approach work. 
Although the approach is well integrated in the education of engineers at many 
technical universities in Germany, it did not have much impact on practical devel-
opment yet. 

 As the Guideline addresses directly the actions and decisions of engineers, it is 
relevant to research and development also in the lab, in publicly funded science as 
well as in industry. “Opening up the lab” would not be necessary as an extra effort 
because, following the Guideline, engineers and researchers at the lab level should 
act according to the values mentioned in the Guideline. However, theory and prac-
tice seem to differ considerably in this respect.  

2.4.3     Responsible Research and Innovation (RRI) 

 The ideas of “responsible research” in scientifi c and technological advance and of 
“responsible innovation” in the fi eld of new products, services and systems have 
been discussed for some years now with increasing intensity (Siune et al.  2009 ). 
The postulate of Responsible Research and Innovation (RRI) adds explicit ethical 
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refl ection to Technology Assessment (TA) and Science, Technology and Society 
(STS) studies and includes all of them into integrative approaches to shaping tech-
nology and innovation (Schomberg  2012 ). Responsible innovation brings together 
TA with its experience in assessment procedures, actor involvement, foresight and 
ethical evaluation, in particular under the framework of responsibility, and also 
builds on the body of knowledge about R&D and innovation processes provided by 
STS studies and STIS studies (Science, Technology, Innovation and Society) 
(Grunwald  2012 ). 

 Science institutions, including research funding agencies, have started taking a 
pro-active role in promoting integrative research and development (see the 
Responsible Innovation programme of the Dutch National Science Foundation 
NWO as an example). Thus, the governance of science and of R&D processes is 
changing, opening up new possibilities and opportunities for involving new actors 
and new types of refl ection. In particular, RRI aims at intervening R&D processes 
in early stages of development:

  Responsible development of nanotechnology can be characterized as the balancing of 
efforts to maximize the technology’s positive contributions and minimize its negative con-
sequences. Thus, responsible development involves an examination both of applications 
and of potential implications. It implies a commitment to develop and use technology to 
help meet the most pressing human and societal needs, while making every reasonable 
effort to anticipate and mitigate adverse implications or unintended consequences. (National 
Research Council  2006 , p. 73) 

   The emergence of RRI refl ects the diagnosis that available approaches to shap-
ing science and technology still do not meet all of the far-ranging expectations 
towards technology governance and achieving a “better technology in a better society” 
(Rip et al.  1995 ). The hope behind the RRI movement is that new – or further 
developed – approaches could add considerably to existing approaches such as TA 
and engineering ethics. Indeed, compared to earlier approaches such as SST or 
CTA there are shifts of accentuation and new focuses of emphasis (Schomberg 
 2012 ; Grunwald  2012 ):

•    “Shaping innovation” complements or even replaces the former slogan “shaping 
technology” which characterised the social constructivist approach to technol-
ogy. This shift refl ects the insight that it is not technology  as such  which infl u-
ences society and therefore should be shaped according to society’s needs, 
expectation and values, but it is  innovation  by which technology and society 
interact as has been pointed out by many STS studies.  

•   There is a closer look on societal contexts of new technology and science. RRI 
can be regarded as a further step towards taking the demand-pull perspective and 
social values in shaping technology and innovation more serious.  

•   Instead of distant  observation  following classical paradigms of science there is 
now a clear indication for  intervention  into the development and innovation pro-
cess: RRI projects shall “make a difference” not only in terms of research but 
also as interventions into the “real world”.  
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•   The spectrum of stakeholders to be involved in participatory processes and 
 dialogue is to be broadened further because of new forms of science and technol-
ogy governance (Siune et al.  2009 ; Schomberg  2012 ).  

•   Following the above-mentioned issues, RRI can be regarded as a radicalisation 
of the well-known post-normal science (Funtowicz and Ravetz  1993 ), being even 
closer to social practice and being prepared for intervention and for taking 
responsibility for this intervention.    

 The concrete realisation within the Responsible Innovation programme of the 
Dutch Science Foundation makes clear that “opening up the lab” is part of the 
agenda. Ethicists, TA researchers and STS scholars shall cooperate with natural 
scientists, engineers, developers, and managers in order to come up with modifi ed 
and, hopefully, more “responsible” products, systems and services. It is still too 
early to assess whether the ambitious goals have been reached, and what conditions 
should be fulfi lled to support fulfi lling the expectations.  

2.4.4     Vision Assessment 

 Quite often visions and metaphors mark the revolutionary advance of science in 
general and act as an important factor in societal debates, in particular in NEST 
(Grunwald  2007  for the case of Human Enhancement). Available studies have 
shown that futuristic visions are ambivalent: they may cause fascination as well as 
concern and fear. The main argument for requiring early engagement of TA in the 
form of a vision assessment is the importance of visions in actual debates, that is, 
both in the debate on the opportunities afforded by scientifi c and technological 
progress and in ongoing risk debates (Grunwald  2007 ). 

 Vision assessment is a new TA tool that is not directed at the assessment of tech-
nologies but at the assessment of visions which are communicated across the many 
interfaces between technology and society (Grin and Grunwald  2000 ). Vision 
assessment can be analytically divided into (see Grunwald  2009b ):

•    vision  analysis  – which is itself subdivided into a  substantial  aspect (what is the 
content of the respective vision?) and a pragmatic aspect (how is it used in con-
crete communication?),  

•   vision  evaluation  (how could the content of the vision be evaluated and 
judged?), and  

•   vision  management  (how should the people and groups affected deal with the 
visions?).    

 The general aim is to provide transparent disclosure of the relationship between 
knowledge and values, knowledge and the lack of it, and the evaluation of these 
relationships and their implications. In particular, vision assessment should allow 
the various and partly divergent normative aspects of visions of the future to directly 
confront each other in order to improve transparency and clarity of their contents, 
premises, and meanings. 
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 The lab level is indirectly addressed by vision assessment. Techno-visionary 
communication often has impacts on the agenda of science and research, it may 
attract young people to the respective research fi elds, it may infl uence research 
funding, and it may create public awareness and political support. Researchers at 
the lab can contribute to developing visions but also to scrutinising and assessing 
them. Accordingly, in spite of the fact that vision assessment mainly addresses pub-
lic debates on new and emerging science and technology researchers operating at 
the lab must be involved in processes of vision management.  

2.4.5     Real-Time Technology Assessment and New Approaches 

 Technology Assessment is a fi eld of research and engagement which requires con-
tinuous adaptation to new developments and changing boundary conditions as well 
as learning procedures. The history of TA can be told as continued exploration of 
and experimentation with new approaches. 

 One of the most recent conceptual developments in TA is the so-called Real-time 
Technology Assessment (Guston and Sarewitz  2002 ), which is a social technology 
with the goal of redesigning knowledge production and application to make design 
and other choices in research and development more explicit, informed, transparent, 
accountable, and participatory. It combines problem-oriented empirical research 
and dynamics of technology with research on and engagement with values accom-
panying these developments. It was nanotechnology which gave rise to the develop-
ment of this approach. 

 Another recent development in TA is related to the notion of a “third generation 
TA” (Yoshizawa  2012 ). This development identifi es a fi rst (expert-based, 
parliamentary- centred) and a second (involving selected citizens, parliamentary- 
related) generation of TA. Third generation TA is, in contrast, not necessarily based 
in an established organisation, “but rather in a fl exible distribution network of exist-
ing intellectual and human resources, facilitating active engagement of lay public as 
well as intermediate actors between experts and technology end-users” (Yoshizawa 
 2012 ). There are some relations to the idea of Responsible Innovation (see above), 
but in this case everything is still ongoing.   

2.5           Case Study: Systems Analysis for Developing 
New Cement 

 In this section, we describe the approaches of accompanying systems analysis and 
innovation research based on a case study in which we discuss an ongoing technol-
ogy development at Karlsruhe Institute of Technology (KIT), a project which has 
become a beacon of the KIT. 
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 Cement is a mass construction material with large world-wide growth rates, 
whose production is energy-intensive and connected with high CO 2  emissions. 
Cement, mostly Ordinary Portland Cement (OPC), is mainly used for concrete – 
next to water the most commonly used material worldwide. According to our 
assessments, the global cement production emitted in 2008 a total of about 2.5 
billion tons CO 2  (Achternbosch et al.  2011a ). This corresponds to 8 % of the global 
anthropogenic CO 2  emissions. The cement industry has adopted many measures to 
reduce these emissions, such as improving techniques or using secondary materials. 
However, it can be shown that these measures are not suffi cient to stabilise or even 
lower the amount of future CO 2  emissions. Carbon Capture and Storage (CCS) is 
currently discussed controversially as a “tool” for reducing CO 2  emissions, but it is 
likely that this process is very energy-intensive, uneconomic, and possible risks are 
diffi cult to assess (Luhmann  2009 ). Instead of focusing on this end-of-pipe technol-
ogy, which has not even been realised, the development of “low-CO 2  cements” that 
are produced with substantially lower CO 2  emissions would be a more sustainable 
course provided these innovative cements do have the potential to replace conven-
tional cement. 

 At the Karlsruhe Institute of Technology (KIT;   www.kit.edu    ), cement and con-
crete have been topics of research for many years. Since 1997, the workgroup 
“Construction Materials” (BSG) of the Institute of Technical Chemistry (ITC) has 
been investigating the cement chemistry related to hardened cement stone (calcium 
silicate hydrates). A major impulse for the development of effi cient and novel binders 
came with the analysis of material fl ows in cement production carried out by the 
Institute for Technology Assessment and Systems Analysis (ITAS) of KIT 
(Achternbosch et al.  2005 ) in cooperation with the BSG. The research was funded 
by the Federal Environment Agency from 2000 to 2003. In the year 2006, the activi-
ties of four BSG researchers resulted in the development of a new class of low-CO 2  
binders, which form the basis of Celitement®. 

 In the same year, ITAS informed the Executive Board of Directors about this 
remarkable development and recommended its support and funding. High potential 
was seen in developing a new cementitious binder, whose production is probably 
associated with much lower CO 2  emissions than that of conventional cement. ITAS 
was convinced that the research results could be transformed to industrial scale and 
that the new cement, in addition to the cleaner production issues, could show 
improved structural properties – compared to OPC. In particular, due to current and 
forthcoming climate policy regulations these new binders could have a good chance 
to enter the market and to revolutionise the construction industry. 

 The Board followed these recommendations. Since that date, the cement project 
has received great attention and importance. According to a directive issued by the 
Board in 2006, the development was treated as strictly confi dential for obvious rea-
sons, and up to the issuance of related patents it was not allowed to publish any-
thing, not even the fact that this development was already on the way. This statement 
was an excellent starting position to protect the interests of the KIT with regard to 
transferring this technology to industry. 
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 Since 2007, several patents have been issued for Celitement®, concerning both 
the material composition and the principle of the production process. The (binder) 
system of Celitement® is similar to that of the conventional OPC. However, there are 
large differences in the manufacturing process, the potential of energy effi ciency, and 
the amount of CO 2  emissions associated with the production. In order to promote the 
development of the binder and the process design for commercial use, the Celitement® 
GmbH was founded in 2009 as a spin-off of the Schwenk Group (industry), the 
Karlsruhe Institute of Technology KIT, and the originators of the invention. 

 In the last 5 years, the project “Celitement®” has become a beacon of KIT, and 
since that time it has been accompanied by systems analysis conducted at ITAS. In 
the case of a successful market introduction, the Celitement® invention would have 
great economic potential. Thus it is quite understandable that further research in this 
fi eld need to be handled with great care by all persons involved: KIT (Executive 
Board), inventors (BSG), accompanying systems analysis (ITAS), and industry 
(Schwenk Group). Therefore, all project participants were sworn to secrecy; for 
ITAS this means that results of the work in the years 2007–2009 could be used only 
internally and were not allowed to be published. Even the fact that ITAS carries out 
research to evaluate this project was not revealed until February 2009, when the 
information was published by KIT Press Release 014/2009 and the website of the 
spin-off Celitement® GmbH (  www.celitement.com    ). 

 The work of ITAS in the context of the innovative binder covers various areas. 
Studies on the energy consumption for the production of Celitement® and the asso-
ciated CO 2  emissions for evaluating the CO 2  reduction potential of the process are 
included. The fi ndings are made available to the inventors to foster the development 
process; on the other hand they are used by ITAS for a systems analytical assess-
ment of the entire process chain. The results are compared with the corresponding 
data for the production of conventional cements. 

 Another task of ITAS is to examine the opportunities and potentials of products 
based on Celitement® for a successful market entry. Closely connected with this 
work is the analysis of the innovation process. This could be described as a “life 
analysis”, because this time it is not an analysis “afterwards” but an analysis which 
can react immediately on changes in “parameters”, changing basic and edge condi-
tions. To what extent it will be possible to publish the results of this work is diffi cult 
to estimate because they are closely linked with the interests of the cement industry, 
especially Celitement’s shareholders. 

 In the summer of 2011, on the premises of the KIT North Campus, a pilot plant 
went into operation, which will accelerate the process of developing Celitement® 
from laboratory scale to technical readiness for the industrial production process. 
With this pilot plant it is now possible to produce larger amounts of Celitement®, 
which must be available to evaluate its material properties in detail. The data provided 
by the pilot plant enable ITAS to make more reliable estimates of energy use and 
CO 2  savings resulting from the production of Celitement. 

 The work and resulting recommendations of ITAS are seen only as internal help 
in decision-making by the other project participants. The ITAS project group, 
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however, has never been actively involved in any of these processes because of the 
strong economic orientation of this project. The shareholders of the Celitement® 
GmbH – the inventors, the Schwenk Group and the KIT Board – alone make strategic 
decisions and take care about their implementation. The pursuit of economic inter-
ests with the premise of a fast market launch requires development of strategies and 
their implementation, which are not ITAS tasks. 

 Since 2009, ITAS has focused on topics that offer greater academic freedom, but 
which are nevertheless of crucial importance for the overall project. Parts of this 
work focus on studies of current and possible future actions of the global cement 
industry to reduce CO 2  emissions. First results were already published in 
Achternbosch et al. ( 2011a ) after being “signed off” by the other project partici-
pants (ensuring that the confi dentiality obligation was complied with). The report 
focuses on issues of demand, production capacity, and the raw material situation, 
but also looks at the CO 2  emissions released in the manufacturing process and the 
changing framework requirements due to the international climate regime. 

 Another task is extensive research on the development of low-CO 2  cements that 
are currently discussed in the media as possible alternatives to conventional cement 
(e.g. Novacem, Calera). These are analysed for their potential as mass building 
materials and their possibilities for reducing CO 2  emissions. The results of this work 
can be published without prior consultation with the shareholders of the Celitement® 
GmbH. The very fi rst publication focused on Novacem (Achternbosch et al.  2011b ). 

 It is already apparent from this brief account that the ITAS project group operates 
in a fi eld of tension:
•    ITAS sees itself as an independent and neutral research and TA institution. This 

is an important condition of our work, especially in the context of our mandate 
for policy advice. From the outside, this is even an indispensable prerequisite for 
the credibility of an institute for technology assessment. It is quite understand-
able that, from the external view (outside), a very tight involvement in projects 
with economic interests would put the neutrality of ITAS in question. This is one 
reason that topics such as public relations, promotion and marketing are not in 
our responsibility when practising supporting research on technical develop-
ments. As a consequence, ITAS is rarely mentioned in press releases or media 
appearances of Celitement. On the other hand, a “tighter” integration has posi-
tive effects on our work, because this allows an in-depth analysis of the innova-
tion process, which can react on actual experiences and information.  

•   The systems analytical work, particularly on alternative cements, has brought us 
a lot of attention in the “cement community”. We are advisors for associations, 
the industry partner of the Celitement® GmbH and research institutions of uni-
versities and are in contact with the Federal Association of the cement industry.  

•   The position of the cement industry is often ambivalent towards our studies: 
If the results do not affect their business and their interests, our work is 
acknowledged with great appreciation. Sometimes the industry draws impor-
tant lessons from our work (advisory role), because a lot of information that we 
provide are based on studies which cannot be carried out in that depth by one 
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of their own. And in addition, we often confront the cement industry with quite 
different perspectives.  

•   It is remarkable that the new low-CO 2  cements (Novacem, Calera, Celitement®) 
which have gained the attention of the media and the public were not developed 
in the research departments of the cement industry, but almost exclusively in the 
“non-industry-oriented” university environment or in corresponding major 
research institutions. The further development of these inventions is done by 
start-up companies. The studies ITAS is currently working on do not affect the 
interests of the cement industry, of university research institutes or major research 
centres connected with the building industry. From the perspective of the estab-
lished industries, the results for low-CO 2  cements, which are not always favour-
able, confi rm their strategy – namely their adherence to developments that 
closely lean on conventional cements.    
 The construction industry is rather a conservative branch where traditionally only 

incremental innovations can be implemented. The cement industry looks back to an 
era of 150 years of successful implementation of Portland cement, a cement system 
which up to now seems unchangeable in the minds of experts of the industry and 
institutes for Materials Research of the building industry. Editorial boards of profes-
sional journals of Materials Research in the building industry are mostly composed 
of these experts. These experts are often also authorities in political motivated com-
mittees. If systems analytical articles with another system view are submitted for 
publication in these journals, constraints for publication cannot be excluded due to 
this conservative view. If rejected, the desired recipients cannot be reached. 

 Our case study reveals that the systems analysis accompanying the Celitement® 
project in close relation with lab research is embedded in the fi eld of confl ict 
(technology determinism vs. social constructivism) elucidated in Chap.   3    . This is 
particularly perceptible in respect to the aspect of governance. On the one hand, 
the attendance of TA is clearly wanted and promoted. On the other, however, the 
old distrust against TA scientists as technology laggards is ingrained, leading to 
sometimes complex processes of negotiation and to restrictions concerning 
publications.  

2.6     Conclusion 

 Technology Assessment looks back on a history of now more than four decades. 
According to different and partially heterogeneous expectations of what TA should 
deliver, and because the expectations vary over time, TA has developed several 
approaches to meet different challenges and match different contexts. Besides the 
more policy-oriented approaches, several TA concepts deal with the challenge to 
support technology development in direct contact with developers at the lab level. 
The background theory of Social Constructivism gives rise to some optimism about 
the possibility of shaping technology. 
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 However, there are also limitations and obstacles, as well as possible non- 
intended side-effects if TA works closely with lab research. It is important to point 
out that the model of TA research intimately linked with technical R&D also har-
bours problems. Its independence might be threatened, especially if the necessary 
distance to the technical developments and those working on them is lost. The case 
study (Sect.  2.5 ) is an illustrative example of this problem but also shows how to 
tackle them successfully and continue cooperation between lab development and 
TA in the case of confl ict. To the same extent as TA would become part of the devel-
opment process and identify itself with the technical success, the suspicion might 
emerge that possible positive results were “purchased” or that it was nothing but an 
accelerator in the process of innovation. The credibility of TA – which is essential 
for it to do its job – would be endangered. 

 A second critical issue is confl ict and freedom of research. In innovation research 
and development, usually strong economic interests are part of the game. These 
could lead to confl icts as was also shown in the Celitement® case (Sect.  2.5 ). If TA 
came up with unexpected and unfavourable results for the innovation under consid-
eration, e.g. concerning the competitiveness or sustainability indicators, voices 
might come up to suppress these results. Frequently, free publication is restricted by 
confi dentiality agreements (see the case study in Sect.  2.5 ) which would allow pre-
venting the publication of unwanted TA results. In this case, the task of TA would 
be to convince the partners that negative results for the innovation considered should 
not be suppressed, but taken seriously and used to re-design and improve it. Indeed, 
negative or unexpected results can often be interpreted as recommendation for 
change which could improve the chances of the innovation under development at 
the marketplace. Anyway, simultaneously sustaining the independence of TA and 
its relevance to R&D in concrete research and innovation processes requires balanc-
ing the distance of an observer to the neighbourhood of an involved person, which 
is an ambitious and delicate task.     
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    Abstract     Constructive Technology Assessment (CTA) started out (in the 
Netherlands in the late 1980s) as an attempt to broaden technology developments by 
including more aspects and more actors, and has been further positioned as a way to 
overcome the institutionalised division of labour between promotion and control of 
technology. For newly emerging technologies like nanotechnology, which live on 
promises, CTA has to address uncertain futures. It does so by analysing dynamics 
and emerging irreversibilities in a technology domain, identifying “endogenous 
futures” and creating socio-technical scenarios exploring what could happen. Such 
scenarios are a platform for interaction between stakeholders in strategy- articulation 
workshops. Organizing such workshops by CTA agents constitutes a soft interven-
tion in ongoing developments, and contributes to make ongoing co-evolution of 
science, technology and society more refl exive. The CTA analyst inserts herself in 
ongoing developments in the domain that is being addressed, to identify what is at 
stake. This is not just data collection, but already interaction, as a knowledgeable 
visitor. Such a role has to be earned, for example by offering useful (but also critical) 
insights based on circulation in the domain and social-science analysis. This consti-
tutes a methodology of inquiry-in-interaction, which increases refl exivity of the 
developments. It is an essential part of the CTA enterprise.  
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3.1         Introduction 

 The two key elements of Constructive Technology Assessment (CTA), broadening 
technology development by including more aspects and involving more actors, and 
doing so on the basis of an understanding of the dynamics of technology develop-
ment and its embedding in society, were identifi ed in the mid/late 1980s in the 
Netherlands (Schot and Rip  1997 ). It was part of a larger perspective, laid down in 
the government’s Policy Memorandum on Integration of Science and Technology in 
Society (Ministerie van Onderwijs en Wetenschappen  1984 ). On the basis of the 
Policy Memorandum, a Netherlands Organization for Technology Assessment (now 
Rathenau Institute) was established in 1986. One of its projects was to develop 
the approach of Constructive Technology Assessment (Daey Ouwens et al.  1987 ). 
In the Ministry of Education and Sciences and in the Netherlands Organization for 
Technology Assessment, perspectives and expertise from Science, Technology and 
Society studies played an important role. The further development of CTA occurred 
in STS studies, linked to evolutionary economics of technological change (Rip et al. 
 1995 ), and in the evaluation of attempts to broaden technology development, as in 
social experiments with electric vehicles (Hoogma  2000 ; Hoogma et al.  2002 ). The 
CTA approach was taken up in studies in Canada, the UK, Australia, Denmark and 
Sweden. And it was positioned as part of an overall move towards more refl exive 
co-evolution of science, technology and society (Rip  2002 ). 

 Newly emerging technologies like nanotechnology, with their promises but also 
raising concerns about possible negative impacts, are a challenge for the CTA 
approach because the envisioned broadening of technology development must now 
be about possible future developments rather than current practices. Such a chal-
lenge had been recognized before, and could then be addressed systematically from 
the early 2000s onwards when the Dutch national R&D program NanoNed, on 
nanoscience and nanotechnology, wanted to have a Technology Assessment (TA) 
component, and made funding available for PhD students and postdocs. The fi nd-
ings of this TA NanoNed program are the basis for this chapter, located in the larger 
picture of refl exive co-evolution of science, technology and society. 

 CTA is a “soft” intervention, and studies and reports are an input, not the main 
result. For emerging technologies, two key components of a CTA activity are (1) the 
building of sociotechnical scenarios of possible technological developments and the 
vicissitudes of their embedding in society (based on extensive document study and 
fi eld work) and (2) the organizing and orchestration of workshops with a broad 
variety of stakeholders. The scenarios help to structure the discussion in the work-
shops (Robinson  2010 ) and stimulate learning about possible strategies (Parandian 
 2012 ). Therefore it is important to have scenarios of high quality and relevance, and 
which can be seen as legitimate by workshop participants. 

 Compared with other approaches as discussed in this volume, CTA activities take 
into account what happens on a variety of “work fl oors”: research laboratories, con-
ferences, workshops, agenda setting and planning meetings, roadmapping events, 
public debates anticipating on issues related to technology developments. A corollary 
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is that the CTA actor has to move about, observe and actively circulate in locations 
where actors are shaping the emerging paths of nanotechnology and how it will 
become embedded in society. We will call this ‘insertion’ by the CTA actor, to empha-
size it is not just a practical matter of collecting data, but also part of the methodology 
of CTA, combining diagnosis of dynamics and some soft intervention.  

3.2     The Enterprise of CTA: Goals and Practices 

 While explicit goals for CTA were specifi ed already in the 1980s, the actual 
approaches were also shaped by opportunities and circumstances that arose follow-
ing its inception. Based on the experiences, there was further articulation of goals. 
This section is an attempt to take stock, by looking at overall goals, how these are 
linked to more concrete objectives, particularly for the case of emerging technolo-
gies, and what sort of concrete activities and methodologies are now in place. 

 CTA sees itself as part of the overall undertaking of TA, starting in the late 1960s. 
The background of this undertaking can be formulated, in retrospect, as a ‘philosophy’ 
of TA (cf. Rip  2001a ):

  Reduce the (human) costs of learning by trial-and-error -- which characterized much of our 
handling of technology in society –, and do so by anticipating future developments and their 
impacts, and by accommodating these insights in decision making and implementation. 

   This is not easy because early signalling may not get a hearing – particularly if 
it is early warning (cf. Harremoës  2001 ). And it is not limited to commissioned TA 
studies. It is a societal learning process, in which many actors participate. Actually, 
over the years, TA has moved in the direction of societal debate and agenda- 
building, at least with Rathenau Institute and some other European TA offi ces 
(Delvenne  2011 ). 

 Within TA, some of the specifi cs of CTA derive from a diagnosis of how the 
handling of technology in society has evolved: the separation of “promotion” and 
“control” of technology in our societies, which emerged in the nineteenth century 
and are still with us (Rip et al.  1995 ). It is a heritage of the industrial revolution of 
the eighteenth and nineteenth centuries, where technology development became a 
separate activity, carried by engineers and located in fi rms and public or semi-public 
research institutes. Culturally, a mandate to do so emerged: new technologies could 
then be developed as such, because they could be positioned as contributing to prog-
ress of society, and therefore to be accepted, almost by defi nition. Institutionally, an 
indication of the separation between “promotion” and “control” is the division of 
labour between government ministries, some promoting the development of new 
technologies and innovation, while other ministries consider impacts and regula-
tion. TA emerged within this regime of handling technology in society, and was 
institutionalized at the “control” side of the division of labour. An important argu-
ment was (and is) the asymmetry between technology development actors and soci-
ety at large, with the latter coming in at a late stage, and little information about the 
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technology. The asymmetry is structural, but TA would offer information and 
considerations to the “control” side, and reduce the asymmetry. 1  CTA wants to 
compensate for the asymmetry in TA approaches, by focusing on technology 
development. 2  

 Building on this diagnosis, CTA aims to bridge the gap between innovation and 
the consideration of social aspects which inform attempts at “control”, and in doing 
so, broaden technology development and its embedding in society. It is “construc-
tive” TA because it aims to be part of the construction of new technologies and their 
embedding in society. This was the starting point of the enterprise of Constructive 
TA (Daey Ouwens et al.  1987 ). These aims can then be taken as objectives for the 
design and execution of CTA activities. They require analysis of dynamics of tech-
nology development and its embedding in society, and the ways it is infl uenced/
shaped – insights which can be translated into leverage for change. They are input 
into the preparation for concrete CTA activities like “bridging” workshops with 
stakeholders in a technology domain. They are also building blocks for a theory of 
CTA (Rip  1992 ). 

 The rationale for pursuing these objectives stems from larger goals and perspec-
tives, as was clear in how we developed a diagnosis of what is the case now in 
handling technology in society, with the implication that it should be improved. By 
now, a number of overlapping goals have been put forward. Taking an evolutionary 
perspective, the division of labour between “promotion” and “control” of technol-
ogy in society is part of how technology and society co-evolved. One can then take 
a step back, and consider ongoing co-evolution of science, technology and society, 
and in particular, how it is becoming more refl exive, for example through technol-
ogy policy, technology foresight and technology assessment (Rip  2002 ). Thus, one 
can work towards improving refl exivity of the co-evolution, in various ways – this 
implies some modulation of the co-evolution. This qualifi es as a background goal 
for CTA and is linked to learning (cf. also Grin and Van de Graaf  1996 ). It has been 
emphasized in the studies in the TA NanoNed program (e.g. Robinson  2010 ; 
Parandian  2012 ). Then, constructive in CTA refers to its being part of the construc-
tion of increased refl exivity in science, technology and society. 3  

 Broadening technology development and increasing refl exivity serve a purpose. 
To be explicit about this, Schot and Rip ( 1997 ) emphasized an overall goal served 
by CTA, of a better technology in a better society. It is important to keep such a 
substantive goal visible, in general but also because the CTA objective of including 
more actors is often taken as advocating more participation, and thus refer to a goal 

1   This then led technology developers to see TA as “technology harassment”. 
2   We note that there is another tradition of TA, in fi rms and research institutes, where technological 
options are assessed as to eventual performance and production possibilities and costs. This can be 
called “technical” TA, to distinguish it from the “public” TA that we discussed here (Rip  2001a ). 
When broader considerations would be taken into account, “technical” TA would become “socio-
technical” TA, and the tools of CTA (see below) could be used by the fi rms and research institutes, 
or by consultancies that are commissioned to do “sociotechnical” TA. 
3   Note that ‘refl exivity’ here refers to institutions and approaches in society and sectors in society, 
not to individuals becoming more refl ective – even while that is part of overall refl exivity. 
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of democratization of technological development (Genus  2006 ; cf. also Callon et al. 
 2001  for an intermediate position). Of course, no one has a monopoly on goals for 
CTA. The point is that recognition of a goal has implications for what are appropri-
ate CTA activities. The activities we describe in this chapter are appropriate to the 
overlapping goals we have outlined, so it is inappropriate to criticize them as being 
insuffi ciently democratic. 

3.2.1     Signs of Change 

 An increase in refl exivity of co-evolution of science, technology and society is vis-
ible in the recent policy discourse about responsible development of new technol-
ogy, and responsible innovation. There are now some attempts to implement this, 
especially in the domain of nanotechnologies. One example is the Code of Conduct 
for Responsible Nanosciences and Nanotechnologies Research (European 
Commission  2008 ), which can now be referred to in the Member States of the 
European Union. There is overlap with CTA objectives, in the sense that responsible 
development is a way to bridge promotion and control, by internalizing control at 
the side of technology development. This can still keep a focus on promotion, when 
‘responsible’ is only modifying ‘development’. When ‘responsible’ is emphasized 
the development itself might be queried, up to the possibility of stopping it. 4  

 Thus, there are signs that the institutional separation of technology develop-
ment and attempts at control (because of projected societal impact), is being 
bridged. At least, there are pressures to bridge and various attempts at handling 
these pressures. Of course, there were such pressures before, as when TA was 
proposed and started to become institutionalized in the 1970s. What is new is that 
anticipation on societal impacts is now seen as being also a responsibility of tech-
nology developers (see also Gustin and Sarewitz  2002 ). 

 While the dichotomies (innovation vs. responsible, technology developers vs. 
users) remain visible, there are interactions and mixed approaches, and the situation 
evolves further. The domain of nanoscience and nanotechnologies turns out to be a 
site for experimentation and learning – including controversy. There is widespread 
uncertainty about impacts and risks, while there are also proposals for regulation, 
and NGOs which advocate a precautionary approach. There is additional uncer-
tainty about consumer and citizen reactions to new nanotechnology-enabled prod-
ucts and processes, and innovators can fear for barriers to public acceptance and 
possibly a public backlash if something would go wrong. All this is to be expected. 

4   A well-known precedent is the temporary moratorium on recombinant DNA research, after the 
1974 Asilomar meeting. The present call for a moratorium on nano-particle development comes 
from critical outsiders, not from nanoscientists. A mixed case (early 2012) is the voluntary stop 
(for 60 days) of bird fl u virus research, after the US National Science Advisory Board on 
Biosecurity had required a virology research group in Erasmus University Rotterdam to take out 
details in their pending publication in  Science , because of the risk of misuse. 
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What is new is that innovation actors are asked by societal actors to account for 
what they do. This will set articulation processes in motion. 5  When some stabiliza-
tion occurs, there will be  de facto  governance, i.e. steering and shaping of action 
that has some legitimity, even if there is no formal authoritative basis as in law and 
regulation (Rip  2010b ). Up to a modifi cation of the division of labour, with respon-
sible innovation becoming the responsibility of innovation actors, in interaction 
with various societal actors. 

 The experimentation and mutual learning that occurs in and around nanotechnol-
ogy is now taken up for other emerging technologies like synthetic biology and 
ambitious technological ventures like geo-engineering. Thus, one can take learning 
in sectors and in society as a further overall goal, and formulate stimulation of such 
learning as a broad objective for CTA. 6  For new technologies, the point has been 
made that responsibilities are distributed, just like technological development itself 
(Von Schomberg  2007 ). The simple contrast between technology developers and 
users is inapplicable then. Interaction and mutual learning become important to 
overcome mismatches and fragmentation, in innovation as well as in ‘distributed 
responsible development’. New ‘divisions of moral labour’ have to be invented, 
and one can see various actors exploring (even if reluctantly) possibilities (Rip and 
Shelley-Egan  2010 ).  

3.2.2     Transforming Objectives into Activities 

 In the move from objectives to concrete activities, particularly for doing CTA about 
new technologies, some further conceptualizations are introduced – in effect, more 
building blocks for a theory of CTA. 

 Our diagnosis of a gap between promotion and control of technology at the soci-
etal level, and as we phrased it in the TA NanoNed program, the gap between 
innovation and ELSA in a sociotechnical domain or sector, 7  can be detailed further, 
to the level of interactions, using Garud and Ahlstrom ( 1997 ). They distinguish 
“insiders” (i.e. developers/promoters) and “outsiders” (i.e. users/regulators) and 
show that their evaluations of technology are structurally different because of this 
difference in position. They also consider situations where insiders and outsiders 
interact, to some extent, calling these situations ‘bridging events’. One of the 

5   Perspectives, expectations, preferences and positions of various actors/stakeholders will be artic-
ulated, i.e. become more explicit, further specifi ed and linked to arguments, fi ndings and values, in 
interaction and this may lead to scrutiny and assessment. 
6   This is particularly important when the focus is on embedding of technology in society (including 
further sociotechnical development). This is how Hoogma and Schot evaluated social experiments 
with electric vehicles (Hoogma  2000 ; Hoogma et al.  2002 , see also Schot and Rip  1997 ). 
7   Ethical, Legal and Societal Aspects, the “Aspects” are sometimes referred to as Issues (then the 
acronym becomes ELSI). 

A. Rip and D.K.R. Robinson



43

examples they study are hearings conducted by a regulatory agency like the US 
Food and Drug Administration. 

 Their terminology of insiders and outsiders captures one aspect of the positions 
with respect to technology development, but assumes these positions are given. 
However, a fi rm developing technology for new products or processes of its own, 
may also be a user of products supplied by another fi rm and then position itself as 
an outsider, e.g. requiring quality assurance. When Garud and Ahlstrom ( 1997 ) 
discuss the difference in perspective between insiders and outsiders, they speak of 
“enactment” and “selection” cycles, respectively, in which the two function. 
“Enactment”, a term from symbolic interactionism, here refers to technology devel-
opers and promoters working to realize their goal and vision, “enacting” their 
project. Thus, a functional terminology is possible, of “enactors” who realize the 
technology and identify with the project of doing so, and “comparative selectors” 
who can consider different options to select from and do formal or informal versions 
of cost-risk-benefi t assessment (   Rip  2006 ). 8  Garud and Ahlstrom show how enac-
tors focus on their projections (i.e. informal scenarios) for further development of 
the technology and its embedding in society, and thus see society as a constellation 
of possible barriers which have to be overcome. If questions are raised about the 
technology, such an enactor perspective will immediately see them as indications of 
potential barriers, even when the questions are mainly inquiry rather than criticism. 
The response of the enactor then is to emphasize the promise of the new technology 
– with the corollary that the commentators, if still reluctant, are positioned as being 
against progress. If this happens in the public domain, it will incite further, and pos-
sibly more critical, responses (Swierstra and Rip  2007 ). 

 One concrete implication of this diagnosis of the two positions and related per-
spectives is that CTA workshops must have ‘enactors’ as well as ‘comparative 
selectors’ as participants, so as to function as bridging events, where participants 
can (in Garud and Ahlstrom’s felicitous phrase) probe each other’s realities. With 
the right mix of participants, what happens in these CTA workshops will refl ect 
dynamics in the wider world, so they will be like a micro-cosmos. The workshop is 
also a protected space, where participants have the opportunity to consider alterna-
tives and the possibility of modifying their strategies and eventual interactions in the 
real world without there being immediate repercussions. 9  Still, the wider world has 

8   The term “enactor” can be used for all cases where a project is pursued, and identifi cation occurs 
so that the world is seen in terms of whether it helps or hinders the project. An actor can be enactor 
in one case, and comparative selector in another case. An interesting example is the NGO 
Greenpeace, almost by defi nition an outsider/comparative selector. But Greenpeace Germany, at 
one moment, pushed for an environmentally-friendly fridge, and collaborated with scientists and a 
fi rm to realize it (Van de Poel  1998 : 84–97). So it became an enactor, for the time being. 
9   This is often a novel possibility for participants. Moving beyond their own interests and perspec-
tives comes easier to some than others, but it is recognized as a possibility in post-workshop inter-
views with participants (Parandian  2012 ). The set-up of a CTA workshop has to facilitate and 
stimulate this, by making sure various actor perspectives are visible, and possible developments in 
the real world are considered, for example with the help of sociotechnical scenarios. 
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its own dynamics, and these are important for eventual uptake and effect of the 
CTA exercise. 10  

 There is a further implication, given that we decided to develop sociotechnical 
scenarios as an input into the CTA workshops. Scenarios speak to an enactor per-
spective, in their projection of further development of a new technology. But we 
introduce twists, showing unexpected shifts (for enactors) and repercussions. 
Stakeholders representing comparative selectors, from potential users to regulators 
and NGOs, will be present in the workshops. Thus, in the interactions, different 
perspectives as visible in the scenarios will come alive because their protagonists 
are present. This will work out well only if the scenarios refl ect what is at stake 
in the worlds of the participants, otherwise they will be disregarded as irrelevant. 
At the same time, the scenarios must offer challenges to participants’ understanding 
of the situation. This is where social-science insights (from innovation studies, from 
STS, and more generally) will have to come in, to improve the quality of mutual 
probing in the workshops. 11  

 In general, analysis and diagnosis of developments are necessary steps to prepare 
a CTA exercise and orchestrate it productively. One has to know about the forces at 
play in the technology domain and the evolving relationships (or lack of relation-
ships) between stakeholders. A key point for understanding what happens as well as 
the eventual construction of scenarios is that “entanglements” occur, existing and 
emerging mutual dependencies which guide and thus limit interactions and strategic 
choices (Rip  2010c ). This shapes the way new technologies (in our cases, nanotech-
nologies) will materialize. In other words, the future is predicated on these patterns 
and dynamics: an “endogenous future” (Rip and Te Kulve  2008 ; Robinson  2009 ). 
The scenarios develop the endogenous future into a number of possible futures, 
each starting with certain interventions and interactions and then exploring 
responses, repercussions, and eventual outcomes. 

 For example, in the case of possible nanotechnology applications in food pack-
aging, studied by Te Kulve ( 2011 ), there is reluctance with the producers and retailers 
to invest in it because of uncertainty about consumer acceptance, combined with 
uncertainty about eventual regulation of the products. The mutual dependencies 
have the form of a waiting game (Parandian et al.  2012 ), and if nothing happens, the 
waiting game will continue (thus, an endogenous future). Given this diagnosis, one 
can imagine that interventions occur attempting to break through the waiting game. 

10   Marris et al. ( 2008 ) have shown this for an Interactive TA exercise about fi eld tests of genetically 
modifi ed vines in France. Their point is reinforced by what happened subsequently: productive 
co-construction of the design of the fi eld tests between local stakeholders and researchers, and 
5 years later, August 2010, the destruction of the test fi elds by critics of GMO. In LMC et al. 
( 2010 ), the story is told from the perspective of the actors involved in the co-construction. 
11   Scenarios add substance to the interactions, which is necessary because they are not just about 
participation and empowerment (which are sometimes taken as goals for CTA, cf. earlier com-
ments on democracy). To serve the change aim of CTA, they must be seen as relevant as well as 
challenging to the participants. Quite some effort has to be put into the creation of robust socio- 
technical scenarios. Thus, they become a product in their own right, which can be put to further 
use, also by participants. 
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This was the starting point for the construction of three scenarios. In scenario 1, 
“Only a little nano”, collaborations between academic and industrial researchers are 
sought and supported, but that leads to niche applications only. The big promise of 
nanotechnology is backgrounded. In scenario 2, “Regulation helps”, the concerns 
about health and safety aspects cast a shadow over the developments, and small 
companies move away from working on nano-applications, also because regulation 
might be strict (and thus make product development expensive). The big incum-
bents welcome regulation because it reduces the uncertainties, and they proceed – 
cautiously. In scenario 3, “Thresholds are passed”, some institutional entrepreneurs 
recognizing the barriers set up a consortium for product development and persuade 
consumer organizations and risk research institutes to participate, arguing that this 
is a way for them to have some infl uence on the shape of future technology. This 
creates legitimacy and further support becomes available for strategic research 
topics like nano-enabled improvement of barrier properties of paper and plastic 
packaging. Pharmaceutical companies then become interested as well.  

3.2.3     Choices to Be Made 

 As is clear from this example, in constructing scenarios choices must be made about 
what to focus on, and what not. These choices can be discussed in the workshop, 
and alternatives may be considered. In general, the need to make choices in setting 
up the CTA activity is a challenge (and a task) for the CTA analyst, especially for 
emerging technologies like nanotechnology which live on promises: Which expec-
tations are to be taken into account as more realistic and/or more important? What 
is seen as important also depends, of course, on the position from which such expec-
tations are voiced, e.g. by an enactor or a comparative selector. The CTA analyst can 
build on her knowledge of the domain and its dynamics, including expectations and 
investments in the different worlds in which a new technology option is being devel-
oped and will be embedded. But the challenge remains. 

 The challenge can be brought out (even if in a somewhat simplifi ed manner) by 
considering the hype-disappointment cycle, as introduced by Gartner Inc. Figure  3.1  
shows the cycle, as well as different options for projecting a future state of the 
world. The realistic option (the eventual “plateau of productivity”) is also the most 
uncertain one, while relying on present promises may risk becoming victim of 
infl ated expectations.

   The risk is real, and not only in funding applications and other resource mobilisa-
tion activities, where exaggerated promises are expected, and discounted. In discus-
sions and activities exploring potential futures of a technology and its ethical and 
societal impacts, there is a tendency to go for the big impacts, so as to justify the 
effort to anticipate. It is all too easy then to extrapolate from current promises and 
end up in brave new worlds where human enhancement or interventionist ambient 
intelligence creates interesting ethical dilemmas. Nordmann and Rip ( 2009 ) have 
criticized such “speculative” ethics of new technologies as disconnected from 
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ongoing activities and the choices, ethical and otherwise, that have to be made there. 
Our sociotechnical scenarios, building on endogenous futures, start from the other 
side. There is still speculation and imagination, of course, but it is not 
free-fl oating. 12  

 For actors articulating their strategies the question of hype is a recurrent concern. 
Interaction with other relevant actors is important to reduce uncertainty, and in fact, 
the CTA workshops offer an opportunity to do so, and are appreciated for it. This 
was clear in the domain of Organic Large Area Electronics, studied by Parandian 
( 2012 ). In one of his scenarios, he actually used the phenomenon of hype and disap-
pointment, for nano-enabled RFID applications for security. This induced extended 
consideration of the value of government measures to realize the promises of a new 
technology. 

 So far, we have presented the CTA activities as doing a good job. And indeed they 
do, but some refl ection is in order. CTA for new technologies aims to broaden design 
and development, at an early stage. Thus, it has an upstream bias: better outcomes 
result from doing better at an earlier stage. It is a bias, because it is the overall 
co-production process that leads to eventual outcomes, there is no determinism. But it 

12   The emphasis on choices in ongoing developments is also important to counter the opposite posi-
tion, that there is no way to predict future impacts of a technology, so better give up on technology 
assessment and other attempts at anticipation and feedback. This “hard truth” was pushed by 
Nathan Rosenberg in an OECD workshop on Social Sciences and Innovation (Tokyo, 2000), but it 
overlooks how present dynamics shape opportunities and constraints for future developments, and 
are thus a basis for anticipation and feedback (Rip  2001b ). The further point is that anticipations 
need not be correct to be useful in guiding action – think of self-negating prophecies. 

  Fig. 3.1    Gartner Group’s hype-disappointment cycle (Versions of the hype-cycle were presented 
by Gartner Group since at least 1999, see Fenn  1999 )       
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is an unavoidable bias if one wants to address new technologies – which are by 
defi nition still at an early stage. 

 Upstream public engagement (in the UK and elsewhere) has the same bias, but 
in contrast with CTA it focuses on actors with little or no agency. They may well 
remain empty exercises, even if the views and discussions reported might be taken 
up by policy makers when they see fi t. CTA addresses stakeholders, and does more 
than just soliciting views from stakeholders. There are orchestrated bridging events, 
and there must be something at stake, for the participants and developments in the 
domain or sector. Looking back at the almost twenty CTA workshops we organized 
in the TA NanoNed program, we see that the less successful ones indeed suffered 
from there being little at stake (Robinson  2010 ).   

3.3     A Methodology of Insertion 

 The aims of CTA to broaden technological design and development and make it 
more refl exive, imply an action-orientation of CTA. CTA agents are change agents, 
but softly, through support and attempts at opening up, rather than pushing. If there 
is pushing, it is a push for more refl exivity (cf. Schot and Rip  1997 ). Theoretically 
and practically, this relates to the rationale of making the co-evolution of science, 
technology and society more refl exive (so there will be some modulation of the 
co-evolution). 

 What happens in practice is that a CTA exercise, like the strategy-articulation 
workshops we discussed, is inserted in ongoing developments and interactions, 
often with support of one or more of the actors involved, for example the EU 
Network of Excellence Frontiers, 13  which is important to create some legitimacy for 
the exercise. In preparing the exercise, the organizer (CTA analyst/agent) moves 
about in the relevant worlds, fi nding out about “entanglements”, forces at play, and 
stakes, and using those insights to prepare for the workshop and orchestrate it. 
When moving about, it is the CTA analyst (as a social scientist) who inserts herself 
in these worlds. But in doing so, she leaves traces and thus creates small changes: 
the CTA analyst is already a CTA agent. 

 Becoming an agent in this way is not just a circumstance that requires some 
methodological refl ection. It is actually a methodology in its own right, a methodol-
ogy of insertion. Our recognizing it as a methodology emerged gradually over time. 
It started with the notion that the analyst moving about makes patterns in the 
co- evolution of technology and society visible, and thus creates some refl exivity. 
We learned by doing, also building on some general insights. Robinson ( 2010 ) 
devoted a chapter in his PhD thesis to describe his “insertions” and their outcomes, 
from the perspective of a methodology in the making. 

13   This network of nanotechnology research institutions focused on the development of nanotech-
nology instrumentation and approaches for the life sciences (see Robinson  2010 ). 
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 The recent interest in “integration” or “immersion” of social scientists and 
humanities scholars in the work on the lab fl oor can be seen as having a similar 
thrust, and has sometimes been developed as a methodology. 14  The important differ-
ence is that “insertion”, as we use the term here, happens at a variety of “work 
fl oors”, it happens in a multi-layered landscape and addresses the layers explicitly. 
Table  3.1  indicates the layers.

   In the lab fl oor studies, the bottom layer is what is focused on, but the other lay-
ers are still there, and shape what happens on the lab fl oor. 

 What does the methodology of insertion consist of? We will indicate steps, but 
what we mostly do is report on our learning by doing, offering some evaluations and 
further perspectives. The fi rst step is ‘moving about’ in the world of nanotechnol-
ogy. In particular, visiting locations of nanotechnology R&D, conferences and other 
meetings, and tracing anticipatory coordinating activities like roadmaps and 
European Technology Platform meetings where nanotechnology developments are 
being shaped. Interactions occur, and the CTA analyst & agent-to-be should be will-
ing to enter into the substance of the developments and concerns so as to be a legiti-
mate partner. 15  The CTA analyst must be recognized as a knowledgeable visitor, and 
this constitutes the second step of the methodology, the actual ‘insertion’ in the 
world of nanotechnology. Insertion is the process of becoming a temporary member 
of the fi eld, a legitimate visitor. But the inserted CTA analyst should not go native, 
and make sure she is recognized as a visitor and not a full member. 

 Moving about helps to capture what is going on, and thus to target, tailor and 
embed CTA exercises. CTA exercises must embed themselves, and thus fi t to evolv-
ing circumstances in order to be accepted as legitimate/plausible. But there must 
also be some stretching of these circumstances so as to broaden enactment pro-
cesses and stimulate refl exive learning. In other words, the visitor moving about is 
doing more than sightseeing. Fitting and stretching requires deep knowledge of 
dynamics and contexts. Along with the rapidly evolving developments in and 
around nanotechnology such knowledge can only be garnered by insertion. This is 
more than an anthropologist, also a visitor by defi nition, would do. The CTA analyst 

14   In particular in the Socio-Technical Integration Research (STIR) project, funded by the US 
National Science Foundation and led by Erik Fisher (Arizona State University). See Schuurbiers 
and Fisher ( 2009 ). 
15   So this is more than participant observation, or anthropologists alternating between insider and 
outsider positions. 

   Table 3.1    Multi-layered landscape of insertion   

 The  top layer has  broad activities related to public policy, regulation and societal debate. This 
includes overall institutions, arrangements and authorities in our society. 

 The  middle layer  is located in collectives of actors, relevant institutions and networks that are 
directly involved in nanotechnology development through coordination and agenda setting. 

 The  bottom layer  represents ongoing practices and projects (often shaped by enactment cycles). 
For nanotechnology these may occur in publicly funded research laboratories, universities, 
and large or small fi rms. 
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moving about in the nano-world is also formulating diagnoses about what is 
happening and could happen. 

 Insertion into the world of nanotechnology development requires the active cir-
culation of the analyst in locations were actors are shaping the emerging paths of 
nanotechnology R&D. This includes research laboratories, conferences, workshops, 
agenda setting meetings, roadmapping events, and public debates anticipating on 
issues related to technology developments. As a knowledgeable visitor, and based 
on her diagnoses of the situation, the CTA analyst can actively probe views and 
interactions, so as to fi nd out about the forces at play. This will be done in prepara-
tion for a CTA exercise, but the insertion can continue over the course of a few 
years, so that changes over time can be traced. This is what Robinson did, within the 
European Network of Excellence Frontiers, and more broadly. His role evolved 
from ‘foreigner’ to ‘regular’: his activities became gradually accepted, visible, and 
in some circles, legitimate. 

 Important in these activities were aggregation of what was happening in the nano-
world, and analyzing it, creating an overall picture, and presenting it if only in con-
versation with members of the nanoworld. This functions as an entry ticket (“see, I 
am inserted and knowledgeable”) and a way of getting feedback. But there will be 
the danger of being positioned as part of the nanoworld, so being pressed to go native, 
or positioned in a service role to the nanoworld which limits the freedom of move-
ment of the analyst. Thus, there is further requirement: play a distinct role in the 
nanoworld and make sure it is seen as distinct. This role of a (welcome) visitor can be 
highlighted by moving in and moving out of the nanoworld. The possibility to refer 
to own social-science publications which could be helpful to nanoscientists and nan-
otechnologists, (for example, Robinson and Propp  2008 ) turned out to be a good way 
to create legitimity. Given the vicissitudes of insertion, including working under time 
pressure, there will be lots of contingencies. So there will be no simple recipes. 

 As to overall changes, there is a clear difference between 2004 when the CTA 
projects started and nano-scientists looked dubiously at the intruders, and the 
present situation in which social scientists and other non-technical actors are wel-
come in the nano-world. In the particular case of Robinson, his pro-active service 
role was recognized, i.e. that such non-technical actors could be of some help (in 
indicating innovation dynamics and contributing to roadmapping, for example). 
The main drivers of acceptance were the pressures on the nano-world, as visible 
in the concerns about risk and in the call for responsible development. Listening 
to the knowledgeable visitor, and accepting CTA exercises, were ways to address 
these pressures. 

 Are outcomes in terms of CTA goals visible? Of course, it is too early to see 
better technology in a better society (and if so, it would not be attributable to CTA 
exercises). But one may see increased refl exivity in co-evolution. This relates to 
anticipatory coordination. In the world of nanotechnology, there is an interest in 
anticipation and coordination so as to choose right directions. Actual and potential 
stakeholders are attempting to shape emerging nanotechnology developments, in 
different fora and with a variety of strategies. CTA exercises are part of this move, 
and they create further openings. As they do this, they become recognized and 
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accepted. There is some institutionalization of scenario/strategy workshops 
(Robinson  2010 ; Parandian  2012 ). 

 Insertion is an integral part of the CTA activities, and necessary to make them 
effective. It is not a means to achieve CTA goals directly, even it does contribute. 16  
It is reconnoitering the lay of the land and probing the dynamics. On that basis, 
circumstances (like CTA workshops) can be created that stimulate actors to refl ect, 
act and interact in ways that might achieve the CTA agent’s objectives. 

 A key element in achieving these objectives is making visible what was invisible 
to actors, 17  not by explaining (although that might occur), but in interaction with 
actors (that’s also where the scenarios come in). As it is experimenting in real-world 
interactions, there is an interesting link with Lindblom’s ( 1990 ) plea for inquiry 
rather than a search for truth as such, in relation to change. People probe the world 
(probe into situations, into other actor’s perspectives, into problems and possible 
solutions) in order to change it, and this constitutes inquiry. The resulting insights 
can be formulated as such, somewhat independent of proposed actions. Social scien-
tists also probe the world, whether they have a change perspective or not. Lindblom 
emphasizes that there is no epistemological difference between probing by citizens, 
by government functionaries and by social scientists. However, as he notes, the latter 
may well have more honed and articulated probing skills. When one scales down the 
scope of Lindblom’s argument from society in general to the world of nanotechnol-
ogy development, it constitutes a justifi cation of the ‘insertion’ approach. It is prob-
ing by the social scientist, but also stimulates probing by the actors themselves. 18   

3.4     Concluding Thoughts 

 For new technologies, most concrete activities are at the R&D stage, rather than 
product development and uptake in society. Firms and research institutes are impor-
tant locations, but given the open-ended promises for new technologies like nano-
technology, academic research institutions are important as well. This introduces 
additional dynamics, related to “opening up the laboratory”, as the title of this 
volume phrases it. 

 In a sense, scientists (even the technoscientists that abound in nanotechnology) 
are outsiders to society, because they live in protected places (Rip  2010a ). They are 
insiders in their own world of science, and strongly feel like insiders, up to 

16   Social scientists moving about in the world of a scientifi c specialty or domain will set the mem-
bers of that world thinking about what is happening, and about patterns that enable or constrain. 
This is relevant for the overall CTA goal of increasing refl exivity of co-evolution of technology and 
society. Moving about in the nano-worlds may have such an effect, but it was not an explicit aim 
that structured the moving about. 
17   A sort of sociological enlightenment in the small, cf. Rip and Groen ( 2001 ). 
18   Phrased in this way, there is overlap with participatory research approaches (cf. Bergold and 
Thomas  2012 ). There, the social scientists have the higher status, while in our case, nano-scientists 
and policy makers tend to relegate the social scientists to a service role. Thus, building trust will 
have a different complexion. 

A. Rip and D.K.R. Robinson



51

patrolling and protecting the boundaries of their world. 19  Bridging the gap between 
the inside world of science and the outside world now occurs in various ways, pro- 
actively or because of outside pressures. 

 Social scientists and humanities scholars are outsiders to that world of science, 
in particular to the protected place of the lab where the work of science is done. 
They can visit, even become accommodated to some extent – perhaps as “social 
scientist in residence”. Social scientists visiting a lab, occasionally staying there for 
some time, shift out of their own world. Anthropologists and ethnographers (of sci-
ence) have been doing that all along, but with another purpose, to gather data rather 
than changing the world they study. Their presence would increase refl exivity of the 
actors, however, whether they wanted that or not. Our methodology of insertion is 
explicit about this. 20  

 CTA has a larger scope, and addresses embedding in society, if only through 
anticipation. The dynamics will be more complex: there are now different overlap-
ping worlds, different perspectives, and actors at the collective level (ranging from 
branch organizations to government agencies), with some collective responsibility. 
And there larger and long-term developments, in particular the traditional division 
of labour between promotion and control, which is now questioned, as in the dis-
course of responsible research and innovation. 

 Concretely, in the world of nanotechnology, CTA exercises are welcomed (and 
funded) by the technology developers and technology promoters, who see them as 
necessary to anticipate on societal embedding, and meeting possible reactions from 
various societal actors. Co-evolution of technology and society goes on anyway, but 
anticipations are becoming more important, so that the co-evolution will be more 
refl exive – even if enactors will work from their concentric perspective. 

 If co-evolution becomes refl exive, and actors absorb CTA activities in their prac-
tices, will CTA agents become superfl uous? Not yet, and probably never. One rea-
son is that CTA agents can circulate across locations, and observe and analyse what 
happens at the collective level, which will be more diffi cult for regular actors. 
Another reason is that these visiting “knowledgeable” strangers irritate existing 
ways of working and thus create openings for learning and further evolution of how 
we handle new technologies in our society.     
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    Abstract     Value Sensitive Design is a theoretically grounded approach to the 
design of technology that accounts for human values in a principled and compre-
hensive manner throughout the design process. It employs an integrative and iterative 
tripartite methodology, consisting of conceptual, empirical, and technical investi-
gations. We explicate Value Sensitive Design by drawing on three case studies. The 
fi rst study concerns information and control of web browser cookies, implicating 
the value of informed consent. The second study concerns using high-defi nition 
plasma displays in an offi ce environment to provide a “window” to the outside 
world, implicating the values of physical and psychological well-being and pri-
vacy in public spaces. The third study concerns an integrated land use, transporta-
tion, and environmental simulation system to support public deliberation and 
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debate on major land use and transportation decisions, implicating the values 
of fairness, accountability, and support for the democratic process, as well as a 
highly diverse range of values that might be held by different stakeholders, such as 
environmental sustainability, opportunities for business expansion, or walkable 
neighborhoods. We conclude with direct and practical suggestions for how to engage 
in Value Sensitive Design. 

 The original version of this chapter is published by M.E. Sharpe (   www.
mesharpe.com        ). This chapter contains a reprint of the original paper with an addi-
tional commentary.     

4.1      Introduction 

 There i   s a longstanding interest in designing information and computational systems 
that support enduring human values. Researchers have focused, for example, on the 
value of  privacy  (Ackerman and Cranor  1999 ; Agre and Rotenberg  1998 ; Fuchs 
 1999 ; Jancke et al.  2001 ; Palen and Grudin  2003 ; Tang  1997 ),  ownership  and  property  
(Lipinski and Britz  2000 ),  physical welfare  (Leveson  1991 ),  freedom from bias  
(Friedman and Nissenbaum  1996 ),  universal usability  (Shneiderman  1999 ,  2000 ; 
Thomas  1997 ),  autonomy  (Suchman  1994 ; Winograd  1994 ),  informed consent  
(Millett et al.  2001 ), and  trust  (Fogg and Tseng  1999 ; Palen and Grudin  2003 ; 
Riegelsberger and Sasse  2002 ; Rocco  1998 ; Zheng et al.  2001 ). Still, there is a need 
for an overarching theoretical and methodological framework with which to handle 
the value dimensions of design work. 

 Value Sensitive Design is one effort to provide such a framework (e.g., Friedman 
( 1997a ), Friedman and Kahn ( 2003 ), Friedman and Nissenbaum ( 1996 ), Hagman et al. 
( 2003 ), Nissenbaum ( 1998 ), Tang ( 1997 ), and Thomas ( 1997 )). Our goal in this paper is 
to provide an account of Value Sensitive Design, with enough detail for other research-
ers and designers to critically examine and systematically build on this approach. 

 We begin by sketching the key features of Value Sensitive Design, and then 
describe its integrative tripartite methodology, which involves conceptual, empirical, 
and technical investigations, employed iteratively. Then we explicate Value Sensitive 
Design by drawing on three case studies. One involves cookies and informed con-
sent in web browsers; the second involves HDTV display technology in an offi ce 
environment; the third involves user interactions and interface for an integrated land 
use, transportation, and environmental simulation. We conclude with direct and 
practical suggestions for how to engage in Value Sensitive Design.  

4.2     What Is Value Sensitive Design? 

 Value Sensitive Design is a theoretically grounded approach to the design of tech-
nology that accounts for human values in a principled and comprehensive manner 
throughout the design process. 

B. Friedman et al.
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4.2.1     What Is a Value? 

 In a narrow sense, the word “value” refers simply to the economic worth of an object. 
For example, the value of a computer could be said to be 2,000 dollars. However, in 
the work described here, we use a broader meaning of the term wherein a value 
refers to what a person or group of people consider important in life. 1  In this 
sense, people fi nd many things of value, both lofty and mundane: their children, 
friendship, morning tea, education, art, a walk in the woods, nice manners, good 
science, a wise leader, clean air. 

 This broader framing of values has a long history. Since the time of Plato, for 
example, the content of value-oriented discourse has ranged widely, emphasizing 
“the good, the end, the right, obligation, virtue, moral judgment, aesthetic judgment, 
the beautiful, truth, and validity” (Frankena  1972 , p. 229). Sometimes ethics has 
been subsumed within a theory of values, and other times conversely, with ethical 
values viewed as just one component of ethics more generally. Either way, it is 
usually agreed (Moore 1903/ 1978 ) that values should not be confl ated with facts 
(the “fact/value distinction”) especially insofar as facts do not logically entail value. 
In other words, “is” does not imply “ought” (the naturalistic fallacy). In this way, 
values cannot be motivated only by an empirical account of the external world, but 
depend substantively on the interests and desires of human beings within a cultural 
milieu. In Table  4.1  in Sect.  4.2.2 , we provide a list of human values with ethical 
import that are often implicated in system design, along with working defi nitions 
and references to the literature.

4.2.2             Related Approaches to Values and System Design 

 In the 1950s, during the early periods of computerization, cyberneticist Norbert 
Wiener (1953/ 1985 ) argued that technology could help make us better human 
beings, and create a more just society. But for it to do so, he argued, we have to take 
control of the technology. We have to reject the “worshiping [of] the new gadgets 
which are our own creation as if they were our masters” (p. 678). Similarly, a few 
decades later, computer scientist Joseph Weizenbaum ( 1972 ) wrote: 

 What is wrong, I think, is that we have permitted technological metaphors…and technique 
itself to so thoroughly pervade our thought processes that we have fi nally abdicated to 
technology the very duty to formulate questions…Where a simple man might ask: “Do we 
need these things?”, technology asks “what electronic wizardry will make them 
safe?” Where a simple man will ask “is it good?”, technology asks “will it work?” 
(pp. 611–612). 

1   The Oxford English Dictionary defi nition of this sense of value is: “the principles or standards 
of a person or society, the personal or societal judgement of what is valuable and important in life.” 
(Simpson and Weiner  1989 ). 
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     Table 4.1    Human values (with Ethical Import) often implicated in system design   

 Human value  Defi nition  Sample literature 

 Human welfare  Refers to people’s physical, material, 
and psychological well-being 

 Leveson ( 1991 ), Friedman et al. 
( 2003 ), Neumann ( 1995 ), Turiel 
( 1983 ,  1998 ) 

 Ownership and 
property 

 Refers to a right to possess an object 
(or information), use it, manage 
it, derive income from it, and 
bequeath it 

 Becker ( 1977 ), Friedman ( 1997b ), 
Herskovits ( 1952 ), Lipinski and 
Britz ( 2000 ) 

 Privacy  Refers to a claim, an entitlement, or a 
right of an individual to determine 
what information about himself 
or herself can be communicated 
to others 

 Agre and Rotenberg ( 1998 ), Bellotti 
( 1998 ), Boyle et al. ( 2000 ), 
Friedman ( 1997b ), Fuchs 
( 1999 ), Jancke et al. ( 2001 ), 
Palen and Dourish ( 2003 ), 
Nissenbaum ( 1998 ), Phillips 
( 1998 ), Schoeman ( 1984 ), 
Svensson et al. ( 2001 ) 

 Freedom from 
bias 

 Refers to systematic unfairness 
perpetrated on individuals 
or groups, including pre-existing 
social bias, technical bias, 
and emergent social bias 

 Friedman and Nissenbaum ( 1996 ), 
cf. Nass and Gong ( 2000 ), 
Reeves and Nass ( 1996 ) 

 Universal 
usability 

 Refers to making all people successful 
users of information technology 

 Aberg and Shahmehri ( 2001 ), 
Shneiderman ( 1999 ,  2000 ), 
Cooper and Rejmer ( 2001 ), 
Jacko et al. ( 1999 ), Stephanidis 
( 2001 ) 

 Trust  Refers to expectations that exist 
between people who can experience 
good will, extend good will toward 
others, feel vulnerable, and 
experience betrayal 

 Baier ( 1986 ), Camp ( 2000 ), 
Dieberger et al. ( 2001 ), Egger 
( 2000 ), Fogg and Tseng ( 1999 ), 
Friedman et al. ( 2000a ), Kahn 
and Turiel ( 1988 ), Mayer et al. 
( 1995 ), Olson and Olson ( 2000 ), 
Nissenbaum ( 2001 ), Rocco 
( 1998 ) 

 Autonomy  Refers to people’s ability to decide, 
plan, and act in ways that they 
believe will help them to achieve 
their goals 

 Friedman and Nissenbaum ( 1997 ), 
Hill ( 1991 ), Isaacs et al. ( 1996 ), 
Suchman ( 1994 ), Winograd 
( 1994 ) 

 Informed 
consent 

 Refers to garnering people’s agreement, 
encompassing criteria of disclosure 
and comprehension (for “informed”) 
and voluntariness, competence, and 
agreement (for “consent”) 

 Faden and Beauchamp ( 1986 ), 
Friedman et al. ( 2000b ), The 
Belmont Report ( 1978 ) 

 Accountability  Refers to the properties that ensures that 
the actions of a person, people, or 
institution may be traced uniquely 
to the person, people, or institution 

 Friedman and Kahn ( 1992 ), 
Friedman and Millet ( 1995 ), 
Reeves and Nass ( 1996 ) 

 Courtesy  Refers to treating people with politeness 
and consideration 

 Bennett and Delatree ( 1978 ), 
Wynne and Ryan ( 1993 ) 

(continued)
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 More recently, supporting human values through system design has emerged 
within at least four important approaches.  Computer Ethics  advances our under-
standing of key values that lie at the intersection of computer technology and human 
lives, e.g., Bynum ( 1985 ), Johnson and Miller ( 1997 ), and Nissenbaum ( 1999 ). 
 Social Informatics  has been successful in providing socio-technical analyses of 
deployed technologies, e.g., Johnson ( 2000 ), Kling et al. ( 1998 ), Kling and Star 
( 1998 ), Orlikowski and Iacono ( 2001 ) and Sawyer and Rosenbaum ( 2000 ). 
 Computer Supported Cooperative Work  (CSCW) has been successful in the design 
of new technologies to help people collaborate effectively in the workplace, e.g., 
Fuchs ( 1999 ), Galegher et al. ( 1990 ), Olson and Teasley ( 1996 ), and Grudin ( 1988 ). 
Finally,  Participatory Design  substantively embeds democratic values into its prac-
tice, e.g., Bjerknes and Bratteteig ( 1995 ), Bødker ( 1990 ), Carroll and Rosson 
( 2006 ), Ehn ( 1989 ), Greenbaum and Kyng ( 1991 ), and Kyng and Mathiassen 
( 1997 ). (See Friedman and Kahn ( 2003 ) for a review of each of these approaches.)   

4.3      The Tripartite Methodology: Conceptual, 
Empirical, and Technical Investigations 

 Think of an oil painting by Monet or Cézanne. From a distance it looks whole; 
but up close you can see many layers of paint upon paint. Some paints have been 
applied with careful brushstrokes, others perhaps energetically with a palate knife 
or fi ngertips, conveying outlines or regions of color. The diverse techniques are 
employed one on top of the other, repeatedly, and in response to what has been laid 
down earlier. Together they create an artifact that could not have been generated by 
a single technique in isolation of the others. So, too, with Value Sensitive Design. 
An artifact or design emerges through iterations upon a process that is more than 
the sum of its parts. Nonetheless, the parts provide us with a good place to start. Value 
Sensitive Design builds on an iterative methodology that integrates conceptual, 
empirical, and technical investigations; thus, as a step toward conveying Value 
Sensitive Design, we describe each investigation separately. 

 Human value  Defi nition  Sample literature 

 Identity  Refers to people’s understanding of 
who they are over time, embracing 
both continuity and discontinuity 
over time 

 Bers et al. ( 2001 ), Rosenberg 
( 1997 ), Schiano and White 
( 1998 ), Turkle ( 1996 ) 

 Calmness  Refers to a peaceful and composed 
psychological state 

 Friedman and Kahn ( 2003 ), Weiser 
and Brown ( 1997 ) 

 Environmental 
sustainability 

 Refers to sustaining ecosystems such 
that they meet the needs of the 
present without compromising 
future generations 

  United Nations (1992) , World 
Commission on Environment and 
Development ( 1987 ), Hart ( 1999 ), 
Moldan et al. ( 1997 ), Northwest 
Environment Watch ( 2002 ) 

Table 4.1 (continued)
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4.3.1     Conceptual Investigations 

 Who are the direct and indirect stakeholders affected by the design at hand? How 
are both classes of stakeholders affected? What values are implicated? How should 
we engage in trade-offs among competing values in the design, implementation, and 
use of information systems (e.g., autonomy vs. security, or anonymity vs. trust)? 
Should moral values (e.g., a right to privacy) have greater weight than, or even 
trump, non-moral values (e.g., aesthetic preferences)? Value Sensitive Design takes 
up these questions under the rubric of conceptual investigations. 

 In addition, careful working conceptualizations of specifi c values clarify funda-
mental issues raised by the project at hand, and provide a basis for comparing results 
across research teams. For example, in their analysis of trust in online system 
design, Friedman et al. ( 2000a ), drawing on Baier ( 1986 ), fi rst offer a philosophi-
cally informed working conceptualization of trust. They propose that people trust 
when they are vulnerable to harm from others, yet believe those others would not 
harm them even though they could. In turn, trust depends on people’s ability to 
make three types of assessments. One is about the harms they might incur. The sec-
ond is about the good will others possess toward them that would keep those others 
from doing them harm. The third involves whether or not harms that do occur lie 
outside the parameters of the trust relationship. From such conceptualizations, 
Friedman et al. were able to defi ne clearly what they meant by trust online. This 
defi nition is in some cases different from what other researchers have meant by the 
term – for example, the Computer Science and Telecommunications Board, in their 
thoughtful publication  Trust in Cyberspace  (Schneider  1999 ), adopted the terms 
“trust” and “trustworthy” to describe systems that perform as expected along the 
dimensions of correctness, security, reliability, safety, and survivability. Such a 
definition, which equates “trust” with expectations for machine performance, 
differs markedly from one that says trust is fundamentally a relationship between 
people (sometimes mediated by machines).  

4.3.2     Empirical Investigations 

 Conceptual investigations can only go so far. Depending on the questions at hand, 
many analyses will need to be informed by empirical investigations of the human 
context in which the technical artifact is situated. Empirical investigations are also 
often needed to evaluate the success of a particular design. Empirical investigations 
can be applied to any human activity that can be observed, measured, or docu-
mented. Thus, the entire range of quantitative and qualitative methods used in social 
science research is potentially applicable here, including observations, interviews, 
surveys, experimental manipulations, collection of relevant documents, and mea-
surements of user behavior and human physiology. 

 Empirical investigations can focus, for example, on questions such as: How do 
stakeholders apprehend individual values in the interactive context? How do they 
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prioritize competing values in design trade-offs? How do they prioritize individual 
values and usability considerations? Are there differences between espoused 
practice (what people say) compared with actual practice (what people do)? 
Moreover, because the development of new technologies affects groups as well as 
individuals, questions emerge of how organizations appropriate value considerations 
in the design process. For example, regarding value considerations, what are 
organizations’ motivations, methods of training and dissemination, reward structures, 
and economic incentives?  

4.3.3     Technical Investigations 

 As discussed in Sect.  4.5  (Value Sensitive Design’s Constellation of Features), Value 
Sensitive Design adopts the position that technologies in general, and information 
and computer technologies in particular, provide value suitabilities that follow from 
properties of the technology. That is, a given technology is more suitable for certain 
activities and more readily supports certain values while rendering other activities 
and values more diffi cult to realize. 

 In one form, technical investigations focus on how existing technological 
properties and underlying mechanisms support or hinder human values. For example, 
some video-based collaborative work systems provide blurred views of offi ce 
settings, while other systems provide clear images that reveal detailed information 
about who is present and what they are doing. Thus the two designs differentially 
adjudicate the value trade-off between an individual’s  privacy  and the group’s 
 awareness  of individual members’ presence and activities. 

 In the second form, technical investigations involve the proactive design of 
systems to support values identifi ed in the conceptual investigation. For example, 
Fuchs ( 1999 ) developed a notifi cation service for a collaborative work system in 
which the underlying technical mechanisms implement a value hierarchy whereby 
an individual’s desire for privacy overrides other group members’ desires for awareness. 

 At times, technical investigations – particularly of the fi rst form – may seem similar 
to empirical investigations insofar as both involve technological and empirical 
activity. However, they differ markedly on their unit of analysis. Technical investi-
gations focus on the technology itself. Empirical investigations focus on the 
individuals, groups, or larger social systems that confi gure, use, or are otherwise 
affected by the technology.   

4.4     Value Sensitive Design in Practice: Three Case Studies 

 To illustrate Value Sensitive Design’s integrative and iterative tripartite methodology, 
we draw on three case studies with real world applications, one completed and two 
under way. Each case study represents a unique design space. 
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4.4.1      Cookies and Informed Consent in Web Browsers 

 Informed consent provides a critical protection for privacy, and supports other 
human values such as autonomy and trust. Yet currently there is a mismatch between 
industry practice and the public’s interest. According to a recent report from the 
Federal Trade Commission ( 2000 ), for example, 59 % of Web sites that collect 
personal identifying information neither inform Internet users that they are collecting 
such information nor seek the user’s consent. Yet, according to a Harris poll ( 2000 ), 
88 % of users want sites to garner their consent in such situations. 

 Against this backdrop, Friedman, Felten, and their colleagues (Friedman et al. 
 2002 ,  2000b ; Millett et al.  2001 ) sought to design web-based interactions that support 
informed consent in a web browser through the development of new technical mecha-
nisms for cookie management. This project was an early proof-of-concept project 
for Value Sensitive Design, which we use here to illustrate several key features of 
the methodology. 

4.4.1.1      Conceptualizing the Value 

 One part of a conceptual investigation entails a philosophically informed analysis of 
the central value constructs. Accordingly, Friedman et al. began their project with a 
conceptual investigation of informed consent itself. They drew on diverse literature, 
such as the Belmont Report, which delineates ethical principles and guidelines for 
the protection of human subjects (Belmont Report  1978 ; Faden and Beauchamp 
 1986 ), to develop criteria for informed consent in online interactions. In brief, the 
idea of “informed” encompasses disclosure and comprehension.  Disclosure  refers 
to providing accurate information about the benefi ts and harms that might reason-
ably be expected from the action under consideration.  Comprehension  refers to the 
individual’s accurate interpretation of  what  is being disclosed. In turn, the idea of 
“consent” encompasses voluntariness, comprehension, and agreement.  Voluntariness  
refers to ensuring that the action is not controlled or coerced.  Competence  refers 
to possessing the mental, emotional and physical capabilities needed to be capable 
of giving informed consent.  Agreement  refers to a reasonably clear opportunity to 
accept or decline to participate. Moreover, agreement should be ongoing, that is, the 
individual should be able to withdraw from the interaction at any time. See Friedman 
et al. ( 2000b ) for an expanded discussion of these fi ve criteria.  

4.4.1.2     Using a Conceptual Investigation to Analyze 
Existing Technical Mechanisms 

 With a conceptualization for informed consent online in hand, Friedman et al. con-
ducted a retrospective analysis (one form of a technical investigation) of how the 
cookie and web-browser technology embedded in Netscape Navigator and Internet 
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Explorer changed with respect to informed consent over a 5-year period, beginning 
in 1995. Specifi cally, they used the criteria of disclosure, comprehension, voluntari-
ness, competence, and agreement to evaluate how well each browser in each stage 
of its development supported the users’ experience of informed consent. Through 
this retrospective analysis, they found that while cookie technology had improved 
over time regarding informed consent (e.g., increased visibility of cookies, increased 
options for accepting or declining cookies, and access to information about cookie 
content), as of 1999 some startling problems remained. For example: (a) While 
browsers disclosed to users some information about cookies, they still did not 
disclose the right sort of information – that is, information about the potential harms 
and benefi ts from setting a particular cookie. (b) In Internet Explorer, the burden to 
accept or decline all third party cookies still fell to the user, placing undue burden 
on the user to decline each third party cookie one at a time. (c) Users’ out-of-the- 
box experience of cookies (i.e., the default setting) was no different in 1999 than it 
was in 1995: to accept all cookies. That is, the novice user installed a browser that 
accepted all cookies and disclosed nothing about that activity to the user. (d) Neither 
browser alerted a user when a site wished to use a cookie and for what purpose, as 
opposed to when a site wished to store a cookie.  

4.4.1.3     The Iteration and Integration of Conceptual, 
Technical, and Empirical Investigations 

 Based on the results from these conceptual and technical investigations, Friedman 
et al. then iteratively used the results to guide a second technical investigation: a 
redesign of the Mozilla browser (the open-source code for Netscape Navigator). 
Specifi cally, they developed three new types of mechanisms: (a) peripheral aware-
ness of cookies; (b) just-in-time information about individual cookies and cookies 
in general; and (c) just-in-time management of cookies (see Fig.  4.1 ). In the process 
of their technical work, Friedman et al. conducted formative evaluations (empirical 
investigations) which led to a further design criterion, minimal distraction, which 
refers to meeting the above criteria for informed consent without unduly diverting 
the user from the task at hand. Two situations are of concern here. First, if users are 
overwhelmed with queries to consent to participate in events with minor benefi ts 
and risks, they may become numbed to the informed consent process by the 
time participation in an event with signifi cant benefi ts and risks is at hand. Thus, 
the user’s participation in that event may not receive the careful attention that is 
warranted. Second, if the overall distraction to obtain informed consent becomes so 
great as to be perceived to be an intolerable nuisance, users are likely to disengage 
from the informed consent process in its entirety and accept or decline participation 
by rote. Thus undue distraction can single-handedly undermine informed 
consent. In this way, the iterative results of the above empirical investigations 
not only shaped and then validated the technical work, but impacted the initial 
conceptual investigation by adding to the model of informed consent the criterion of 
minimal distraction.
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   Thus, this project illustrates the iterative and integrative nature of Value Sensitive 
Design, and provides a proof-of-concept for Value Sensitive Design in the context 
of mainstream Internet software.   

4.4.2     Room with a View: Using Plasma 
Displays in Interior Offi ces 

 Janice is in her offi ce, writing a report. She’s trying to conceptualize the report’s 
higher-level structure, but her ideas won’t quite take form. Then she looks up from 
her desk and rests her eyes on the fountain and plaza area outside her building. She 
notices the water bursting upward, and that a small group of people are gathering by 
the water’s edge. She rests her eyes on the surrounding pool of calm water. Her eyes 
then lift toward the clouds and the streaking sunshine. Twenty seconds later she 
returns to her writing task at hand, slightly refreshed, and with an idea taking shape. 

 What’s particularly novel about this workplace scenario is that Janice works in an 
interior offi ce. Instead of a real window looking out onto the plaza, Janice has a large 
screen video plasma display that continuously displays the local outdoor scene in 
real-time. Realistic? Benefi cial? This design space is currently being researched by 
Kahn, Friedman, and their colleagues, using the framework of Value Sensitive Design. 

 In Kahn et al.’s initial conceptual investigation of this design space, they drew on 
the psychological literature that suggests that interaction with real nature can garner 
physiological and psychological benefi ts. For example, in one study, Ulrich ( 1984 ) 
found that post-operative recovery improved when patients were assigned to a room 
with a view of a natural setting (a small stand of deciduous trees) versus a view of a 
brown brick wall. More generally, studies have shown that even minimal connection 

  Fig. 4.1    Screen shot ( a ) of the Mozilla implementation shows the peripheral awareness of cookies 
interface (at the  left ) in the context of browsing the web. Each time a cookie is set, a color-coded 
entry for that cookie appears in the sidebar. Third party cookies are  red ; others are  green . At the 
user’s discretion, he or she can click on any entry to bring up the Mozilla cookie manager for that 
cookie. Screen shot ( b ) after the user has clicked on an entry to bring up the just-in-time cookie 
management tool (in the  center ) for a particular cookie       
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with nature – such as looking at a natural landscape – can reduce immediate and 
long-term stress, reduce sickness of prisoners, and calm patients before and during 
surgery. (See Beck and Katcher ( 1996 ), Kahn ( 1999 ), and Ulrich ( 1993 ) for reviews.) 
Thus Kahn et al. hypothesized that an “augmented window” of nature could render 
benefi ts in a work environment in terms of the human values of physical health, 
emotional well-being, and creativity. 

 To investigate this question in a laboratory context, Kahn et al. are comparing the 
short-term benefi ts of working in an offi ce with a view out the window of a beautiful 
nature scene versus an identical view (in real time) shown on a large video plasma 
display that covers the window in the same offi ce (Fig.  4.2a ). In this latter condition, 
they employed a High Defi nition TV (HDTV) camera (Fig.  4.2b ) to capture real- time 
local images. The control condition involved a blank covering over the window. 
Their measures entailed (a) physiological data (heart rate), (b) performance data 
(on cognitive and creativity tasks), (c) video data that captured each subject’s eye 
gaze on a second-by-second level, and time synchronized with the physiological 
equipment, so that analyses can determine whether physiological benefi ts accrued 
immediately following an eye gaze onto the plasma screen, and (d) social-cognitive 
data (based on a 50-min interview with each subject at the conclusion of the experi-
mental condition wherein they garnered each subject’s reasoned perspective on the 
experience). Preliminary results show the following trends. First, participants looked 
out the plasma screen just as frequently as they did the real window, and more 
frequently than they stared at the blank wall. In this sense, the plasma-display 
window was functioning like a real window. But, when participants gazed for 30 s 
or more, the real window provided greater physiological recovery from low-level 
stress as compared to the plasma display window.

4.4.2.1       Multiple Empirical Methods 

 Under the rubric of empirical investigations, Value Sensitive Design supports and 
encourages multiple empirical methods to be used in concert to address the question 
at hand. As noted above, for example, this study employed physiological data 

  Fig. 4.2    Plasma    Display Technology Studies. From the standpoint of illustrating Value Sensitive 
Design, we would like to emphasize three ideas. ( a ) The watcher, ( b ) The HDTV camera, ( c ) The 
watched       
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(heart rate), two types of performance data (on cognitive and creativity tasks), 
behavioral data (eye gaze), and reasoning data (the social-cognitive interview). From 
a value- oriented perspective, multiple psychological measures increase the veracity 
of most accounts of technology in use.  

4.4.2.2     Direct and Indirect Stakeholders 

 In their initial conceptual investigation of the values implicated in this study, Kahn 
et al. sought to identify not only direct but also indirect stakeholders affected by 
such display technology. At that early point, it became clear to the researchers that 
an important class of indirect stakeholders (and their respective values) needed to be 
included: namely, the individuals who, by virtue of walking through the fountain 
scene, unknowingly had their images displayed on the video plasma display in 
the “inside” offi ce (Fig.  4.2c ). In other words, if this application of projection 
technology were to come into widespread use (as web cams and surveillance cameras 
have begun to) then it would potentially encroach on the privacy of individuals in 
public spaces – an issue that has been receiving increasing attention in the fi eld of 
computer ethics and public discourse (Nissenbaum  1998 ). Thus, in addition to the 
experimental laboratory study, Kahn et al. initiated two additional but complemen-
tary empirical investigations with indirect stakeholders: (a) a survey of 750 people 
walking through the public plaza, and (b) in-depth social cognitive interviews with 
30 individuals walking through the public plaza (Friedman et al.  2006 ). Both inves-
tigations focused on indirect stakeholders’ judgments of privacy in public space, 
and in particular having their real-time images captured and displayed on plasma 
screens in nearby and distant offi ces. The importance of such indirect stakeholder 
investigations is being borne out by the results. For example, signifi cant gender 
differences were found in their survey data: more women than men expressed 
concern about the invasion of privacy through web cameras in public places. This 
fi nding held whether their image was to be displayed locally or in another city 
(Tokyo), or viewed by one person, thousands, or millions. One implication of this 
fi nding is that future technical designs and implementations of such display tech-
nologies need to be responsive to ways in which men and women might perceive 
potential harms differently.  

4.4.2.3     Coordinated Empirical Investigations 

 Once Kahn et al. identifi ed an important group of indirect stakeholders, and decided 
to undertake empirical investigations with this group, they then coordinated these 
empirical investigations with the initial (direct stakeholder) study. Specifi cally, a 
subset of identical questions were asked of both the direct stakeholders (“The 
Watchers”) and indirect stakeholders (“The Watched”). Results show some interesting 
differences. For example, more men in The Watched condition expressed concerns 
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that people’s images might be displayed locally, nationally, or internationally than 
men in The Plasma Display Watcher condition. No differences were found between 
women in The Watcher Plasma Display Condition and women in the Watched 
condition. Thus, the Value Sensitive Design methodology helps to bring to the 
forefront values that matter not only to the direct stakeholders of a technology 
(such as physical health, emotional well-being, and creativity), but to the indirect 
stakeholders (such as privacy, informed consent, trust, and physical safety). Moreover, 
from the standpoint of Value Sensitive Design, the above study highlights how 
investigations of indirect stakeholders can be woven into the core structure of the 
experimental design with direct stakeholders.  

4.4.2.4     Multiplicity of and Potential Confl icts Among Human Values 

 Value Sensitive Design can help researchers uncover the multiplicity of and 
potential confl icts among human values implicated in technological implementa-
tions. In the above design space, for example, values of physical health, emotional 
well- being, and creativity appear to partially confl ict with other values of privacy, 
civil rights, trust, and security.  

4.4.2.5     Technical Investigations 

 Conceptual and empirical investigations can help to shape future technological 
investigations, particularly in terms of how nature (as a source of information) can 
be embedded in the design of display technologies to further human well-being. 
One obvious design space involves buildings. For example, if Kahn et al.’s empirical 
results continue to emerge in line with their initial results, then one possible design 
guideline is as follows: we need to design buildings with nature in mind, and within 
view. In other words, we cannot with psychological impunity digitize nature and 
display the digitized version as a substitute for the real thing (and worse, then 
destroy the original). At the same time, it is possible that technological representa-
tions of nature can garner some psychological benefi ts, especially when (as in an 
inside offi ce) direct access to nature is otherwise unavailable. Other less obvious 
design spaces involve, for example, airplanes. In recent discussions with Boeing 
Corporation, for example, we were told that for economic reasons engineers might 
like to construct airplanes without passenger windows. After all, windows cost 
more to build and decrease fuel effi ciency. At stake, however, is the importance of 
windows in the human experience of fl ying. 

 In short, this case study highlights how Value Sensitive Design can help research-
ers employ multiple psychological methods, across several studies, with direct and 
indirect stakeholders, to investigate (and ultimately support) a multiplicity of human 
values impacted by deploying a cutting-edge information technology.   

4 Value Sensitive Design and Information Systems



68

4.4.3     UrbanSim: Integrated Land Use, Transportation, 
and Environmental Simulation 

 In many regions in the United States (and globally), there is increasing concern 
about pollution, traffi c jams, resource consumption, loss of open space, loss of 
coherent community, lack of sustainability, and unchecked sprawl. Elected offi cials, 
planners, and citizens in urban areas grapple with these diffi cult issues as they 
develop and evaluate alternatives for such decisions as building a new rail line or 
freeway, establishing an urban growth boundary, or changing incentives or taxes. 
These decisions interact in complex ways, and, in particular, transportation and land 
use decisions interact strongly with each other. There are both legal and common 
sense reasons to try to understand the long-term consequences of these interactions 
and decisions. Unfortunately, the need for this understanding far outstrips the capa-
bility of the analytic tools used in current practice. 

 In response to this need, Waddell, Borning, and their colleagues have been devel-
oping UrbanSim, a large simulation package for predicting patterns of urban 
development for periods of 20 years or more, under different possible scenarios 
(Waddell  2002 ; Noth et al.  2003 ; Waddell et al.  2003 ; Borning et al.  2008 ). Its primary 
purpose is to provide urban planners and other stakeholders with tools to aid in more 
informed decision-making, with a secondary goal to support further democratiza-
tion of the planning process. When provided with different scenarios – packages 
of possible policies and investments – UrbanSim models the resulting patterns of 
urban growth and redevelopment, of transportation usage, and of resource consump-
tion and other environmental impacts. 

 As of early 2007, UrbanSim has been applied (either experimentally or in some 
cases transitioning to operational use) in the metropolitan regions in the U.S. around 
Detroit, El Paso, Eugene/Springfi eld, Oregon (Fig.  4.3 ), Honolulu, Houston, Salt 
Lake City, and Seattle; and internationally in Amsterdam, Paris, Tel Aviv, and Zurich. 
Additional projects have been launched in Burlington, Durham, Phoenix, and San 
Francisco, and internationally in Melbourne, Australia. Value Sensitive Design has 
played a central role in the ongoing design and implementation of interactions 
around UrbanSim indicators. UrbanSim illustrates important aspects of Value 
Sensitive Design in addition to those described in the previous two case studies:

4.4.3.1       Distinguishing Explicitly Supported Values 
from Stakeholder Values 

 In their conceptual investigations, Borning et al. ( 2005 ) distinguished between 
explicitly supported values (i.e., ones that they explicitly want to embed in the simu-
lation) and stakeholder values (i.e., ones that are important to some but not neces-
sarily all of the stakeholders). Next, Borning et al. committed to three specifi c moral 
values to be supported explicitly. One is fairness, and more specifi cally freedom 
from bias. The simulation should not discriminate unfairly against any group 
of stakeholders, or privilege one mode of transportation or policy over another. 
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A second is accountability. Insofar as possible, stakeholders should be able to 
confi rm that their values are refl ected in the simulation, evaluate and judge its 
validity, and develop an appropriate level of confi dence in its output. The third is 
democracy. The simulation should support the democratic process in the context of 
land use, transportation, and environmental planning. In turn, as part of supporting 
the democratic process, Borning et al. decided that the model should not a priori 
favor or rule out any given set of stakeholder values, but instead, should allow 
different stakeholders to articulate the values that are most important to them, and 
evaluate the alternatives in light of these values.  

4.4.3.2     Handling Widely Divergent and Potentially 
Confl icting Stakeholder Values 

 From the standpoint of conceptual investigations, UrbanSim as a design space poses 
tremendous challenges. The research team cannot focus on a few key values, as 
occurred in the Web Browser project (e.g., the value of informed consent), or the 
Room with a View project (e.g., the values of privacy in public spaces, and physical 
and psychological well-being). Rather, disputing stakeholders bring to the table 
widely divergent values about environmental, political, moral, and personal issues. 
Examples of stakeholder values are environmental sustainability, walkable neigh-
borhoods, space for business expansion, affordable housing, freight mobility, minimal 
government intervention, minimal commute time, open space preservation, prop-
erty rights, and environmental justice. How does one characterize the wide- ranging 
and deeply held values of diverse stakeholders, both present and future? Moreover, 
how does one prioritize the values implicated in the decisions? And how can one 
move from values to measurable outputs from the simulation to allow stakeholders 
to compare alternative scenarios? 

  Fig. 4.3    Results from UrbanSim for Eugene/Springfi eld, Oregon, forecasting land use patterns 
over a 14-year period. These results arise from the simulated interactions among demographic 
change, economic change, real estate development, transportation, and other actors and processes 
in the urban environment. Map ( a ) shows the employment density in 1980 (number of jobs located 
in each 150 × 150 m grid cell).  Darker shade  indicates higher density. Map ( b ) shows the predicted 
change from 1980 to 1994 (where  darker shade  indicates a greater change), and map ( c ) the pre-
dicted employment density in 1994. In a historical validation of the model, this result was then 
compared with the actual 1994 employment, with a 0.917 correlation over a 1-cell radius       
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 As part of addressing these questions, the research group implemented a web- 
based interface that groups indicators into three broad value categories pertaining to 
the domain of urban development (economic, environmental, and social), and more 
specifi c value categories under that. To allow stakeholders to evaluate alternative 
urban futures, the interface provides a large collection of  indicators : variables that 
distill some attribute of interest about the results (Gallopin  1997 ). (Examples of 
indicators are the number of acres of rural land converted to urban use each year, the 
degree of poverty segregation, or the mode share between autos and transit.) These 
categories and indicators draw on a variety of sources, including empirical research 
on people’s environmental concepts and values (Kahn  1999 ; Kahn and Kellert  2002 ), 
community-based indicator projects (Palmer  1998 ; Hart  1999 ), and the policy 
literature. Stakeholders can then use the interface to select indicators that speak to 
values that are important to them from among these categories. 

 This interface illustrates the interplay among conceptual, technical, and 
empirical investigations. The indicators are chosen to speak to different stakeholder 
values – responding to our distinction between explicitly supported values and 
stakeholder values in the initial conceptual investigation. The value categories 
are rooted empirically in both human psychology and policy studies, not just 
philosophy – and then embodied in a technical artifact (the web-based interface), 
which is in turn evaluated empirically.  

4.4.3.3     Legitimation 

 As we continued our work on VSD and UrbanSim, in our conceptual investigations 
we identifi ed  legitimation  as a key instrumental value (Borning et al.  2005 ; Davis 
 2006 ). UrbanSim’s legitimacy is crucial for its effective use in the planning process: 
stakeholders who do not see its use as legitimate may disengage from its use, or if 
they remain in the process, may never accept the analyses that it informs. Our 
conceptualization of legitimation draws primarily on the work of Jürgen 
Habermas ( 1979 ,  1984 ). Since the legitimacy of an urban planning process depends 
on a huge number of factors – most of which are outside of UrbanSim’s scope – we 
concern ourselves with the  legitimation potential  of the modeling system. Again 
following Habermas,  communicative action  plays a key role in legitimation poten-
tial. The implicit validity claims of an utterance in a communicative act lead to a 
set of testable design goals for the system regarding comprehensibility, validity, 
transparency, and freedom from bias, which we then used in structuring our empiri-
cal investigations.  

4.4.3.4     Technical Choices Driven by Initial 
and Emergent Value Considerations 

 Most of the technical choices in the design of the UrbanSim software are in response 
to the need to generate indicators and other evaluation measures that respond to 
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different strongly-held stakeholder values. For example, for some stakeholders, 
walkable, pedestrian-friendly neighborhoods are very important. But being able to 
model walking as a transportation mode makes diffi cult demands on the underlying 
simulation, requiring a fi ner-grained spatial scale than is needed for modeling 
automobile transportation alone. In turn, being able to answer questions about 
walking as a transportation mode is important for two explicitly supported values: 
fairness (not to privilege one transportation mode over another), and democracy 
(being able to answer questions about a value that is important to a signifi cant 
number of stakeholders). As a second example of technical choices being driven by 
value considerations, UrbanSim’s software architecture is designed to support rapid 
evolution in response to changed or additional requirements. For instance, the 
software architecture decouples the individual component models as much as 
possible, allowing them to evolve and new ones to be added in a modular fashion. 
Further, the architecture separates out the computation of indicator values from the 
models, making it easy to write new indicators as needed, rather than embedding 
the indicator code in the component models themselves. For similar reasons, the 
UrbanSim team uses the YP agile software development methodology (Freeman-
Benson and Borning  2003 ), which allows the system to evolve and respond quickly 
to emerging stakeholder values and policy considerations.  

4.4.3.5     Designing for Credibility, Openness, and Accountability 

 The credibility of the system is of great importance, particularly when the system is 
being used in a politically charged situation and is thus the subject of intense scrutiny. 
The research group has undertaken a variety of activities to help foster credibility, 
including using behaviorally transparent simulation techniques (i.e., simulating agents 
in the urban environment, such as households, businesses, and real estate develop-
ers, rather than using some more abstract and opaque simulation technique), and 
performing sensitivity analyses (Franklin et al.  2002 ) and a historical validation. 
In the historical validation, for example, the group started the model with 1980 data 
from Eugene/Springfi eld, simulated through 1994, and compared the simulation 
output with what actually happened. One of these comparisons is shown in Fig.  4.3 . 
In addition, our techniques for fostering openness and accountability are also 
intended to support credibility. These include using Open Source software (releas-
ing the source code along with the executable), writing the code in as clear and 
understandable a fashion as possible, using a rigorous and extensive testing method-
ology, and complementing the Open Source software with an Open Process that 
makes the state of our development visible to anyone interested. For example, in our 
laboratory, a battery of tests is run whenever a new version of the software is 
committed to the source code repository. A traffi c light (a real one) is activated by 
the testing regime – green means that the system has passed all tests, yellow means 
testing is under way, and red means that a test has failed. There is also a virtual traffi c 
light, mirroring the physical one, visible on the web (  www.urbansim.org/fi reman    ). 
Similarly, the bug reports, feature requests, and plans are all on the UrbanSim 
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project website as well. Details of this Open Process approach may be found in 
Freeman-Benson and Borning ( 2003 ). 

 For interactions around indicators, one project has been carefully documenting the 
available indicators and their limitations (Borning et al.  2005 ), including using “live 
documentation” that directly includes the source code used to compute the indicator 
values, and tests of that source code. Another project has involved partnering with 
different community organizations to produce “Indicator Perspectives” that provide 
different views on which indicators are most important, and how they should be 
evaluated (Schwartzman and Borning  2007 ). Finally, Janet Davis’s Ph.D. dissertation 
( 2006 ) describes the design and implementation of “personal indicators”, which 
help users answer the question “how will this policy affect me and my family?”, in 
addition to the more region-level results from the existing indicator sets. 

 Thus, in summary, Borning et al. are using Value Sensitive Design to investigate 
how a technology – an integrated land use, transportation, and environmental com-
puter simulation – affects human values on both the individual and organizational 
levels; and how human values can continue to drive the technical investigations, 
including refi ning the simulation, data, and interaction model. Finally, employing 
Value Sensitive Design in a project of this scope serves to validate its use for complex, 
large-scale systems.    

4.5        Value Sensitive Design’s Constellation of Features 

 Value Sensitive Design shares and adopts many interests and techniques from 
related approaches to values and system design – computer ethics, social informatics, 
CSCW, and Participatory Design – as discussed in Sect.  4.2.2 . However, Value 
Sensitive Design itself brings forward a unique constellation of eight features. 

 First, Value Sensitive Design seeks to be proactive: to infl uence the design of 
technology early in and throughout the design process. 

 Second, Value Sensitive Design enlarges the arena in which values arise to 
include not only the work place (as traditionally in the fi eld of CSCW), but also 
education, the home, commerce, online communities, and public life. 

 Third, Value Sensitive Design contributes a unique methodology that employs 
conceptual, empirical, and technical investigations, applied iteratively and  integratively 
(see Sect.  4.3 ). 

 Fourth, Value Sensitive Design enlarges the scope of human values beyond those 
of cooperation (CSCW) and participation and democracy (Participatory Design) to 
include all values, especially those with moral import. By moral, we refer to issues 
that pertain to fairness, justice, human welfare and virtue, encompassing within 
moral philosophical theory deontology (Dworkin  1978 ; Gewirth  1978 ; Kant 
1785/ 1964 ; Rawls  1971 ), consequentialism ((Smart and Williams  1973 ); see 
Scheffl er ( 1982 ) for an analysis), and virtue (Foot  1978 ; MacIntyre  1984 ; Campbell 
and Christopher  1996 ). Value Sensitive Design also accounts for conventions (e.g., 
standardization of protocols) and personal values (e.g., color preferences within a 
graphical user interface). 
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 Fifth, Value Sensitive Design distinguishes between usability and human values 
with ethical import. Usability refers to characteristics of a system that make it work 
in a functional sense, including that it is easy to use, easy to learn, consistent, and 
recovers easily from errors (Adler and Winograd  1992 ; Norman  1988 ; Nielsen 
 1993 ). However, not all highly usable systems support ethical values. Nielsen 
( 1993 ), for example, asks us to imagine a computer system that checks for fraudu-
lent applications of people who are applying for unemployment benefi ts by asking 
applicants numerous personal questions, and then checking for inconsistencies in 
their responses. Nielsen’s point is that even if the system receives high usability 
scores some people may not fi nd the system socially acceptable, based on the moral 
value of privacy. 

 Sixth, Value Sensitive Design identifi es and takes seriously two classes of 
stakeholders: direct and indirect. Direct stakeholders refer to parties – individuals or 
organizations – who interact directly with the computer system or its output. Indirect 
stakeholders refer to all other parties who are affected by the use of the system. 
Often, indirect stakeholders are ignored in the design process. For example, com-
puterized medical records systems have often been designed with many of the direct 
stakeholders in mind (e.g., insurance companies, hospitals, doctors, and nurses), but 
with too little regard for the values, such as the value of privacy, of a rather important 
group of indirect stakeholders: the patients. 

 Seventh, Value Sensitive Design is an interactional theory: values are viewed nei-
ther as inscribed into technology (an endogenous theory), nor as simply transmitted 
by social forces (an exogenous theory). Rather, the interactional position holds that 
while the features or properties that people design into technologies more readily 
support certain values and hinder others, the technology’s actual use depends on 
the goals of the people interacting with it. A screwdriver, after all, is well-suited for 
turning screws, and is also amenable to use as a poker, pry bar, nail set, cutting 
device, and tool to dig up weeds, but functions poorly as a ladle, pillow, or wheel. 
Similarly, an online calendar system that displays individuals’ scheduled events in 
detail readily supports accountability within an organization but makes privacy 
diffi cult. Moreover, through human interaction, technology itself changes over time. 
On occasion, such changes (as emphasized in the exogenous position) can mean the 
societal rejection of a technology, or that its acceptance is delayed. But more often it 
entails an iterative process whereby technologies are fi rst invented, and then redesigned 
based on user interactions, which then are reintroduced to users, further interactions 
occur, and further redesigns implemented. Typical software updates (e.g., of word 
processors, browsers, and operating systems) epitomize this iterative process. 

 Eighth, Value Sensitive Design builds from the psychological proposition that 
certain values are universally held, although how such values play out in a particular 
culture at a particular point in time can vary considerably (Kahn  1999 ; Turiel  1998 , 
 2002 ). For example, even while living in an igloo, Inuits have conventions that 
ensure some forms of privacy; yet such forms of privacy are not maintained by sepa-
rated rooms, as they are in most Western cultures. Generally, the more concretely 
(act-based) one conceptualizes a value, the more one will be led to recognizing 
cultural variation; conversely, the more abstractly one conceptualizes a value, the 
more one will be led to recognizing universals. Value Sensitive Design seeks to work 
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both levels, the concrete and abstract, depending on the design problem at hand. Note 
that this is an empirical proposition, based on a large amount of psychological and 
anthropological data, not a philosophical one. We also make this claim only for 
certain values, not all – there are clearly some values that are culture-specifi c. 

 The three case studies presented in Sect.  4.5  illustrate the different features in this 
constellation. For example, UrbanSim illustrates the goal of being proactive and 
infl uencing the design of the technology early in and throughout the design process 
(Feature 1), and also involves enlarging the arena in which values arise to include 
urban planning and democratic participation in public decision-making (Feature 2). 
The cookies work is a good illustration of Value Sensitive Design’s tripartite meth-
odology (Feature 3): conceptual, technical, and empirical investigations, applied 
iteratively and integratively, were essential to the success of the project. Each of the 
three projects brings out a different set of human values (Feature 4): among others, 
informed consent for the cookies work; physical and psychological well-being and 
privacy in public spaces for Room with a View; and fairness, accountability, and 
democracy for UrbanSim, as well as the whole range of different sometimes com-
peting stakeholder values. The cookies project illustrates the complex interaction 
between usability and human values (Feature 5): early versions of the system 
supported informed consent at the expense of usability, requiring additional work to 
develop a system that was both usable and provided reasonable support for informed 
consent. The Room with a View work considers and takes seriously both direct and 
indirect stakeholders (Feature 6): the occupants of the inside offi ce (“The Watchers”), 
and passers-by in the plaza (“The Watched”). Value Sensitive Design’s position 
that values are neither inscribed into technology nor simply transmitted by social 
forces (Feature 7) is illustrated by UrbanSim: the system by itself is certainly not 
neutral with respect to democratic process, but at the same time does not on its 
own ensure democratic decision-making on land use and transportation issues. 
Finally, the proposition that certain values are universally held, but play out in very 
different ways in different cultures and different times (Feature 8) is illustrated by 
the Room with a View project: the work is informed by a substantial body of work 
on the importance of privacy in all cultures (for example, the deep connection 
between privacy and self-identity), but concerns about privacy in public spaces play 
out in a specifi c way in the United States, and might do so quite differently in another 
cultural context. 

 We could draw out additional examples that illustrate Value Sensitive Design’s 
constellation of features, both from the three case studies presented in Sect.  4.5 , and 
in other projects; but hope that this short description demonstrates the unique con-
tribution that Value Sensitive Design can make to the design of technology.  

4.6     Practical Suggestions for Using Value Sensitive Design 

 One natural question with Value Sensitive Design is, “How exactly do I do it?” In 
this section we offer some practical suggestions. 
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4.6.1     Start with a Value, Technology, or Context of Use 

 Any of these three core aspects – a value, technology, or context of use – easily 
motivates Value Sensitive Design. We suggest starting with the aspect that is most 
central to your work and interests. In the case of Informed Consent and Cookies, for 
example, Friedman et al. began with a value of central interest (informed consent) 
and moved from that value to its implications for Web browser design. In the 
case of UrbanSim, Borning et al. began with a technology (urban simulation) and a 
context of use (the urban planning process); upon inspection of those two, values 
issues quickly came to the fore.  

4.6.2     Identify Direct and Indirect Stakeholders 

 As part of the initial conceptual investigation, systematically identify direct and indi-
rect stakeholders. Recall that direct stakeholders are those individuals who interact 
directly with the technology or with the technology’s output. Indirect stakeholders 
are those individuals who are also impacted by the system, though they never interact 
directly with it. In addition, it is worthwhile to recognize the following:

•    Within each of these two overarching categories of stakeholders, there may be 
several subgroups.  

•   A single individual may be a member of more than one stakeholder group or 
subgroup. For example, in the UrbanSim project, an individual who works as an 
urban planner and lives in the area is both a direct stakeholder (i.e., through his 
or her direct use of the simulation to evaluate proposed transportation plans) and 
an indirect stakeholder (i.e., by virtue of living in the community for which the 
transportation plans will be implemented).  

•   An organizational power structure is often orthogonal to the distinction between 
direct and indirect stakeholders. For example, there might be low-level employ-
ees who are either direct or indirect stakeholders and who don’t have control over 
using the system (e.g., workers on an assembly line). Participatory Design has 
contributed a substantial body of analysis to these issues, as well as techniques 
for dealing with them, such as ways of equalizing power among groups with 
unequal power. (See the references cited in Sect.  4.2.2    .)     

4.6.3     Identify Benefi ts and Harms for Each Stakeholder Group 

 Having identifi ed the key stakeholders, systematically identify the benefi ts and 
harms for each group. In doing so, we suggest attention to the following points:

•    Indirect stakeholders will be benefi ted or harmed to varying degrees; and in some 
designs it is probably possible to claim every human as an indirect stakeholder of 
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some sort. Thus, one rule of thumb in the conceptual investigation is to give 
priority to indirect stakeholders who are strongly affected, or to large groups that 
are somewhat affected.  

•   Attend to issues of technical, cognitive, and physical competency. For example, 
children or the elderly might have limited cognitive competency. In such a case, 
care must be taken to ensure that their interests are represented in the design 
process, either by representatives from the affected groups themselves or, if this 
is not possible, by advocates.  

•   Personas (Pruitt and Grudin  2003 ) are a popular technique that can be useful 
for identifying the benefi ts and harms to each stakeholder group. However, 
we note two caveats. First, personas have a tendency to lead to stereotypes 
because they require a list of “socially coherent” attributes to be associated with 
the “imagined individual.” Second, while in the literature each persona represents 
a different user group, in Value Sensitive Design (as noted above) the same 
individual may be a member of more than one stakeholder group. Thus, in our 
practice, we have deviated from the typical use of personas that maps a single 
persona onto a single user group, to allow for a single persona to map onto to 
multiple stakeholder groups.     

4.6.4     Map Benefi ts and Harms onto Corresponding Values 

 With a list of benefi ts and harms in hand, one is in a strong position to recognize 
corresponding values. Sometimes the mapping is one of identity. For example, a 
harm that is characterized as invasion of privacy maps onto the value of privacy. 
Other times the mapping is less direct if not multifaceted. For example, with the 
Room with a View study, it is possible that a direct stakeholder’s mood is improved 
when working in an offi ce with an augmented window (as compared with no win-
dow). Such a benefi t potentially implicates not only the value of psychological wel-
fare, but also creativity, productivity, and physical welfare (health), assuming there 
is a causal link between improved mood and these other factors. 

 In some cases, the corresponding values will be obvious, but not always. Table  4.1  
in Sect.  4.2.2  provides a table of human values with ethical import often implicated 
in system design. This table may be useful in suggesting values that should be con-
sidered in the investigation.  

4.6.5     Conduct a Conceptual Investigation of Key Values 

 Following the identifi cation of key values in play, a conceptual investigation of 
each can follow. Here it is helpful to turn to the relevant literature. In particular, the 
philosophical ontological literature can help provide criteria for what a value is, 
and thereby how to assess it empirically. (For example, Sect.  4.4.1.1  described how 
existing literature helped provide criteria for the value of informed consent.)  

B. Friedman et al.



77

4.6.6     Identify Potential Value Confl icts 

 Values often come into confl ict. Thus, once key values have been identifi ed and 
carefully defi ned, a next step entails examining potential confl icts. For the purposes 
of design, value confl icts should usually not be conceived of as “either/or” situations, 
but as constraints on the design space. Admittedly, at times designs that support one 
value directly hinder support for another. In those instances, a good deal of discussion 
among the stakeholders may be warranted to identify the space of workable 
solutions. Typical value confl icts include accountability vs. privacy, trust vs. security, 
environmental sustainability vs. economic development, privacy vs. security, and 
hierarchical control vs. democratization.  

4.6.7     Integrate Value Considerations into One’s 
Organizational Structure 

 Ideally, Value Sensitive Design will work in concert with organizational objectives. 
Within a company, for example, designers would bring values into the forefront, and 
in the process generate increased revenue, employee satisfaction, customer loyalty, 
and other desirable outcomes for their companies. In turn, within a government 
agency, designers would both better support national and community values, and 
enhance the organization’s ability to achieve its objectives. In the real world, of 
course, human values (especially those with ethical import) may collide with 
economic objectives, power, and other factors. However, even in such situations, 
Value Sensitive Design should be able to make positive contributions, by showing 
alternate designs that better support enduring human values. For example, if a 
standards committee were considering adopting a protocol that raised serious 
privacy concerns, a Value Sensitive Design analysis and design might result in an 
alternate protocol that better addressed the issue of privacy while still retaining 
other needed properties. Citizens, advocacy groups, staff members, politicians, and 
others could then have a more effective argument against a claim that the proposed 
protocol was the only reasonable choice.  

4.6.8     Human Values (with Ethical Import) 
Often Implicated in System Design 

 We stated earlier that while all values fall within its purview, Value Sensitive Design 
emphasizes values with ethical import. In Table  4.1  in Sect.  4.2.2 , we present a list 
of frequently implicated values. This table is intended as a heuristic for suggesting 
values that should be considered in the investigation – it is defi nitely not intended as 
a complete list of human values that might be implicated. 
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 Two caveats. First, not all of these values are fundamentally distinct from one 
another. Nonetheless, each value has its own language and conceptualizations 
within its respective fi eld, and thus warrants separate treatment here. Second, as 
noted above, this list is not comprehensive. Perhaps no list could be, at least within 
the confi nes of a paper. Peacefulness, respect, compassion, love, warmth, creativity, 
humor, originality, vision, friendship, cooperation, collaboration, purposefulness, 
devotion, loyalty, diplomacy, kindness, musicality, harmony – the list of other 
possible moral and non-moral values could get very long very quickly. Our particular 
list comprises many of the values that hinge on the deontological and consequentialist 
moral orientations noted above: human welfare, ownership and property, privacy, 
freedom from bias, universal usability, trust, autonomy, informed consent, and 
accountability. In addition, we have chosen several other values related to system 
design: courtesy, identity, calmness, and environmental sustainability.  

4.6.9     Heuristics for Interviewing Stakeholders 

 As part of an empirical investigation, it is useful to interview stakeholders, to 
better understand their judgments about a context of use, an existing technology, or 
a proposed design. A semi-structured interview often offers a good balance between 
addressing the questions of interest and gathering new and unexpected insights. 
In these interviews, the following heuristics can prove useful: 

 In probing stakeholders’ reasons for their judgments, the simple question “Why?” 
can go a good distance. For example, seniors evaluating a ubiquitous computing 
video surveillance system might respond negatively to the system. When asked 
“Why?” a response might be: “I don’t mind my family knowing that other people 
are visiting me, so they don’t worry that I’m alone – I just don’t want them to know 
who is visiting.” The researcher can probe again: “Why don’t you want them to 
know?” An answer might be: “I might have a new friend I don’t want them to know 
about. It’s not their business.” Here the fi rst “why” question elicits information 
about a value confl ict (the family’s desire to know about the senior’s well-being and 
the senior’s desire to control some information); the second “why” question elicits 
further information about the value of privacy for the senior. 

 Ask about values not only directly, but indirectly, based on formal criteria speci-
fi ed in the conceptual investigation. For example, suppose that you want to conduct 
an empirical investigation of people’s reasoning and values about “X” (say, trust, 
privacy, or informed consent), and that you decided to employ an interview 
methodology. One option is to ask people directly about the topic. “What is X?” 
“How do you reason about X?” “Can you give me an example from your own life 
of when you encountered a problem that involved X?” There is some merit to this 
direct approach. Certainly it gives people the opportunity to defi ne the problem in 
their own terms. But you may quickly discover that it comes up short. Perhaps the 
greatest problem is that people have concepts about many aspects of the topic on 
which they cannot directly refl ect. Rather, you will usually be better served by 
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employing an alternative approach. As is common in social cognitive research 
(see Kahn ( 1999 ), chap.   5    , for a discussion of methods), you could interview people 
about a hypothetical situation, or a common everyday event in their lives, or a task 
that you have asked them to solve, or a behavior in which they have just engaged. 
But, no matter what you choose, the important point is  a priori  to conceptualize 
what the topic entails, if possible demarcating its boundaries through formal criteria, 
and at a minimum employing issues or tasks that engage people’s reasoning about 
the topic under investigation.  

4.6.10     Heuristics for Technical Investigations 

 When engaging in value-oriented technical investigations, the following heuristics 
can prove useful: 

 Technical mechanisms will often adjudicate multiple if not confl icting values, 
often in the form of design trade-offs. We have found it helpful to make explicit 
how a design trade-off maps onto a value conflict and differentially affects 
different groups of stakeholders. For example, the Room with a View study suggests 
real- time displays in interior offi ces may provide physiological benefi ts for those 
in the inside offi ces (the direct stakeholders), yet may impinge on the privacy and 
security of those walking through the outdoor scene (the indirect stakeholders), and 
especially women. 

 Unanticipated values and value confl icts often emerge after a system is developed 
and deployed. Thus, when possible, design fl exibility into the underlying technical 
architecture so that it can be responsive to such emergent concerns. In UrbanSim, for 
example, Borning et al. used agile programming techniques to design an architec-
ture that can more readily accommodate new indicators and models. 

 The control of information fl ow through underlying protocols – and the privacy 
concerns surrounding such control – is a strongly contested area. Ubiquitous 
computing, with sensors that collect and then disseminate information at large, has 
only intensifi ed these concerns. We suggest that underlying protocols that release 
information should be able to be turned off (and in such a way that the stakeholders 
are confi dent they have been turned off).   

4.7     Conclusion 

 There is a growing interest and challenge to address values in design. Our goal in 
this paper has been to provide enough detail about Value Sensitive Design so that 
other researchers and designers can critically examine, use, and extend this approach. 
Our hope is that this approach can contribute to a principled and comprehensive 
consideration of values in the design of information and computational systems.     
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4.8      Addendum: Practical Considerations 
of Value Sensitive Design  

4.8.1     Practical Value Sensitive Design Challenges 

 Value sensitive design (VSD) has evolved over time and proven its ability to guide 
developers and researchers in considering human values in the designs of their 
systems. Although applied successfully for almost 20 years in diverse projects 
focusing on different values, e.g. informed consent in browsers (see Sect.  4.4.1 ), 
independence for blind and deaf transit riders (Azenkot et al. 2011) or security of 
implantable medical devices (Denning et al. 2010), VSD is subject to critical and 
constructive reviews by its creators and other researchers. Learning from practice, 
refl ecting on the methodological assumptions and creating new tools and methods 
is crucial for its further development and its widespread acceptance by researchers 
and practitioners. 

 In their recent work Borning and Muller (2012) have identifi ed a number of 
issues in VSD research that could lead to a lack of adoption of VSD in value- focused 
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human computer interaction (HCI) research. Related critique has been presented 
earlier, e.g., from Le Dantec and colleagues (2009). In the following we will discuss 
three points that are relevant within the scope of this book: the nature of values that 
are considered in a project, the role of different stakeholders in the design process 
and concrete methods used in VSD. 

4.8.1.1     Nature of Values 

 VSD refers to values as “what a person or group of people consider important in 
life.” (this chapter) While this defi nition is kept broad, Friedman and colleagues 
also provide “a list of human values with ethical import that are often implicated in 
system design”. When talking about ethical or moral values the question arises 
whether certain values are universal. In this chapter the authors state that VSD “builds 
from the psychological proposition that certain values are universally held” [p.4] 
which may play out differently in a given culture and time. 

 Borning and Muller (2012) discuss the problematic nature of taking a stance on 
the universality of values and conclude that the existence of universal values has 
little impact for the practical application of VSD. As values play out suffi ciently 
different in each design context, universal designs that account for a certain value 
are not attainable. Instead, it is important that the values at stake are identifi ed and 
analyzed carefully as well as defi ned with respect to the particular context and new 
design solutions for the given context have to be created. 

 With regard to identifying the values at stake, an important question that has 
recently been discussed within the VSD community is “should VSD single out certain 
values as particularly worthy of consideration?” 

 During the evolution of VSD, lists of values with ethical import have been pre-
sented from having “a distinctive claim on resources in the design process” 
(Friedman and Kahn 2003) to being heuristics for designers. Le Dantec and col-
leagues’ (2009) stance on this issue is that given lists of values may bias researchers 
and designers towards these values. While expressing classifi cations of ethically 
principled values was an important step, more scaffolding is needed to guide the 
value discovery, i.e. to uncover values as they are lived in-situ, through empirical 
exploration relevant to the design context. After these so-called local values have 
been discovered, lists can be used as an analytical tool. 

 In my opinion, heuristic lists could also be benefi cial from the start, especially 
for practitioners with limited time at hand, as the lists highlight important values 
and mitigate the odds that these are overlooked. 

 Borning and Muller (2012) suggest that lists presented in the literature should be 
contextualized by emphasizing who wrote them and for what purpose. Additional 
careful empirical investigations can highlight stakeholder values that have not been 
considered initially by the design team. In this respect an important distinction is to be 
made among  explicitly supported values  (i.e., ones that the system is designed to support), 
 stakeholder  values (i.e., ones that are important to some but not necessarily all of the 
stakeholders) and  designer values  (i.e., ones that the system designers hold).  
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4.8.1.2     Role of Stakeholders 

 When defi ning whose values are accounted for, the stakeholder concept is the focus of 
attention. Stakeholders in VSD are not only the clients or end-users, but all people involved 
directly or indirectly in creating, using or being affected by the new technology. 
Therefore, developers, designers, researchers, users and other people can be regarded 
as stakeholders. Borning and Muller (2012) emphasized that giving voice to the 
participants in VSD studies and clearly expressing the voice of researchers in 
publications is important to aid others in understanding the setting in which VSD 
was carried out and how the ethical analysis has taken place. Similar to the motivation 
of Participatory Design (Schuler 1993), sharing responsibility and power among 
stakeholders and designers/researchers is benefi cial to investigate value questions. 
To this end, contextualized VSD methods could, e.g., include ethical analysis by 
stakeholders in-situ, thereby letting them act as “lay ethicists”.  

4.8.1.3     Concrete Methods 

 VSD does not prescribe concrete methods for empirical investigations, but states: 
“the entire range of quantitative and qualitative methods used in social science 
research is potentially applicable here, including observations, interviews, surveys, 
experimental manipulations, collection of relevant documents, and measurements 
of user behavior and human physiology.” (see this chapter) 

 While Borning and Muller (2012) suggest that researchers examined the value 
 suitabilities  of these methods, Le Dantec and colleagues (2009) propose that more 
specifi c methods are needed to capture values as lived experiences and to give stake-
holders the power to express and share their comprehension of local values. 

 In my opinion, the question of concrete methods for VSD is not only closely related 
to the methods’ abilities to facilitate participation, but also to the competences within a 
design team. An important question is “does a design team need to include a social 
scientist or someone trained in the methods above to be able to carry out VSD?” In 
reports of past VSD projects the researchers’ background and expertise is not always 
transparent and VSD does not offer a concrete proposition on the composition of design 
teams. Given that VSD has until now mainly been carried out by HCI researchers, a 
combination of knowledge of technology engineering and social science research is 
often present. Nonetheless, conceptual analyses of values with ethical import may also 
benefi t from professional philosophers or ethicists. Considering the use of VSD in 
industry practice, expertise in ethics cannot always be easily acquired. Design teams 
may benefi t from value advocates, but reports from the fi eld show that in a business-
oriented setting value advocates may meet challenges (Manders-Huits and Zimmer 
2009). Their role has to be considered carefully, e.g., with respect to how much leader-
ship they take and how other design team members receive such leadership. 

 Another way to empower technology developers who are untrained in social 
science or ethics are specifi c tools or techniques to deliberately consider and account 
for values in design. Since the fi rst publication of this chapter, VSD researchers 
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have developed several methods for value discovery and defi nition (e.g. Le Dantec 
et al. 2009; Woelfer et al. 2011) and for the consideration of the broader and 
long- term socio-technical context (e.g. Nathan et al. 2007; Friedman et al. 2012), 
which can be utilized by researchers, practitioners and other stakeholders. Some of 
the methods will be elaborated on below.  

4.8.1.4      Summary of Practical Questions 

 Summarizing the discussion above, I compiled a list of practical questions to be 
considered when using VSD in practice.

•    Which values are important in a given design case? Whose values are they and 
how are they defi ned with respect to the given context?  

•   Which methods are suited for conceptual/empirical/technical investigations in VSD? 
Which methods, in particular, are suited to discover, elicit and defi ne values?  

•   What kind of social science knowledge or skill set is needed to engage in VSD?  
•   How can methods give power and responsibility to stakeholders and make them 

“lay” ethicists?    

 The remainder of the addendum will provide an ongoing design case that 
exemplifi es the use of methods recently developed in VSD and partially addresses 
these practical questions.   

4.8.2     VSD Case: Safety for Homeless Young People 

4.8.2.1     Socio-technical Context 

 The socio-technical context for the design case consists of homeless young people, 
mobile technologies, and safety. People generally want to be safe, know that their 
families are safe and help others to be safe. For homeless young people, life can be 
very diffi cult when securing basic needs, such as safety, food, and shelter, while 
sometimes even managing physical and mental health problems. They encounter 
unsafe situations in their struggle to meet their needs, often with civility laws being 
implicated (Woelfer and Hendry 2011). 

 Across social classes mobile phones are becoming essential for safety, as they 
are carried closely to people’s bodies at all times and can be accessed in emergency 
situations to connect to others. At the same time “overreliance on its safety functions 
may undermine a person’s resilience” (Woelfer et al. 2011). For homeless young 
people mobile phones have benefi cial safety functions ranging from functionality, 
e.g. calling or texting in unsafe situations, to form factors, e.g. held in particular 
ways the phone may resemble a gun. However, mobile phones may also create 
unsafe situations, e.g. if homeless young people trespass at secluded power outlets 
in order to recharge their phones. Thus, the use of mobile technology by homeless 
young people and its relation to safety is multi-faceted and a topic worth investigating. 
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The central question in the ongoing research is “How can mobile technology be 
designed to keep homeless young people safe?” 

 This design case is representative for recent developments of theory and method 
within VSD. In particular, it engages in design work concerning multiple stakeholder 
groups with different perspectives and values as well as value tensions within and 
among individuals and groups. Further it refl ects how empirical research of current 
conditions and co-design activities to envision the future can be integrated.  

4.8.2.2     Stakeholder Analysis 

 Unlike other design and engineering methodologies VSD is a holistic approach 
to the design and introduction of new technologies considering not only primary 
(and maybe secondary) users, but also other stakeholders. VSD makes a deliberate 
distinction between direct stakeholders and indirect stakeholders, and by that dictates 
an explicit consideration of people affected by the system, who are not users. This 
allows for an early analysis of benefi ts and harms of new technology for the whole 
social environment in which it is situated. 

 In the given design case the homeless young people were considered as the primary 
direct stakeholders, but the researchers did not exclude the emergence of another 
relevant direct stakeholder group throughout the research and later design phases. 
Three indirect stakeholder groups identifi ed: service providers, police offi cers, and 
community members.  

4.8.2.3     Value Analysis & Value Tensions 

 As explained briefl y above the use of mobile technology bears benefi ts and obsta-
cles for homeless young people with regard to their own needs and values and in 
interactions with other stakeholders (e.g. other urban dwellers). Therefore, value 
tensions on three levels were anticipated in the project: (1) within the individual, 
(2) between an individual and another stakeholder group and (3) between stake-
holder groups. In order to get a detailed understanding of how these tensions play 
out in real life situations, several methods (following in the next subsections) were 
used. Important to note is that VSD does not require a defi nition of the concept of a 
value at the onset of the project. In the given design case, the researchers explicitly 
did not defi ne their conception of safety, but instead used methods, that were open-
ended, yet gave enough structure (through precise tasks) to guide the participants’ 
refl ection. By using verbal and visual methods a rich set of data has been elicited 
that reveals the nuances of stakeholders’ perceptions of safety and its situational nature.  

4.8.2.4     Value Sketches 

 Sketching is often used in design work to uncover knowledge for “physical and 
conceptual structure” (Woelfer et al. 2011). Value sketches in particular are meant 
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to emphasize participants’ values. In this project value sketches were especially 
useful to uncover  situated  perceptions of safety, as these are often time and 
location based. For example, one could feel safe in a specifi c location during the 
day but not during the night. Therefore, participants were given two identical maps 
of their living area, one for daytime and one for night-time activities, and asked to 
use red and green (graphic and textual) marks to represent their perception of safety 
of different regions. Participants used different marks to denote safe and unsafe 
areas, spots and paths. 

 Through detailed coding and analysis of the sketches, Woelfer and colleagues 
could retrieve a detailed picture of temporal and location sensitive perceptions of 
place, mobility and safety for each stakeholder group.  

4.8.2.5     Stakeholder Generated Value Scenarios 

 Scenarios have a long-standing tradition in scenario-based design (Rosson and 
Carrol 2003). These scenarios often tell short-term and functionality-focused stories 
about how the designers intend the system to be used by direct stakeholders. While 
being a powerful tool to analyze aspects of functionality and usability, these sce-
narios lack in portraying long-term systemic effects that new technology has on the 
social and political environment. 

 Value scenarios (Nathan et al. 2007) are a VSD tool that combines the narrative 
power of traditional scenarios in design processes with fi ve new key elements that 
help to engage in (ethical) issues of long-term and emergent use of new technology: 
indirect stakeholders (additionally to direct ones), pervasiveness (effects from the 
widespread adoption of the technology), time (long-term effects), systemic effects 
and value implications. By describing possible positive and negative effects and 
value tensions that come along with widespread adoption, value scenarios support 
technologists and policy makers to consider the creation and introduction of new 
technologies. 

 While value scenarios were originally intended for early strategic planning of 
technology projects or as touchstones for policy-making discussions, the design 
case at hand provides a new way to use value scenarios. In this design case the 
stakeholders wrote value scenarios. They were prompted to write a true or fi ctional 
story of how a mobile phone could keep a homeless young person safe. In this way 
value scenarios became tools in the design process to elicit stakeholders’ views and 
experiences. One benefi t of writing fi ctional stories is that participants could mask 
their identity while still providing perspectives and ideas, which would be too risky 
to portrait openly. One example of such a fi ctional story is the following:

  Once upon a time there was three little pigs, one lived in a house, one lived on the street, 
and the last one lived in a squat. One day a big bad wolf was looking for a squatter, the big 
bad wolf was out to get all the little pigs. The fi rst little pig called the second pig, and he 
found the third pig through word of mouth. Thank cellphone. 

   In a recent iteration of VSD investigations in this project the stakeholder- 
generated scenarios (Fig.  4.4 ) were utilized in co-design activities with homeless 
young people, police and service providers (Yoo et al. 2013).
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4.8.2.6        Envisioning Cards 

 Creating awareness of and considering values and other systemic effects of new 
technology can be diffi cult – for designers, technologists and also for other stake-
holders engaged in co-design activities. To put technology development in a broader 
socio-technical, long-term perspective, by highlighting “diversity, complexity and 
subtlety of human affairs, as well as the interconnections among people and 
technologies” (Friedman and Hendry 2012), the Envisioning Card toolkit provides 
a promising means. 

 Envisioning Cards (see Fig.  4.5 ) incorporate similar elements to the Value 
Scenarios: stakeholders, time, values and pervasiveness. The aim of the card 
toolkit is to raise awareness of long-term and systemic issues in technology design. 
To this end each card has an evocative image and title on one side and the envisioning 
criterion, theme description and concrete design activity on the backside.

   In the context of the project the cards were used as an iteration step in a co-design 
activity with homeless young people, police and service providers. After creating 
3D prototypes to keep homeless youth safe, participants were asked to select an 
Envisioning Card, consider the theme and refi ne their designs if needed (Yoo et al. 
2013). The Envisioning Cards stimulated the creative exploration of the design 
space. They helped participants “to reframe technical problems, to reconsider tech-
nical aspects of their designs, and generally to catalyze their technical imagina-
tions.” (Friedman and Hendry 2012). 

  Fig. 4.4    Value Scenarios written by stakeholders and used in design iteration       
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 Overall, the Envisioning Cards are a versatile tool that can be used in many 
design processes including ideation, co-design, heuristic evaluation, and critique or 
as educational tools. The cards are self-explanatory and open for different types of 
use, which makes them equally accessible to designers, technologists and end-users 
and supports them in ethical refl ection. This is especially of interest for design situations 
in which ethical or social science knowledge is lacking within the design team.  

4.8.2.7    Refl ection on the Use of VSD 

 Refl ecting on the project as carried out until now, I would like to highlight a few 
aspects that can be attributed to the use of VSD. As the project is ongoing, there is no 
fi nal product to inspect and no defi nite answer to the initial research question: “how 
can mobile technology be designed to keep homeless young people safe?” Still the 
VSD process has already uncovered several interesting results, which common 
engineering or user-centered design (UCD) approaches would have missed. The lat-
ter approaches would have focused solely on the homeless young people as they are 
defi ned as the primary users of the technology. Focusing only on this stakeholder 
group, however, would have prevented the researchers to gain insights from the 
police and service providers. Such insights and specifi cally the prototype designs of 
these groups provided many new opportunities to design not simply a new device that 
promotes safety, but also the social network and necessary socio-technical solutions (e.g. 
power supply or back-up phone at service providers’ station). 

 The VSD methods further provided rich insights into how the different stake-
holders perceive safety instead of using merely a designer’s defi nition of the concept. 
It became clear that for the homeless people safety is linked to basic needs and also 
other values such as being part of a community and affordability. In addition, the 
complex interplay of safety, time and place as well as mobile phone use (leading to 
increased or reduced safety) was the result of value sketches and scenarios. Although 
we cannot be certain, I believe, that such complexity is hard to be obtained by stan-
dard interviews. Furthermore, as mentioned earlier, face-to-face interviews do not 
allow participants to mask their identities and may therefore be less apt to obtain 

  Fig. 4.5    Envisioning Card front ( left side ) and back ( right side ) (source: VSD lab, University of 
Washington (UW), permission to reprint the image and copyright remains with UW. See also: 
  http://www.envisioningcards.comwww.envisioningcards.com    )       
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sensitive data for this stakeholder group. Last, it was noticed that the envisioning 
cards supported stakeholders in re-considering and adapting their ideas (in forms of 
prototypes) in the light of long-term consequences, pervasive use and other stakeholder 
groups. A standard usability evaluation would have missed such aspects.   

4.8.3     Discussion 

 In the following, we review the design case to address the questions posed in Sect.  4.8.1.4    . 
 The presented design case set out to investigate the role of mobile technology and 

safety for homeless young people. While safety was a central value in the project, the 
researchers deliberately avoided a defi nition of safety from the onset of the project and 
allowed other values to emerge. The various methods presented above helped to defi ne 
the nuanced perceptions of safety of the different stakeholder groups. Especially the 
value sketches and value scenarios highlighted that safety is fundamentally situational 
for the homeless young people. Whether a place, another stakeholder group, or 
the mobile phone use is considered safe or unsafe depends on the situational (e.g. 
temporal) context. Ongoing co-design work with homeless young people and service 
providers revealed more dimensions of safety and its  relation to other basic needs. 

 The methods presented in this addendum can be used or combined for different 
types of VSD investigations. While we focused above on gathering empirical data 
around the perceptions of safety and mobile technology, more recent work used 
parts of this data (i.e. the value scenarios) in technical investigation of concrete 
designs of envisioned mobile technology. 

 The HCI researchers, who carried out this work, have extensive background in 
VSD and co-design and experience in working with the homeless community and 
service providers. HCI and VSD researchers are trained in social science methods 
and have affi nities towards ethics and technology design. Therefore, to consider the 
taxonomy given in the introduction of this book, VSD can be considered as having 
a joint project organization, i.e. the ethical assessment is done from within the 
project. Ideally, VSD projects would include professionals trained in ethics, social 
sciences, computer science/engineering and design. 

 However, researchers and developers without such expertise at hand should 
not refrain from using VSD. Especially in industry practice, where it is equally 
important to design in a value sensitive manner, it cannot be assumed that a design 
team is suffi ciently trained in ethics or social sciences. One way to address a short-
coming may be to have consultants or value advocates from outside the projects 
providing these skills. Another way would be to develop more specifi c toolkits to 
trigger value sensitive deliberation and discussion within the design team, and tools 
to work out value defi nitions and tensions with stakeholders. The Envisioning Cards 
provide one example of such a toolkit. 

 Further, Borning and Muller (2012) have introduced the term “lay” ethicists, i.e. 
stakeholders that act as ethicists in the given design context. While “lay” ethicists 
are not able to substitute professional ethicists or social scientists, providing stake-
holders with specifi c methods that allow them to consider and discuss ethical design 
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questions in-situ is a step towards accounting for values in design. The methods 
presented above trigger thinking about ones’ (Dunne and Raby 2001) values and I 
believe that especially value scenarios or related methods, e.g. design noir, can be used 
to make stakeholders more aware of the (unforeseen, long-term) ethical issues at 
stake. More work needs to be done in VSD research that allows for a common 
ground between designers, researchers, practitioners and other stakeholders in 
understanding each others’ perspectives and situated value defi nitions. 

 Important for methods that allow stakeholders to voice themselves safely is that 
they provide means for controlling precision and ambiguity for the data they elicit. 
In the project presented here safety is a sensitive topic for homeless young people 
as it may be linked to embarrassing or dangerous experiences. Discussing such 
experiences may be uncomfortable for the participants or even put them at risk, as 
one homeless person mentioned, “letting people know where I feel safe, makes me 
feel unsafe” (Woelfer et al. 2011). Such effects were mitigated by the ambiguity of 
fi ctional scenarios and variable precision of the value sketches.  

4.8.4     Conclusions and Future Work 

 In this paper I have pointed out the recent developments within VSD and clarifi ed 
how VSD fi ts into the taxonomy presented in the introduction of this book. As an 
evolving framework, its assumptions and practicability have been under ongoing 
critical review. This has led to adaptations (e.g. value lists as heuristics) and new 
methods for VSD investigation. By elaborating on these methods in the context of a 
recent VSD case and addressing practical questions of VSD, I extended the previous 
publication of this chapter. 

 Considering current paradigm shifts in innovation towards co-creation in several 
public sectors (e.g. healthcare) to achieve solutions, which integrate technology in 
community-based and social practice, I believe, VSD will play an important role as 
a framework to envision and design long-term socio-technical change. To facilitate 
this role HCI researchers will continue to evolve VSD and put more focus on 
multi- lifespan systems, participation of stakeholders and shared value investigation. 
An essential part of supporting widespread VSD practice is the early education 
of researchers and practitioners in various fi elds, which are being addressed in academic 
courses and workshops at major research venues (e.g., Detweiler et al. 2012).  
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    Abstract     Midstream modulation is a framework for relating changes in research 
and innovation to changes in practitioners’ contextual awareness. It is used by the 
socio-technical integration research (STIR) program to help elucidate and enhance 
the capacities of laboratory practitioners to participate more deliberately in the gov-
ernance of science, technology and innovation. STIR involves collaborative inquiry 
between embedded humanists or social scientists and the scientists, engineers and 
others who host them. The collaborative inquiry takes place during routine research 
and innovation activities, generating feedback that can modulate these activities in 
real- time. Refl exive midstream modulations can disrupt and enhance the conditions 
under which research and innovation practitioners engage the social and ethical 
contexts of their work. This chapter presents the conceptual backbone and the 
overall philosophy behind midstream modulation, and surveys the concrete outcomes 
that typically result from laboratory engagement studies.  
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5.1        Introduction 

 Midstream modulation is a framework for relating incremental changes in research 
and innovation processes, whether momentary or gradual, that take place as a result 
of practitioners’ changing cognitive interactions with their social and ethical 
contexts. In combination with intervention-oriented interdisciplinary collaboration, 
such as the approach of socio-technical integration research (STIR), it can help 
elucidate and even enhance the capacities of laboratory researchers and other 
practitioners to participate more deliberately in the governance of science, technology 
and innovation. Developed by Erik Fisher during a 3-year laboratory engagement 
study, midstream modulation has been used to structure STIR studies in a range of 
academic laboratories, industrial organizations, and other knowledge and service 
settings around the world. 1  Midstream engagements involve ongoing, intensive, 
collaborative inquiry between embedded humanists or social scientists and the 
scientists, engineers and others who host them. The collaborative inquiry takes 
place during routine research and innovation activities, generating feedback that 
can modulate these activities in real-time. As demonstrated both in STIR quasi-
experimental studies and ethnographic accounts, midstream modulations tend to 
follow discernible patterns and can take several distinct forms. They can disrupt and 
also enhance the conditions under which research and innovation practitioners 
engage in critical refl ections on the social and ethical contexts of their work. 
Specifi cally, practitioners who participate in the STIR experience have been shown 
to become more refl exively aware of socio-ethical contexts, to alter their decision 
processes, and to change the nature and direction of their work in light of the 
collaborative inquiry. This chapter presents the conceptual backbone and the overall 
philosophy behind midstream modulation, and surveys the concrete outcomes that 
typically result from laboratory engagement studies.  

5.2     The Midstream Modulation Framework 

 Midstream Modulation is a three-part dialectical framework for relating the gradual 
alteration of science and innovation processes and practices in response to 
practitioners’ ongoing cognitive interactions with their broader social contexts. 

1   The Socio-Technical Integration Research (STIR) project is a coordinated set of 20 laboratory 
engagement studies to assess and compare the varying pressures on – and capacities for – 
laboratories to integrate broader societal considerations into their work. STIR is co-funded through 
the NSF programs in Science, Technology & Society; Biology and Society; Mathematical and 
Physical Sciences and Society; Science of Science and Innovation Policy; and Offi ce of 
International Science and Engineering. The project is administered through Arizona State 
University’s Center for Nanotechnology in Society. Since initial NSF funding, STIR has been 
taken up more generally as a program of inquiry and interaction within an increasingly diverse 
application in a variety of research and innovation governance settings. 
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Cognitive interactions refer to refl ection and learning that is stimulated or enhanced 
by means of observation of oneself and one’s context. The framework is scalable 
insofar as it applies to both routine laboratory decisions and to larger science and 
innovation policy processes as they unfold over time. It is also meant to explain 
socio-technical change regardless of whether intervention-oriented activities—such 
as STIR—are undertaken or not. In keeping with this volume’s theme of “opening 
up the laboratory,” we focus on the role of midstream modulation engagements in 
enhancing the deliberative and socially responsive capacities of scientists and engi-
neers as they participate in the broader governance of research and innovation. 

 The metaphorical content of “the midstream” is rich and, more importantly, 
points to practical opportunities for practitioners to make concrete changes “from 
within.” In its most literal sense, the “midstream” denotes the phase of research and 
development in between ‘upstream’ research authorization and ‘downstream’ 
research outcomes. For instance, it can denote the implementation stage of a broader 
public policy process that is distributed over place, time and a variety of social 
actors (e.g., Fisher et al.  2006 ). The “midstream” can also refer to the intersection 
of human social, and material infl uences that make up an established yet continually 
evolving course of action. It refers to the ongoing “fl ow” and malleable nature of 
research and innovation activities, but also to the more or less durable institutional 
and material structures that contain and channel those activities. 

 Midstream modulation represents the incremental effects of human social, and 
material perturbations on this fl ow—both in terms of its meaning and its direction. 
Practical adjustments take place as a matter of course as scientists and engineers 
follow normal routines and modify their behavior to take into account new and con-
stantly changing circumstances. This much is evident in trial and error learning and 
other micro-processes by which innovation trajectories are able to evolve at macro 
levels. For a variety of reasons, however, these patterns of learning and behavior do 
not normally involve scientists and engineers systematically refl ecting on the social 
and ethical context of their research as they conduct it.  What happens if they do?  

 Without completely overrunning the organizational and cultural constraints that 
structure “normal” midstream modulation (i.e. the delicate interactions of cognitive 
and social perturbations that routinely occur as research decisions in the laboratory 
unfold), laboratory engagement studies attempt to elucidate the conditions for mid-
stream modulation to become more refl exive and more deliberate. These studies 
thus add another layer of perturbations, or ‘stir’, the ongoing modulation processes 
within the research laboratory (rather than trying to forcefully shape those pro-
cesses). Hence, midstream modulation is not just about conceptually relating 
research and development to its policy, use and regulation; it’s about being in the 
fl ow of work-related and other decisions, and being able to trace and stir ongoing 
modulations while the research is taking place. 

 As stated, practitioners are already refl exive in that they constantly take social and 
other contextual considerations into account. But they tend do so tacitly and implicitly 
and only when prompted, for instance, by a crisis. Midstream modulation studies 
inquire into the effects of systematically integrating into research regular refl ection on 
the societal dimensions of that research. They are premised on the assumption that, 
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as scientists and engineers become more consciously aware of the social and 
ethical contexts within which they already work, they are more likely to critically 
refl ect upon these contexts. Critical refl ection can in turn enable innovation actors 
to “take more into account” (Mitcham  1994 ), to the point where they may choose to 
alter their routine decisions so as to respond to a broader array of concerns. Ideally, 
this type of critical refl ection and deliberate modulation will enhance the social 
value of science. 

 This process is formalized in a dialectical framework that begins with  de facto  or 
“normal” midstream modulation. This initial stage is assumed to be what takes 
place in research laboratories and other midstream sites of research and innovation 
as a matter of course. When a crisis emerges, or is perceived to emerge—whether at 
the scale of a Kuhnian revolution, or simply at the level of human agency—what 
was normal can become “post-normal” (Funtowicz and Ravetz  1993 ; Kuhn  1962 ). 
Midstream modulation highlights the cognitive function of scientifi c individuals or 
institutions in the process of science becoming post-normal. When practitioners 
experience a heightened sense of the normal,  de facto  modulation has become 
refl exive. In a state of refl exive modulation, practitioners do not necessarily make 
any deliberate changes in what they do—they simply become more aware of one or 
more dimensions of the broader socio-ethical landscape within which they are oper-
ating. Depending upon the meaning that they and other stakeholders attribute to 
these broader dimensions, refl exive awareness may or may not precipitate a “crisis.” 
While heightened awareness may be the goal of some interventionist programs, 
refl exive modulation is theorized here as a necessary but not suffi cient condition for 
deliberate changes in practice that refl ect this heightened awareness. The third 
stage of midstream modulation is thus called deliberate modulation, and it entails 
productive changes in practice, materially or otherwise. Midstream modulation is 
what happens when refl ection on existing practices changes those practices. In the 
language of John Dewey, when a midstream actor experiences refl exive modulation, 
they fi nd themselves in a “problematic situation” (which could happen when a 
humanist enters a laboratory), and they may then choose at that point to undertake 
“refl ective inquiry” (Dewey  1929 ). Midstream modulation may pass from refl exive 
to deliberate, but this is by no means guaranteed and depends on multiple conditions, 
including the practitioner’s own perceptions of the appropriate course of action in 
any particular situation. 

 To date, the STIR project has enabled laboratory engagement studies in nearly 30 
scientifi c and engineering laboratories throughout North America, Europe and East 
Asia. Embedded humanists and social scientists employ an ensemble of concepts 
and techniques in order to document and assess the conditions and effects of self- 
critical science and engineering. These studies have empirically shown that there 
are two main forms that deliberate modulation can take: fi rst order refl ection on the 
means of pursuing given ends, and second-order refl ection on the ends as such 
(Schuurbiers  2011 ). In either case, deliberate midstream modulation can lead to 
changes in material and refl ective practices in surprising ways, as we will show 
below. First, we briefl y discuss the connection between the midstream modulation 
framework and socio-technical integration research methodology.  
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5.3     STIRring the Midstream 

 Historically, tensions between the performance of science and engineering work 
and various normative expectations for how science and engineering should be per-
formed have been addressed by numerous governmental efforts and attempts at 
reform (e.g., Guston  2008 ). 2  These tensions have become more pronounced in 
recent public policy mandates for “upstream public engagement” and “responsible 
innovation” (Fisher  2011 ). Governmental efforts tend to consist of a combination of 
formal policies and attempts at intervention, usually imposed from without, that 
seek to alter the largely self-governing routines of scientists and engineers (Fisher 
et al.  2006 ). We have argued elsewhere (Fisher  2007 ; Schuurbiers  2010 ) that such 
governmental efforts should ideally be complemented by supporting activities that 
can be described as ‘governance from within’ (Fisher et al.  2006 ). 

 Midstream modulation was developed to “probe the capacity” of technical 
experts to respond to calls for more socially responsive scientifi c practices. 
Laboratory engagement studies can be used to test the logic behind these mandates, 
to engage the responsive capacities of research and innovation, and to conceptualize 
the role of midstream activities within broader processes of innovation governance. 
As such, they complement recent policy initiatives for responsible innovation 
(US Congress  2003 ; Netherlands Organisation for Scientifi c Research  2008 ; Von 
Schomberg  2013 ). In the STIR program, midstream modulation can be explicated, 
engaged and even enhanced through situated or embedded collaborative inquiry. 
While STIR can be used instrumentally in order to enhance the social and public 
value of midstream modulation, it is also a form of inquiry in and of itself, which 
can shed light on the contemporary cultural and institutional conditions that enable 
and constrain scientifi c and engineering practices from taking broader concerns and 
considerations more explicitly and effectively into account. 

 Fisher developed the midstream modulation framework and techniques for elu-
cidating it for practitioners in real-time during a 33 month laboratory engagement 
study in a nanoscale engineering lab (Fisher  2007 ; Fisher and Mahajan  2006a ). The 
primary instrument by which midstream modulation capacities are elucidated, or 
“stirred,” takes the form of a decision protocol (Fisher  2007 ). This protocol struc-
tures interviews, conversations and interactions between the embedded scholar and 
his or her laboratory hosts. The protocol consists of four conceptual components—
opportunity, considerations, alternative, outcomes—and attendant questions that are 
meant to unpack the socio-ethical dimensions of laboratory research (Fisher  2007 ). 
Opportunities may take the form of a research problem, an occasion to take advan-
tage of, or any situation eliciting a response. Considerations are enabling or con-
straining selection criteria that potentially infl uence or determine the response to the 
opportunity. Alternatives are perceived options or courses of action available for 

2   These attempts are paralleled by an ‘empirical turn’, a growing interest for more ‘relevant and 
focused’ approaches, in disciplines like engineering ethics, science studies and in the philosophy 
of science and technology: (Kroes and Meijers  2000 ; Nordmann and Rip  2009 ; Van de Poel and 
Verbeek  2006 ; Webster  2007 ). 
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selection in response to the opportunity. Outcomes are understood as a particular 
response to the opportunity, through selecting one or more alternatives, in light of 
one or more considerations. Outcomes occasion new opportunities. Ongoing and 
regular use of the protocol and its questions during the actual conduct of research 
and innovation activities enables the circulation of both social and material knowl-
edge among the research participants. The protocol thus serves as the primary feed-
back mechanism in the STIR program by which humanistic and social scientifi c 
inquiry is integrated with natural scientifi c and engineering inquiry.  

5.4     Changing Practices 

 STIR has been applied in academic and industrial laboratories, both at the bench 
science level and the level of management and administration. Participants in the 
program generally conduct paired, comparative laboratory engagement studies in 
two laboratories that carry out similar work but are located in different nations. 
STIR studies combine ethnographic and ethnomethodological forms of observation 
with engaged modes of feedback and collaborative inquiry. It has also been used in 
various educational and residential management settings. The results demonstrate 
that laboratory engagement studies not only lead to changes in thinking and learning, 
but can also generate meaningful changes in individual and collective behavior. 

5.4.1     Fisher’s Pilot Study 

 Fisher developed and tested the decision protocol as a means of elucidating mid-
stream modulation during the fi nal 12 weeks of his longer study in early 2006 
(   Fisher and Mahajan  2006a ,  2010 ; Fisher  2007 ). Whereas Fisher had previously 
conducted interviews, archival research and participant-observation in the lab, this 
12-week study sought to probe the capacities of research decisions to integrate 
broader societal considerations as mandated by the US  21st Century Nanotechnology 
Research and Development Act of 2003  (see Fisher  2005 ; Fisher and Mahajan 
 2006b ). What became the STIR pilot study combined ethnographic and quasi- 
experimental methods: while Fisher as an “embedded humanist” engaged in 
unstructured interactions with both individual practitioners and groups within the 
lab, the focal point of the study involved two research participants, one of whom had 
semi-structured weekly and bi-weekly (“high”) interactions with Fisher, and one of 
whom had semi-structured monthly (“low”) interactions. A third research partici-
pant, who had no interactions with Fisher during the study, acted as a control. 

 Each of these three participants took part in pre- and post- program interviews to 
identify and assess changes in researchers’ “refl exive awareness” of various speci-
fi ed contextual social, institutional, cognitive and axiological factors, including 
awareness of the researcher’s own decision making. Fisher found that, whereas the 
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control demonstrated little if any changes in refl exive awareness at the end of the 
12-week study, both the “high” and “low” interaction participants did, and that the 
quality and intensity of the changes corresponded to their levels of participation in 
the study. 

 Although the goal of the study was not to actually alter the research or material 
practices of the lab, Fisher was told by the “high interaction” participant that, had 
they not interacted as they did over the course of the 12 weeks, one particular engi-
neering project “could have been a whole different thing.” Fisher and Mahajan 
( 2006a ,  b ) elaborate on this statement:

  The collaborations between [Fisher] and [the “high interaction” participant] seem to have 
infl uenced the direction of [the participant’s] research, even though such goal-oriented 
modulation was beyond the objectives of [Fisher’s] study. Altered decision outcomes 
included:

•    Developing a new disposal method for carbon nanotubes (there had existed no 
unique method for their disposal)  

•   Making a change in catalyst used for carbon nanotube synthesis (ferrofl uid versus 
Ferrocene)  

•   Making a change in the experimental setup that was deemed safer than the previ-
ously established method (inserting a three way valve)  

•   Developing safety strategies for working with carbon nanotubes (there had existed 
none before) 3     

 These altered outcomes were presumably stimulated by the activities of the study. They 
are attributed to the refl exive modulation that was documented, since otherwise they would 
not (in the views of [the participant], [Fisher], and the [laboratory] director) have occurred. 

   Fisher further recounts the second “decision outcome” from the above list 
(Fisher  2007 ):

  While the protocol rendered elements of [the “high interaction” participant’s] decision 
making more visible to the author, it also made them more visible to [the participant]. His 
refl exive capacity to identify and align ‘social’ considerations with ‘technical’ alternatives 
in order to solve a complex problem…was conditioned by a reformulation of the social in 
terms of the technical….The design and inhabitation of structured spaces for socio- technical 
integration can thus, by increasing refl exive awareness, affect decision making. 

   Fisher’s pilot study had sought primarily to elucidate “normal” midstream 
modulation, and to investigate the possibility of enhancing “refl exive” midstream 
modulation. That laboratory decisions and material practices were deliberately 
altered as a result of enhancing refl exivity—this was the view of various observers 
of and participants in the study—despite the fact that Fisher had made no con-
scious attempt to alter them, suggests the transformative potential of observation, 
description and refl exive awareness.  

3   Fisher’s study was designed to investigate the possibility and utility of socio-technical integration 
in light of science and technology policy mandates. It employed what we now refer to as the STIR 
methodology, as a form of collaborative midstream modulation. Hence, the material outcomes 
were unexpected but salient indications not only of the possibility and utility of integration, but 
also of its transformative capacity. 
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5.4.2     Schuurbiers’s STIR Studies 

 In 2008–2009, Schuurbiers adopted the midstream modulation framework in two 
laboratory engagement studies to address the question of social responsibility in 
research practice, focusing on researchers’ critical refl ections on the broader socio- 
ethical context of their work (Schuurbiers  2010 ). These studies sought to gauge 
whether the midstream modulation framework could increase the visibility of and 
refl ection on the broader context of laboratory research (Schuurbiers  2011 ). 
Eight laboratory researchers participated in the studies, four of whom had regular 
interactions (up to 12 h per week) with Schuurbiers as an ‘embedded ethicist’ 
during a period of 12 weeks. In keeping with the pilot study, interactions with 
research participants were documented by means of pre- and post interviews, 
participant observation and regular application of the protocol. In addition, visual 
representations of the research process drafted in collaboration indicated the links 
between the interrelated series of decision processes mapped over the 12-week 
period. As documented elsewhere (Schuurbiers  2011 ), the protocol and visual 
representations served to render normative issues that were directly related to the 
research at hand more visible to both the laboratory practitioner and the embedded 
ethicist, bringing the socio-ethical context to life within the context of research. 

 The elucidation and enhancement of midstream modulation (‘stepping into the 
helicopter’, as one participant put it), enabled researchers to creatively address the 
socio-ethical context of their work through collaboration and in real time. Initial 
reticence from research participants transformed over the course of each study’s 
duration into enthusiasm for discussing both the progress and the broader aspects of 
their research. This enthusiasm may derive in part from the attention being given to 
research participants: for 12 weeks their work was in the centre of attention, and 
every move was noticed, recorded and discussed. For PhD students, bathing in 
attention in that way can be especially motivating, considering that daily routines in 
the laboratory do not involve such extensive daily discussions. The psychological 
effect of being in the centre of attention in turn opened up research participants to a 
more conscious and direct experience of how their work was situated in larger 
research and policy frameworks, and that experience in turn exemplifi ed the rele-
vance of broader considerations to the work in the lab. Schuurbiers’s studies indi-
cate that broader socio-ethical dimensions can be productively engaged during 
laboratory research. The midstream modulation framework was found to help 
engender fruitful and meaningful collaborations between the social and natural 
scientists, encouraging second-order refl ective learning while respecting the lived 
morality of research practitioners (Schuurbiers  2011 ). 

 Corresponding to the interventions, Schuurbiers documented specifi c changes in 
research practice. For instance, laboratory participants reported hitting upon new 
research ideas and directions as a result of their interactions with Schuurbiers and/
or because of their own critical refl ections that these interactions sparked. An inter-
esting instance of deliberate midstream modulation occurred at the level of the lab 
group itself: after Schuurbiers concluded his second study with a presentation of his 
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initial fi ndings to the group, various discussions ensued among the group regarding 
the nature of laboratory safety practices, including the question of when to wear 
laboratory safety coats. Not long afterwards, Schuurbiers ran into one of the mem-
bers of the lab and was informed of the discussions, which had continued to take 
place over the course of the next few days and led to a collective decision among lab 
members to wear their lab coats. This vignette illustrates several relevant insights 
into the nature and possibility of more socially responsible and responsive science. 
Note that it is not the questions of laboratory safety or compliance with rules and 
regulations that commanded our attention. Rather, the vignette demonstrates that 
 deliberation among the laboratory members  took place, and that it took place  at the 
group level.  Furthermore, it took place as a result of earlier collaborative inquiry 
between individual researchers and the embedded ethicist. Therefore, this example 
of  second-order deliberate modulation  was also a collective form of deliberation 
that took place on its own, and that led to collective action, in this case changes in 
material practices. This has several important implications. 

 First, the vignette underscores the importance of refl ection and deliberation as a 
fi rst step towards changing the material practices of a research organization (we will 
come back to this point below, in our discussion of the distinction between refl ec-
tion and action). Second, even if this is but one example of second-order delibera-
tion, it illustrates that the kind of deliberative capacities that democratic theorists 
believe are important for the broader health of a democracy (Elster  1998 ; Leibj 
 2006 ) can be built through efforts to elicit and enhance midstream modulation. 
Semi-structured feedback of observational fi ndings typically invites broader refl ec-
tion on those fi ndings. Finally, it is a proof of concept for the scalability of the STIR 
experience. The “soft” interventions of the STIR program can lead to critical refl ec-
tion, deliberation and subsequent alteration of practices at the group level. This 
suggests that this type of engagement may encourage refl ection and deliberation at 
the scale of an organization, if not a community, even though this may require modi-
fi cations to the protocol. Attempts to elucidate and enhance midstream modulation, 
such as in the case of STIR, of necessity depend upon the voluntarism of the scien-
tifi c and engineering practitioners not only to refl ect critically on their routines and 
behavior, but also to alter them in light of these refl ections. As the studies of Fisher 
and Schuurbiers show, dependence upon the voluntary behavior of practitioners is 
by no means an impediment to learning or changes in practice; instead, this is an 
example of co-responsibility (Mitcham  2003 ) and it underlines the robustness of the 
approach among expert practitioners.  

5.4.3     Subsequent STIR Studies 

 Since 2009, numerous more STIR studies have sought to engage with midstream 
modulation. Chapter   8     of this volume discusses some of the outcomes of the 
STIR laboratory engagement studies of researchers Shannon Conley and Antonio 
Calleja-López, analyzing the material dimensions of their interactions from the 
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standpoint of their acquisition of interactional expertise. As Conley has elsewhere 
noted when refl ecting on her STIR studies, “collaboration…cannot be a one-way 
street” (Conley  2011 ). She goes on to relate an instance in which her embedded 
interactions pulled her into the midstream modulation of the lab:

  Just as my natural science collaborators express interest (and sometimes confusion) in my 
work, I have expressed an interest in their work, and have consequently gained interactional 
competence in the process. At one point, when, in a casual venue outside of the lab, I sig-
naled my intention to audit a molecular genetics course in order to deepen my understand-
ing of some of the laboratory’s experiments, I was confronted by a member of the lab who 
had learned of my expressed interest. “Why would you want to do that?” he demanded. 
After I explained my motives, another lab member accompanying us asked if I had “done a 
PCR” (polymerase chain reaction), a technique that is commonly used to amplify regions 
of DNA. When I responded that I had not, my collaborators immediately suggested that I 
try my hand at one. Within a matter of days, donning a lab coat and rubber gloves, and 
armed with a pipette, I was doing my own PCR, no longer “benchside,” but at the bench 
itself (Conley  2011 ). 

   As Conley reported at a 2011 public workshop, 4  her material integration into the 
laboratory culture in this way also continued to have ripple effects. For instance, her 
experimental results were used as a basis to teach others to perform PCR, both in the 
laboratory in question as well as in the second of her paired laboratories. 

 Paul Ellwood also presented the results of his STIR studies at the same workshop. 
One aspect in particular of his fi ndings was picked up by workshop participants 
from Genome British Columbia, who subsequently published the following account 
of Ellwood’s research:

  STIR doctoral students have had the opportunity to shape lab-based practices related to 
safety, the environment, patient outreach and other issues that can infl uence research deci-
sions through their interdisciplinary projects. For example, one project examined the use of 
nanotechnology in dishwashers. Paul Ellwood noted that during his lab-based collaboration 
with scientists “a key decision point [in the research process] concerned the switch from 
studying the ‘wet-cycle’ of the wash to the drying phase, when it was found that nano- 
particles then accumulated on surfaces (e.g. plates).” Social scientists and humanists can 
raise important questions during the collaborative process and this may lead to technical 
modifi cations. 

   Other STIR studies have produced material changes in research practices as well 
as alterations at the level of research agendas and laboratory policies. Steven Flipse 
found several instances of transformed research ideas and strategic thinking within 
two industrial laboratories (Flipse et al.  2013 ).   

4   The workshop was held at the Woodrow Wilson International Center for Scholars in Washington, 
D.C. and has been archived for online viewing. See the STIR project website at:  http://cns.asu.edu/
stir/workshops.php?ws=4 . Also at the workshop were presentations by Ellwood, Schuurbiers and 
other STIR researchers, who presented their work alongside the laboratory directors and researchers 
that hosted them. This allowed for further confi rmation of the material effects that collaborative 
inquiry into midstream modulation has had. 
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5.5     Material Deliberation 

 The results presented here from a handful of STIR laboratory engagement studies 
show that midstream modulation can be observed and documented, and that feeding 
these descriptions back into the research environment in real-time can be the basis 
for materially productive forms of collaborative inquiry. They further demonstrate 
that socially-sensitive, materially situated inquiry can have tangible effects on the 
laboratory itself, its research, as well as on the thinking and behavior of both indi-
viduals and the research groups as a whole. These fi ndings hold promising implica-
tions not only because they enhance critical refl ection and practices of individuals 
and small groups, but because they point to the possibility and utility of engaging 
routine research and innovation decision-making. Taking “normal” research and 
innovation activities as the starting point for critical, collaborative inquiry and 
refl ection turns out to be a potentially powerful way to build deliberative and respon-
sive capacities that can transfer over time and place. In other words, engaging mate-
rial practices is relevant for enhancing the responsible governance of research and 
innovation. As Susanna Hornig Priest has suggested:

  That science is largely ‘sold’ on a promise that it will address fundamental human needs 
and desires entails a profound obligation to contemplate, at least on occasion, just what 
these needs and desires might be (Hornig Priest  2005 , 298). 

   The question remains who is to do the contemplation, where it is supposed to 
occur and to what effect. We have embarked with the STIR program in an empirical 
investigation of the practical and material dimensions of such contemplation when 
it is physically, temporally and culturally situated within the worlds of expert prac-
titioners. Precisely what STIR ‘does’, or how collaborative inquiry in the laboratory 
affects those worlds, are theoretical and empirical questions that should remain 
open to investigation. While we are documenting fi ndings on various levels, we 
would like to warn here against overly simplifi ed interpretations of what is at stake. 

 Implicit in normative injunctions for  plus respicere , enhanced refl exivity, more 
critical refl ection and the like is that shifts in cognitive ability will result in corre-
sponding shifts in material practices and the governance of science in society. 
Indeed, critical discussions and refl ections that do not yield clear, concrete and 
transformative outcomes run the risk of being ineffectual if not self-serving. This is 
why the results of public engagement and interdisciplinary collaborations are con-
sidered “generally disappointing” by some (Rip  2009 ). On the other hand, privileg-
ing the material outcomes of a laboratory engagement runs the risk of overstressing 
the instrumental role of science studies (Jasanoff  2011 ). The results of the STIR 
studies suggest that clear-cut distinctions between action and refl ection miss the 
point. What matters in the end is the interplay between the changes in material prac-
tice that we have focused on here, and the crucial role that changes in thought and 
refl ective practice played in enabling them in the fi rst place. 

 In a 2009 piece we published while Schuurbiers’s laboratory engagement studies 
were still underway, we reported that one of his research subjects initially made the 
following statement about the STIR experience: “Does it change my thinking? Yes. 
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Does it change what I do on a daily basis? No.” At the time, we were not convinced 
that “changes in thinking” could be considered relevant, if one were evaluating 
laboratory engagement studies from the standpoint of socially responsible science, 
sustainability, or anticipatory governance. Subsequent laboratory engagement 
studies in the STIR program however pointed out the intricate and unpredictable 
ways in which changes in “refl exivity” lead to changes in “materiality”, without 
being able to exactly specify each causal component in the system: consider 
Fisher’s instance of carbon nanotube synthesis, Schuurbiers’s account of the 
laboratory coats, Conley’s acquisition and contributions of material expertise, and 
Ellwood’s example of nanoparticles in dishwashing detergent. 

 Ironically, the same researcher who made the statement distinguishing his 
thoughts from his actions came back on that statement after the paper went to press, 
indicating that his thinking inevitably changes what he does. The point we are making 
is that studies in midstream modulation and engagement ought not to be evaluated 
by one side or the other of a dichotomous pair of metrics. While instances of refl ection 
may not correspond one-on-one to instances of material redirection, the former is a 
vital condition for the latter. Refl exivity and materiality should be treated symmetrically 
where possible, keeping in mind that they are both resources for governance. Moreover, 
while both are necessary evaluative metrics to bear in mind, neither is suffi cient for 
more anticipatory, socially robust or even democratic forms of governing research 
and innovation. These must be underwritten with the normative and interpretive 
obligations carried by any social scientifi c or humanistic endeavor (Jasanoff  2011 ). 

 As STIR studies show, refl ection and action feed into one another in surprising 
and often unpredictable ways. Similarly, the clear-cut distinction between indi-
vidual practices and institutional structures may conceal how the two are linked. 
Again, we suggest that each of the multiple levels of agency need to be attended to 
as necessary but not suffi cient. Individual and even group level instances of refl exive 
and deliberate modulation of laboratory behavior will not by themselves bring about 
larger adjustments in the ‘rules of the game’. Conversely, changes in institutional 
design, university regulations, policy mandates and the like are not in themselves 
worthwhile if they do not actually advance important public norms and values. 
Furthermore, the discussion is moot if expert practitioners in research and innovation 
themselves are not acknowledged as, at least in some respects, self-determining 
and autonomous participants. 

 Laboratory engagement studies can produce, or be used as, demonstrations for 
those who take part in them and their broader communities, allowing specifi c exam-
ples to serve as proofs of concept for the possibility and utility of self-critical science 
and engineering. For while researchers are likely to initially only make changes in 
their routines and decision making on the basis of “research value” and self interest, 
we have found that these fi rst-order modulations can be followed by second- order 
modulations, which in turn can produce outcomes that are more clearly linked to 
“public value” and common interest (e.g., Fisher et al.  2010 ). 

 Whether STIR and midstream modulation studies can help build longer-term 
capacities that in turn allow research and innovation to be more responsive to soci-
etal concerns and public values—either through democratic or expert forms of 
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deliberation—remains to be seen. It will presumably require further expansion into 
policy and public engagement domains (Wynne  2011 ). But the concrete changes in 
both research practice and agendas that are the result of STIR activities suggest that 
broader questions like this can and ought to continue to be studied empirically.     
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    Abstract     Research and Development (R&D) of new technologies increasingly 
takes place in networks of different organizations and actors. In this contribution, 
we present an approach that was developed at Delft University of Technology for 
addressing ethical issues in R&D. The approach takes the engineers and scientists 
involved in R&D as entry point for discerning and discussing ethical issues and is 
to be carried out parallel to the R&D trajectory. On the basis of two cases studies, 
the network approach is described in detail including its strengths and weak-
nesses. Two procedural norms for assessing an R&D network are discussed, viz. 
inclusiveness and second-order learning. Some of the main advantages of the 
approach are that it offers the possibility to identify moral issues in situations of 
uncertainty and indeterminacy about the fi nal consequences of technological 
innovations, while being applied already at the early stages of technological 
development. Because the moral issues are identifi ed in their real-world context, 
the approach can generate insights that immediately infl uence R&D and design 
decisions. As such, the approach may help focusing the technical work in a way 
that moral issues are better addressed.  
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6.1         Introduction 

 Our current society is inconceivable without technology. Technologies play an 
important role in our daily life and they enable us to do certain things we otherwise 
could not do. Medical technologies, for example, enable early diagnostics of some 
diseases, which was impossible before. Cell phones enable us to communicate with 
each other when we are not at home. Usually, the introduction of new technologies 
is aimed at advancing human well-being. 1  However, the introduction of new tech-
nologies may come at the price of negative and unforeseen side-effects and risks. 
These consequences are often hard to predict with accuracy beforehand and in many 
cases only materialize during use (Swierstra and Jelsma  2006 ). Nevertheless, it is 
desirable that potential moral concerns (e.g., those regarding safety, sustainability, 
privacy, distribution of welfare, and social inclusion), are identifi ed in as early a 
stage as possible and are included as additional design criteria in Research and 
Development (R&D) and technological design, especially since seemingly “neutral” 
choices during the design process may signifi cantly affect the broader social and 
political issues pertaining to the fi nal design of the technology (Schot and Rip  1997 ; 
Schinzinger  1998 ; Van de Poel and Van Gorp  2006 ). 

 In this contribution, we propose an approach for addressing moral issues in R&D 
networks. The focus of the approach is on how the actors within an R&D network 
can actively take up their responsibility for addressing such issues. We are particu-
larly interested in the moral issues that arise due to the use of the eventual innova-
tion or artifact being developed and the need to anticipate these issues. Our focus is 
therefore less on issues that the research itself may give rise to, like scientifi c integ-
rity issues or moral issues that have to do with experiments with humans and animals 
(“research ethics,” narrowly conceived), although several of such issues might also 
be addressed by the approach we have developed. 

 The approach set out in this paper falls under the more general heading of ethical 
parallel research. The idea behind this kind of ethical research is that ethical inves-
tigations are carried out parallel to, and in close cooperation with, a specifi c techno-
logical R&D project. In ethical parallel research, ethicists, or other humanities and 
social science researchers, investigate moral issues in parallel to an R&D trajectory 
in close cooperation with the involved scientist and engineers, and they feed back 
their results to the actors in the R&D network. 

1   Although this claim may in general be true, it should be noted that many technologies are being 
developed in a host of other contexts, such as the military sector, which are not always uncontro-
versial. The notion of dual-use technology has been introduced to refer to research and technology 
with the potential both to yield valuable scientifi c knowledge and to be used for purposes with 
potentially serious detrimental consequences. Although dual-use is as old as engineering and 
design, the terrorist attacks of 9/11 and recent developments in the life sciences have renewed the 
attention for the topic (Van der Bruggen  2012 ). The moral assessment of dual-use technologies and 
the prevention of its harmful use is currently one of the most debated topics engineering ethics 
(cf. the recent special issue on “The Advancement of Science and the Dilemma of Dual Use” in the 
journal  Science and Engineering Ethics ; (Spier  2010 )). 
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 In this contribution, a specifi c approach to ethical parallel research is presented, 
the so-called network approach. Our starting point is the idea that R&D takes place 
in a network of actors, which we analyze and assess in terms of its composition and 
(learning) capacity. Hence, rather than focusing on particular individual researchers 
or starting with specifi c moral issues, we take the characteristics of the network 
itself as the primary unit of analysis. The main reason for this is that ethical issues 
often do not arise at the level of individual researchers and engineers, but at more 
collective levels, for example because there is a lack of clarity regarding the distri-
bution of responsibilities. 

 The approach consists of three main parts. The fi rst is aimed at identifying moral 
issues in R&D networks; the second at ethical refl ection and judgment on these 
issues, and the third on the distribution of responsibilities for addressing these 
issues. These three aims are refl ected in the respective subsections of Sect.  6.2 . 
Taken together, these three aims yield two procedural network norms, which are 
discussed in Sect.  6.3 . In Sect.  6.4 , two examples of applications of the approach are 
discussed. In the concluding Sect.  6.5 , the strengths, challenges, and limits of the 
approach are discussed in more detail.  

6.2         Network Approach 

 In this section, we outline our network approach, which consists of three phases. 

6.2.1     Identifying Ethical Issues: Network Analysis 

 The fi rst element of the approach is the identifi cation of relevant ethical issues in an 
R&D setting. R&D covers a broad range of activities, and involves many different 
actors and institutions, working together in complex cooperative ventures (network 
organizations). These network organizations often lack a strict hierarchy and a clear 
task division (Rogers and Bozeman  2001 ; Saari and Miettinen  2001 ). Building on 
insights from Science & Technology Studies (STS), we propose to study R&D from 
the perspective of a network of collaborating actors with different stakes and goals, 
but also different problem defi nitions (Callon  1992 ; Elzen et al.  1996 ; Klijn  1997a ; 
Mitchell et al.  1997 ; Mehalik and Gorman  2006 ). 

 The network approach assumes that the rationality of professionals is bounded 
rather than comprehensive. This means that professional behavior can best be 
understood as a heuristic search process, which is guided by cognitive frames shift-
ing back and forth between problem setting and problem solving (Schön  1983 ; Grin 
and Van der Graaf  1996 ). These cognitive frames, which are referred to as “frames 
of meaning” guide the behavior of the actors (Spender  1989 ). In this bounded ratio-
nality view, actors are driven by strategic considerations, such as how to generate 
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support or how to frame the problem, and not by a single pre-defi ned set of goals 
(Johanson and Mattsson  1992 ; Klijn  1997b ; Marsh and Smith  2000 ). 

 Central to the network approach are the different actors’ “problem defi nitions” 
(Dery  1984 ; Fischer  1995 ) and their “agendas” (Kingdon  1984 ). The latter can be 
defi ned as a “coherent set of goals or ends, which these actors want to achieve” 
(Zwart et al.  2006 , p. 671). Problem defi nitions are linked to the actor’s interpreta-
tion of what the central issue in the network is. Different agendas translate into dif-
ferences in opinion about which issues should be addressed in the network. 

 The main elements in this phase of the approach are the mapping of the network 
and its characteristics, which can be done by observation, document analysis, inter-
views, and brain-storming sessions with the involved actors and stakeholders on, for 
example, relevant moral issues and risks of the technology being developed. The 
fi rst step in the analysis is the identifi cation of the relevant actors and stakeholders. 
This step requires a demarcation criterion: which agents can be considered to be an 
“actor” in the network, and which agents a “stakeholder.” Zwart et al. ( 2006 ) pro-
pose to call an agent an actor if the following three requirements are fulfi lled:

    1.    the agent is a human 2  who can act deliberately and purposefully;   
   2.    the agent can infl uence the decisions made and the actions undertaken in the 

network;   
   3.    the agent has regular interactions with the other actors in the network.    

  In addition, one could distinguish stakeholders as agents who are not participat-
ing in the network but who may undergo the consequences of decisions in the net-
work without necessarily being able to infl uence them. Following this criterion, 
potential users who do not participate in the development of the new technology can 
also be considered stakeholders. 

 Once the actors and stakeholders are identifi ed, their mutual relationships can be 
mapped. Zwart et al. ( 2006 ) distinguish three kinds of relations:

    1.    information and knowledge sharing;   
   2.    a relationship of fi nancial or labor input. These relationships establish asymmetric 

bonds of dependency;   
   3.    a relationship of potential deals.    

  After having distinguished the main actors in a network, the different actors’ 
roles and agendas are to be described in more detail. Most technological projects 
will include the following roles, but other roles may be possible as well (see Fig.  6.1  
for a graphical representation of the R&D network discussed in more detail in 
Sect.  6.4.1 ):

     1.    researchers;   
   2.    producers of a technology, which includes activities like design and 

consultancy;   

2   Note that the authors do not use the broader definition of actor as proposed in 
Actor-Network-Theory. 
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   3.    users of a technology;   
   4.    fi nancers of technical research.    

  Actors can have more than one role. In the project described in Sect.  6.4.1 , for 
example, one actor was both user and fi nancer. Some roles bring with them particular 
responsibilities. The producers of the technology, for example, may be responsible 
for delivering some tangible results at the end of the project. Financers may have the 
responsibility to spend taxpayers’ money in a justifi able way (dependent on whether 
or not they are related to the government). In addition to these formal responsibili-
ties, the different actors in the network may, tacitly or openly, allocate responsibili-
ties informally to each other in the network. Such informally allocated responsibilities 
may be relevant, for example, if unforeseen and undesirable consequences of the new 
technology, which are not accounted for in formal contracts or the law, materialize. 
These informal responsibilities may evoke strategic behavior and negotiation. 

 In addition to and partly stemming from their different roles and responsibilities, 
the actors in the network have different aims for participating in a network and also 
different interests. These aims and interests will have consequences for the choice 
of the issues that the actors want to address within the context of the network. 
Above, we called these the agendas of the actors. The agendas of the different actors 
may to some extent overlap, but they may as well be in confl ict (see Table  6.1  for an 
example of a hypothetical network).

   Together, mapping the actors with their mutual relationships and the identifi ca-
tion of (confl icting and/or supporting) agendas provide a detailed description of the 
research network that can serve as input for the identifi cation of ethical issues. For 
example, an unclear distribution of responsibilities or confl icting agendas may point 

RESEARCHER
/ PRODUCER

FINANCER

FINANCER

funding

potential selling

RESEARCHER

USER

Information exchange

  Fig. 6.1    Sample fi gure of R&D network       
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at an ethical issue. It should be noted that the actual identifi cation of ethical issues 
is an additional step to the network analysis itself. This step may be carried out by 
the actors in the R&D network itself on the basis of a common sense notion, or a 
simple defi nition, of what makes an issue an “ethical issue.” One might for example 
call an issue “ethical” if certain moral values are at stake. Moral values that might 
be at stake in an R&D setting include, but are not limited to, safety, sustainability, 
human-well-being, fairness, honesty, privacy, trust, et cetera. In many cases, identi-
fying ethical issues requires judgment in the sense that there is not a simple algo-
rithm to decide whether an issue is ethical or not. Because of the importance of 
judgment it might be desirable to have an ethicist or at least someone with some 
training in ethics involved in the identifi cation of ethical issues. Conversely, it is 
clear that the identifi cation of ethical issues requires detailed knowledge of the con-
text of the R&D project to be able to recognize the relevant issues. It is for this 
reason that in our approach the identifi cation of ethical issues starts with a detailed 
network analysis to “contextualize” the analysis, which may be necessary to alter 
innovation trajectories (Wynne  2011 ).  

6.2.2     Ethical Judgment: Wide Refl ective Equilibrium 

 The second element in our approach is not just to describe the network and the 
research decisions taken, but also to evaluate them. Although network approaches 
have been applied to similar cases both in policy science and in science and technol-
ogy studies (Hakansson  1989 ; Schneider  1992 ; Bressers et al.  1994 ; Elzen et al. 
 1996 ; Smit et al.  1998 ), our approach differs in that we shift the focus from a 
primarily descriptive towards a normative point of view. 

 The challenge here is to develop an approach to ethical judgment that does jus-
tice to the plurality of ethical views in R&D networks and that is productive. To this 
end we have adapted the wide refl ective equilibrium (WRE) approach, initially 
developed by Rawls ( 1999  [1971]) and further elaborated by Daniels (Daniels  1979 , 
 1996 ), as a framework for analyzing moral deliberation (see also Doorn  2010 ). 
In the concept of WRE, a distinction is made between three layers of moral 

   Table 6.1    Example matrix of actors and their agendas   

 Fundamental 
researc   h 

 Effective 
technology 

 Quickly launching 
technology  Patents  … 

 Actor 1: Researcher  O  X  O\X 
 Actor 2: Producer  X  O 
 Actor 3: Financer  O  X\O 
 Actor 4: Financer 
 Actor 5: User  O 
 … 

   O  means item is on the agenda,  X  means potential friction  
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considerations: (1) descriptive and normative (moral) background theories, (2) moral 
principles, and (3) considered moral judgments about particular cases or situations. 
Refl ective equilibrium refers to a state of coherence between one’s considered judg-
ments and moral principles concerning a certain case. According to Rawls, every-
day moral refl ection takes place by examining our moral judgments on particular 
matters (layer 3) with more general or broader beliefs and principles on similar 
issues (layers 1 and 2). In order to decide how to respond to moral issues, people 
move back and forth between these various beliefs and considerations, refl ect on 
them, revise them if necessary and try to achieve an acceptable coherence between 
their moral judgments on particular matters with more general or broader beliefs 
and principles on similar issues. In this deliberative process, all three layers are open 
to revision. In the literature, the term WRE can refer both to the state of coherence 
between these three layers of morality and to the process or method itself of arriving 
at such equilibrium. 

 Rawls used the concept of WRE in explicating and defending his theory of jus-
tice in the context of political philosophy. He tried to develop a criterion of justice 
that would be fair to all despite the diversity of moral frameworks people endorse 
(hence, the idea of justice as fairness). Although Rawls at fi rst tried to develop a 
substantive conception of justice – viz. the right to equal basic liberties, the right to 
fair equality of opportunity and the difference principle (which says that inequalities 
are allowed only if they work to the benefi t of the worst-off group) – he later recog-
nized the plurality of incompatible and irreconcilable moral frameworks within a 
democratic society and he limited the idea of justice as fairness to a purely proce-
dural conception of justice. People with divergent moral doctrines will most prob-
ably not agree on a substantive conception of justice but they can overlap in their 
acceptance of a procedural conception of justice. For these procedural principles to 
be justifi ed they must cohere with each individual’s background theories and con-
sidered judgments. Rawls introduced the term overlapping consensus to refer to 
these justice principles that are agreed upon by all citizens and that are part of each 
individual’s WRE. If there is coherence between all layers of the WRE model, the 
outcome of the refl ective process can be considered justifi ed, Rawls argued. 

 In real applications, Rawls’ idea of WRE can be used in a twofold way, viz. con-
structively (that is, to encourage discussion) and with a justifi catory purpose. 
Concerning the constructive use of the WRE approach, the WRE approach is built 
on the idea that moral deliberation takes place by refl ecting on different layers of 
morality and seeking coherence between these different layers. Moral deliberation 
can then be encouraged by explicitly paying attention to these different layers of 
morality, rather than focusing a discussion on just one of the three layers. Hence, if 
a discussion is structured along the lines of the WRE approach (that is, if the three 
different layers are explicitly made topic of discussion), people are encouraged to 
include the other layers in their deliberation as well. It is then more likely that 
people will revise their original judgments that do not fi t well with other moral judg-
ments, principles, and background theories and possibly reach a consensus. If the 
outcome of this discussion fi ts in the individual actors’ WRE, the outcome can be 
considered justifi ed. 
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 In this phase of the network approach, the relevant moral issues are analyzed in 
terms of the WRE approach. As stated above, this is an evaluative exercise. This 
phase is typically done in an interactive setting (for example, a workshop or brain-
storm session). In the fi rst phase (network analysis), the moral issues were identi-
fi ed. We explained that, by analyzing the network in terms of agendas, roles and 
responsibilities, it was possible to identify some potential obstacles, for example 
because different actors had confl icting agendas or some issues where not on any-
one’s agenda. In this way, actors may be confronted with issues which they may not 
have recognized as important until then. 

 The aim of this phase is to reach a consensus on the issues that are to be addressed 
in the project. Building on the list of issues identifi ed in the previous phase, a deci-
sion need to be made on what is and what is not part of the project, preferably on the 
basis of a consensus. Important is that this consensus is justifi ed. In the Rawlsian 
framework this yields the criterion of “overlapping consensus,” which means that 
the agreed upon outcome fi ts each individual’s WRE and that it is more than just a 
negotiated outcome. That means that for all people, their individual WRE needs to 
be “reconstructed.” In other words, it needs to be assessed what the normative back-
ground theories of the different people are, as well as their moral principles and 
considered judgments, and how the fi nal consensus (if any) fi ts in these layers. The 
considered judgments probably form the starting point for the discussion, because 
this is usually the layer where disagreements become visible. Some people may say 
that certain issues are certainly not part of the project, whereas others will argue that 
it is the team’s responsibility to address these moral issues as well. By including the 
moral principles and the normative background theories in the discussion, it can 
then be explored to what extent a consensus is achievable. People are asked to 
explain why they think that certain issues should or should not be done by the team. 
They may, for example, refer to more abstract principles, such as fairness of the 
workload, effi cacy and effi ciency, end users, or to normative background theories 
such as Kantian deontology (“we should not use the end user simply as a means for 
our technological project”) or consequentialism (“we should not include this issue 
in the project if only few people will benefi t and the costs outweigh the benefi ts”). 
Analysis of the discussion between the different team members provides informa-
tion on the question to what extent the outcome coheres with the different layers of 
their individual WRE. 

 It is important to make the analysis inclusive, in the sense that all relevant stake-
holders have their stakes included, also relevant stakeholders who do not have a 
formal role in the project but who may potentially be affected by the technology. 

 Again, correct demarcation is important here. Van de Poel and Zwart ( 2010 ) 
propose the criterion of public reason to demarcate relevant stakes from irrelevant 
ones. If a consideration can be argued for on the basis of public reason and not only 
private reason, it can be considered a “reasonable stake” and therefore relevant to 
address. These reasonable stakes translate into a list of moral issues that are to be 
addressed in the project.  
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6.2.3     Distribution of Responsibilities 

 Building on the previous two phases, the central issue in the third phase is the 
distribution of responsibilities. The aim for this third phase is to distribute the 
responsibilities for addressing the issues discerned in the previous phases, in a way 
that is acceptable to all actors involved and that is “productive” in addressing the 
issues adequately. Here we are faced with a similar challenge as in the case of moral 
judgment. Research has shown that, in a pluralist society, people have different 
views on responsibility, not only in terms of what responsibility  means  but also in 
terms of the question when a person  is  responsible for addressing something (Doorn 
 2012 ). The approach we have developed therefore aims at moving beyond poten-
tially confl icting substantive notions of responsibility. 3  Again the idea of WRE is 
useful for deliberating and trying to agree upon a distribution of responsibilities that 
is acceptable to all actors involved, as the approach may encourage people to think 
in terms of a “fair” workload and the legitimacy of other people’s arguments. 

 Given that people have different conceptions of responsibility, the WRE approach 
is particularly suitable for deliberating on the fairness of concrete responsibility 
ascriptions. As explained above, the WRE model is based on a three-tiered view on 
moral refl ection. The most abstract layer consists of people’s background theories. 
These can be normative background theories (such as, deontological ethics, conse-
quentialism, virtue ethics, etc.) but this layer also includes other background theo-
ries, for example based on one’s professional background. On a less abstract level 
(the mid-level), we can distinguish people’s moral principles. A person’s particular 
conception of responsibility can also be located at this level. In a discussion, such a 
responsibility conception will appear as the type of argumentation that people use 
when arguing for their particular position. People who defend a consequentialist 
conception of responsibility, will probably use arguments related to effi cacy and 
effi ciency. People with a merit-based conception of responsibility, will probably 
refer to arguments related to fairness. The most concrete layer consists of people’s 
considered moral judgments. This level also includes people’s particular responsi-
bility ascriptions; that is, the concrete answer to the question “who is responsible for 
addressing this particular issue?” Since responsibility is related to all three layers, 
the WRE approach is very suitable for refl ecting on responsibility. By refl ecting on 
all three layers, people can try to reach an overlapping consensus on how responsi-
bilities are to be distributed. In order to make it a justifi ed consensus, the consensus 

3   The underlying thought is that people do not have to agree on substantive conditions which tell 
when a person is responsible as long as they agree on the  procedure  for distributing the responsi-
bilities (and given that they have a shared understanding of what responsibility means. The latter 
is important to prevent people from talking at cross-purposes). If such a procedure, or its outcome, 
is accepted by all people involved as representing the “fair terms of cooperation,” this might help 
reconciling the different responsibility conceptions and, ultimately, make sure that the important 
issues are indeed addressed. 
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should fi t each individual’s WRE. Similar to the second phase, this phase of the 
network approach is typically done in an interactive setting, like a workshop or 
brainstorm session. 

 This phase starts with the list of moral issues selected in the previous phase. In a 
number of iterative steps, members of the project team can be asked to distribute the 
tasks to address the respective issues among the different actors. At the start, there 
will probably be signifi cant disagreements. This is not surprising, since these “moral 
tasks” are typically not covered in the working plans of the project. However, by 
discussing the disagreements, not only at the most concrete level but also in terms of 
the more abstract moral principles and background theories, people are encouraged 
to rethink their original responsibility ascriptions. After some time of discussion, the 
distributing exercise can be repeated. It can then be investigated to what extent 
people converge to a consensus on how the responsibilities are to be distributed. The 
same procedure of discussion and re-distribution can then be repeated, if necessary. 
At the end, people have to evaluate to what extent they think the points on which they 
agree fi t their own WRE (that is, whether it is a justifi ed overlapping consensus). 
Since it is will probably be diffi cult for people without any training in political 
philosophy to make this assessment, it is useful to provide some background infor-
mation on Rawls’ model and political deliberation during of the meeting. This may 
contribute to the refl ective capacity of the participants as well.   

6.3      Two Procedural Norms 

 Above we described our approach for discerning and dealing with moral issues in 
R&D networks. To recap, we identifi ed three different phases, with three 
distinct aims:

    1.    to identify moral issues;   
   2.    to judge how these moral issues are to be addressed;   
   3.    to distribute the responsibilities in a fair way.     

 We now want to look at two procedural norms that are important for the ability 
of an R&D network to adequately deal with moral issues: refl ective learning and 
inclusiveness. The perspective here is somewhat different from the section above. 
The approach we described above can be applied by ethical parallel researchers to 
help people in the network identify and judge moral issues and to ensure a fair and 
productive distribution of responsibilities. As such the approach helps in better deal-
ing with moral issues in R&D networks. The norms we will discuss in this section 
can be used to  evaluate  how well an R&D network is able to adequately deal with 
moral issues. These norms can be used by outsiders to an R&D network, like the 
government, potential funders, or ethical parallel researchers, to judge the network 
in this respect. They may also be used by participants in the networks to judge their 
own networks and to try to improve it. The approach we set out in Sect.  6.2  might 
be one way to try to improve the network, although it is probably not the only way. 
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These norms, which are also used in the literature on policy and innovation networks, 
contribute to achieving a justifi ed overlapping consensus. Before explaining the 
relation between these norms and the procedural approach, we fi rst discuss the two 
norms in somewhat more detail. 

6.3.1     Inclusiveness and Openness 

 As stated in Sect.  6.2 , the network approach requires a demarcation criterion. The 
fi rst norm we distinguish is related to this demarcation criterion; it is the norm of 
“inclusiveness” or “openness.” It can be described as the norm that all relevant 
actors are included in a network. In the literature on social implications of technol-
ogy, this norm is often addressed by proposals for involving stakeholders during 
design, development, and implementation of new technologies to broaden the scope 
of these processes. Many researchers argue that making the network inclusive will 
bring social and moral considerations to the table and make them part of the design 
and implementation process. In the last decades, many participatory methods have 
been developed to include the different perspectives of stakeholders in the develop-
ment and decision-making about technology: Integrative Assessment (Van Asselt 
and Rijkens-Klomp  2002 ), participatory technology development (Schot  2001 ) or 
design (Schuler and Namioka  1993 ; Kensing  2003 ), stakeholder learning dialogues 
(Daboub and Calton  2002 ), Constructive Technology Assessment (Rip et al.  1995 ; 
Schot and Rip  1997 ), Interactive Technology Assessment (Grin and Hoppe  1995 ; 
Reuzel et al.  2001 ), Participatory Technology Assessment (Schot  2001 ; Joss and 
Bellucci  2002 ), scientists stakeholder workshops (Cohen  1997 ; Hanson et al.  2006 ), 
and consensus conferences (Joss and Durant  1995 ; Einsiedel et al.  2001 ). Whereas 
some people take the position that all relevant  considerations  should be included, 
others emphasize that inclusiveness is a democratic criterion per se. Adherents of 
the latter position argue that, based on the very nature of democracy, all relevant 
 stakeholders  should be able to participate in the network. Participation, in this view, 
is understood as a way to empower citizens and stakeholders (see, e.g., Sclove 
 1995 ). This distinction is also refl ected in the different contributions to this volume. 
The approach described by Rip and Robinson, for example, seems to be an example 
where inclusiveness serves an “instrument” to broaden technological development. 
Van der Burg’s approach of moral imagination, described in Chap.   10    , seems more 
an example in which inclusiveness is seen as a democratic criterion per se. We take 
the former position here. We think that the interests of all relevant stakeholders (that 
is, the relevant considerations) should be included, but that this does not require that 
all relevant stakeholders become part of the network. In practice, this will probably 
lead to an unworkable situation, possibly hampering the learning capacities of the 
network as well (see also Sect.  6.3.2 ). Including additional people in the network 
may be a means to making the network inclusive in the sense of addressing all rel-
evant considerations. In our view, the minimal requirement of inclusiveness is that 
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all relevant stakeholders are represented in the network and that their the interests 
are on the agenda of the network. 

 The norm of inclusiveness does not only contribute to identifying relevant moral 
issues, but it also contributes to the ability to judge such issues adequately. As 
explained above, with respect to dealing with ethical issues we propagate the refl ec-
tive equilibrium approach. The refl ective equilibrium approach is aimed at getting 
an overlapping consensus and this consensus can only be considered just, if all rel-
evant considerations are included. This means that all relevant stakeholders need to 
be represented in the network. Otherwise we run the risk that a limited group of 
people achieve a consensus on the decision how to address, for example, health 
risks, without taking into account all relevant views on the issue. To decide what 
considerations and what actors are relevant for inclusiveness one might apply the 
Rawlsian criterion of public reason (Van de Poel and Zwart  2010 ). Each actor that 
can legitimately claim to have a “reasonable stake” or a “reasonable interest” is to 
be included in the network. Reasonableness is here understood in terms of whether 
something can be argued upon on the basis of public reason. 

 Since “relevance” will probably always be debatable, the criterion of openness is 
added to warrant the possibility that new aspects become relevant. However, open-
ness has an additional, more institutional feature. The criterion of openness calls for 
an open discourse, which means that it is not only important that all relevant actors 
are included, but that they have equal opportunities for participating in, and contrib-
uting to, the decision-making process as well. If a group of actors from different 
fi elds and with different levels of expertise are engaged in a conversation, it is 
important that the vocabulary used by the experts is understandable to all. The cri-
terion of openness also requires that people feel free to bring in unwelcome argu-
ments. If some actors are discouraged to do so and remain silent, the overlapping 
consensus that is arrived at cannot be considered justifi ed. Together, inclusiveness 
and openness contribute to an overlapping consensus that is justifi ed. They prevent 
unjustifi ed shortcuts to a wide refl ective equilibrium or overlapping consensus. The 
latter could, for example, be the case when people with unwelcome arguments are 
excluded from the network.  

6.3.2      Refl ective Learning 

 The second norm is refl ective learning. Most scholarly literature on learning goes 
back to the work of Fischer ( 1980 ,  1995 ) and Schön ( 1983 ). Fischer conceptualized 
his “levels of argumentation” (he does not refer to learning or refl ection explicitly) 
within the context of policy making. Schön refers to the professions of engineering, 
architecture, management, psychotherapy, and town planning to show how profes-
sionals meet challenges by engaging in a process of “refl ection-in-action.” 

 A distinction is usually made between two levels of learning or refl ection: lower- 
order versus higher-order discourse (Fischer  1980 ) or refl ection (Schön  1983 ), 
single- loop versus double-loop learning (Argyris and Schön  1978 ; Sabatier and 
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Jenkins-Smith  1993 ), or adaptive versus generative learning (Senge  1990 ). Although 
the contexts and the exact defi nitions differ, the distinction between the two types of 
learning in all cases is more or less similar. In the lower-order category, the learning 
process is a kind of technical or instrumental learning. It is reactive, short-term 
focused, within a context of fi xed objectives (as applied to policy), a context of fi x-
ing new problems within the same problem defi nition and procedures (as applied to 
organization), or a context of technological design optimization (Elzen et al.  2004 ; 
Brown et al.  2003 ). Lower-order learning occurs when people become aware of 
their position in the network and the possible differences in actor roles, agendas, 
perceptions, values, and interests among the actors. The awareness of these differ-
ences enhances the instrumental rationality of the actors in the sense they realize 
that the other actors enable or constrain the achievement of certain goals (Van de 
Poel and Zwart  2010 , p. 181). 

 In the higher-order category of learning, the objectives, problem defi nitions and 
procedures are not taken for granted but questioned and explored (Elzen et al.  2004 ). 
It therefore involves the redefi nition of policy goals and changes in norms and values 
(Brown et al.  2003 ). This higher-order learning is usually more long- term focused, 
involving refl ection on goals and values. In the remainder of the text, we will use the 
term “refl ective learning” to refer to these higher-order learning processes. 

 The effect of learning in organizational settings, like networks, can be conceived 
as a threefold shift (Brown et al.  2003 ): (1) a shift in framing of the problem; (2) a 
shift in the selection of the principle approaches to solve the problem and in com-
paring and choosing between alternative solutions, and (3) a shift in the relation-
ships among actors in a professional network as well as the broader sphere. It is 
especially this third shift (a shift in the relationships among actors) together with the 
object of refl ective learning (appreciative systems and overarching theories) which 
makes refl ective learning such an important phenomenon for achieving a justifi ed 
overlapping consensus. 

 In case of refl ective learning, actors are not only aware of the differences in actor 
roles, agendas, perceptions, values and interests among the actors, but they also 
recognize the  legitimacy  of these other views as a consequence. People may begin 
to question and explore their own views and relate these to those of others. 
Additionally, refl ective learning may help to distinguish between private and public 
values, that is, between arguments that are and that are not legitimate and important 
for an actor fulfi lling a specifi c role in the network. This may lead to the situation 
that people reach a consensus on particular issues or on the values that should domi-
nate decision-making. But even if people do not reach such a consensus, refl ective 
learning might enable what Dryzek and Niemeyer ( 2006 ) call a normative meta- 
consensus, that is, recognition of the legitimacy of a variety of the disputed values, 
without agreement on the values that should predominate (which would establish a 
normative consensus). This normative meta-consensus (“agreement to disagree”) is 
different from Rawls overlapping consensus because it might also include non- 
public values that are excluded by Rawls. Dryzek and Niemeyer suggest that a nor-
mative meta-consensus might be instrumental in achieving agreement on specifi c 
issues ( 2006 , p. 640). 
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 In the specifi c situation of R&D or innovation networks, refl ective learning may 
also include refl ection on the desirable properties of the network as a whole. By 
refl ecting on the project objective and problem defi nition, people may reconsider 
their original views regarding the project and frame the problem differently. They 
may, for example, realize that they need to include other actors in the network to 
address particular issues or to represent important stakeholders. Or they may come 
to realize that certain aspects should be on the agenda, even though they thought at 
fi rst that it was beyond the scope of their project or not their own responsibility. 
Refl ective learning might thus contribute to achieving an overlapping consensus 
among actors within a network displaying a large variety of value systems and back-
ground theories.   

6.4      Two Examples of Application of the Approach 

 In this section, we illustrate the approach described in Sect.  6.2  with an application 
to two research projects: the development of a new waste water treatment technol-
ogy, the so-called Granular Sludge Sequencing Batch Reactor (GSBR), and the 
development of an in-house monitoring system for elderly people (ALwEN). 

6.4.1       The GSBR Project 

 The GSBR project concerned the development of an innovative wastewater treat-
ment technology. One drawback of traditional biological wastewater treatment 
plants is their large space demand or footprint, which is caused by the use of sepa-
rate settling tanks and the slow settling velocity of the sludge. In the aerobic GSBR 
technology both size increasing factors are addressed. By using high-density gran-
ules, the time needed for the sludge to sink to the bottom at the end of each cycle is 
substantially reduced. Subsequently, the shorter deposit time increases the through-
put of the installation and reduces the footprint. Second, it is hoped that different 
ecological zones inside the granules will be able to take care for the entire treatment 
process in one reactor instead of several separate tanks. 

 The GSBR technology has been developed at the Department of Biotechnology, 
Delft University of Technology, the Netherlands. After successful laboratory exper-
iments, the Dutch Foundation for Applied Water Research (STOWA) was found 
willing to invest in the project. Additional funds were acquired for a PhD-project, 
which was funded by the Dutch Technology Foundation STW. Finally, an interna-
tional engineering and consulting fi rm, with water management technology as one 
of its main domains, showed interest in the commercial exploration of the GSBR tech-
nology. This fi rm was in charge of the research at the pilot plant, operated by a 
local water board. 
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 One of the crucial elements in the development of the technology was the upscaling 
of the three-liter laboratory reactor to an outdoor pilot plant of 1.5 m 3 . This upscal-
ing was partly based on several unproven assumptions about which microbiological 
mechanisms are at work. The ethical parallel research, therefore, focused on the 
question of how this incompleteness of knowledge was dealt with in the choice of 
scaling-up steps. Incomplete knowledge can lead to the introduction of unknown 
risks, which may become manifest in the research done during the development of 
the technology, but also later in the eventual use of this technology. The aim of the 
ethical parallel research was to fi nd out how risks and uncertainties were handled 
and how this was open to improvement. The ethical parallel research consisted of 
qualitative research, based on interviews, document analysis, attendance of techni-
cal meetings, and the organization of an interactive session in the Group Decision 
Room (GDR; an electronic brainstorming facility) with the different stakeholders, 
where questions related to risks and responsibilities were addressed. 

 During the ethical parallel research, it was observed that the risks due to so- 
called secondary emissions (i.e., unwanted but not yet regulated substances in the 
effl uent) were not addressed by the engineers and researchers involved. The users of 
the technology delegated the responsibility for dealing with the risk of secondary 
emissions to the research phase, and most of the researchers also allocated the risk 
to a phase for which they in turn bore no responsibility. Nobody therefore assumed 
responsibility for dealing with this risk. The argument of the researchers was that 
the impact of the risks due to these secondary emissions was negligible and that 
potential problems were to be addressed during the operational phase. This was 
based on the presumed similarity between biological processes in traditional sew-
age plants and the biological processes in the GSBR technology. As a result, the 
issue who is responsible for checking or preventing secondary emissions never 
became an object of discussion. This was reinforced by the fact that, on the basis of 
the existing knowledge, it could not be concluded that such emissions are a serious 
cause of concern. The situation was rather one of insuffi cient knowledge. Thus the 
question arose which of the actors in the network were responsible for reducing this 
knowledge defi ciency, and which actors were responsible for reducing potential 
secondary emissions in case they turn out to be a serious concern” (Van de Poel and 
Zwart  2010 ). 

 The ethical parallel researchers confronted the technical researchers with their 
observation that the secondary emissions were currently not investigated in the project. 
This prompted discussion among the technical researchers about the need to address 
these emissions. In a co-authored paper, written jointly by the technical and ethical 
researchers, it was argued that ethics in innovation “forces the researchers to think 
about all aspects of their innovation and to discuss where and at which moment 
certain aspects are investigated and who’s responsibility it is. Even if the outcome 
would be that it is not an important issue at that specifi c moment in the development 
(because of lack of legislation or minor impact on environment or humans), all risks 
need a conscious judgment where and when to be investigated” (De Kreuk et al. 
 2010 , p. 221). 
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 Another observation that the ethical researchers shared with the technical 
researchers and users was the mismatch between their risk perceptions. The technical 
researchers estimated the risks stemming from the new technology considerably 
lower than the users did. This prompted discussion and led to a better understanding 
between the technical researchers and users. 

 This increased awareness of additional (secondary) risks and the discussions 
prompted by the ethical parallel research, ultimately led to new research proposals 
in which explicit attention was given to the behavior of the technology under 
extreme conditions and possible toxic compound. Especially the additional risks 
foreseen by the users, were an “extra stimulus for the researchers to continue inves-
tigating the limits of the system” (ibid.). New research questions were formulated 
and additional funding was applied for, in the hope to decrease both the economic 
risk of introducing the technology to the market and the environmental risk.  

6.4.2     The ALwEN Project 

 The second project where the network approach was applied is the ALwEN project, 
which concerned an R&D project aimed at developing Ambient Intelligence-based 
technology (where ALwEN was an acronym for Ambient Assisted Living with 
Embedded Networks). The European term Ambient Intelligence (AmI) – or equiva-
lently ubiquitous and pervasive computing (USA) or ubiquitous networking (Japan) – 
refl ects a vision of the future of ICT in which “intelligence” is embedded in virtually 
everything around us. This intelligence is built into tiny processors and sensors 
which are integrated into everyday objects (such as clothes and furniture) and which 
are able to communicate directly with each other without the need of traditional PC 
input and output media (Mattern  2004 ). Already with the composition of the 
research team, the ALwEN consortium tried to differentiate itself from other proj-
ects by capturing the whole trajectory of fundamental research to the development 
of a prototype application and ultimately commercial exploitation. In order to do so, 
four universities, two independent industrial research institutes, one clinical partner, 
and a consortium of 12 SMEs (Small and Medium Enterprises) cooperated. At the 
start, the ambitions of the ALwEN team were high. In the project proposal it had set 
itself the goal of bringing the engineering science for such a technology to the level 
of commercial product viability. The aim was to develop a prototype Ambient 
Assisted Living (AAL) type application to monitor and assist the activities of the 
elderly in the context of an elderly home. The original project proposal mentioned 
a pilot application, in which the concepts and techniques, which were required to 
safeguard security and privacy of the information collected through the wireless 
sensor networks (WSN), could be tested and further developed. Rather than focus-
ing on isolated aspects of the technology, the ALwEN consortium aimed at a more 
systematic and integral approach to scientifi cally understand all interactions, inter-
ferences, and cross-relations of WSN technology, such as to fi nd the right balance 
and trade- offs on the system level. 
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 In the project, a use case 4  was developed to serve as an example of what can be 
done with WSNs and to focus the work of the demonstration activities of the project. 
The use case described a situation of in-house monitoring of the daily activities of a 
patient with COPD, a chronic lung disease. End users, including health care profes-
sionals, were consulted to clarify their wishes and demands with respect to the envi-
ronment to be created. Although this use case was supposed to support the 
cooperation between the technical and the clinical partners in the project, this coop-
eration proved diffi cult and the team members adopted an attitude of waiting. The 
technical partners seemed to be waiting for instructions “how to establish social 
acceptance,” whereas the clinical partners seemed to be unaware of the possibilities 
of WSN technology. 

 At the start of the project “social acceptance” was identifi ed as one of the crucial 
points for the successful implementation of the technology. In addition to technical 
and economic goals, the project consortium had therefore set itself the following 
two goals related to the social acceptance of the application:

•    Quality of life: the project will develop a pilot application to monitor and assist 
the activities of the elderly in the context of an elderly home. The main societal 
criterion for the success of this application is that it contributes to the quality of 
life of the elderly, in the sense that it helps them to maintain their independent 
living.  

•   Security and privacy: even though personal information may be pervasively col-
lected and distributed over wireless communication channels, the security of the 
information and the privacy of the patient must be guaranteed.    

 Since “social acceptance” was identifi ed as a necessary criterion for the success 
of the project, this was taken as the starting point for the ethical parallel research. 
This research consisted of the following phases. After an observation period of sev-
eral months, a series of interviews was carried out with 13 representatives of the 
different institutional partners involved in the project. On the basis of these inter-
views, a list of relevant moral issues was established. Some issues were mentioned 
by several of the interviewees, other issues were mentioned only once or twice. In 
the interviews, it was also asked who – according to the interviewee – was respon-
sible for addressing these issues. 

 The next step in the ethical parallel research was the organization of an interac-
tive workshop. On the basis of the interview results, some striking issues were 
selected and explored in more detail during this workshop. The issues that were 
selected did not represent a complete set of suffi cient conditions to get the technol-
ogy accepted. Since it would not be possible to discuss all issues extensively, those 

4   A use case is a prose description of the system’s actions that are required to perform a certain task. 
It describes the system’s behavior when interacting with an agent outside the system (i.e. a user). 
The use case is detailed into several use-case scenarios, which each describe a different use-case 
“fl ow of events” or “‘path” through the use case (Jacobson and Ng  2005 , p. 54). Since its introduc-
tion in 1987 by Jacobsen, use-case modeling has become the standard in software and systems 
engineering to elicit the needs of stakeholders and to capture requirements. As such it provides 
early validation of what needs to be built into the system (Jacobson  1987 ; Jacobson and Ng  2005 ). 
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issues were selected that were, on the basis of the interview results, expected to 
prompt some disagreements (either because the interviewees gave different answers 
to the question whether or not that issue should in fact be addressed within the con-
text of the project, or because the people disagreed on the question whose responsi-
bility it was to address it). This list included the following issues/tasks: making sure 
that the application does not interfere with everyday life (invisibility of technology); 
setting the requirements of the security of this application (how secure is secure 
enough?); striking the right balance between user friendliness, reliability and func-
tionality; making sure that end users (patients, their family & friends, clinicians) are 
able and willing to use the application; starting a broad societal discussion about the 
desirability of these kinds of (monitoring) applications; addressing questions related 
to data storage and data access (legal aspects); inventorying/monitoring potential 
risks of the present application; identifying how technological choices affect the 
social acceptance. 

 At the start of the workshop, the participants were fi rst asked to list the different 
project phases or activities. This resulted in a list of project activities (such as, project 
management; simulation; experimentation; exploitation of application). The partici-
pants were then asked to distribute the tasks over the different project activities. For 
some issues, there was immediate agreement. An example is the task of identifying 
how technological choices affect the social acceptance. It was agreed that this is 
something that needs to be addressed in the experimentation phase. There was 
 disagreement on the question which issues to include in the project. Regarding the 
task to address legal issues related to data access and storage, some participants 
argued that this was beyond the scope of the project, whereas other thought it should 
be included. 

 The next step in the workshop was to discuss the remaining points of disagree-
ment. Meeting support software was used to allow anonymous discussions in the 
hope that this would give the participants more freedom to speak freely and not to 
give the “desirable answer” for the sake of the atmosphere of the project. The mod-
erators of the workshop also gave some “theoretical background” on responsibility, 
stemming from the philosophical literature. 

 After the discussion, the participants were asked to distribute the selected tasks 
again. Compared to the previous distribution exercise, there was signifi cantly more 
agreement. Regarding the scope of the project, the people reached a consensus on 
the question what should be part of the project. At this stage, everyone agreed that 
also the legal issue of data storage and access should be addressed by them, even if 
only in terms of informing the respective regulatory bodies that this issue is cur-
rently not adequately covered by existing regulations and law. 

 The main conclusion of the workshop was that it is hard to single out one partner 
responsible for all “moral issues.” During the workshop, the people agreed that 
establishing social acceptance really is a joint effort. Although it is primarily up to 
the management to coordinate this joint effort, all partners should have a commit-
ment to the “ethics” of the project. Another conclusion was that the project, until 
then, was too much focused on fundamental research and too little on more applied 
research, including experimentation. This result prompted some refocus of the work 
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and soon after the workshop, a meeting was scheduled in which plans for more 
realistic experiments were made. In this meeting, both the technical and non- 
technical requirements pertaining to the use case were discussed. 

 Ten months after this workshop, two additional interviews were carried out with 
two project members to evaluate the intervention by the ethicist and to discuss the 
lasting effects of the workshop. In these interviews, two team members with a 
formal role in the management of the project were asked after their experiences 
with the ethical parallel investigations. They both expressed their appreciation of 
the involvement of an ethicist in the project and they argued that it had helped them 
giving “ethics” a more profound role in the project. One interviewee argued that 
the involvement of an ethicist can help making technical people more aware of 
things they otherwise overlook. In the current project, for example, the technical 
researchers at fi rst overlooked the issue of interference with everyday life and the 
effect a technology can have on other people than the end users. At the start of the 
project, the technical researchers did not fully realize that intended end users of a 
medical technology may not be willing to use this technology if the technology 
requires the presence of technical people on a too frequent basis. This led, for 
example, to the new requirement to use as much as possible energy saving batteries 
with a longer lifetime because that would allow for a longer use of the technology 
without technicians having to change the batteries too often. Regarding future proj-
ects, both team members thought it should be common practice to give an ethicist 
a formal role in technical projects during the whole course of the project. Both 
interviewees indicated that they see ethics as a relevant, but for themselves 
unknown, fi eld of expertise. Since they considered themselves lacking the ethical 
expertise, they thought future projects would gain in quality by composing multi-
disciplinary teams. They considered ethics not just as instrumental to successful 
technology implementation but rather as an end in itself. Ideally, ethics should be 
seen as a “non-functional requirement that you cannot ignore,” one of the inter-
viewees remarked.  

6.4.3     Evaluation of the Experiences 

 In both cases, the interventions by the ethicist led to an increased awareness for the 
ethical and social aspects of the technology. In the GSBR case, discussion of the 
differences in risk perception made the technical researchers realize that they should 
make a more well-informed trade-off between the different risks. In the ALwEN 
case, the researchers realized that they needed to shift their focus to experimentation 
in order to assess how the technology affects the end users. By discussing responsi-
bility on different levels of abstraction, they became aware of what is needed to be 
responsible, and came to agree on who is responsible for doing what. In the ALwEN 
case, this led to the realization that addressing the ethical and social aspects requires 
a joint effort of the various partners and a more prominent role of the project manage-
ment for coordinating this. 
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 In both cases, the researchers were able to achieve an overlapping consensus on 
the issues that should be addressed within the framework of the project. Moreover, 
there was also convergence on the actual distribution of the corresponding respon-
sibilities, leading to a consensus on some specifi c points. This consensus was lack-
ing before the ethicists “intervened” in the project. If analyzed in terms of the two 
procedural norms, it seems that in both cases (increased) refl ective learning and 
(increased) openness and inclusiveness were important ingredients for achieving a 
justifi ed overlapping consensus. In the GSBR case, some refl ective learning was 
witnessed during the last period of the ethical research, possibly because of the 
intervention in the network by the ethical parallel researchers. After the interviews, 
and partly as result of the feedback provided by the ethical parallel researchers, the 
technical researchers applied for new research funding, including investigations 
into ecological impacts. This might point at some form of second-order refl ective 
learning because the technical researchers had adjusted their norms about which 
risks deserve serious attention. 

 In the ALwEN project, both levels of learning seemed to have occurred. Various 
participants in the workshop remarked that they had become more aware of moral 
issues, which is a clear sign of fi rst-order learning. However, the workshop prompted 
second-order learning processes as well. Some senior participants worried about the 
fairness of the load for the PhD and postdoctoral researchers, which indicates an 
openness to other people’s interests and values. One of the workshop participants 
with a consequentialist approach to the project, came to realize that the fairness of 
the work load and the rights of end users should be taken into account, whereas one 
of the participants with a more “deontological stance,” realized that effi cacy and 
effi ciency matter as well. 

 Moreover, the emphasis that the work requires a joint effort, spanning all the 
project activities, also points to (second-order) refl ective learning processes. Lastly, 
the problem defi nition itself became object of discussion, which is an indication of 
refl ective learning. The ALwEN project also showed increased inclusiveness. Soon 
after the ethical workshop, some tangible attempts were made to include end users. 

 To conclude, these two cases suggest that the network approach can be a fruitful 
way of intervening in an R&D project. Mapping the network is instructive for it lays 
bare some relevant issues without assuming them a  priori . In the other two phases, 
the idea of pluralism was paramount. Recognition of this pluralism contributes to 
gaining the trust of the technical researchers. Both cases suggest that confrontation 
with the observations may already prompt suffi cient discussion to raise awareness 
for these issues. It is then, within the bounds of reasonable pluralism, up to the rel-
evant actors and stakeholders to assess which issues fall beyond the scope of the 
project and consequently, how to address these issues. 

 The two cases also suggest that the two procedural norms, refl ective learning and 
openness and inclusiveness, are instrumental in achieving a justifi ed overlapping 
consensus in the network. This means that these norms could be used as indicators 
for the moral assessment of R&D networks. Moreover, the norms suggest clues for 
how the achievement of a justifi ed overlapping consensus in an R&D network can 
be improved.   
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6.5      Strengths, Limits, and Challenges 

 Compared to early TA approaches as described in Chap.   2    , which are sometimes 
claimed to have little effect on the technical work being done, and supported by our 
experiences with the GSBR and ALwEN project, we think that the network approach 
has four major strengths. While the fi rst and second point may be true for the other 
approaches discussed in this volume as well, the third and fourth point refl ect two 
additional strengths, which are more specifi c for the network approach. 

 First, the network approach fi ts in the family of recently developed approaches 
that offer the possibility to identify moral issues in situations of uncertainty and 
indeterminacy about the fi nal consequences of technological innovations. The 
moral issues related to the future use of the technology are often still unknown or 
in fl ux. To an important extent, this is often due to distance between the research 
that is being done in the scientifi c laboratories and the eventual applications. The 
network approach has been specifi cally developed to deal with these diffi culties. 
It uses the researchers and the networks in which they participate, including the 
other relevant parties in these networks, as entry for identifying moral issues. What 
is important is that ethical issues often do not arise at the level of individual 
researchers and engineers, but at more collective levels. The two examples dis-
cussed illustrate this. For example, the problem that nobody assumes responsibility 
for investigating secondary emissions is only visible at the collective level at not at 
the level of individuals in isolation. Also the awaiting attitude between the techni-
cal and clinical partners in the ALwEN project was only visible at the collective 
level. The network approach is thus especially appropriate to identify moral issues 
that arise at the collective level. 

 Second, the network approach can be applied already at the early stages of tech-
nological development and it addresses the researchers involved. It can therefore 
generate insights that immediately infl uence R&D and design decisions. As such, 
the approach may help focusing the technical work in a way that moral issues are 
better addressed. In both the GSBR and ALwEN project, the feedback provided by 
the ethicists to the engineers and scientists involved actually led to adjustments in 
the original R&D trajectory. In the ALwEN project, the workshop that was part of 
the ethical parallel research raised awareness among the researchers to pay more 
attention to the application of the technology. This led to a shift in focus towards 
clinical experimentation, which was initiated soon after the workshop. 

 Third, the network approach identifi es moral issues in their real-world context. 
The network of people involved in R&D is used as entry for identifying moral 
issues. This is not to say that issues are only seen as ethical if the actors themselves 
recognize them as such; the ethicist has the room to articulate certain ethical issues 
even if the actors themselves do not recognize them as such. However, this articula-
tion takes into account the empirical facts of the situation. Hence, the approach is 
normative but with due attention to the particularities of the project. This requires 
that the ethicist is well-informed about the project, including some of its technical 
details. Of course, an ethicist does not need to be as specialized as the technical 
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team member themselves, but some familiarity with the topic and the application 
domain is required. Without this familiarity, the ethicist’s involvement runs the risk 
of becoming either irrelevant (for example when the ethicist does not suffi ciently 
understand the application of the technology) or moralizing (when the ethicist does 
not understand what could and what could not reasonably be asked from the techni-
cal researchers). Analyzing the network in terms of the two procedural norms may 
also be necessary for the effectiveness of the approach. Other early engagement 
approaches are sometimes criticized for focusing too much on what happens in the 
laboratory and not taking into account actors and conditions in the external context 
of laboratory science (such as institutional constraints and democratic attunements 
of science in society), as a result of which “the enhanced refl exivity of the lab sci-
ence component itself may not be suffi cient to alter innovation trajectories so as to 
better achieve the public good, as an open-ended dynamic process” (Wynne  2011 , 
p. 791; see also Swierstra and Jelsma  2006 ). By analyzing the network itself in 
terms of the two procedural norms, the impact of this approach can be taken beyond 
the individual level. 

 Fourth, by using insights from political philosophy, the approach can do justice 
to moral pluralism. People have different views on what to include in the project and 
by whom it should be addressed. This does not mean that it is up to people’s own 
private opinions whether or not to address particular issues, but neither is it some-
thing to be decided by someone outside the project without any attention to the 
existing pluralism. By including procedural elements in the approach (for example, 
the demand of openness and the requirement to base one’s arguments on public 
reason) a balance can be struck between a top-down approach in which the engi-
neering and technological researchers have little to say about which moral issues to 
address in the project and an approach in which the individual people only address 
those issues which happen to attract their attention. 

 However, notwithstanding these advantages, the approach has its limits as well. 
Limits to the approach are mainly due to the need to attain the cooperation and trust of 
the technological researchers. This is not just a practical challenge but raises also more 
fundamental questions about what ethical issues and perspectives can be addressed and 
about the independence of the ethical researchers. In the ALwEN project, the issue of 
trust was explicitly evaluated in a second series of interviews. The interviewees indi-
cated that an open attitude towards the project is a prerequisite for trust. 

 For the ethicist involved, the major challenge is to maintain her independence. On 
the one hand, the ethicist should become an insider. This is important because the 
ethicist should get suffi ciently acquainted with the project and the technology to be 
able to describe the network and identify the relevant issues. At the same time, the 
ethicist should maintain her critical stance as well. Independence is necessary to 
assure that there is room left to give and accept criticism (Van de Poel  2008 : 36; see 
also Schuurbiers  2011 ; Doorn and Nihlén Fahlquist  2010 ). A combination of per-
sonal skills and institutional safeguards is probably required to deal with this chal-
lenge. Personal skills are required to maintain the relations of trust and criticism, to 
temper the eagerness to report moral concerns, and discuss those with the technical 
researchers fi rst. Clear arrangements about reporting the ethical parallel research, 
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including the right to respond to claims made by the ethicist, or complaints about 
unwarranted claims, should be part of the institutional safeguards to make the coop-
eration a successful one. 

 Second, the applicability of this approach may be limited by the topic being 
studied. When the R&D project concerns a relatively controversial research topic 
(for example, the development of military equipment), the project team may be 
more inclined to exclude particular organizations, especially those that are critical 
towards the application domain. The same holds when the cooperation is vulnera-
ble, for example because the internal competition is high, which may in turn lead to 
a tension due to confl icting loyalties. In those situations, the project team will prob-
ably be less inclined to invite an ethicist in their midst. This also holds for the type 
of partners involved. Larger industrial companies are usually less open towards out-
siders, which is to some extent understandable given the scope of their work and 
stakes of these types of companies. 

 On a more fundamental level, the challenge is to deal with broader ethical 
issues that transcend the boundaries of the R&D networks. Such issues include 
the question whether R&D on a particular technology is desirable in the fi rst 
place, whether or not certain applications should be banned, but also questions 
related to global justice, and the availability of and access to a particular technol-
ogy. Answering these kinds of questions requires, again, attentiveness to moral 
pluralism. As such the approach seems promising. However, although insights 
from R&D may be quite relevant here, it can be argued that these issues need to 
be addressed at other locations than the laboratory or the R&D network. Compared 
to the other approaches discussed in this book, the network approach already 
takes into account extra- laboratory factors. However, the main focus still lies with 
the R&D activities. The network approach is not principally limited to R&D, 
though, and it is possible to shift the focus to upstream issues like, for example, 
R&D funding. More research is needed to see whether the network approach can 
be adjusted to this specifi c context and effectively be applied to discuss these 
upstream ethical issues.     
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    Abstract     Political technology assessment (TA) is aimed at informing and contributing 
to opinion formation of both members of parliament and policy makers. The modern 
practice of political TA presents a mix of investigation, interaction and communica-
tion activities. At the beginning of the century the TA community realised that good 
communication skills and (personal) links with politicians and policy makers are 
crucial for improving the impact of TA on the political debate. This chapter zooms 
in on this communicative turn and the way it infl uences the practice and  methodology 
of political TA. It does so by describing various attempts made by the Rathenau 
Instituut, the Dutch national technology assessment (TA) organization, to involve 
parliamentarians and policy makers in the fi eld of nanotechnology, or broader 
 converging technologies. The Rathenau Instituut is institutionally positioned within 
the scientifi c domain, and outside the parliament and the government. Still its 
 institutional task is to stimulate the political debate on science and technology. 
Getting out of the scientifi c domain and going into the political sphere requires 
 so-called  boundary work . This chapter illustrates and refl ects on the way the 
Rathenau Instituut performs such boundary work. The basis for this is a trustworthy 
identity based on the scientifi c quality of its products and its quality as an organizer 
of participatory events. In addition, the TA organisation has to build up connections 
of trust to the parliament and government. Seizing opportunities to cooperate with 
MPs or policy makers is an important way to actively involve them in the debate on 
emerging technologies and building up a long-term relationship of trust between the 
TA institute and the political system.  
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7.1         TA and the Political Sphere 

 The arrival of technology assessment (TA) coincides with the political embracement 
of permanent innovation as a means to stimulate economic growth. Techno- 
economic change evokes hope for a better world – in terms of human welfare, better 
health care, more sustainable products –, but also creates public concerns about its 
impact on safety, environmental degradation, human dignity, and social equity and 
equality. As a consequence, science and technology have become crucial factors in 
many of the dominant issues and controversies of our time. The perspective of TA 
fi ts well in such a technological culture, since it combines political awareness about 
potential positive and negative effects of technological change with the belief or 
hope that one can anticipate on these effects (cf. Rip  1986 ). 

 TA can be targeted towards various relevant groups within the innovation system. 
TA can be directed towards members of the parliament. This is called  parliamentary 
TA , that is, “technology assessment specially aimed at informing and contributing to 
opinion formation of the members of the parliament as main clients of the TA activity” 
(Deuten et al.  2011 , 1). Policy makers may also be clients of TA. The function of TA 
then is to contribute to the policy making process by informing policy makers about 
the societal aspects of technological change. In this case, one might speak of  strate-
gic TA  (Smits and Leyten  1991 ), or even more straightforward,  policy TA . Activities 
of TA organisations can also be aimed at the general public in order to stimulate the 
public debate on science and technology. This can be referred to as  public TA  (Van 
Eijndhoven  1997 ). Finally, scientist and engineers can be the clients of TA. In that 
case TA can be used as a means to guide research and technology development from 
a societal perspective. Regularly the term  constructive TA  is used to pinpoint TA 
which is aimed at infl uencing technological choice and design processes (   Schot and 
Rip  1997 ). 

 This book focuses mainly on recent experiences in various countries with imple-
menting the latter form of TA, which is institutionally positioned very close to the 
R&D community. Constructive TA is guided by the political idea that social impacts 
of technology should not be anticipated and accommodated from  outside  the inno-
vation process, but  within  science and technology development itself (Schot and Rip 
 1997 ). Over the last decade this approach has been promoted and implemented in 
many countries in various forms and under various headings, like  anticipatory TA  
(Barben et al.  2008 ) and  real-time TA  (Guston and Sarewitz  2002 ) in the United 
States, constructive TA in the Netherlands (Schot  2003 ),  upstream public engage-
ment  in the UK (Wilsdon and Willis  2004 ; Royal Society  2004 ), and  refl ective 
action research  in Flanders (Goorden et al.  2008 ). Also the European Commission 
came to offi cially support involving informed citizens in science, ‘particularly in 
defi ning the priorities of publicly funded research’ (EC  2002 , 8). 

 This article seems to be the odd man out. It does not describe a TA program or 
project which aims at ‘opening up the laboratory.’ In contrast, this chapter is about 
‘opening up the political sphere’, including the parliamentary debate and the policy 
decision making process. This form of TA might be named  political TA , that is, 
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technology assessment specially aimed at informing and contributing to opinion 
formation of both members of parliament and policy makers as main clients of the 
TA activity. Political TA, thus, includes or combines both parliamentary TA and 
policy TA. 

 Refl ective TA practitioners describe TA as a “scientifi c, interactive and commu-
nicative process” (Bütschi et al.  2004 , 14). Accordingly, the modern practice of TA 
presents a mix of investigation, interaction and communication activities (cf. Van 
Est  2011b ). Since TA developed in the United States in the 1960s as a special branch 
of policy analysis that dealt with the social impact of science and technology, doing 
science and writing reports has always been a core aspect of TA. Since the mid- 
1980s, TA also became regarded as a process for involving experts, stakeholders, 
and citizens. Setting up public participatory processes required new managerial and 
methodological skills from TA organisations. Over the years, this participatory turn 
has led to the development of a large toolbox of participatory methods, including 
citizens’ panels, and scenario workshops (cf. Joss and Bellucci  2002 ; Slocum  2003 ). 
At the beginning of this century the (parliamentary) TA community woke up to the 
fact that scientifi c investigation and organising dialogues within TA projects are not 
suffi cient to achieve an impact in the political domain (Decker and Ladikas  2004 ). 
It was realised that good communication skills are crucial for improving the impact 
of TA on the political debate. 

 Again this communicative turn also requires novel managerial and methodological 
skills from TA organisations and new ways of thinking and talking about TA meth-
odology, and defi ning and managing TA projects (Van Est  2011b ). Through this 
communicative turn seducing MPs and policy makers to become engaged and tackle 
various relevant public issues has become a central goal of political TA (Van Est & 
Brom  2012 ). This implies, for example, that TA practitioners build up personal con-
tacts in the political domain, and keep up to date with the way in which governmen-
tal agencies and the parliament deal with certain issues. Moreover it implies 
delivering custom-made information to the political community, that is, timely sci-
entifi c information that is framed in a way that connects to the agenda and vocabu-
lary of the political community. In addition, instead of one TA study or participatory 
event, building up a steady relationship with the political domain may require a 
whole series of TA activities over a considerable period of time. 

 This article zooms in on the communicative turn within the modern TA practice 
and the way it infl uences the TA methodology. For this, several experiences of the 
Rathenau Instituut, the Dutch national TA organisation, are described with engaging 
parliamentarians and policy makers in an early stage with emerging technologies. 
It is important to acknowledge that the way in which the Rathenau Instituut tries to 
inform and involve MPs and policy makers is enabled and constrained by its insti-
tutional and organisational contexts. The following section, therefore, discusses 
some characteristics of those contexts and the way they impact political TA. 
Section  7.3  describes various concrete project activities that aimed to engage MPs 
and policy makers in the debate on nanotechnology and converging technologies. 
Finally, Sect.  7.4  will sum up some insights with regards to the question of how to 
involve political actors in an early stage in the debate on emerging technologies.  
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7.2     Political TA at the Rathenau Instituut 1  

 This section aims to characterise in general terms the way the Rathenau Instituut 
performs political TA. As said, this is enabled and constrained by its institutional 
and organisational level. On both levels we want to describe how the Rathenau 
Instituut relates to the parliament, government, science and society. Moreover, we 
will discuss the implications of its institutional and organisational settings for the 
way in which the Rathenau Instituut performs political TA. 

 On the institutional level the central question is where the TA organisation is posi-
tioned within the institutional space that is constituted by the four above named soci-
etal spheres. Various elements defi ne the institutional position of a TA organisation. 
A fi rst question that needs to be addressed is to what perceived institutional problem 
is the TA organisation regarded as an institutional solution. Second, what is the insti-
tutional task of the TA organisation, and (part of that) who are its clients? 

 On the organisational level, the question becomes which actors from which 
social spheres have a say in the TA organisation’s doing? Various relevant activities 
can be discerned: who funds the organisation, who are the clients, who evaluates the 
organisation and who decides on the members of the evaluation committee, who are 
the members of the Board, who appoints them, who is involved in setting up the 
work program, who needs to be consulted, and who performs the TA project activi-
ties, and who is involved in these various activities? 

7.2.1     Dual Nature of the Institutional Position 
of the Rathenau Instituut 

 In 1975, physicist and MP Jan Terlouw proposed to install a TA organization closely 
linked to the Dutch Parliament. Terlouw had been inspired by the American Offi ce 
of Technology Assessment (OTA). The establishment of that congressional TA 
bureau in 1972 was meant to provide Congress with “ unbiased  information con-
cerning the physical, biological, economic, social and political effects of (techno-
logical) application” and “ early indications  of the probable benefi cial and adverse 
impacts of the applications of technology …” (U.S. Congress  1972 ) (italics added 
by authors). Terlouw’s motion was rejected, mainly because technological develop-
ment did not play central stage in the political debate at that time. 

 This changed, however, rapidly during the second part of the 1970s. For example, 
the infl uence of automation in industry on employment became a major topic, and 
an advisory group Rathenau (named after its chairman) was set up to study the 

1   This subsection is inspired by and based on research done within work package 2.1. of the 
PACITA-project, which is a EU fi nanced project under FP7. PACITA stands for Parliaments 
and Civil Society in Technology Assessment (Ganzevles and Van Est  2012 ; see also  www.
pacitaproject.eu/ ) 
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societal effects of micro-electronics (Adviesgroep Rathenau  1980 ). The group 
recommended to set up a permanent TA institute. In particular, the rise of social 
activism related to the technology-dominated issue of nuclear power put science 
and technology on the public and political agenda. At the end of the 1970s public 
resistance against nuclear power led to a political stalemate in the fi eld of energy 
policy, and created a legitimacy crisis of the State. To get out of this crisis, the Dutch 
government, guided by a political tradition of accommodation, initiated a grand 
public debate on energy between 1981 and 1984. 

 In that same period the Ministry of Education and Science developed the  White 
Paper on the Integration of Science and Technology in Society  (O&W  1984 ). This 
so-called IWTS-paper proposed to set up a bureau within the ministry with the TA 
task to signal and study both potential positive and negative societal effects of 
science and technology, but also to stimulate societal opinion forming and to bring 
these insights and opinions into the political decision making process (O&W  1984 , 12). 
The Parliament agreed with the idea to set up a TA organisation, but opposed the 
idea to position it within the government. The parliament demanded a more inde-
pendent TA institute at arm’s length of the government. The parliament also did not 
plea for a TA bureau in or near the parliament. It was fi nally decided to set up the 
Rathenau Instituut (then NOTA) in 1986 as a TA organisation which falls under the 
administrative responsibility of the Royal Netherlands Academy of Arts and 
Sciences (KNAW). 

 The Rathenau Instituut got the task to stimulate the public and political debate on 
the societal consequences of scientifi c and technological change (see Box     7.1 ). The 
installation decree states that for performing its tasks it will “search for connections 
with relevant societal actors” (OC&W  2009 , 1). Actively involving various kinds of 
social actors in TA is thus seen as a legitimate way to integrate societal interests and 
values in the TA and ultimately in the policy making process. In other words, Dutch 
MPs regard public engagement and deliberation as a legitimate add-on to represen-
tative democracy (Van Eijndhoven  1997 ). In practice, therefore, most Rathenau 
projects contain a mixture of research activities and participatory events to involve 
experts, stakeholders and citizens in TA. In 2004, at the request of the Minister of 
Education, Culture and Science, a new task was added to the Rathenau Instituut’s 
remit: Science System Assessment (SciSA), with the aim to study the dynamics of 
the Dutch innovation system. The current two formal tasks of the Rathenau Instituut 
are described in Box  7.1 . 

 It can be concluded that the the Rathenau Instituut’s position towards the four 
discerned societal spheres has a dual nature. On the one hand the Rathenau Instituut 
is positioned within the ‘heart’ of the scientifi c community, namely the KNAW. But 
on the other hand, the Rathenau Instituut has a special position within the KNAW, 
because it is the only institute within the KNAW that has its own board, and the 
KNAW has to place the state aid at the Institute’s disposal unaltered and without 
delay. Moreover, the Rathenau Instituut is not doing research for scientifi c reasons, 
but with the aim to contribute to societal debate and political opinion forming. One 
could argue that the fact that the Rathenau Instituut is not primarily focussed on 
publishing in peer reviewed journals put the organisation at the fringes of the 
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scientifi c community. Also the Rathenau Instituut’s position towards the political 
process shows a dual nature. On the one side, the institute is positioned at arm’s 
length from the political process. On the other side the Rathenau Instituut is physi-
cally located in the political centre of the Netherlands (The Hague) and has the 
Dutch Parliament and Cabinet as its main clients. Finally, with regards to society 
the Rathenau Instituut has no formal bonds with any societal organisation. At the 
same time, its task is to stimulate public debate and actively search for connections 
with relevant societal actors.    

7.2.2      Shared Control Over the Rathenau Instituut 

 Basically two types of TA organisations that perform parliamentary TA can be dis-
tinguished: (1) organisations within or very close to the parliament with the sole 
task of informing the parliament, and (2) organisations at arm’s length of the parlia-
ment and often funded by the government with the task of informing the parliament 
and stimulating social debate (Deuten et al.  2011 , 20, Figure 2). Petermann ( 2000 ) 
named these models  instrumental  and  discursive , respectively. 

 The parliamentary TA offi ce in France, OPECTS (Offi ce Parlementaire 
d’Evaluation des Choix Scientifi ques et Technologiques) exemplifi es the fi rst 
model. Van Eijndhoven ( 1997 , 271) argues that of all the parliamentary TA 

    Box 7.1: Formal Task Description of the Rathenau Instituut 
(OC&W  2009 , 1) 

    Technology Assessment Task 

 The role of the institute is to contribute to societal debate and the formation of 
political opinion on issues that relate to or are consequence of scientifi c and 
technological developments. This specifi cally includes the ethical, social, cul-
tural and legal aspects of such developments. In particular, the institute facili-
tates the formation of political opinion in both chambers of the Parliament of 
the Netherlands and in the European Parliament.  

    Science System Assessment Task 

 The institute continues to work on increasing our understanding of how sci-
ence works as a system, and, in doing so, integrating all available data and 
making it more easily accessible as well as acquiring any data that remains 
unavailable. As part of this process, it is the role of the institute to make infor-
mation available to the Dutch Cabinet, to both chambers of the Parliament of 
the Netherlands.  
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organizations in Europe OPECST is “the one most intimately linked with parliament, 
because it is the parliamentarians themselves who conduct the assessments”. 
In France, the TA process is fully integrated in the committee structure of the 
parliamentary system. The TA project is led by so-called rapporteurs, who are 
selected from the members of OPECST, and are responsible for writing the TA 
report (Deuten et al.  2011 : 21). Rapporteurs can organize hearings and missions in 
France or abroad. They are assisted by parliamentary civil servants, and if needed, 
supported by a working group or steering committee consisting of experts outside 
the parliament. One might say that the French parliament has full control over the 
TA process. 

 The Rathenau Instituut fi ts the second model. The infl uence of the parliament 
on the activities of the Rathenau Instituut is rather weak. First of all, the Rathenau 
Instituut is not funded by the Parliament but by the Ministry of Education Culture 
and Science. Moreover, active MPs are not represented in its Board. Half of the 
Board members are appointed by the Ministry, the other half by the Royal 
Academy of Arts and Sciences. The majority of the Board consists of scientists, 
while a number of seats in the board are reserved for representatives from civil 
society. The government also installs the evaluation committee, mainly consisting 
of representatives from science and society, and often led by a former well-known 
politician. Finally, the government and wider society are included as formal 
addressees, next to the parliament. In its role as client the parliament has, an indi-
rect, but crucial, infl uence on the way the TA organization functions. In contrast 
to OPECST, however, MPs do not determine the activities of the Rathenau 
Instituut, since also actors from government, science and society have a say in the 
work of the Rathenau Instituut.  

7.2.3     Political TA as Boundary Work 

 The institutional position and tasks and organizational control mechanisms have 
a profound infl uence on the way in which political TA is performed. In France 
parliamentary TA is performed within the confi nes of the Parliament. The 
involvement of MPs in the TA is self-evident, since the French MPs perform TA 
themselves, supported by the staff of OPECST. The situation in the Netherlands 
is very different. The Rathenau Instituut is institutionally positioned inside the 
scientifi c domain, but outside the Parliament and outside the government. 
Moreover, no formalized organizational ways of informing and involving MPs 
and/or policy makers exists. Still the Rathenau Instituut has the political task and 
mandate to inform MPs and policy makers about societal issues related to sci-
ence and technology. 

 Getting out of the scientifi c domain and going into the political sphere requires, 
what Gieryn    ( 1983 ,  1995 ) named,  boundary work . Gieryn studied how scientists 
acted outside the academic sphere, for example in advising governments and 
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communicating to the public. Scientists tried to establish and maintain an authoritative 
position by distinguishing themselves to ‘non-science’ (Van Rijswoud  2012 ). 
Boundary work also refers to the efforts going into obtaining and maintaining a clien-
tele. With regards to political TA this implies that TA organisations need to build up 
connections of trust to the parliament and government. At best, MPs and policy 
makers should feel a kind of ownership over the information communicated to them 
by the TA organisation (Cruz-Castro and Sanz-Menédez  2004 : 108). 

 The involvement of political actors in the TA activities of the Rathenau Instituut, 
therefore, can never be taken for granted. First of all, because the Rathenau Instituut 
has to compete with many other organisations for the “limited attention” of political 
actors. This challenges the Rathenau Instituut to acquire its own special identity in 
association to the political system. To connect to the political sphere the TA organi-
zation, therefore, has to create a distinct profi le, which is seen as important for 
political actors. The next section provides an impression of the boundary work per-
formed by the Rathenau Instituut in order to involve MPs and policy makers in 
social issues related to nanotechnology and converging technologies. These activi-
ties are part of the wider public and political debate on nanotechnology in the 
Netherlands (Van Est et al.  2012 ).   

7.3      Engaging Parliament and Government 
in an Early Phase 

 Since 2003 the Rathenau Instituut has performed many TA studies related to nano-
technology and the broader development of NBIC convergence; the convergence of 
nanotechnology, biotechnology, information technology and cognitive sciences 
(Roco and Bainbridge  2002 ). Also numerous meetings and events were organised to 
discuss various issues in public. Some were specifi cally targeted at MPs or policy 
makers, like a public meeting in the parliament, a parliamentary hearing on the 
opportunities and risks of nanoparticles, and a study trip for MPs about medical 
nanotechnology to the High Tech Campus in Eindhoven. We have written letters to 
the Parliament and opinion articles in national newspapers that were published on 
the day a parliamentary debate was held on nanotechnology. During this period 
employees of the Rathenau Instituut also had many personal contacts with MPs and 
policy makers via private meetings and e-mail. 

 The remainder of this section zooms in on two specifi c activities. The fi rst con-
cerns the cooperation between the Rathenau Instituut and the Theme Commission 
on Technology Policy in organising the public meeting “Small technology – Big 
consequences” in October 2004. Besides it is described how the Rathenau Instituut 
interacted with the interdepartmental working group on nanotechnology (ION), 
which developed the Dutch Action Plan on Nanotechnology (Rijksoverheid  2008 ). 
To situate these activities fi rst some milestones in the public debate on nanotechnology 
will be described. 
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7.3.1     Milestones in the Dutch Political Debate 
on Nanotechnology 2  

 The Rathenau Instituut started its activities in the fi eld of nanotechnology in Spring 
2003. A conference in the European Parliament in July to examine social and ethical 
issues raised by nanotechnology signalled that nanotechnology had reached the 
political agenda. The Dutch Ministry of Science & Education anticipated on this by 
commissioning the Royal Netherlands Academy of Arts and Sciences (KNAW) to set 
up a committee to look at the opportunities and risks of nanotechnology. In February 
2004 the Rathenau Instituut organised the fi rst public workshop in the Netherlands 
on the chances and risks of nanoparticles. Two months later it published a fi rst over-
view of applications of nanotechnology and related social issues (Van Est et al. 
 2004 ). The study presented an initial concept agenda for the public debate on nano-
technology. Together with the Parliament the institute organised a public meeting 
“Small technology – Big consequences” in October 2004 (Van Est and Van Keulen 
 2004 ). Two months before the KNAW ( 2004 ) had published its advisory report, 
which asked for a rigorous risk policy and wider public engagement. 

 These activities raised enough awareness among policy makers to commission the 
National Institute for Health and Environment (RIVM) and the Health Council to 
prepare inventory studies on risk issues related to nanotechnology. Moreover, some 
MPs got involved in the debate on nanotechnology, and stimulated the government to 
look at the governance of nanotechnology in an integrated manner. In November 2005 
the government agreed to develop such an integral vision on nanotechnology. The 
government set up an interdepartmental working group on nanotechnology (ION) to 
prepare such a vision. The Cabinet’s vision on nanotechnology was released at the end 
of 2006 (Rijksoverheid  2006 ). In July 2008 the fi nal Action Plan Nanotechnology was 
published (Rijksoverheid  2008 ). This plan paid attention to the research agenda, the 
risk issue, the social and ethical issues, and announced plans for a national dialogue 
on nanotechnology. This dialogue ran from September 2009 to the beginning of 2011 
(cf. EZ  2009 ).  

7.3.2     Interactions Between the Rathenau Instituut 
and Parliament 

 In the autumn of 2003 the Rathenau Instituut developed a 1-year project plan for its 
activities in the fi eld of nanotechnology. The plan was to organise a public event, in 
which MPs would play a central role. Its goal would be to fi nd out whether it would 

2   A more detailed description of the activities of the Rathenau Instituut within the fi eld of nanotech-
nology can be found in Van Est and Van Keulen ( 2004 ) and Van Est and Walhout ( 2010 ). 
A description of a wider range of activities that were organised in the Netherlands to bring a public 
perspective into the development of nanotechnology can be found in Van Est et al. ( 2012 ). 

7 Political TA: Opening Up the Political Debate. Stimulating Early Engagement…



146

be necessary to organise a large public debate on nanotechnology in the Netherlands. 
And if not, what (if any) kind of actions should be taken? Below it is described how 
the Rathenau Instituut managed to get the Parliament involved in organising the 
public meeting  Small technology – Big consequences  on October 13, 2004 in the 
Dutch parliament building. 

 A fi rst step to achieve this was publishing  To value the small…  (Van Est et al. 
 2004 ), which delivered a concept agenda for a public debate on nanotechnology. This 
study was positioned as a background paper in preparation of such a public meeting. 
Secondly, to engage actors – ranging from social scientists and nanoscientists to 
NGOs and policy makers – in the discussion on nanotechnology a series of work-
shops were organized in the fi rst half of 2004 on the health effects of nanoparticles, 
nano-electronics, biomedical nanotechnology and nanotechnology in the food sector. 
In that same period, the Rathenau Instituut aroused the interest of the parliamentary 
Theme Commission on Technology Policy in organizing a public event on nanotech-
nology. The Theme Commission presented a new type of parliamentary committee. 
On May 6 2002 the fl amboyant politician Pim Fortuyn was killed. During his life 
Fortuyn had severely criticised the functioning of the Parliament. After his death the 
Parliament itself picked up this topic. One of the ideas was to create the possibility of 
setting up a Theme Commission. Such a Commission would deal with specifi c 
important long term societal issues that go across various ministries. It was thought 
to give MPs a platform to refl ect deeply on those issues relatively separate from the 
direct political decision making process. Moreover, the Theme Commission would 
provide room to experiment with new working methods in order to stimulate the 
interaction between the Parliament and society. Three Theme Commissions were set 
up. One of them was the Theme Commission on Technology Policy, which ran from 
September 2003 to September 2006. 

 This Theme Commission was supported by the Research and Verifi cation Bureau 
(OVB) of the Second Chamber of the Parliament. This Bureau had been set up in 
2001 to strengthen the control function of the Second Chamber. As part of its strat-
egy to get in closer contact with the Parliament, the Rathenau Instituut cooperated 
with the OVB by sending employees of the Rathenau Instituut to work for OVB. 
Since the rathenau Instituut has a track record in dealing with science, technology 
and society issues it was only logical that the Rathenau employee who at the time 
worked at the OVB became the secretariat of the Theme Commission on Technology 
Policy. This gave the Rathenau Instituut a rather direct connection to the parliamen-
tary Theme Commission. Members of the Theme Commission were particularly 
interested in experimenting with new working methods. Since the Rathenau Instituut 
has a lot of experience with participatory TA methods it offered the Theme 
Commission its services. In addition, it suggested to organize a meeting around 
nanotechnology, since nanotechnology was seen as a key enabling technology for 
future innovations. The Theme Commission agreed to cooperate with the Rathenau 
Instituut. This cooperation provided a good opportunity for the Rathenau Instituut 
to inform MPs about nanotechnology and to involve them in the debate. Rathenau 
Instituut employees where invited several times to present their fi ndings at various 
meetings of the Theme Commission, where the content and set-up of the public 
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meeting was discussed. Instead of opting for the classical hearing, it was chosen to 
organise four interactive debates between stakeholders from different societal 
domains, like social scientists, nanoscientists, businesspeople, societal organisa-
tions, government, politics, and the public. These different groups of stakeholders 
got a distinct place within the debating arena. In this way the public meeting was 
thought to present an early refl ection of the rising public debate. 

 The interactions with the MPs during the preparatory Commission meetings 
gave the Rathenau Instituut a good insight into the questions around nanotechnol-
ogy that were on the minds of the MPs. Moreover, the fact that the Theme 
Commission hosted the public meeting “Small technology – Big consequences” on 
October 2004 created a sense of ownership among its members. Moreover, the pub-
lic meeting turned out to be an inspiring way to inform MPs and policy makers 
about the state of affairs of the public debate on nanotechnology in the Netherlands. 
At the end of the meeting the chairperson of the Commission stated “We want to 
start a social debate on nanotechnology. Now only the in-crowd is talking about it.” 
After the public meeting the discussion of nanotechnology remained on the parlia-
mentary agenda. Nanotechnology became part of the annual debates on innovation 
within the Standing Committee on Economic Affairs. These debates stimulated the 
government in November 2005 to start developing an integral policy vision on nan-
otechnology (Tweede Kamer  2005 ).  

7.3.3     Interactions Between the Rathenau Instituut 
and Government 

 To develop an integral Cabinet vision the government set up the Interdepartmental 
working group on nanotechnology (ION), with representatives of almost all ministries. 
The ION became  the  policy nexus where different public and policy perspectives – 
stimulating research and innovation, dealing with risks, identifying ethical concerns 
and public engagement – had to be integrated. The ION contacted various players 
within the fi eld of nanotechnology, and also visited the Rathenau Instituut. Over the 
years the Rathenau employees were regularly invited to present their fi ndings during 
ION meetings, and developed strong personal contacts with some members of ION. 

 The government had commissioned the Health Council to advice the Cabinet on 
nanotechnology. This advice was published in April 2006 (Gezondheidsraad  2006 ). 
The Rathenau Instituut had built up close contacts with the Health Council and was 
therefore prepared to organise a timely follow-up workshop shortly after the advice 
was published specially directed to ION. At the workshop the implications of the 
report of the Health Council for the Cabinet’s vision were discussed with all kinds 
of societal actors. The ION used the results for preparing the Cabinet’s vision 
(Rijksoverheid  2006 ), which was published at the end of the year. This green paper 
set the scene for establishing a strategic research agenda, developing a risk gover-
nance policy, identifi cation and monitoring of social and ethical issues, involving 
stakeholders and organizing a societal dialogue. The next task for ION was to 
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elaborate on these perspectives in order to come up with an Action Plan on 
Nanotechnology. Responsibilities for each perspective were distributed across the 
participating ministries. For example, the Ministry of Environmental Affairs got the 
lead in risk governance, the Ministry of Justice got the task to monitor social and 
ethical issues, and the Ministry of Economic Affairs became responsible for organ-
ising a societal dialogue. 

 In order to link its activities to the policy making process, the Rathenau Instituut 
decided to focus on these three governance challenges (Van Est and Walhout  2010 ). 
Its activities in the fi eld of risk governance are described in Van Est et al. ( 2012 ). 
The following concentrates on the other two policy lines. At the time the Netherlands 
had three decades of experience with state-initiated forms of public engagement in 
science and technology related issues, with varying success (Van Est et al.  2002 ; 
Van Est  2011a ). In particular, the government had received a lot of criticism for the 
way it had organized the GM-food debate ‘ Eten en Genen ’ in 2001. In that debate 
the government chose to focus its efforts towards the ‘general public.’ The existing 
engaged civil society organizations (CSOs) were merely positioned as sources of 
information for the ‘general public.’ The environmental CSOs felt sidetracked and 
decided to boycott the state-initiated debate. Policy makers wanted to avoid nano-
technology becoming ‘the next GM’, but also wanted to prevent the nanotechnology 
dialogue becoming ‘the next GM-food dialogue .’ The working group within the 
ION responsible for organizing the National Dialogue on Nanotechnology was 
aware of the many complexities involved and was open to make use of the method-
ological expertise and hands-on experience at hand at the Rathenau Instituut with 
organising public debates. 

 There is a strong awareness within the Rathenau Instituut that the appropriate-
ness of activities to stimulate a certain debate depends heavily on the condition of 
the debate itself (Van Est and Walhout  2010 ). To make sensible decisions about how 
to organise a National Dialogue on Nanotechnology one fi rst has to map the state of 
the art of the public dialogue on nanotechnology. The Rathenau Instituut took the 
initiative to do that. This led to the publication  Ten lessons for a nanodialogue: The 
Dutch debate about nanotechnology thus far  (Hanssen et al.  2008 ). An important 
input for this study was a survey and a workshop which asked civil society organisa-
tions (CSOs) about their expectations with regards to nanotechnology and a national 
dialogue. The government implemented the report’s key recommendation in its 
Action Plan on Nanotechnology (Rijksoverheid  2008 ): make a clear distinction 
between the debate about risk policy and the exploration of emerging social and 
ethical issues. For the risk issue a stakeholder platform was set up, while the national 
dialogue would aim at discussing broader social and ethical issues. The dialogue 
would be coordinated by a committee, consisting of a broad representation of soci-
ety. In March 2009 the Cabinet installed the Commission Societal Dialogue 
Nanotechnology, with the task ‘to implement a broad discussion in which view-
points and opinions could be expressed by all kind of stakeholders and publics’ (EZ 
 2009 ). The Commission invited the Rathenau Instituut several times to present its 
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ideas on how to set up the national dialogue. The Commission embraced the advice 
to enable and empower societal actors to organize activities themselves. By mean of 
an open call for proposals, the Commission facilitated societal actors to provide 
information, raise awareness and organize dialogue activities. 

 According to the Rathenau Instituut the social and ethical issues raised by nano-
technology as an enabling technology can only be appropriately assessed by taking 
the broader perspective of NBIC convergence. The Rathenau Instituut has been 
involved in the European discussion on NBIC convergence since 2003 (cf. Nordmann 
 2004 ; Berloznik et al.  2006 ; Van Est and Stemerding  2012 ). At the national level the 
institute further explored related topics under heading like ambient intelligence 
(Schuurman et al.  2007 ), synthetic biology (De Vriend  2006 ) and human enhance-
ment (Van Est et al.  2008 ; Coenen et al.  2008 ). The Rathenau Instituut actively 
sought to link the issues in these areas to policy makers involved in foresight and 
strategy building with regard to emerging technologies. 

 In particular, close contacts developed with the working group on ethical and 
legal aspects within ION. Personal contacts with members of this working group for 
example led to further and continuous cooperation in this area between the Rathenau 
Instituut and the Strategy Department of the Ministries of Justice and Interior 
Affairs. In 2007 this led to a symposium on Neurosciences and legal issues. In 2009 
and 2011 so-called  Knowledge Rooms  on respectively Human Enhancement (Van 
Keulen et al.  2009 ) and robotics (De Jong  2011 ) were jointly organised. Such 
Knowledge Rooms are intended to inform the highest civil servants within the min-
istries about relevant emerging issues. As an indirect result of these interactions, the 
impact of converging technologies has been put on the strategic knowledge agenda 
of the national government (Strategieberaad Rijksbreed  2010 ).   

7.4      Crossing Borders Requires Building Up a Trustworthy 
Identity and Connections of Trust 

 Its position within the scientifi c domain, and outside the parliament and govern-
ment, forces the Rathenau Instituut to perform boundary work to get into the political 
sphere. The former section illustrated how such boundary work is performed in 
practice. This section refl ects on the way this is done. The main argument is that 
crossing borders requires a trustworthy identity and a helping hand from actors at 
the other side of the border. The trustworthy identity presents the passport. And just 
like a real passport, an organisation has to renew its passport – that is, its license to 
operate – over and over again. A valid passport is necessary, but not suffi cient for 
the border guard to let you in. You need actors within the parliament and govern-
ment to invite you in. You may inform them, but it is better that political actors invite 
you to inform them, or even better, to cooperate with them. 
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7.4.1     Building Up a Trustworthy Identity: Scientifi c 
and Organizational Expertise 

 In promoting itself towards the parliament and government, the Rathenau Instituut 
has both stressed the scientifi c quality of its research and its quality as an organiser 
of participatory events (cf. Van Eijndhoven  1997 ). The scientifi c nature of TA is an 
important part of TA’s public identity and political legitimacy. Political actors 
namely can use scientifi c information to legitimise decisions (Feldman and March 
 1981 ). In order to maintain this image the institute has to maintain a credible posi-
tion in the academic world. Over the last decade the Rathenau Instituut has built up 
a proven track record in the fi eld of emerging technologies. It has been involved in 
an early phase in TA research and discussions on nanotechnology, converging tech-
nologies, synthetic biology and ambient intelligence. Such a track record helps to be 
seen as an expert on the societal aspects of emerging technologies. Moreover being 
among the fi rst TA organisations to study emerging technologies helps since as the 
saying goes ‘in the country of the blind, the one-eyed man is king.’ 

 The institute’s expertise and experience with participatory methods, organising 
and involving all kinds of societal actors within a debate is regarded by the parlia-
ment and actors within the government as a major asset. For example, the Theme 
Commission’s main goal was to experiment with new methods to involve society. 
Also the Strategy Department of the Ministry of Security and Justice likes to coop-
erate with the Rathenau Instituut, for its TA expertise, but also for its contacts with 
the scientifi c community it brings in and its experience and creativity in organising 
events. In this respect, it is important that the TA organisation is considered by 
political and societal actors as a reliable trusted third party.  

7.4.2     Building Up Connections of Trust: Information 
and Cooperation 

 The results of TA projects need to be communicated across the border, from the 
scientifi c towards the political sphere. The agenda of the political decision making 
process is a crucial element here, both with respect to content and timing. For example, 
in 2003 the Rathenau Instituut timely anticipated that nanotechnology would soon 
reach the political agenda. And after the Cabinet had published its vision on nano-
technology, the Rathenau Instituut organised its activities along three policy lines 
within that policy vision. It is also important to adopt your communication to (the 
‘language’ of) the client. For example, nowadays a study by the Rathenau Instituut 
is always accompanied by a so-called  Message , a two page text which presents the 
core political message and recommendations of the study. The Message is a custom-
made communication tool to reach MPs and policy makers. A fi nal element is visi-
bility. To connect to the political sphere one has to be into the fi eld of vision of MPs 
and policy makers. Getting into the media is an important way to achieve that. The 
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short Message has proven to be a good tool to get media attention. Writing opinion 
articles is another way of getting into the public media and getting on the radar of 
relevant political actors. 

 The former section shows that this information-based communication strategy 
can be a useful leg up for a participatory model of communication. Sending out 
timely, custom-made information and being visible in the media all help to achieve 
an expert position in the debate, which may lead to being invited as an expert to 
present your opinion. The Rathenau Instituut was regularly invited by individual 
MPs, the Theme Commission on Technology policy, and the ION to present its 
work. This one-way communication process (informing political actors) sometimes 
led to a two-way communication process (interacting with political actors). For 
example, the Rathenau Instituut cooperated with the Theme Commission on 
Technology Policy in organising a public meeting on nanotechnology, and with the 
Strategy Department of the Ministry of Security and Justice in setting up a series of 
Knowledge Rooms. In this participatory model of communication issue framing 
and identifi cation of information needs results from interactions between TA prac-
titioners and political actors. In this way MPs and policy makers really get actively 
engaged in the debate on emerging technologies. Moreover, seizing opportunities to 
cooperate with political actors is an important way to build up a long-term relation-
ship of trust between the Rathenau Instituut and the political system.      

   References 

       Adviesgroep Rathenau. (1980).  Maatschappelijke gevolgen van micro-elektronica . Den Haag: 
Staatsuitgeverij.  

    Barben, D., Fisher, E., Selin, C., & Guston, D. H. (2008). Anticipatory governance of nanotechnol-
ogy: Foresight, engagement, and integration. In E. Hackett, O. Amsterdamska, M. Lynch, & 
J. Wajcman (Eds.),  The handbook of science and technology studies  (pp. 979–1000). 
Cambridge: MIT Press.  

    Berloznik, R., Casert, R., Deboelpaep, R., van Est, R., Enzing, C., van Lieshout, M., & Versleijen, 
A. (Eds.). (2006).  Technology assessment on converging technologies . Brussels: European 
Parliament, STOA.  

    Bütschi, D., Carius, R., Decker, M., Gram, S., Grunwald, A., Machleidt, P., Steyaert, S., & van Est, 
R. (2004). The practice of TA; Science, interaction and communication. In M. Decker & 
M. Ladikas (Eds.),  Bridges between science, society and policy: Technology assessment – 
Methods and impacts . Berlin: Springer.  

    Coenen, C., Schuijff, M., Smits, M., & Hennen, L. (2008).  Shifting boundaries, changing con-
cepts, and the governance of human enhancement . Brussels: European Parliament, STOA.  

    Cruz-Castro, L., & Sanz-Menédez, L. (2004). Shaping the impact: The institutional context of 
technology assessment. In M. Decker & M. Ladikas (Eds.),  Bridges between science, society 
and policy: Technology assessment – Methods and impacts  (pp. 101–127). Berlin: Springer.  

    Decker, M., & Ladikas, M. (Eds.). (2004).  Bridges between science, society and policy: Technology 
assessment – Methods and impacts . Berlin: Springer.  

      De Jong, J. B., red. (2011).  Kenniskamer intelligente robots: Feiten, fabels en fi ctie . Directie 
Strategie, Ministerie van Veiligheid en Justitie. De Jong: Den Haag.  

      Deuten, J., Enzing, C., Nagle, M., van Til, J., & Arnold, E. (2011).  Parliamentary technology 
assessment in Europe . Brussels: European Parliament, STOA. Draft.  

7 Political TA: Opening Up the Political Debate. Stimulating Early Engagement…



152

    De Vriend, H. (2006).  Constructing life: Early social refl ections on the emerging fi eld of synthetic 
biology . The Hague: Rathenau Instituut.  

    European Commission (EC). (2002).  Science and society action plan . Brussels: European 
Commission.  

     EZ. (2009). Instellingsbesluit Commissie maatschappelijke dialoog nanotechnologie. 
 Staatscourant , nr. 61, 30 maart.  

    Feldman, M. S., & March, J. G. (1981). Information in organisations and signal and symbol. 
 Administrative Science Quarterly, 26 , 171–186.  

   Ganzevles, J., & van Est, R. (Eds.). (2012).  TA practices in Europe . Deliverable 2.2. PACITA 
Collaborative project on mobilisation and mutual learning actions in European Parliamentary 
Technology Assessment.  

    Gezondheidsraad. (2006).  Health signifi cance of nanotechnologies . The Hague: Health Council of 
the Netherlands.  

    Gieryn, T. F. (1983). Boundary work at the demarcation of science from non-science: Strains and 
interests in professional ideologies and scientists.  American Sociological Review, 48 , 
781–795.  

    Gieryn, T. F. (1995). Boundaries of science. In S. Jasanoff, G. E. Marke, J. C. Petersen, & T. Pinch 
(Eds.),  Handbook of science and technology studies  (pp. 393–443). Thousand Oaks: Sage.  

    Goorden, L., Van Oudheusden, M., Evers, J., & Deblonde, M. (2008). Nanotechnologies for 
tomorrow’s society: A case for refl ective action research in Flanders, Belgium. In E. Fisher, 
C. Selin, & J. Wetmore (Eds.),  Presenting futures: Yearbook of nanotechnology in society  
(Vol. 1, pp. 163–182). Dordrecht: Springer.  

    Guston, D., & Sarewitz, D. (2002). Real-time technology assessment.  Technology in Society, 24 , 
93–109.  

    Hanssen, L., Walhout, B., & Van Est, R. (2008).  Ten lessons for a nanodialogue: The Dutch debate 
about nanotechnology thus far . The Hague: Rathenau Instituut.  

    Joss, S., & Bellucci, S. (Eds.). (2002).  Participatory technology assessment: European perspec-
tives . London: Centre for the Study of Democracy.  

    KNAW Werkgroep gevolgen nanotechnologie. (2004).  Hoe groot kan klein zijn? Enkele kanttek-
eningen bij onderzoek op nanometerschaal en mogelijke gevolgen van nanotechnologie . 
Amsterdam: Koninklijke Nederlandse Academie van Wetenschappen.  

   Nordmann, A. (2004).  Converging technologies: Shaping the future of European societies.  
Brussels: European Commission, High Level Expert Group “Foresighting the new technology 
wave”.  

     O&W. (1984).  Beleidsnota integratie van wetenschap en technologie in de samenleving . Den 
Haag: Ministerie van Onderwijs en Wetenschap.  

       OC&W. (2009). Instellingsbesluit Rathenau Instituut.  Staatscourant , nr. 11024, 22 juli.  
      Tweede Kamer. (2005). Vergaderjaar 2004–2005, 29 338, nr. 29. Den Haag: Sdu Uitgevers.  
    Petermann, T. (2000). Technology assessment units in European parliamentary systems. In 

N. J. Vig & H. Paschen (Eds.),  Parliaments and technology: The development of technology 
assessment in Europe  (pp. 37–61). New York: State University of New York Press.  

     Rijksoverheid. (2006).  Cabinet view ‘From small to great’ . The Hague: Dutch Government.  
      Rijksoverheid. (2008).  Action plan nanotechnology . The Hague: Dutch Government.  
    Rip, A. (1986). Controversies as informal technology assessment.  Knowledge: Creation, Diffusion, 

Utilization, 8 (2), 349–371.  
    Roco, M., & Bainbridge, W. S. (Eds.). (2002).  Converging technologies for improving human 

performance: Nanotechnology, biotechnology, information technology and cognitive sciences . 
Arlington: NSF/DOC.  

    Royal Society and Royal Academy of Engineering. (2004).  Nanoscience and nanotechnologies: 
Opportunities and uncertainties . London: The Royal Society.  

   Schuurman, J. G., Moelart, F., Krom, A., Walhout, B., red. (2007).  Ambient Intelligence: Toekomst 
van de zorg of zorg van de toekomst?  Den Haag: Rathenau Instituut.  

R. van Est



153

    Schot, J. (2003). The contested rise of a modernist technology politics. In T. J. Misa, P. Brey, & A. 
Feenberg (Eds.),  Modernity and technology . Cambridge: MIT Press.  

     Schot, J., & Rip, A. (1997). The past and future of constructive technology assessment. 
 Technological Forecasting and Social Change, 54 , 251–268.  

    Slocum, N. (2003).  Participatory methods toolkit: A practitioner’s manual . Brussels: King 
Baudouin Foundation and Flemish Institute for Science and Technology Assessment.  

    Smits, R., & Leyten, J. (1991).  Technology assessment: Waakhond of speurhond – Naar een inte-
graal technologiebeleid . Zeist: Kerckebosch.  

    Strategieberaad Rijksbreed. (2010).  Rijksbrede Kennisagenda – Fase 1: Trends & Ontwikkelingen . 
Den Haag: Strategieberaad Rijksbreed.  

   U.S. Congress. (1972, October 13).  The technology act of 1972. Public Law 92–484, H.R. 10243 .  
       Van Eijndhoven, J. (1997). Technology assessment: Product or process?  Technological Forecasting 

and Social Change, 54 , 269–286.  
    Van Est, R. (2011a). The broad challenge of public engagement in science – Commentary on 

‘Constitutional moments in governing science and technology’.  Journal of Science and 
Engineering Ethics, 4 , 639–648.  

     Van Est, R. (2011b). Keeping the dream alive: What ELSI-research might learn from parliamen-
tary technology assessment. In S. Cozzens & J. Wetmore (Eds.),  Nanotechnology and the chal-
lenges of equity, equality and development, part 5  (The yearbook of nanotechnology in society, 
1, Vol. 2, pp. 409–421). Dordrecht/Heidelberg/London/New York: Springer Science + Business 
Media.  

    Van Est, R., & Brom, F. (2012). Technology assessment: Analytic and democratic practice. 
In R. Chadwick (Ed.),  Encyclopedia of applied ethics  (2nd ed., Vol. 4, pp. 306–320). San Diego: 
Academic.  

    Van Est, R., & Stemerding, D. (Eds.). (2012).  European governance challenges in bio-engineering – 
Making perfect life: Bio-engineering (in) the 21st century. Final report . Brussels: European 
Parliament, STOA.  

     Van Est, R., & van Keulen, I. (2004). “Small technology – Big consequences”: Building up the 
Dutch debate on nanotechnology from the bottom.  Technikfolgenabschätzung – Theorie und 
Praxis, 13 (3), 72–79.  

      Van Est, R., & Walhout, B. (2010). Waiting for nano – Very actively: A long-term view on the role 
of the Rathenau Instituut in stimulating the Dutch debate on nanotechnology. 
 Technikfolgenabschätzung – Theorie und Praxis, 2 , 67–74.  

    Van Est, R., Van Eijndhoven, J., Aarts, W., & Loeber, A. (2002). The Netherlands: Seeking to 
involve wider public in technology assessment. In S. Joss & S. Bellucci (Eds.),  Participatory 
technology assessment: European perspectives  (pp. 108–125). London: Centre for the Study of 
Democracy.  

     Van Est, R., Malsch, I., & Rip, A. (2004).  Om het kleine te waarderen… Een schets van nanotech-
nologie: publiek debat, toepassingsgebieden en maatschappelijke aandachtspunten . Den 
Haag: Rathenau Instituut.  

    Van Est, R., Klaassen, P., Schuijff, M., & Smits, M. (2008).  Future man – No future man: 
Connecting the cultural, political and technological dots of human enhancement . The Hague: 
NWO.  

      Van Est, R., Walhout, B., Rerimassie, V., Stemerding, D., & Hanssen, L. (2012). Governance of 
nanotechnology in the Netherlands: Informing and engaging in different social spheres. 
 International Journal of Emerging Technologies and Society (iJETS)., 10 , 6–26.  

    Van Keulen, I., Brom, F., Quast, J., & de Jong, J. (2009).  Kenniskamer human enhancement: 
Feiten, fabels en fi cties . Den Haag: Ministerie van Binnenlandse Zaken, Ministerie van Justitie, 
Rathenau Instituut.  

    Van Rijswoud, E. (2012).  Public faces of science: Experts and identity work in the boundary zone 
of science, policy and public debate . Nijmegen: Radbout University Nijmegen.  

    Wilsdon, J., & Willis, R. (2004).  See-through science: Why public engagement needs to move 
upstream . London: Demos.    

7 Political TA: Opening Up the Political Debate. Stimulating Early Engagement…



   Part III 
   Refl ections        



157N. Doorn et al. (eds.), Early Engagement and New Technologies: Opening Up the Laboratory, 
Philosophy of Engineering and Technology 16, DOI 10.1007/978-94-007-7844-3_8,
© Springer Science+Business Media Dordrecht 2013

    Abstract     Ethics is an integral part of scientifi c and technological thinking, whether 
the practitioners recognize it or not. The kind of expertise the scientist gains about 
ethics and the ethicist about science can be labeled interactional. An interactional 
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and humanists who integrated themselves into science and engineering laboratories. 
This paper will particularly focus on the value of complementing interactional 
expertise with the acquisition of somatic tacit knowledge.  

    Concern with the ethical and social implications of research should be an integral 
part    of scientifi c and technological thinking (Gorman et al.  2009 ). There are codes 
and guidelines for the ethical conduct of research: for example, plagiarism and 
fraud are both unethical and illegal, there are norms for assigning authorship, for 
mentoring graduate students, 1  for protecting research subjects and strict rules 
regarding laboratory safety and in vivo research. Scientists and engineers must not 
only be in compliance with these guidelines, they must play a role in shaping them, 
and in thinking about situations not covered in any current guidelines—the kinds of 
challenges and opportunities that are created on the research frontier, where discov-
eries and innovations change what is possible. 

 Scientists are also urged by the National Science Foundation to address the 
broader impacts of their work. 2  Broader impact criteria make “critical refl ection on 
the relation of scientifi c discovery to societal priorities” part of “the scientifi c 
research process itself.” (Frodeman and Parker  2009 , p. 304). Scientists and engi-
neers are not trained to do this, so here they could use assistance from those better 
trained to think about societal and ethical implications. 

 One method to achieve this objective, and to integrate broader impacts and intel-
lectual merit, is to follow Davis Baird’s advice, provided in testimony before the 
Senate Committee on Commerce, Science and Transportation, May 1, 2003:

  Ethicists need to go into the lab to understand what’s possible. Scientists and engineers 
need to engage with humanists to start thinking about this aspect of their work. Only thus, 
working together in dialog, will we make genuine progress on the societal and ethical issues 
that nanotechnology poses. 

 Indeed, the twenty-fi rst century Nanotechnology Research and Development Act 
of 2003 calls for the investigation of the societal impacts of publicly funded nano-
technology R&D. The Act explicitly identifi es the objective of “integrating research 
on societal, ethical, and environmental concerns with nanotechnology research and 
development” (   US Congress  2003 , Public Law no. 108–153). Moreover, the 2011 
National Nanotechnology Initiative (NNI) strategic plan includes engagement with 
multiple stakeholders:

  Build collaborations among the relevant communities (e.g., consumers, engineers, ethicists, 
manufacturers, nongovernmental organizations, regulators, and scientists—including social 
and behavioral scientists) to enable prompt consideration of the potential risks and benefi ts 
of research breakthroughs and to provide perspectives on new research directions (NNI 
 2011 , objective 4.3.2, p. 31). 

1   The National Academy of Sciences book on the Responsible Conduct of Science is an extremely 
useful resource on these topics ( http://www.nap.edu/openbook.php?record_id=4917 ) 
2   See  http://www.nsf.gov/nsb/publications/2011/nsb1141.pdf  for the latest recommendations by 
the National Science Board. 
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   This chapter and the one by Fisher and Schuurbiers investigate one way of bringing 
this expertise into the laboratory: by integrating humanists and social scientists into 
laboratories and research teams. This chapter will focus on the capabilities required 
to do this sort of integration and compare them with three engagement experiences, 
one upstream and two midstream. The end result will be suggestions for further 
research that would provide valuable lessons for others who want to try engagement 
as a strategy for integrating the ethical and the social into the lab—and for integrat-
ing the latest and best expertise on science and engineering into STS. 

8.1     Modulation Projects as Trading Zones 

 How can communication and collaboration occur across C.P. Snow’s two cultures, 
when even participants in different approaches to a single discipline may have per-
spectives and practices so different from each other that they appear incommensu-
rable? Consider, for example, the ongoing argument in anthropology over whether 
the fi eld ought to be a science or not (Wade  2010 ). The scientifi c and non-scientifi c 
approaches to anthropology are apparently incommensurable, in part because some 
of those uncomfortable with calling anthropology a science regard science as a 
hegemonic, colonial enterprise. Similar debates between Science, Technology and 
Society (STS) scholars and scientists were labeled the ‘science wars’; some scien-
tists argued that STS scholars did not have the expertise to study science , and STS 
scholars counter-argued that they wanted to study science like any other culture, 
without privileging the scientifi c world-view from the outset. Again, these positions 
appear incommensurable, but more recent work has showed a way to solve this 
problem, involving two key concepts: trading zones and interactional expertise. 

8.1.1     Trading Zones 

 Peter Galison’s ( 1997 ) solution to the problem of incommensurability is the devel-
opment of trading zones (see also Gorman  2010 ). Different cultures who do not 
understand each others’ perspectives and practices can still trade; all they need is to 
establish what each wants and negotiate an exchange that satisfi es both sides. From 
simple trades like this, more complex exchanges may develop that require a shared 
language; pidgins, for example, develop to facilitate exchanges in places like ports 
where multiple cultures mingle. Out of a pidgin may emerge a creole that becomes 
a language of its own. Most of our modern languages began as creoles. 

 Trading zones can permit scientists and engineers to work across apparently 
incommensurable barriers of language, culture and practice. Here the exchanges are 
often in pursuit of a common goal. For example, Galison shows how the development 
of radar required scientists, engineers, military experts and others to work together 
to develop a system that was critical to the survival of Britain in World War II. 
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Patrick McCray has described the kinds of trading zones that go into the  development 
of giant telescopes ( 2004 ). 3  

 The academic analogy is the kind of exchanges of knowledge, time and resources 
that led to the establishment of new fi elds like science and technology studies, born 
out of a shared interest in studying science among a few sociologists, anthropolo-
gists, historians and psychologists who found they needed additional expertise and 
so started slowly to develop a creole in order to found a new society, journals and 
discipline. 

 Therefore, the apparent incommensurability between scientists and STS scholars 
requires development of trading zones where these disciplines can exchange knowl-
edge and work together on projects. Good examples are provided by the two Centers 
for Nanotechnology in Society at ASU (  www.cns.asu.edu    ) and University of 
California Santa Barbara (  www.cns.ucsb.edu    ) where STS work on nanotechnology 
includes engagement—and sometimes collaboration—with scientists. 

 But what about the expertise problem posed in the science wars: how can some-
one without deep background in a scientifi c domain understand enough to study 
and/or work with the members of that expertise community? 4   

8.1.2     Interactional Expertise 

 An interactional expert learns to communicate with members of another discipline 
or culture by immersing her/himself in the community and learning both the explicit 
and tacit aspects of the language. Collins ( 2004 ) did this with the gravitational wave 
physics community; after a long immersion period, he could converse fl uently with 
experts and even pass as one on a kind of Turing test in which a gravitational wave 
physicist had to determine which of two individuals was a member of his commu-
nity and which not. Collins passed the test by being chosen as the gravitational wave 
physicist (Collins and Evans  2007 ). Interactional expertise is therefore a solution to 
the central concern of scientists’ in the science wars: Collins demonstrated it was 
possible to learn enough to interact intelligently and deeply with members of a 
specialized community without having to learn all the laboratory and mathematical 
skills necessary to do the research. 5  

3   A system like radar involved work on the boundaries of several disciplines; therefore, different 
expertises represented the emerging system and sub-systems in unique ways characteristic of what 
Leigh Starr called a boundary object (Bowker and Star  2000 ). 

 Boundary objects and systems can facilitate coordination in trading zones, especially ones that 
involve creating systems, where working prototypes and detailed plans can serve a role similar to 
an emerging creole. 
4   Galison has a PhD in physics as well as in history of science, which facilitates his study of trading 
zones—but even in his case, he does not have expertise across all the elements of the trading zones. 
5   Collins and Evans have developed a program of research using the imitation game, a kind of 
Turing test for interactional expertise, but that important work is beyond the scope of this paper 
(Collins and Evans  2007 ). 

M.E. Gorman et al.

http://www.cns.asu.edu/
http://www.cns.ucsb.edu/


161

 It might therefore be possible for humanist or social scientist to gain suffi cient 
interactional expertise to follow Baird’s advice and ‘go into the laboratory’ to 
engage with the work. But if this engagement includes participation, there will also 
be trades involved; the laboratory members must see a benefi t for making their time 
available to this newcomer who has little or no expertise in their area of science and 
engineering. 

 What follows are several case studies that illustrate the potential for, and limita-
tions of, this kind of engagement, using trading zones and interactional expertises as 
a framework.   

8.2     A Micro Nanotechnology Trading Zone 

 Gorman (psychologist) shared a graduate student with Groves (material scientist). 6  
Gorman had advised Masters and PhD students in Systems Engineering students on 
topics like innovative environmental design where ethical and social issues are 
explicit components of the degree (Gorman et al.  2004 ). This project with Groves 
was different because the student wanted to get a Materials Science degree and 
Gorman and Groves were equal co-advisors. Since Gorman was not an expert in the 
research domain, he played the role of an embedded social scientist, asking lots of 
questions and discussing options as the work progressed. 

 Groves suggested the student make a chart of global problems and see which 
ones could be mapped onto nanotechnologies that corresponded to the capabilities 
of this small team and the constraints of a Masters thesis—an apparently impossible 
set of constraints, until Groves suggested development of a metaphoric language, 
based on the fact that all three of us liked to hike. He said the global problems were 
like distant mountains. The student’s project corresponded to a bridge across a 
stream on a route that could lead to the mountain. This meant the student did not 
have to think about solving a major health or environmental issue; she could simply 
focus on a bridge that might be built in the course of a Masters thesis. 

 The small team expanded by adding a bio-medical engineer who was studying 
blood fl ow in the hopes of making an eventual contribution to an understanding of 
artheriosclerosis. Groves made artheriosclerosis a foothill that lay between the 
bridge and the distant mountain representing a signifi cant reduction in heart disease. 
The student looked at creating a nano platform that would hold a blood cell in place 
long enough for its deformation during fl ow to be modeled. This kind of a nano 
platform was far too complicated for a Masters thesis, so the student ended up working 
on what nano materials might be used for such a platform and conducting experiments 
on one of the best options. 7  

6   Societal dimensions of nanotechnology (SES 0210452). 
7   For more details on this project and its outcomes, see Gorman et al. ( 2004 ). 
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 At one point late in the project, Groves rushed into Gorman’s offi ce and spent a 
half-hour explaining why the consideration of these societal dimensions made the 
science better. Groves said he would not have stuck with such a diffi cult problem for 
so long; the societal goal motivated persistence down a line of research that eventu-
ally led to a patent application. The science was better because the team tackled a 
more ambitious problem and stayed with it until they made a small discovery about 
the way two metal oxides could be deposited on a surface. 

 The Gorman/Groves project involved starting a new line of research, and there-
fore constitutes an example of upstream modulation. Mahajan (engineer) encour-
aged Fisher (humanist) to embed in his laboratory, interacting with researchers in 
ongoing projects. Therefore, Fisher was engaged in midstream modulation. 
Downstream modulation would occur in the late stages of a research project, when 
the insertion of a humanist or social scientist would be least likely to affect the 
course of that particular line of research, though modulation could certainly affect 
dissemination and application of the research, as well as recommendations for regu-
lation of the research products, where necessary. 

 Fisher also found evidence that modulation could improve the science. His ques-
tions about decision-making processes in the lab stimulated one researcher to refl ect 
on alternative possibilities. This resulted in a decision to replace a key compound in 
the synthesis with a related, but as yet un-thought of and untried, compound. The 
replacement turned out to be successful in increasing yield with a cleaner process 
that reduced the fouling of the instruments involved in synthesizing the compound 
(Fisher and Mahajan  2010 ). This example illustrates the role of the embedded 
humanist in encouraging the researcher to refl ect—which can open up new possi-
bilities that improve the science.  

8.3     Interactional Expertise 

 To ask thoughtful questions about research strategy, Gorman had to learn enough 
about the relevant concepts to interact intelligently with Groves and the Materials 
Science student. Gorman was not able to do any of the research proposed by the 
student, but he had to understand it well enough to have input on what experiments 
the student ought to do, and why. 

 This kind of expertise is called interactional. The canonical example is how soci-
ologist of science Harry Collins gained fl uency in the language of gravitational wave 
physicists suffi cient to participate in deep conversations about the domain with members 
of the community and even understand their jokes (Collins  2004 ). But Collins could 
not actually conduct a gravitational wave experiment or do the mathematics. 

 Similarly, Gorman gained his interactional expertise by asking questions when 
meeting with his collaborators and then trying to make suggestions based on what 
he had learned. He also visited the laboratory and learned a bit about the processes 
involved in conducting the research, but could not conduct any experiments himself. 
Like Collins, Gorman had spent his career studying how scientists thought and 
worked, which facilitated his ability to grasp the methodological issues. 
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 Ribeiro ( 2007 ) studied technology transfer from the steel industry in Japan to 
Brazil. The transfer was facilitated by interpreters who had to become interactional 
experts in order to facilitated knowledge transfer. The Japanese interpreters arrived 
in Japan with no knowledge of the steel industry or of Portugese, and they gained 
knowledge by embedding themselves in the work process as much as possible, 
observing operations, learning the Portugese for technical terms until they became 
fl uent in ‘blast furnace Portugese’. This initial mastery of jargon follows the trading 
zone progression, but the end result for the translators was mastery of an existing 
language, not development of a creole; here the interactional expertise gained by the 
translators was suffi cient to facilitate transfer. Whereas Collins acquired interac-
tional expertise solely through immersion in the language community, the translators 
acquired interactional expertise not only through conversation with the operators 
but also through close observation of what they were doing. 

 Collins and Evans developed a kind of Turing test for interactional expertise and 
Collins passed it. In the test, a gravitational wave physicist asked a series of brief 
questions designed to discover which of two respondents was a gravitational wave 
physicist (Collins et al.  2006 ). The exchange was done on-line, and Collins was 
identifi ed slightly more often as the physicist than the actual scientist. 

 To determine whether Gorman had actually achieved interactional expertise, he 
could have been put through a similar test in the domain he and Groves and the 
student worked in. Such a test would have been diffi cult to set up because Gorman’s 
interactional expertise was research focused, not discipline focused. But Gorman’s 
level of interactional expertise was almost certainly well below Collins’—the latter 
spent years with the gravitational wave community, and the former only spent parts 
of 2 years working with Groves and the student. 

 An embedded humanist or social scientist is going to need to gain a certain 
amount of interactional expertise similar to what Gorman acquired—otherwise he 
or she will not be able to ask intelligent, provocative questions about research strategy. 
In the rest of this paper, we will consider the value added by the acquisition of what 
Collins calls somatic tacit knowledge (Collins  2010 ), or the kind of embodied 
knowledge that seems to reside in the eyes and hands and is virtually impossible to 
describe linguistically. Erik Fisher’s Socio-Technical Integration Research (STIR) 
project (NSF #0849101) involved midstream modulation studies across 13 coun-
tries (see Chap.   5     by Fisher and Schuurbiers). Calleja-López and Conley were part 
of this project, and their experiences included both the acquisition of interactional 
expertise and somatic tacit knowledge.  

8.4     Doing a PCR 

 Conley did her fi rst modulation project in a genetics laboratory in Vancouver, that was 
exploring novel prenatal diagnosis techniques and genetic causes of premature infer-
tility focusing on chromosomal abnormalities, epigenetic changes, and disorders that 
are linked to the placenta. The laboratory included a female PI, two PhD students, one 
post doc, one lab manager, one lab tech, one masters student, an undergrad, and a 
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research coordinator. Conley had no prior knowledge of genetics and met with initial 
hesitance and distrust from the lab. Laboratory members expressed fears that Conley 
was on a mission to “dig up” dirt on the laboratory. Laboratory members initially 
viewed Conley (a political scientist) as an “ethics expert” and feared that she would 
tell them how to be more ethical scientists. In addition to having to navigate the doubts 
and distrust of the individual laboratory members, she experienced an immediate 
language gap and her queries about jargon could not be answered by searching on 
Google. She needed either to develop a creole across the laboratory, or gain interac-
tional expertise herself. Either could facilitate development of a micro trading zone, in 
which laboratory members exchanged their time and knowledge with her because 
both understood the value added by the sharing. 

 Conley decided her best strategy was to “go native” and learn how to act and 
function like a member of this community. She felt she needed to probe for diverse 
ways of engagement/understanding, beyond observation and interviews. So when 
laboratory members urged her to learn how to do a poymerase chain reaction (PCR) 
in order to copy a DNA sequence (see Rabinow  1996  for the story of the discovery 
of this technique) she jumped at the opportunity. She worked closely with a postdoc 
and also benefi ted from a one page form known in the laboratory as a “PCR sheet” 
that scaffolded the activities involved in doing a PCR. The rows of the table corre-
sponded to different samples and the columns reminded the researcher to keep track 
of concentrations of chemicals. Doing a PCR was like cooking: practicing with a 
recipe and taking notes on improvements. 

 Conley’s postdoctoral mentor felt that her PCR was so good it he photographed 
it as an exemplar for others. She was able to transfer the PCR skill to a doctoral 
student in another laboratory who was unable to do a good PCR. She also engaged 
in other material practices, such as making gels to be used in experiments. 

 Collins’ interactional expert learns to understand the tacit knowledge associated 
with the language. Conley learned aspects of the discourse of the laboratory and 
also gained somatic tacit knowledge. This ability to do the procedural work made 
her more of a member of the laboratory: she was willing to master one of the core 
activities and could even transfer it to another laboratory. 

 Engagement is two-way. Conley’s credibility in the laboratory helped her train 
the post doc in basic sociology, ethnography and “Science and Technology Studies 
101.” The post doc was not only sensitized to the social context of his laboratory, he 
gained awareness of the ways in which the lab could be perceived “from the outside” 
and became actively involved in shaping those same perceptions among the rest of 
the research staff. This re-description resulted in observable changes in his own 
professional behavior, including, notably, reaching out to Conley for her assistance 
in fi nding speakers for a workshop on genetics and society and to draft a paper about 
the lab and its situatedness in its community. 

 Following a casual bench-side conversation on the meaning of “responsible 
innovation” in different contexts, the post doc encouraged Conley (with the approval 
of the laboratory director) to lead a laboratory meeting on the topic. Conley was 
scheduled to lead the lab meeting towards the end of her 3-month project. Rather 
than lecture the laboratory members on responsible innovation, Conley instead 
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utilized the meeting time as a venue for open dialogue and brainstorming with the 
scientists. In order to stimulate the researchers’ own thoughts on responsible inno-
vation, Conley fed insights from individual interviews over the past 3 months back 
into the larger group. Conley highlighted concerns of one of the PhD students, who 
in an initial interview, had expressed concerns regarding patient engagement and 
outreach efforts, and that to keep patients abreast of laboratory research through 
workshops and other outreach efforts would be one way of engaging in “responsible 
innovation.” The laboratory director responded that workshops might not be the best 
way to engage patients, as the samples that the laboratory collected were sensitive 
in nature (placenta samples from failed, aborted, and successful pregnancies), but a 
newsletter with updates on laboratory projects might be more appropriate. At a 
subsequent laboratory meeting, the laboratory director instructed the researchers to 
each write a “lay” account of their research, so the laboratory could send out a news-
letter to patients about ongoing research.  

8.5     Engagement Agents and Mobile Trading Zones 

 While traditional ethnographic sensibilities warn against “going native,” Conley’s 
time as an embedded researcher in the Canadian laboratory entailed a signifi cant 
amount of boundary blurring, as she moved between the roles of observing social 
scientist to novice natural scientist in training. Conley’s engagement strategy, which 
evolved organically from her interactions in the laboratory, entailed stepping into 
the shoes of those she was observing. During the 3 month period, Conley shifted 
from impartial observer, to benchside interlocutor, to donning a white laboratory 
coat and engaging in material practices alongside the other laboratory members. 
While progressively shifting into (and out of) these roles enabled increasingly rich 
and dynamic dialogues and interactions, Conley’s assumption of the different roles 
was not static. When she put on the lab coat, she knew that she would be taking it 
off at the end of the day. Conley’s presence became so normalized in the laboratory 
that her name and picture were added to the list of laboratory members on the door 
of the laboratory. Laboratory members would share articles they were reading with 
Conley, and would leave articles at her desk space in the laboratory, with notes 
pointing out the science-society connections of the research. While Conley’s nor-
malization into the laboratory’s culture enabled for an evolving and expanding trad-
ing zone, it also was accompanied by the risks of going native, of being unable to 
differentiate between the roles of observer and participant, of being unable to take 
off the metaphorical lab coat. 

 Conley’s experience in the laboratory equipped her with tools that enabled her to 
engage “between multiple dimensions of research, innovation, and policy pro-
cesses” (Conley  2011 ). Conley was able to apply her experiences in the laboratory 
to her interactions with policymakers, clinicians, and stakeholders. As an individual 
with no prior background or training in genetics, she gained enough interactional 
expertise to dialogue with a multiplicity of actors involved in the socio-technical 
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arena, in multiple international and institutional contexts. For example, Conley was 
able to dialogue with top British scientists about pre-implantation genetic diagnosis 
of embryos in relation to genetic conditions that exist on a gradient (such as autism). 
Conley was able to dialogue with the scientists because in her British laboratory 
engagement she had worked directly with a scientist researching autism. Such indi-
viduals can be thought of as “engagement agents” (see Te Kulve and Rip  2011 ; 
Conley  2011 ), actors who operate almost as “mobile” trading zones, with the neces-
sary interactional expertise and “on the ground experience” to interface across mul-
tiple domains of a particular socio-technical system. 

8.5.1     Making an STM Tip 

 Antonio Calleja-López is a philosophy student who had only high school chemistry 
and physics courses as background when he embedded in a laboratory at ASU 
working on nanotechnology applications to solar cells. He attended laboratory 
meetings involving three/fi ve senior scholars and about a half-dozen PhD students, 
of whom two or three would speak at a given meeting. He became particularly inter-
ested in a sub-group working on electrical measurements of conductance at the 
nanoscale, a critical component in using nanoarrays to develop solar panels. Two 
female PhD students and the lab director, Stuart Lindsay, made up this sub-group. 

 Calleja-López noted that making Scanning Tunneling Microscope (STM) tips 
was a basic laboratory activity, because without these tips, laboratory members 
could not visualize the nanoscale surfaces they were working on. 

 The tips have to be made with great precision and care. Calleja-López thought if 
he worked on making these tips, it would be a form of payback, fostering a trading 
zone. Laboratory participants thought it would help him understand the work, to get 
in their shoes, feel what benchwork is like—its details, time consuming and some-
time reiterative tasks, etc. Calleja-López had no prior laboratory experience.  

8.5.2     Acquisition of Somatic Tacit Knowledge 

 Conley had learned how to create a PCR partly from a written guide that provided 
scaffolding for her learning process. Calleja-López, in contrast, had to learn purely 
through apprenticeship—he was not provided with a written guide. One of the 
female PhD students taught him via apprenticeship. The fi rst day, she showed him 
how she made an STM tip. Basically, he had to carve a cone out of a gold string 
using electrical current. The string was dipped into a 1″ plate that contained an 
acidic solution. Electrons moving through a copper ring supplied the current, which 
Calleja-López had to modulate carefully so the cone would be properly shaped. 

 The graduate student taught Calleja-López how to use the sound of the current to 
guide his modulation of the current itself. She also looked at the color of the 
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solution, and smelled it to judge the quality of the product. She could only judge the 
product a posteriori, during the manufacturing process: the colors, sounds and 
smells generated by the process told her things the instruments did not. Calleja- 
López was gaining somatic tacit knowledge (Collins  2010 ). 

 After the cone was formed, Antionio had to take the gold string out of the holder, 
bring the tip to microscope, adjust the light and refocus the lenses to fi t his vision. so 
he could look carefully at the shape of the tip. Was it round? Or deformed? Or a cone? 

 The PhD student initially made the decisions, using experience-based judgment. 
In some cases a fl awed tip could not be fi xed, but in other cases, one could put it 
back into the solution and shape it again using the current. Calleja-López gradually 
gained somatic tacit knowledge of how to make a tip and the ability to judge a good 
one. He felt the main by-product of his tips was his integration with the team, so it 
was not just a trade in a strict sense: the team did not need him to make tips in 
exchange for their time, although once he became profi cient, they did take advan-
tage of his skill . Tip-making, like doing a PCR, is a sign that the embedded humanist 
or social scientists is willing not only to talk like a member of the culture, but learn 
to do an important activity. 

 In his second lab study, Calleja-López had the opportunity to use his background 
knowledge to suggest new ways of visualizing and communicating aspects of the 
laboratory work. During his study in Madrid, a PhD student analyzing a STM image 
used the metaphor of fried eggs, sunny side up or down depending on the voltage, 
to describe the appearance of the graphene surface displayed on the computer 
screen. Calleja-López suggested that it looked more like a honeycomb. This second 
metaphor may be more helpful in thinking the geometry of graphene, as it happened 
in conversation a few days later with another of the PhD students. The student was 
trying to describe to Calleja-López the structure of this new material, stressing the 
fact that graphene molecules have the appearance of arrays of hexagons, sharing 
sides and corners, what diminishes the total number of atoms and bonds—if we 
compare with a hypothetical series of discrete molecules. In order to both show 
understanding and help with the diffi culties in the exposition, Calleja-López sug-
gested the image of row houses common in urban areas. Row houses share walls, 
which means that 20 row houses need only 21 walls—rather than 40, as would be 
necessary in the case of free-standing houses. The researcher agreed, and mentioned 
the value of the example for the purposes of exposition. 

 These examples show how outsiders can encourage new ways of thinking—and 
perhaps improve the science once they gain even more interactional expertise.  

8.5.3     Expertise Is in the Interaction, Not Just in the Individual 

 In an interaction of the kind stirred by the integration experience, there are outcomes 
that none of the individuals by themselves can claim hers or his. When a STIR 
student enters a lab and begins to gain interactional expertise and even, in the cases 
presented here, some somatic tacit knowledge, the student is not only changing her 
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or his expertise, he/she is changing the collective expertise of the lab. Cognitive 
scientists use the term distributed to refer to the kind of cognition that relies on tech-
nologies like computers and smart phones that perform cognitive functions for the 
user, e.g., provide greatly extended memory and organize social contacts. These 
technologies impose their own additional constraints and loads (Norman  1993 ). 

 Cognitive scientists use shared cognition to refer to the way in which laboratory 
members rely on each others expertises and memories to perform tasks. Obviously, 
the line between distributed and shared cognition is blurry: a smart phone may 
include information on who is the expert contact on a particular problem, and which 
member of the team has the memory or knowledge of the state of the project and its 
requirements. High-functioning teams have good transactive memory, which is the 
knowledge of who in the team knows what and who can do certain procedures 
(Gorman  2002 ). Transactive memory is therefore an act of attributing expertise to 
laboratory members, based on experience—it is fl uid, can evolve over time. In the 
highest functioning teams, individuals fl ow to the work, each fl uidly adjusting to the 
others in a way that needs little discussion—the expertise here is truly shared. 

 The STIR student becomes part of the collective transactive memory of the labo-
ratory, part of the shared and distributed cognition. Calleja-López’s lab could dis-
tribute some of the STM tip work to him. More importantly, however, the laboratory 
gained the ability to look at itself the way an outsider would—and this kind of 
refl exivity has to emerge in the interaction. One possible end result is an expansion 
of research and outreach possibilities.  

8.5.4     Lessons for Achieving Integration, and Suggestions 
for Future Research 

 The case studies presented here suggest that it is valuable to think of a laboratory 
engagement experience as a kind of micro trading zone, because this concept 
emphasizes that exchanges of knowledge, time and resources can occur across 
apparently incommensurable boundaries. 

 It is important for the embedded humanist to acquire interactional expertise—
and for one or more members of the laboratory to reciprocate This kind of mutual 
interactional expertise in a micro trading zone facilitates development of a shared 
language, beginning with mutual understanding of a few terms and expanding if the 
micro trading zone lasts long enough. 

 Calleja-López’s and Conley’s experiences suggest that interactional expertise 
can be complemented by the ability to do hands-on laboratory work. Ribeiro’s work 
on how translators became interactional experts provides partial support: the trans-
lators did not make steel, but in order to translated, they had to closely observe the 
processes. Learning laboratory procedures makes it easier for a social scientist or 
humanist to go from being a participant in a micro trading zone to becoming a full- 
fl edged member of a laboratory team because it shows the social scientist or 
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humanist is willing to leave her/his comfort zone and acquire the same skills as any 
other laboratory member. The “   offer of effort” has more the character of a gift zone 
than a trading zone (Baird and Cohen  1999 ). These laboratory interactions are not 
just trades, they involve giving without exact calculation of what one receives in 
return. The exchange has symbolic value; it points to something deeper, a shared 
understanding and identity. 

 In Gorman’s upstream engagement experience, he learned no laboratory proce-
dures, though he visited the laboratory and observed the student in action. But 
Gorman was an embedded social scientist coming in as a Masters thesis advisor, in 
a position of authority. Gorman never became a member of a laboratory; he func-
tioned as a member of a committee. Upstream roles will involve more of the sort of 
strategic planning he engaged in.   

8.6     Does the Acquisition of Interactional and Procedural 
Expertise Enhance Ethical Refl ection? 

 Conley and Calleja-López think so, because the acquisition of expertise helps the 
embedded humanist’s put her himself in the scientist or engineer’s shoes. The central 
tenet of moral imagination is this ability to see another’s point of view, not just in terms 
of knowledge but also in terms of the underlying values that frame the laboratory. 
Moral imagination requires deep conversations about why, not just how and what. 

 While working together at the bench, Conley and the members of her genetics 
lab discussed a variety of ethical issues like the realization that informed consent is 
a process, not a document—it involves continuous conversation and communication 
with stakeholders. The context of this conversation is of particular interest to the 
midstream modulation approach: Conley refl ected back to lab member the practices 
of sampling and analyzing each other’s blood as part of their research. Until Conley’s 
probing of the practice agreements about the practice and the status of the samples 
was very largely tacit and implicit. The refl exive modulation that resulted in this 
instance was profound and rapid: new explicit protocols were developed, answering 
many unresolved, poorly formulated and unformulated bioethical concerns. 

 Calleja-López went into a laboratory that had a ‘science is in society’ perspective 
already. It is part of ASU’s Bio-Design Institute, which focuses on bio-inspired and 
use-inspired design for solving problems in healthcare, sustainability and society 
(  http://biodesign.asu.edu/about    ). In this setting, Calleja-López did not have to intro-
duce thinking about societal implications into this lab ex novo. However, he did 
infl uence the PhD student who taught him how to create an STM. After the study 
they met several times to share updates of her work and discuss topics at the inter-
face of STS, policy and science; she also asked him for advice about courses, proj-
ects or potential mentors to join in this area, as well as further readings. As part of 
this process, she enrolled in a course run by the director of the Consortium for 
Science Policy Outcomes (CSPO), and approached people within the institution in 
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order to know and potentially join a project. Nevertheless, several factors, such as 
diffi culties the process of entering this new environment, her graduation, and the 
weakening of their interactions after Antonio’s departure, lowered her involvement. 
Her later movement to a position in industry further reinforced this situation. This 
lower involvement does not necessarily involve a lost of interest in societal issues or 
a neutralization of their potential implications for bench work. To ensure a contin-
ued effect, integration experiences may require longer-term contact and commit-
ment from the social scientist or humanist, an appropriate institutional environment 
and processes for successful integration. The longer-term impacts of the engage-
ment experience should be investigated.  

8.7     Future Research 

 The engagement experiences reported and analyzed in this paper suggest three 
hypotheses. Embedding a humanist or social scientist into a science or engineering 
laboratory can:

    1.    Improve the ability of the laboratory to refl ect on the ethical implications of their 
work and the way in which it fi ts into social systems.   

   2.    Improve the science by opening up the possibility of new research directions 
based on the laboratory’s increased ability to refl ect.   

   3.    Increase our understanding of the laboratory via this mutual refl ection. The 
engagement experience is a good complement to the years of important observa-
tional work on laboratories.    

To determine whether these hypotheses have any validity, we need additional methods 
for rigorously comparing these engagement experiences, including:

    1.    Having the embedded humanist or social scientists keep diaries like the one cre-
ated by the cognitive scientist Jeff Shrager, who documented the way in which 
he acquired the expertise necessary to become a molecular biologist (Shrager 
 2005 ). Unless there is some standardization in the format and content of such 
diaries, it will be hard to compare them. This standardization could be achieved 
by developing categories worth recording and by having each student’s mentor 
read the diaries and prompt for more information on key topics. Collection of 
purely quantitative temporal data along with the diary entries will facilitate com-
parison and generalization across laboratory engagement experiences, while pre-
serving the unique character of each.   

   2.    Daan Schuurbiers’s chronological fl owchart of the activities he observed in his 
engagement, including not only what was done in each of the laboratory 
 activities, as he observed it, but also some of the ethical and societal questions 
raised by the activity (see Chap.   5     in this volume for a more detailed 
explanation).   

   3.    Problem-behavior graphs that represent the progression of each student’s 
attempts to learn laboratory procedures. This method involves creating fl ow- chart 
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like graphs that show the behaviors and solutions used to make progress towards 
solving a problem—and also all the steps that turn out not to lead to the solution 
(Ericsson and Simon  1984 ). Gorman used this method to graph Alexander 
Graham Bell’s progress towards both a telephone patent and a working device 
(  http://www2.iath.virginia.edu/albell/albell.html    ), using each change in a device 
as a node on the graph and Bell’s response to the result from testing the device to 
determine whether the graph led towards or away from his stated goal (Gorman 
 1997 ). The method has also been used on Michael Faraday’s discoveries 
(Gooding  1990 ). These problem behavior graphs could be produced by an 
observer listening to a laboratory researcher think aloud as he or she did a proce-
dure or an experiment, or could be done by a social scientist or humanist in an 
effort to keep track of her or his own attempts to gain procedural knowledge. 
Such graphs could be associated with higher-level stages in Schuurbiers’s fl ow-
charts. For example, a box in a higher level diagram that says “make STM tip” 
could be linked to a detailed problem behavior graph of the procedure. 

 Problem-behavior graphs could also be used to chart the path of a scientifi c or 
engineering project, documenting the places where the humanist or social scien-
tist has input and noting what happens as a result. Such objects can create a kind 
of visual creole that facilitates detailed discussions and comparisons of integra-
tion experiences.   

   4.    Critical incident interviews (Klein  1999 ; Hemlin  2009 ) would involve asking stu-
dents to describe in detail key episodes in their integration into their laboratories—
and compare their stories with those of a key laboratory participant with whom 
they worked. These kinds of comparisons are hard to do post hoc, because episodic 
memory is reconstructive (Ericsson and Simon  1984 ); when asked to recall, human 
beings give plausible reconstructions that often put them in the best light (Neisser 
 1982 ). Problem behavior graphs and chronological fl owcharts can act as a check 
on these reconstructions.   

   5.    There is no current method for tracking development of a trading zone, micro or 
macro. One method would be to look at conferences co-attended by specifi c 
social scientists, humanists, scientists and engineers and see if any collaborative 
papers resulted (see Liberman and Wolf  2013  for more details on how to use this 
kind of method). But this kind of high-level indicator of possible trading zones 
would need to be complemented by detailed qualitative work on exchanges 
involving knowledge, affect, time and resources and how linguistic and other 
cultural barriers between social scientists, scientists and engineers were sur-
mounted by adapting all three of the methods described above. In this connec-
tion, the collection and analysis of metaphors and analogies used in the process 
of gaining interactional expertise could be relevant in association with critical 
incident interviews, especially when set in the context of a chronological and/or 
problem-behavior graph. Mahootian has suggested that metaphoric redescrip-
tions of laboratory engagement processes could be helpful in better understand-
ing and facilitating the process. Specifi cally he suggests (Mahootian, forthcoming 
 2012 ) that (a) specifi c metaphoric images (like that of the mountain in Groves’s 
example, and the honeycomb/row houses in Calleja-López’s) have the potential 
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to broaden the scope of alternative perspectives during research and outreach; 
(b) the lab itself is a non-equilibrium system with various cycles and dynamic 
regimes that can be tracked in several ways including their temporality, and 
(c) the embedded observer-participant becomes a boundary object the moment 
they enter a research lab. Shifting interpretations of the status, purpose and activ-
ities of the boundary object that  is  the embedded observer-participant can be 
tracked as s/he negotiate his/her way through the system. Something as simple as 
tracking shifts in the duration and frequency of contact between the observer- 
participant and the lab researcher would be very revealing when compared to 
shifts in interactional expertise, and even shifts in laboratory procedures and 
routines (as seen in Conley’s case). The way to begin this tracking is to adapt 
Schuurber’s chrononological fl owchart, putting documents, interviews and dia-
ries in sequence as they occurred and experimenting with ways of organizing the 
fl owchart to suggest patterns. Here the fl owchart is a heuristic, not an effort to 
reduce the laboratory engagement to a linear experience. The end result may be 
multiple diagrams of a laboratory experience from different perspectives.   

   6.    Longer-term follow up to see whether these integration experience have an 
impact on the laboratory even after the embedded humanist/social scientist has 
left. Ideally, these integration experiences will lead to long-term partnerships.    
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    Abstract     It is now common for social scientists to become involved in emerging 
technologies in their early stages. This is an exciting development that opens up new 
opportunities for interdisciplinary collaboration, but it also puts social scientists in 
novel situations that give rise to methodological quandaries. In this chapter, I 
explore these tensions and dynamics, giving three examples of the various ways in 
which I have become involved in synthetic biology. I discuss my methodological 
struggles, and the fact that the new collaborative arrangements and peer-type rela-
tionships that I am engaged in do not easily lend themselves to straightforward 
distinctions between social scientifi c researcher and scientifi c informant. I explore 
resonances with notions of complicity and paraethnography that are currently being 
discussed in the anthropological literature, particularly the idea that we should think 
of collaboration itself as a research method. I end by arguing that methodological 
refl ection can be valuable in helping us navigate these new kinds of interdisciplinary 
interactions between scientists, engineers and social scientists.  

9.1         Introduction 

 Although I have been studying the social dimensions of the life sciences since 2002, 
my recent involvements in synthetic biology have given me new opportunities to 
collaborate directly with scientists and engineers. I have found this experience inter-
esting and challenging. In my previous work on fi elds such as genomics and systems 
biology I have not been entangled with the science to the same extent, so I have 
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not had to make sense of the multifaceted nature of these collaborations. There is 
something about my involvement in synthetic biology that is distinctive, that it is 
my aim to capture, express and analyse here. To do this I draw on literature from 
Science and Technology Studies (STS), sociology and anthropology. 

 There are several different ways of interpreting these new interdisciplinary 
collaborative arrangements. There is an analysis at the socio-political level, which 
examines the increasing amount of social scientifi c involvement in emerging scien-
tifi c fi elds and asks why it has occurred, what motivates it, and what it is expected 
to achieve. This analysis has been carried out extremely well by other commenta-
tors, and I will briefl y discuss it here. But another way of attempting to make sense 
of these experiences is through the lens of methodology, and this is the approach 
that I prioritise. Of course these two approaches cannot be clearly separated. The 
institutional conditions for science studies have changed. Social scientists are 
becoming involved in scientifi c programmes and networks for socio-political rea-
sons, which means that the pressures of doing fi eldwork are different, that it is no 
longer easy to merely be a ‘fl y-on-the-wall’, and that we have to start thinking 
afresh about our methodologies. 

 Since I am a social scientist, this is the viewpoint that I adopt here, although it 
is important to recognise that other groups such as lawyers, bioethicists and policy 
makers have also become closely involved in synthetic biology from its early 
stages. In this paper my interest is in what might be understood as particularly 
social scientifi c concerns, such as methodology, particularly the role of social sci-
entists in relation to their research subjects, and the refl exivity that this engenders. 
These concerns are not necessarily shared by other more normatively-oriented dis-
ciplines. Fields such as bioethics and law may also differ in terms of the objectives 
guiding their interactions with synthetic biology. I started out assuming that I could 
study the fi eld as a detached observer, but quickly realised that this was not possi-
ble because I had become involved to a greater extent than I had anticipated. Being 
‘swept up’ by the fi eld in this way meant that my aims had to be reformulated. One 
of the results of this was that my methods became a topic of study. The collabora-
tions that I was involved in were continually challenging the way I was thinking 
about my ongoing research. This led to my interest in collaboration as a form of 
knowledge-production. 

 I start this paper at the socio-political level by briefl y analysing what Guston 
( 2006 ) has called the ‘Elsifi cation’ of the social sciences that followed in the wake 
of the ELSI/ELSA programmes, and which has led to social scientists becoming 
engaged in areas such as nanotechnology, stem cell research and neuroscience. 
I then turn specifi cally to the new opportunities for interdisciplinary research that 
are emerging in synthetic biology, where social scientists are becoming a required 
component of synthetic biology research programmes in Europe, the US and 
beyond. This mandatory involvement has provided new opportunities for collabora-
tion in research and in teaching. I argue that there are features of synthetic biology 
that make it particularly amenable to these collaborative arrangements. I give examples 
of three of my own collaborative experiences, stretching over the last 4 years. The 
fi rst involved being part of a synthetic biology ‘sandpit’, the second draws on my 
contribution to educational and teaching initiatives, and the third refl ects on my 
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unexpected role a synthetic biology conference. I draw out the recurring themes that 
emerge from these collaborative experiences, many of which can be understood in 
methodological terms. Since my own role in the fi eld of synthetic biology is complex, 
it is perhaps not surprising that the distinctions between me and my ‘informants’ has 
become blurred. Furthermore, my involvement is not only in the laboratory, but it 
takes place in various different settings such as scientifi c conferences and teaching 
committees. I draw on work on multi-sited ethnography, complicity, paraethnography 
and collaboration as a research method from the recent anthropological literature. 
I end by arguing for the value of exploring the methodological dimensions of these 
novel interdisciplinary collaborations.  

9.2     Elsifi cation 

 Collaborations between natural scientists and social scientists are not new. Work 
under the heading of ‘Ethical Legal and Social Issues’ (ELSI) was initially funded 
as a strand of the Human Genome Project, taking 3–5 % of the total funding (Kevles 
and Hood  1992 ). Since the controversy over genetically modifi ed foods, it has 
become common for policy makers in Europe to involve social scientists in the 
development of scientifi c research as a way of avoiding ‘another GM’ (Rip  2006 ). 

 In recent years ‘ELSI’ programmes have become associated with many new sci-
entifi c fi elds, such as nanotechnology (Macnaghten et al.  2005 ), stem cell research 
(Robertson  2001 ), and neuroscience (Illes and Bird  2006 ). This means there is an 
increasingly distributed network infl uencing the governance of science, which 
includes social scientists, policy makers, lawyers, bioethicists and publics. Several 
commentators have termed the involvement of social scientists in these new areas 
‘Elsifi cation’. This can be defi ned quite uncontroversially as the idea that “every 
major research project should be accompanied by research on its ethical, legal and 
social implications” (Paul and Van den Belt  2006 , p.12). But Elsifi cation can be inter-
preted in a more negative manner. Guston ( 2006 ), for example, says there is a danger 
that “examining the implications of the natural sciences may be taken as the only, or 
primary, role for the social sciences” (p.306). In this way ELSI can placate or divert 
other kinds of research, instead of informing the research process itself. And Rip 
( 2005 ) has warned that STS can become the victim of Elsifi cation, losing critical 
distance in the process. Furthermore, Fisher ( 2005 ) has critically analysed the US 
ELSI programme, showing that it had a limited capacity to infl uence policy. 

 So are we seeing the ‘Elsifi cation’ of synthetic biology? There is certainly a con-
viction that synthetic biology raises important ethical, legal and social issues, as is 
demonstrated by the large number of reports written on the fi eld – 39 since 2004, 
according to a recent count (Zhang et al.  2011 ). Webster ( 2007 ) argues that in 
emerging technologies, such as synthetic biology, new relations between science, 
technology and society are being created, and that these provide new spaces for 
intervention. In other words, there is something about emerging technologies which 
makes them more open to social and ethical refl ection. This may be because of the 
promissory nature of these technologies, which are expected to have impacts on and 
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benefi ts for broader society (Selin  2007 ). This potential gives force to arguments 
that attention needs to be paid to the social, political and ethical dimensions of these 
fi elds (McGregor and Wetmore  2009 ). It is perhaps for these reasons that social 
scientists are becoming a required component of synthetic biology research pro-
grammes in Europe, the US and beyond (Calvert and Martin  2009 ).  

9.3     Collaborative Experiences 

 My own involvement in synthetic biology was the consequence of being approached 
by synthetic biologists who needed social scientists to be named on their research 
proposal to fulfi l the requirements of the funding council. This was the fi rst time that 
I had been approached by scientists in this way. The research proposal was funded 
and it resulted in a synthetic biology network called the Synbiostandards Network, 1  
which is one of seven interdisciplinary networks funded by four research councils 
in the UK, all of which require an ‘ELSI’ component. The obligatory involvement 
of non-scientists in these networks has produced a new community of social scien-
tists with an interest in synthetic biology in the UK. 

 There are several features of synthetic biology that may make it particularly open 
to these kinds of collaboration. First, synthetic biology is already an interdisciplin-
ary fi eld, bringing together engineers, biologists, chemists, and computer scientists, 
meaning that bringing in social scientists is perhaps not such a stretch as it would be 
in a more conventional discipline. Second, particularly in engineering-oriented 
approaches to synthetic biology, there is an explicit attempt to democratise the tech-
nology, and to open it up to those who would not normally engage in cutting-edge 
life sciences, so in this sense it is a fi eld that is looking outward toward new groups 
(Dyson  2007 ; Smolke  2009 ). And fi nally, synthetic biologists explicitly see them-
selves as building a community as well as a technology. In this sense, they are ‘het-
erogeneous engineers’ (Law and Callon  1988 ); they are involved in the manipulation 
of social, political and economic factors, as well as technical ones. This confl uence 
of factors has provided new opportunities for collaboration with synthetic biolo-
gists, in both teaching and research. In what follows, I give three examples of my 
involvements in synthetic biology as a social scientist. At the end of this section, 
I draw out the recurring themes that emerge from these various encounters. 

9.3.1     Early Engagements: The Synthetic Biology Sandpit 

 The synthetic biology ‘Sandpit’ (full title: ‘IDEAS Factory Sandpit on New 
Directions in Synthetic Biology’) was a week-long residential event which took 
place just outside Washington DC in March 2009. It was jointly organised by the 

1   See  http://www.synbiostandards.co.uk/ 
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US’s National Science Foundation (NSF) and the UK’s Engineering and Physical 
Sciences Research Council (EPSRC). Sandpits are a common funding mechanism 
for the EPSRC, and this research council has organised over 30 Sandpits to date in 
the UK. But this was the fi rst time that a Sandpit had been organised with the NSF, 
and the fi rst time it took place in the US. This Sandpit had 30 participants, approxi-
mately half from the US and half from the UK. Participants were selected from a 
pool of around 200 applicants, with a selection committee that included an occupa-
tional psychologist whose job was to assess the suitability of applicants for this 
intense residential event. 2  Two social scientists were selected to participate in the 
sandpit (myself and a political scientist); the other participants were all scientists 
and engineers. 

 The aim of Sandpits is for the participants to develop innovative and interdisci-
plinary research proposals together over the course of the week. These proposals are 
subjected to ‘real time peer review’ by all the other members of the Sandpit. 
Successful projects are announced on the fi nal day, and funding is committed to 
them at this point. The synthetic biology Sandpit had approximately 10 million 
dollars to distribute to successful projects, meaning that the ‘carrot’ was rather large, 
and injecting the event with tension and expectation. 

 As participants, we spent the fi rst half of the week doing various kinds of activities 
to get to know each other and to stimulate our creativity, and the second half develop-
ing research proposals. I kept a diary during the sandpit, which I draw on here. 

  Sunday:  The UK participants arrived the day before the offi cial sandpit started. 
We shared a certain amount of trepidation about the kind of activities we were 
going to have to do, because EPSRC Sandpits have a reputation of making use of 
unusual techniques, such as cookery and ukulele playing, to help participants 
develop new ideas. 

  Monday:  On the fi rst offi cial day of the sandpit we were given group exercises 
to do and games to play. We were each presented with a playing card as we walked 
through the door, and these cards were used to group and regroup us in various dif-
ferent ways. For example, at one point we had to get into groups that would produce 
a winning poker hand. We also had to write ‘Wanted’ and ‘For Sale’ advertisements 
on post-it notes. As was the case on many occasions during the sandpit, these exer-
cises proved harder for me than for some of the scientists and engineers, who could 
quite easily put down their scientifi c skills under ‘Wanted’ or ‘For Sale’ headings 
(such as microfl uidics, functional genomics etc.). After some deliberation, my 
‘Wanted’ was: “Some people to study. To be part of it. Enlightenment”. My ‘For 
Sale’ was “Connections to the ELSI community. Putting synthetic biology in 
broader social, political and economic context”. These were not taken up, but nor 
were the ‘For Sale’ offers of most of the scientists and engineers. 

 After the games and exercises we were given a series of lectures from the EPSRC 
and NSF organisers about what we were expected to do over the course of the week. 
We were told that the aim of the Sandpit was to “build a world class synthetic 

2   Personal communication, selection committee member. 
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biology community”. We were then asked to think about developing ideas during 
the week that “would make your mum proud and your colleagues jealous”. We were 
told that to be funded, a Sandpit project had to be “interactional, multidisciplinary, 
transformative, novel, innovative, high-risk potential, high-return”. It should also 
have a “wow factor”, which was described as “something of real excitement”. The 
aim of the sandpit mechanism, we were told, was to break away from the conserva-
tivism of peer review. This meant that we should aim to develop projects that were 
outside our normal area of expertise. 

  Tuesday:  On the second day there were more games, including a collaborative 
painting exercise with oil paints, palette knives and canvases, and more lectures, 
including ELSI lectures which addressed ethics and regulation and warned the sci-
entists that “only the paranoid survive” and that synthetic biology was likely to be a 
target for critical NGOs. At one point during this day I wrote in my fi eldnotes “I am 
on my own here”. 

  Wednesday:  On the third day we had to start developing our research projects. 
The questions that were meant to get us thinking about projects were: “What types 
of problems are you hoping that synthetic biology might be able to solve?” and 
“What do you think is the biggest barrier to synthetic biology?”. I found these ques-
tions problematic because they focused everyone’s attention on problems ‘to be 
solved’ and barriers ‘to be overcome’, which encourages the idea of the ‘technical 
fi x’ and frames the work in a narrow way. This is a recurring feature of synthetic 
biology events, as will be discussed below. 

 Not surprisingly, one of the ‘barriers’ that many people identifi ed was ‘public 
acceptance’. This led to a team, composed only of scientists and engineers, develop-
ing a project about public acceptance, with the aim to “embed the right kind of posi-
tive attitude in society” and to induce “subtle changes of perception” about synthetic 
biology. This was a project that from the start clearly violated many tenets of social 
scientifi c work on public engagement over the last 20 years (see Marris and Rose 
 2010  for an overview). 

 The other projects that began developing were scientifi c projects, and it was very 
hard for me, as a social scientist, to work out how to become part of these projects. 
I wandered around from group to group, looking unsuccessfully for a ‘home’. But 
on the afternoon of the third day an idea emerged from one of the brainstorming 
exercises which resulted in a post-it note with the words ‘Synthetic Aesthetics’ written 
on it. This title appealed to me and two of the engineers, and we left the venue to 
walk around the extensive gardens and brainstorm about a project on the aesthetic 
dimensions of synthetic biology. We decided to take seriously the organisers’ 
encouragement to “think outside the box”, by doing a dance to present our ideas, 
instead of giving a normal powerpoint presentation. The dance was rewarded with 
applause and laughter. 

  Thursday:  The next day we developed our project ideas further. We decided that 
we would use the project to bring scientists and engineers together with artists and 
designers in collaborative exchanges. At this stage, the people developing public 
acceptance project suggested that we were doing the basically the same thing as 
them, and that we should join forces. The three of us developing the Synthetic 
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Aesthetics project argued that we were not doing the same thing, that our project 
was not about public engagement, but it was about exploring the intersection 
between art and design and synthetic biology. 

 The project developed further, and we had discussions about the sublime. In 
response to real time peer review comments, we had to try to defi ne beauty and 
defend frivolity. These activities were all totally unexpected and led me into discus-
sions I had never anticipated when starting the Sandpit. We had to refi ne our project 
ideas and keep presenting and re-presenting them under considerable time-pressure, 
taking the peer review comments into account. On this day one of my diary entries 
reads: “Very busy this day, little time to eat”. 

  Friday:  On the fi nal day the atmosphere was tense, because the participants 
realised that there was only enough funding for half the projects. It became clear 
that we were all competing with each other over the same pot of money. The 
Synthetic Aesthetics project, however, was an oddball, and it had the smallest bud-
get. Our willingness to do a dance in the early stages of the week led to goodwill 
towards our project, and we found out at the end of the fi nal day that we were suc-
cessful in getting funded. 

 What resulted from this strange and intense experience was a project that for me 
was completely unexpected. It has also left me in the rather unusual situation of 
working in a peer-type collaborative relationship with two leading synthetic biolo-
gists. None of us has prior expertise in the topic area, so none of us has epistemic 
authority over the direction of the project. There are two Principle Investigators on 
the project, one for each country, and I am the UK PI, meaning that I am not working 
‘for’ the engineers on this project, which is the more normal situation for social sci-
entifi c engagements with scientists and engineers. I will return to these issues below.  

9.3.2     Ongoing Experiences: The iGEM Competition 

 Teaching is an area of collaboration that is often overlooked. In this second example 
of my involvement in synthetic biology I will focus on a rather unusual set of teach-
ing opportunities offered by the international genetically engineered machines com-
petition (iGEM). This is an undergraduate competition where teams from across the 
world compete to build the best ‘genetically engineered machine’. Edinburgh 
University has had a team since 2006 and with an STS colleague I have been 
involved in advising the team since 2008. In the fi rst year we were invited to hold 
only one discussion session with the students, but in following years we have been 
involved to an increasing extent. By the summer of 2011 we were meeting the team 
once a week to discuss their ongoing work. 

 The competition started as internal event to MIT in 2003. It has grown exponen-
tially since. In 2010 there were over 100 teams with approximately 1,000 students 
taking part. The competition plays a very important role in synthetic biology, and 
refl ects the desire to democratise the fi eld, and make biology easier to engineer 
(Smolke  2009 ). What is particularly interesting about this competition is that as 
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well as training students in technical skills, iGEM also aims to instil certain ideas 
about safety, security, and open access to the technology, so a community is being 
built as well as a technology. However, as was the case in the Sandpit, the orienta-
tion is heavily around: “what problems can synthetic biology solve?” rather than: 
“what is the best way of solving this problem?”. 

 iGEM teams are encouraged to do some of their work in the area of ‘Human 
Practices’, a ‘post-ELSI’ term coined by Paul Rabinow in a conscious attempt to 
avoid some of the negative connotations of ELSI discussed above. In the context of 
the iGEM competition, Human Practices has been taken to apply broadly to any of 
the non-technical aspects of the students’ work. The teams undertake a range of dif-
ferent types of Human Practices projects, often designing methodologically prob-
lematic internet surveys, or running defi cit-model style outreach events. But some 
students develop imaginative and interesting projects, such as in-depth studies of 
‘Do-It-Yourself’ biology or national regulatory frameworks, or ‘futures’ workshops 
with designers. Of the teams I have worked with in Edinburgh over the last 3 years, 
their initial Human Practices interest has always been in public attitudes towards 
genetic modifi cation (which may refl ect a particular European concern). 

 There are some unusual features of this form of pedagogical involvement. It 
involves undergraduates, so they are exposed to the ‘social’ at a very early stage of 
their scientifi c training, when they have not fully embraced the identity of being a 
‘biologist’ or ‘engineer’ themselves, so are perhaps more open to new disciplinary 
perspectives. Additionally, iGEM is a lab-based project, so it does not provide a formal 
teaching opportunity like a structured course. But this is not necessarily a disadvan-
tage, it means that discussions with students are focused on the social, political and 
ethical dimensions of their scientifi c project, rather than abstract analysis of the ‘issues’ 
arising from synthetic biology. I do not have space here to explore the many interesting 
features of this competition (for an extended discussion see Frow and Calvert  2013 ), 
but it is nevertheless important to bear in mind that iGEM is very infl uential in the 
fi eld, because the students taking part will be the synthetic biologists of the future. 

 I attended the iGEM competition at MIT in 2009 as an advisor and in 2010 as a 
judge. In my 2009 fi eldnotes I noted how there are few scientifi c conferences where 
the audience of 1,000 is on the edge of their seats, and where an announcement from 
the podium results in cheering, rapturous applause and embraces. I was struck by the 
Mexican waves in the huge auditorium, the techno music that was played between 
the sessions, and the rather wild Sunday night party. As a judge in 2010 I had an 
offi cial role, because I was there to assess the Human Practices component of the 
student projects. There were around 10 Human Practices judges and approximately 
70 judges in total, some specialised in technical areas (such as food and energy), and 
some given a particular output to assess, such as the posters. After all the presenta-
tions had been given, specialised judging meetings were held and then all the judges 
convened for a 4 h long meeting, which ended close to midnight on the penultimate 
day. During the fi nal, which took place the next day, I was told I had to vote on the 
technical aspects of the fi nalists’ projects even though I felt unqualifi ed to do so. I 
also felt uncomfortable standing on the stage for the extended prize- giving ceremony, 
with my offi cial role in this technical competition made clearly public. 
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 As a follow-on to this teaching activity, my STS colleague and I were invited by 
the synthetic biologists at Edinburgh to propose some postgraduate teaching on the 
(undefi ned) ‘ethics’ of synthetic biology. We developed a proposal for a 10 week 
course around a broad range of topics on issues that in our experience concern 
synthetic biologists. Our course proposal went down surprisingly well with the 
scientists and engineers, who decided to make it a mandatory component of their 
Masters programme in systems and synthetic biology. As a result of these pedagogical 
developments, I have come to share many of the same concerns, questions and 
students with my colleagues in science and engineering. 3   

9.3.3     Fresh from the Field: SB5.0 

 My fi nal example of a collaborative experience is the Synthetic Biology 5.0 conference 
which took place in Stanford, California in June 2011. An academic conference is 
perhaps not a classic fi eldwork site, but synthetic biology conferences are where I 
do a great deal of my fi eldwork. 

 Synthetic Biology 5.0 was the fi fth in a series of conferences, the fi rst of which 
was held at MIT in 2004 with 290 delegates. SB5.0 had approximately 700 delegates, 
making it the largest synthetic biology conference to date. Of the delegates, approx-
imately 20 were social scientists and ethicists, broadly described (with perhaps 
another 20 from policy, government and industry), there were also approximately 
fi ve artists and designers. This means there was a considerable sub-community of 
‘non-scientists’ present. As members of this sub-community we found similar things 
interesting, and in the breaks we compared notes on the metaphors used, the com-
mercial sponsors listed on the slides, and the issues that were  not  discussed. 

 I do not want to imply that this group of non-scientists only talked to each other, 
however, because all of us have built up collaborative relationships, often involving 
friendship, with the scientists in the fi eld. My scientifi c colleagues would often 
come up to me after a talk saying something like “what did you think about that 
speaker’s point about the different cultures of chemists and biologists?”. And I was 
pleasantly surprised when an engineer that I have known for about 4 years explained 
to a college that I was “post-ELSI” (this is a recent and hard-fought shift in 
terminology). 

 One thing that is particularly interesting about synthetic biology conferences is 
that they engage explicitly with social, philosophical and ethical issues. For example, 
a Twitter feed from the fi nal day of the conference includes comments about ontol-
ogy (in the philosophical sense), open source, and design principles. The ‘social’ 
strand of synthetic biology was also clear in a paragraph on the cover page of the 
conference programme which says: “Our mission is to ensure that the engineering 

3   Of course social scientifi c involvement in science education stretches back to the 1970s at least, 
when ‘contextual studies’ were introduced into science education (see Edge  1995 ). 
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of biology is conducted in an open and ethical manner to benefi t all people and the 
planet. We envision synthetic biology as a force for good in the world”. 4  This is a 
strong statement for the front page of a scientifi c programme. 

 The incorporation of the social into the programme was also notable in the pre-
vious Synthetic Biology 4.0 conference which took place in Hong Kong in 2008, 
and which I also attended (thanks to a grant from the Synthetic Biology Network 
mentioned above). In Hong Kong there were sessions on global social impact, 
biosecurity, future scenarios, intellectual property and commercialization in the 
programme. One of the sessions was organised by an NGO (the ETC group), the 
NGO that is the most vocal in its opposition to synthetic biology. 5  For a session of 
this type to be organised at a scientifi c conference is itself worthy of note. In his 
closing comments to the conference, the conference organiser Drew Endy acknowl-
edged that “We have new colleagues from social sciences, civil society organisa-
tions and industry”. 

 But rather than building on these developments, the integration of the social was 
more problematic in SB5.0, which took place nearly 3 years later. This was partially 
because there were far fewer parallel sessions than there had been in Hong Kong, 
with the majority of the conference taking place in plenary. Although by March 
2011 most of the invited speakers and sessions were detailed online, 1 week before 
the conference in June 2011 there was still one session in the programme for the 
second day that was completely lacking in speakers and titles. This was a session 
called ‘Interacting with Society’. In the fi nal printed version of the conference 
programme this reads “details to be announced”. 6  But less than a week before the 
conference emails were sent to six social scientists (including me), an artist, an 
employee of the United Nations, someone from industry and a representative of a 
public/private research institution, all of whom were already registered to attend the 
conference at our own expense, asking us if we would be on a panel designed to 
“motivate and energize the scientifi c community to interact more about and with 
society”. 7  This was incredibly short notice compared to the amount of time that was 
spent organizing the science sessions. Because there were ten people on the panel 
we only had a very limited amount of time each and the framing of the session was 
extremely problematic. Most pointedly, ‘Interacting with society’ implies that society 
is  something ‘out there’ to be interacted with. 

 Were we being snubbed? Should we have been annoyed? That is what some of 
the people on the panel concluded. But there were other organizational and personnel 
issues going on behind the scenes which mean I do not think we should necessarily 
draw this conclusion. It could be argued that the fact that there  was  such a panel in 
a plenary session in a high-profi le in international scientifi c conference is itself 

4   See  http://sb5.biobricks.org/fi les/sb5-program-book-v3.pdf 
5   The conference programme is available at  http://sb4.biobricks.org/agenda/sb4_agenda.pdf 
6   The printed version of the conference programme is available at  http://sb5.biobricks.org/fi les/
sb5-program-book-v3.pdf 
7   http://reconstructing-sciences.net/content/event-1-sb-50 

J. Calvert

http://sb5.biobricks.org/files/sb5-program-book-v3.pdf 
http://sb4.biobricks.org/agenda/sb4_agenda.pdf 
http://sb5.biobricks.org/files/sb5-program-book-v3.pdf 
http://sb5.biobricks.org/files/sb5-program-book-v3.pdf 
http://reconstructing-sciences.net/content/event-1-sb-50 


185

positive. This incident is a good demonstration of the problems I often have in my 
engagements with synthetic biology, particularly: how do you study a fi eld when 
you are to some extent involved in legitimising it? 

 One of the most challenging issues that arose for me when I found out I was 
going to be on the panel was that I had to decide what I wanted to say to this com-
munity that I have been studying for 4 years. I decided that there were three points 
I wanted to get across, grounded in the literature in science studies, but supported 
by my own experiences. 

 The fi rst is that the technical is political, in other words, that epistemological and 
normative issues can’t be clearly separated, that “every technological choice is 
potentially an ethical and political act” (Fisher  2005 ), meaning that it is illegitimate 
to separate the science from its social implications. I wanted to make the point that 
scientifi c and technological developments are the result of choices, such as funding 
decisions, and that these choices are based on values (Johnson and Wetmore  2007 ). 
The choices about what project a scientist chooses to do, what organism they choose 
to work on, what applications they choose to develop, what visions of the future 
they project, are all social and political choices. In other words, science is perme-
ated with society already, and we can’t separate knowledge-creation from its social, 
political, economic and historical context. 

 The second point was that ‘things could be otherwise’, that scientifi c and techno-
logical developments are not inevitable, but the result of “tacit understandings, 
choices, and conceptual frameworks that are later naturalized as part of the scientifi c 
process” (Doubleday and Viseu  2009 , p.73). Once we become aware of the contin-
gency of these choices, these choices can be changed. 

 The third was to argue for the ‘opening up’ of synthetic biology. This refers to 
the aspiration to broaden the range of voices that can contribute to the development 
of a technology, and to bring a wider range of actors into a fi eld than would nor-
mally be involved (Schot and Rip  1997 ; Stirling  2005 ; Schuurbiers  2008 ). I wanted 
to make the positive point that synthetic biology is a good forum for ‘opening up’, 
because there are already philosophers, lawyers, bioethicists, sociologists, political 
scientists, anthropologists, artists and designers working in the fi eld. 

 I hoped to get all these points across, but I did not achieve this in the very short 
amount of time I had. All I managed to say was “science is part of society”.   

9.4     Recurring Themes 

 So what points should be drawn out from these diverse experiences? There are a set 
of recurring themes that cut across the three narratives. 

 The fi rst is the relationship between the social and the technical. This is some-
thing that we see very clearly in synthetic biology, in the attempt to build a com-
munity as well as a technology in the iGEM competition, in the integration of 
Human Practices into this competition, and in the prominent discussion of synthetic 
biology being ‘a force for good in the world’ on the front page of the conference 
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programme. But the relationship between the social and technical can be problematic, 
because there is a tendency to see the social as an obstacle. Precisely this issue is 
identifi ed by Schot and Rip ( 1997 ) who talk about how engineers “think their busi-
ness is to focus on the technical, they redefi ne the social as barriers to be overcome 
and approach it as what they must do to make the technical successful” (p.264). 
What also emerges from these examples is the assumption that the social and tech-
nical can be easily separated, as exhibited by the title of the ‘Interacting with 
Society’ session at the conference. It is interesting that Doubleday and Viseu ( 2009 ) 
also note, refl ecting on their experiences as social scientists engaged in nanotech-
nology, that the social and ethical dimensions of nanotechnology are normally 
placed  outside  the practices of the production of scientifi c knowledge. 

 We also saw that even though the integration of social and technical issues was 
laudable at a synthetic biology conference in 2008, it was more problematic in the 
2011 conference, and that the integration of the social is not smooth, but needs con-
stant vigilance. This raises issues about what we should make of a fi eld that gives a 
voice to the social, but where this voice is often inadequate and fl eeting. There is 
also the question of how we should react to these encounters; whether we should be 
disappointed in them, or take the view a token attempt to involve social perspectives 
is better than no attempt. 

 As this last comment indicates, another feature of these narratives is the mixture 
of positive and negative experiences. During the Sandpit my negative experiences 
involved being ‘homeless’ in an alien environment and on the outside of the scien-
tifi c proceedings. On the positive side I managed to develop a project with two 
engineers that was interesting and important for all of us, where we generated a 
shared understanding of what we were doing and an agreement that this was not 
‘public acceptance’. Similarly, being an advisor to the iGEM team provided an 
excellent opportunity to engage with science and engineering undergraduates in the 
early stages of their careers, but I found some aspects of being a non-scientifi c judge 
particularly uncomfortable. 

 After I presented some of this empirical material at a workshop one of my col-
leagues noted the ‘schizophrenic’ awkward negotiation of multiple identity positions 
that marked my experiences in synthetic biology. I think this idea of a negotiating 
multiple identity positions is a useful analytical angle on social scientifi c involve-
ment in scientifi c and technological fi elds. It resonates with comments by other 
social scientists such as Forsythe ( 1999 ) who notes how in fi eldwork “the collapsed 
roles of participant, observer, critic, employee and colleague collide with one 
another” (p.22), and Fortun ( 2005 ), who argues that social scientists studying the life 
sciences may have to hold several different confl icting positions simultaneously. 

 I have written previously about ‘contributor’ and ‘collaborator’ as possible roles 
for social scientists to take when engaging with synthetic biology (Calvert and 
Martin  2009 ), but recently I have found that the distinction into these different roles 
too detached from the realities of my engagements. They do not refl ect the messi-
ness of social scientifi c involvement in synthetic biology, the debts, obligations, 
concerns, loyalties, contradictions, hopes and fears, and the dynamic and affective 
nature of it all. 
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 One role that is appealing, however, is that of the trickster or the jester. The 
‘trickster’ is found in many different cultures, sometimes represented by the fox, or 
by the coyote in American Indian mythology. 8  Turnbull ( 2000 ) gives social scien-
tists this role, saying that “We who purport to be historians, sociologists, or cultural 
critics, are also tricksters” (p.92). The idea here is that the social scientist is some-
one who asks critical questions, who provides an alternative perspective, and to 
some extent disturbs engrained ways of thinking. Turnbull explains that “The trickster 
is the spirit of disorder, the enemy of boundaries” (p.92). In this sense the role of the 
trickster fi ts the social scientist well, particularly when we want to show that the 
boundaries between the scientifi c and the technical do not stand. It also ties in with 
the aspiration to ‘open up’ synthetic biology to a range of (potentially destabilizing) 
infl uences. Furthermore, the jester or trickster will often use humour, which was the 
main response to the dance at the Sandpit. But this is something that has to be done 
with care. One of the dangers of using humour is that “we end up adopting the role 
of the court jester to the technocratic elite” (Croissant  1999 , p.23). 9  

 Although some features of the jester/trickster do fi t well with the narratives dis-
cussed above, the metaphor has its limits, because there is a sense of knowingness 
and wileyness attached to these characters which belies the fl uidity and lack of 
control that is often the dominant experience when being a social scientist in these 
situations. This lack of control is often due to the fact that interactions and engage-
ments with synthetic biologists take place at many different sites, which are not 
necessarily familiar research sites. This issue of multi-sited ethnography is a meth-
odological one, and I have found the methodological literature very helpful in con-
ceptualising my involvement in synthetic biology. I focus on methodological 
challenges for the remainder of this chapter.  

9.5     Methodological Challenges 

 The most pressing methodological challenge that has emerged from my encoun-
ters with synthetic biology has been that the collegial, peer-type relationships I am 
engaged in do not easily lend themselves to straightforward distinctions between 
social scientifi c researcher and scientifi c ‘informant’. As an investigator on an 
EPSRC project, as an advisor to an undergraduate iGEM team, and as a speaker 

8   Turnbull ( 2000 ) also cites the monkey god in India, the spider in Africa and the Loki in 
Scandinavia. 
9   There are different understandings of trickster in the STS literature. Vikkelsø ( 2007 ) says that the 
trickster “constantly shifts sides from one stakeholder to the other and explores the way their con-
cerns can be practically reconciled in a politically sensitized way” (p.297). Bijker ( 1993 ) thinks of 
the refl exive STS researcher as jester, but not in a positive manner, because for him being a jester 
involves “not committing themselves to dirtying their hands by making necessary decisions” 
(p.116). And Haraway ( 1991 ) famously talks about tricksters, but for her it is nature or the world 
who is a trickster, because it/she does not fi t into our existing categories. 
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at a synthetic biology conference, there is no clear water between me and the 
people I study. 

 I have also arrived at a situation where my research and teaching relationships 
with scientists and engineers are not notably different from those with my col-
leagues from the social sciences. I have found myself in an interdisciplinary net-
work together with the scientists and engineers, attending the same seminars and 
conferences, interested in similar literature and academic questions, and even in the 
same gossip. In other words, I have found myself accepted as part of the community. 
But being part of this community is not always easy. As I noted above, as a social 
scientist one often feels that one is on the periphery, or outside the main scientifi c 
activity, sometimes struggling to fi nd a ‘home’. 

 Being a co-investigator on a project with scientists and engineers gives rise to 
particular methodological challenges. As a co-investigator one is a formal partici-
pant in a project with obligations to deliver the outputs and to manage the process 
in a way that means that social scientifi c distance is not an option. This raises impor-
tant questions about how one should negotiate this type of peer-type relationship 
with scientists and engineers who are also one’s object of study. 

 The role of teacher raises similar issues. My role as an advisor to the Edinburgh 
iGEM teams has simultaneously provided opportunities for research, for exploring 
the integration of the social and political into technical projects as they develop, and 
for seeing how young scientists respond to novel interdisciplinary interactions. 
Croissant ( 1999 ) has examined the tensions involved when teaching becomes a 
research space, and when one’s students become one’s informants. Questions about 
whether this is an appropriate use of a pedagogical situation arise. The power rela-
tionships that we often fi nd in STS when ‘studying up’ are reversed when the social 
scientist is the one judging and evaluating the student. 

 In cases like this, when the situation is no longer one of social scientifi c researcher 
and scientifi c informant, traditional methodological approaches, such as the inter-
view, also become less straightforward. This ties into broader discussions in sociol-
ogy, most notably Savage and Burrows’ ( 2007 ) work on ‘The coming crisis of 
empirical sociology’. Savage and Burrows argue that interviews no longer gives 
sociologists distinctive access to the social, since interviews are used by many non- 
sociologists, such as chat show hosts and magazine journalists. Rather than doing 
still more in-depth interviews, Savage and Burrows ( 2007 ) argue that sociologists 
should make use of the social data gathered by others. Synthetic biology is a fi eld 
that is rife with this kind of social data in the form of videos on YouTube, where 
numerous interviews with most of the key players can be found online. This wealth 
of alternative sources of data suggests that the traditional methodological approach 
of interviewing one’s informants is not the only option. Savage and Burrows argue 
for more methodological innovation and imagination. 

 There is also the issue that interviewing people that one is currently working with 
can change the dynamic of the relationship. Pulling out a voice recorder in the fl ow 
of a conversation will often interrupt and constrain the discussion. When ongoing 
conversations are the norm it can seem false to attempt to capture this in an offi cial 
‘interview’ session. As another social scientist who works in synthetic biology put 
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it, “hanging out and having drinks” is a more normal form of involvement with the 
fi eld, and perhaps one that is likely to result in data that could not be captured in the 
traditional interview format. 

 The informant/researcher situation is complicated still further when friendship 
comes into play, which is normal when one has ongoing interactions with other 
researchers on shared projects. Friendships require trust, and they may also involve 
emotional ties, personal obligations and fears of upsetting and contradicting. Fortun 
( 2005 ) argues that friendship is something to be embraced, rather than avoided, in 
interactions with scientists and engineers. 

 Some may see the similarities between my concerns about my involvements in 
synthetic biology and the familiar anthropological idea of ‘going native’, which is 
often the norm in fi eldwork situations. This rather anachronous notion can be 
nuanced by thinking instead in terms of ‘rapport’, which Rabinow ( 2002 ) says is 
necessary to engage in fi eldwork at all. Marcus ( 1997 ) argues for a more controver-
sial relationship of ‘complicity’ with one’s informants. He draws on the defi nition 
of ‘complicity’ from the OED which is defi ned both as a “state of being complex or 
involved” (which I think summaries my engagements with synthetic biology well), 
but also, and more problematically, as “being an accomplice; partnership in an evil 
action” (Marcus  1997 , p.85). The idea of complicity carries these more negative 
resonances, and draws attention to the possibility of being compromised in research 
situations, which reminds us of the negative interpretation of the term ‘Elsifi cation’. 
I am compromised to the extent that I know my relationships with scientists and 
engineers have to be sustained in order for me to do my research. But perhaps more 
problematically, as I pointed out above, my willingness to be on an unsatisfactory 
panel at the SB5.0 conference shows that I am involved in legitimising the fi eld. 
These are all further examples of the negotiation of multiple identity positions 
which results from social scientifi c involvement in fi elds such as synthetic biology. 
These situations are often uncomfortable, but this may be something it is necessary 
to accept. Being comfortable would suggest a lack of awareness of the compromises 
being made. Perhaps social scientists in these situations should embrace what might 
be called an ‘ethics of discomfort’. 10  

9.5.1     From Informant to Paraethnographer 

 I have argued that the idea of the ‘informant’ has become extremely problematic in 
my encounters with the synthetic biology community, to the extent that it is no longer 
feasible for me to adopt the role of the detached observer. But luckily there is a 
wealth of recent anthropological literature on this topic. In anthropology there has 
been a shift from thinking about data collection to thinking about collaborative 

10   This was a phrase used by Gaymon Bennett at the ESRC Seminar Series on Synthetic Biology 
and the Social Sciences, University of Edinburgh, 14–15th February 2011. 
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knowledge-making. Instead of talking about ‘informant’ anthropologists have 
started using terms like ‘discussant’ (Buergi  2010 ), ‘interlocutor’, and ‘epistemic 
partner’ (Holmes and Marcus  2008 ). Rather than describing themselves as doing 
interviews with key informants, it is now more common to talk about “co-puzzling 
with interlocutors” (Fischer  2011 ). 

 Epistemic partners can also be described as ‘paraethnographers’. Paraethnog-
raphers have “a preexisting ethnographic consciousness or curiosity” (Holmes and 
Marcus  2008 , p.82) that is epistemologically equivalent to the anthropologist’s 
(Marcus  2005 ). In other words, our subjects are very good at doing their own ethnog-
raphy. If our subjects are doing their own ethnography this clearly has implications 
for interdisciplinary collaboration. Holmes and Marcus ( 2008 ) argue that “the fi gure 
of the para-ethnographer changes fundamentally the rules of the game for collabora-
tion” (p.86). And it is the case that many of the synthetic biologists I interact with are 
excellent paraethnographers. They are aware they are trying to build a new fi eld and 
construct a new community, and regularly refl ect on these efforts and their broader 
social, economic and political and historical context. 

 The kinds of entanglements with synthetic biologist-paraethnographers that 
I have described above are often diffi cult to negotiate, but Holmes and Marcus 
( 2008 ) argue that such entanglements can open up spaces for building refl exivity 
into institutions. And I think there is evidence that we are starting to see this refl ex-
ivity emerge in synthetic biology. For example, in the iGEM competition refl exivity 
is built into synthetic biology through the mechanism of Human Practices, and the 
involvement of social scientists in synthetic biology projects, networks and confer-
ences provides opportunities for refl exivity in many different contexts, even if this 
involvement is problematic and uneven. 

 Another characteristic of paraethnographers is that they are involved in multiple 
sites such as meetings, policy groups, grant giving panels, and public engagement 
events (Marcus  1997 ). These observations suggest that engagements with multi- 
sited paraethnographers should not be restricted to the laboratory, and they resonate 
with my experiences in engaging with synthetic biologists in various different set-
tings such as scientifi c conferences and teaching committees. This raises questions 
about the place of the laboratory as a site of research collaboration, and suggests 
that if we are going to get the most out of our paraethnographers we should move 
beyond it.  

9.5.2     Collaboration as a Research Method 

 The fi nal, and most important, methodological point I want to make is the idea that 
we should start thinking of collaboration itself as a research method, and as a form 
of knowledge production. If we are indeed witnessing the emergence of a new way 
of doing fi eldwork, which is characterised by a recognition of the refl exivity of the 
scientists we work with, who are best understood as our ‘epistemic partners’, then 
we should start to think in terms of producing new knowledge together. Fortun 
( 2005 ) makes a similar point when he argues for “a different relationship among 
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scientists and those of us who study science, a relationship that might produce new 
knowledge” (p.160). 

 So how do we go about producing new knowledge together? What if we have 
different objectives? One of the main objectives of synthetic biologists is to pro-
mote the fi eld, whereas social scientists may be more interested in studying its 
development. But perhaps we do not have to have the same overarching objectives 
when we collaborate; instead we can have the same lower-scale, more pragmatic 
objectives, such as getting a grant or running a Masters programme. 11  In pursuing 
these pragmatic objectives together we will inevitably provoke each other to think 
in new ways. This point is made by Marcus ( 2008 ), who explains that “The basic 
trope of fi eldwork encounter shifts from, say, apprentice, or basic learner of cul-
ture in community life, to working with subjects of various situations in  mutually 
interested concerns and projects ” (p.7, emphasis added). If we are training stu-
dents, managing a grant, or putting in a research proposal together, we are involved 
in ‘mutually interested concerns and projects’. 

 The idea of collaboration as a research method may sound ambitious, but based 
on my experience I think that it is best to think of it in terms of small steps, and 
ongoing ‘soft’ interventions, which are likely to exhibit themselves in the form of 
regular and unremarkable interactions and engagements. One of the features of 
these engagements may be that it is necessary for scholars of science and technol-
ogy to “give up the claim to be the ultimate explainers of science”, because by doing 
this “we can engage in inter-disciplinary conversation about what science is, what it 
does, and what it should do” (Hamlin  1992 , p.534). 

 I have only roughly sketched out the idea of collaboration as a research method 
here. It requires further clarifi cation and investigation, but I think it is a useful idea 
to draw on when trying to make sense of social scientists’ involvement in scientifi c 
fi elds. I will give the last word on the topic to Fortun ( 2005 ), who says that it is his 
aim is to:

  construct new assemblages in which experimental practitioners from both the sciences and 
science studies can ‘muddle through’ together toward mutual understanding and even prac-
tical ends—uneasily, to be sure, but abetted by the same combination of laughter, dedica-
tion, forbearance born of sustained proximity, and mutual critique that characterizes the 
best friendships in the personal domain (p.170). 

9.6         Conclusion: A New Way of Producing Knowledge? 

 In this chapter I have focused on the methodological issues that arise in the analysis 
of collaborations between natural and social scientists. I am collaborating across 
disciplines more intensively than ever before, and this gives rise to pressing ques-
tions about how to negotiate these collaborative relationships. I have given three 

11   These lower-scale objectives are often those that are shared between scientists in different disci-
plines, such as molecular biologists and computer scientists. 
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examples of my involvements in synthetic biology and I have drawn on literature 
from anthropology and science studies to make sense of these experiences. I sug-
gested that it is necessary to juggle multiple identities in a way that could be 
considered somewhat schizophrenic, and I explored the idea that the social scien-
tist could be thought of as a kind of jester or trickster in these collaborative rela-
tionships. I showed how, in the light of my experiences, the contrast between 
social scientifi c researcher and scientifi c ‘informant’ was problematic on many 
levels, and brought up issues of friendship, rapport, complicity and being compro-
mised. Finally I turned to recent work in the anthropological literature about epis-
temic partners, paraethnographers and collaboration as a research method. My 
reason for drawing on these ideas was to show that methodological refl ection is 
valuable in navigating situations where there is increasing collaboration between 
scientists, engineers and social scientists. 

 A question that remains is whether the issues I have discussed here are specifi c 
to synthetic biology, or whether they can be said to apply to more generally to prom-
issory and potentially disruptive technoscientifi c fi elds where new relations between 
science, technology and society are being created. Earlier in this paper, I noted that 
synthetic biology possesses certain features which made it particularly well-suited 
to collaborations with social scientists. The fi rst is that it is already interdisciplinary, 
but this is a feature shared with most emerging technologies, because they are likely 
to develop at the intersection of existing disciplines. Something that is perhaps more 
distinctive to synthetic biology is the attempt we see to build a community as well 
as a technology – in the integration of Human Practices into the iGEM competition, 
for example. There are, of course, attempts to build scientifi c communities around 
other new fi elds, but in synthetic biology there is the ambition that this community 
should have a broad scope, because of the aim of some branches of synthetic biol-
ogy to democratise the technology. These aspirations are not so explicit in other new 
areas of science and technology, such as nanotechnology and stem cell research. For 
these reasons, synthetic biology does seem to lend itself particularly well to inter-
disciplinary interaction, and, I would argue, to collaborative knowledge-making. 
Whether these opportunities for collaborative knowledge-making will remain as the 
fi eld becomes more mainstream and established is an open question, but one that 
that it will be extremely interesting to ask as synthetic biologists and social scien-
tists muddle through together in the years ahead.     
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    Abstract     It has often been questioned whether ethics on the laboratory fl oor is 
useful, because there is not yet a technology to evaluate in the earlier phases of 
research. In this article it is argued that ethics does not need the existence of the 
object it discusses, for its assessments to be meaningful. In discussion with Peter-
Paul Verbeek’s ethics of design, and Arie Rip’s prospective ontology, this chapter 
defends an intensionalist approach to technology which is inspired by Alexius 
Meinong. This approach allows to distinguish between technologies that are part of 
reality, and those that are not, without making the realm of the non-existent mean-
ingless. Just like scientifi c talk about possible capacities of technologies is meaning-
ful, for it leads to assumptions that can be researched, ethics is also able to evaluate 
those capacities. Both scientists and ethicists are concerned with characteristic 
capacities of something, before that ‘something’ exists. If we accept that scientists 
do that, there seems to be no reason why extra arguments should be provided to 
prove that ethics is a meaningful activity in the laboratory too, and could assess a 
technology that is still ‘in the making’.  

    In the last 5–10 years, a number of proposals have been put forward to locate ethics 
on the laboratory fl oor. The emergence of this type of ethics can be interpreted as an 
attempt to provide ethical feedback timely, when it is still able to inform the devel-
opment process of new technologies. This laboratory approach is often contrasted 
with an ethics that provides assessments after a technology fi nished developing, 
for at that moment in time it is too late to change anything fundamental about it: 
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too many parties – researchers, producers and funding agencies – have invested 
time, energy and money in it and have an interest in selling it (   Collingridge  1980 ). 
An earlier engagement of an ethicist, which is sometimes called an upstream or 
midstream engagement, is thought to enable scientists and developers of technology 
to integrate ethical perspectives into their deliberation about research and develop-
ment choices, which infl uences the course of the research and development process, 
as well as the eventually resulting technological product. The purpose of such 
engagements is to co-shape the technology in ethically more favorable ways. 

 The early involvement of ethicists is sometimes referred to as an ‘ethics on the 
laboratory fl oor’. This does not necessarily mean that the work of ethicists is con-
fi ned to the space of the laboratory, and that they solely accompany scientists who 
carry out their experiments at the laboratory bench. Laboratory work also includes 
meetings that take place in other rooms within or outside of the (academic) institute 
where the laboratory is located (   Boenink  2013 ). These meetings may include 
researchers and technicians who carry out the experiments, but also their more senior 
supervisors and external partners, such as users or representatives of the industry 
and/or (public) research funding institution. Writing research project proposals – 
even though it does not take place inside a laboratory – is also part of laboratory 
work, since it shapes the purposes of the activities performed at the laboratory bench, 
as well as the research consortium that is involved in realizing it. 

 What is characteristic of a laboratory ethics is that it is involved in- and accom-
panies research and development of new technologies, and aims to enhance ethical 
refl ection about them while they are being created. Laboratory ethicists are of 
course not the ones who introduce morality into the laboratory. Values and norms 
are already part of the everyday way in which scientists work and interact. Just 
like in any other lasting cooperation or cohabitation of people, these values and 
norms can be made explicit in research protocols and guidelines, in systems of 
praise and blame, but they may also remain implicit in the ways in which partici-
pants in a research project treat each other, in their mutual expectations and in the 
reactions and emotions that result when expectations are not met. While scientists 
themselves may engage in ethical refl ection about the morality that guides their 
interaction, ethicists may clarify and enhance that refl ection by means of an artic-
ulation and clarifi cation of the (tacit) values and norms that are at stake, and a 
broadening of the imagination of the future in which the technology may become 
widely used. 

 In this volume several examples are provided of methodologies that fi t these 
general constraints of an ethics on the laboratory fl oor, most notably in the contribu-
tions by Erik Fisher and Daan Schuurbiers (Chap.   5    ) and by Ibo van de Poel and 
Neelke Doorn (Chap.   6    ). These contributions articulate methods that are designed 
to shape the refl ection of scientists and developers by means of close collaboration 
with a humanist or an ethicist in a specifi c R&D project. Their approaches differ. 
Van de Poel and Doorn aim, for example, to identify the ethical issues and the fair 
distribution of responsibilities, by means of interactive workshops that function to 
broaden the refl ection of each participant by means of an exchange with other 
actors in the R&D project as well as other stakeholders, such as representatives of 
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the users. The ethicist in this context, fi gures as a facilitator of the workshop, and a 
guide in it. The STIR method as described by Fisher and Schuurbiers, is a more 
dialogical approach for it proposes that the humanist in the laboratory probes the 
capacity of technical experts to refl ect on the societal relevance of their research by 
means of asking responses to questions of clarifi cation and justifi cation. 

 In comparison, the two other methodologies of CTA and value-sensitive design 
are certainly effective to ‘open up the lab’, but they do not fi t within the constraints 
of a laboratory ethics. Refl ective workshops which adopt a Constructive Technology 
Assessment approach, usually take place outside of the laboratory and they take 
place once (so they do not accompany a research project). Furthermore, they have a 
broader aim of bringing about a co-evolution of technology and society, which 
addresses also the macro (science policy) and meso level (institutions). Batya 
Friedman et al. and Alina Huldtgren, alternatively, focus not on laboratory research 
but on design. While designers deliberate about possible ways to realize something, 
scientists are – especially in the earlier phases of research – often uncertain about 
what this ‘something’ is going to become and whether it can be realized at all. 

 Adding to the variety of activities that are already represented in this book and 
which mainly aim to shape an ethics of participants in a research project, this con-
tribution will focus on ethics on the laboratory fl oor and its ambition is to contribute 
to the shaping of the object that is being researched. Next to a focus on the morality 
of the ‘makers’, it also looks at  what  is being made. This object of research – the 
technology – may still have a very uncertain character during research, which is a 
challenge for ethicists in the laboratory. Ethicists in the laboratory are therefore 
often confronted with the question whether it is useful to refl ect on the moral value 
of the ‘something’ even if it is not yet a ‘something’. 

 This chapter will explore possible answers to this question which have been put 
forwards by Peter-Paul Verbeek who is one of the rare philosophers who has 
attempted to look at ‘things’ as embodying a morality, and Arie Rip’s inspiring 
‘prospective ontology’. Building on these predecessors, this chapter will however 
argue that a clearer distinction is needed between the ‘real’ and the not (yet) real 
which can be sought in an intensionalist approach. 

10.1     Evolving Shapes 

 The evolving nature of new technology is sometimes captured vividly in meta-
phors, such as Lorraine Daston’s metaphor of a ‘biography’ to refer to descrip-
tions of evolving objects of science ( 2000 ). This metaphor suggests an analogy 
between the development of a technology and a human life, which offers an 
alternative to the common understanding of technology as an unchanging object 
with features and a function. Technologies that are being researched may acquire 
different shapes; they may occur as an informal research idea, a promise in a 
research project, a laboratory set-up, a prototype or an instrument that can be 
used in tests on users. 
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 It is already quite common to compare the existence of technologies with the 
dynamics of a human life. In the work of Bruno Latour and Don Ihde, for example, 
technologies do not fi gure as passive material objects, but as material artifacts that 
offer active contributions to the world of human interactions and experiences 
(Latour  1992 ,  1993 ; Ihde  1990 ). Both authors abandon the metaphysical divide 
between subject and object, which has often been ascribed to the Enlightenment: 
they show how objects shape the actions, experiences and identities of subjects, or 
even how they can be understood as actors themselves. Peter-Paul Verbeek builds on 
this abandonment of the Enlightenment subject-object distinction in  What things do  
( 2005 ) to form his own philosophy of technological mediation, describing and ana-
lyzing how understandings of human life – including understandings of the good 
life – always generate in contexts in which artifacts are also present. This analysis 
was the basis of his more recent book  Moralizing technology  ( 2011 ) in which 
Verbeek calls for the development of a ‘posthumanist’ ethics which not only focuses 
on the decisions that human beings take, but also on the moral signifi cance of tech-
nologies. Part of  Moralizing technology  is devoted to the development of an ethics 
of design, whose purpose is to materialize morality in the eventually resulting 
artifact, hence, the title of the book ‘moralizing technology’ (p. 113, Verbeek  2011 ). 

 This original book offers a very insightful and exciting perspective to the ways in 
which ethics can be relevant for technology. Verbeek offers suggestions as to how to 
anticipate the ways in which a new technology may shape human interactions when 
it will become used, which contribute to the realization of the more desirable/ethi-
cally attractive possibilities that a technology is capable of offering. The sugges-
tions that Verbeek brings forwards include: (1) a study of the actual moral 
imagination of designers about the future roles that their technology could play in 
diverse contexts of use, which can be written down in the form of scenarios, (2) the 
use of a method of Constructive Technology Assessment which broadens the imagi-
nations of designers by means of stakeholder engagements during which intended 
users express their perspectives. The approach to CTA that Verbeek proposes is 
augmented with a view of technological mediation, as he proposed it in his book 
 What things do . Thirdly, (3) the building of simulations that allow designers to 
experiment with different possible user interactions with the design. 

 A laboratory ethics shares with Verbeek’s approach the interest in shaping tech-
nology, and some of his suggestions are useful in a laboratory context too. A study 
of the future imaginations of the scientists, for example, may be needed to come to 
an understanding of the technology that they are working on, since – especially in 
the earlier phases of research – this technology is not yet ‘there’ as a tangible or 
visible device, artifact or system. CTA is most certainly a helpful tool to broaden 
these imaginations, and may enhance refl ection about contexts of use – and about 
the quality of life it that the technology may help to realize for users. But not all of 
Verbeeks suggestions are equally useful for a laboratory context. It is for example a 
bit early to experiment with different technological futures in simulations. Such 
experimentation becomes a possibility when technologies are already able to ‘do’ 
something, and different possible interactions with users can be imagined. Verbeeks 
examples all fi t into this category: they already have known capacities, and 
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simulations help to refl ect on the question to what kind of interactions they could 
give rise. A couch, or a diswasher are already able to do something – to offer people 
a seat, to wash dishes – and simulations allow to imagine how different designs may 
invite other engagements with it. A couch can, for example, be imagined which is 
made of material that becomes prettier with use, thus encouraging people to keep it 
and stimulate longevity; a dishwasher with a separate button for rinsing communicates 
to users that they needn’t pre-rinse their plates before putting them into the machine, 
which saves water. Novel technologies that Verbeek discusses – such as the foodphone 
or ambient intelligence – also already have a clear capacity. While  what these technolo-
gies become  can still be altered in important ways during design, the  existence  of the 
capacities of these technologies is already established: they have capacities, whose 
meaning is explored in different contexts of interaction with people. 

 For Verbeek, interaction in a social context is constitutive for what a technology 
is. In agreement with Latour, Verbeek argues that technologies become what they 
are in interaction with users in a specifi c context, and there is no identity prior to that 
interaction. But simulations presuppose that technologies are able to  do  things, even 
though the character of their actions may change with the context of interaction. 
Based on this presupposition it is possible to ask: how should a new technology 
shape human interactions? What behavior should it enhance? What behavior should 
it help to avoid? These are questions that are important for ethicists who aim to 
materialize morality during design. But ethicists who consider technologies in an 
earlier phase, in the laboratory, cannot always ask the same questions. Borrowing a 
phrase by Deborah Johnson, it is characteristic for a laboratory ethics that it investi-
gates the ethically relevant aspects of something that is still ‘in the making’ and 
which is for that reason not yet a ‘something’ (Johnson  2007 ). Especially during the 
earlier phases of research the capacities of a technology are only imagined possibili-
ties, and it is the purpose of research to point out which one of them will eventually 
materialize, if any at all. 

 Ethics on the laboratory fl oor is therefore an effort to refl ect on the moral aspects 
of technologies which are not yet ‘existent’ objects; they are not yet part of our reality, 
and it is not sure if they ever will. Hence the understandable critical question 
whether it is useful to think about such non-existent objects at all, or whether such 
refl ection is better postponed to a context of design.  

10.2     Material Expectations 

 Scientists are often not convinced that ethical refl ection about the object of their 
research is a useful activity at all. Frequently, the advice is given to ‘come back 
later’, when research is more advanced, and more reliable predictions can be done 
about whether or not the technology that is being researched has a chance of being 
realized. The presupposition behind this advice is that there fi rst should be ‘some-
thing’, before any refl ection about how it should be shaped and what features it 
should get could be useful at all. 
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 Such friendly advice generates from well known concerns. Arie Rip addressed 
these concerns in his discussion of expectations in ‘Technology as prospective ontol-
ogy’ (Rip  2009 ). The notion ‘ontology’ is here interpreted broadly as the ‘furniture 
of the world’, and Rip brings forwards a variety of examples to show that expecta-
tions about the future are already part of that furniture, and are therefore part of real-
ity: such as, expectations in research proposals or in demos of future products (cars, 
kitchens, military equipment), websites that envision future applications of cloning 
(clone a pet) or nanotechnology uses inside familiar artefacts such as suncream or in 
coatings. These expectations are ‘real’ in the sense that they inspire (research) activ-
ity, investment of time and money, emotion and (political) debate. Nanotechnology 
is, according to Rip, a domain where ‘prospective ontologies materialize’ (p. 416, 
Rip  2009 ), meaning that special visualizing technologies allow access to their mate-
riality at the nanoscale, but they also materialize in narratives that articulate their 
possible future. Narratives, according to Rip, are also ‘material’, for they occupy 
space and time in the sense that they may be voiced at a location, or materialize in a 
printed text, a book or a website (See note 4, p. 407, Rip  2009 ). 

 By calling them ‘material’ parts of reality, Rip seems to want to point out that 
promises and expectations are not just subjective visions or phantasies that people 
project on the world and that will simply alter when people change their minds; 
expectations resist such inconstancy, for people invest time, energy and money into 
the further development of a perspective to the future, therewith adding to the cred-
ibility that they will eventually be things, devices or systems that invite other types 
of interaction. Arguing for the materiality of these narratives, visions and expecta-
tions, Rip shows that the future is already part of our reality now, and that it there-
fore deserves attention, including political (or ethical!) attention. 

 This appealing thesis offers arguments to support the value of an early debate on 
emerging technology, which may include ethical topics. By pointing out that being 
‘real’ does not require the presence of a technology, Rip opens space to think 
broadly about what our world is like: this world may include technologies, but also 
imaginations which elicit desire or repulsion, interest, emotion, money and (social) 
activity. Since they are part of the world, they may also be an object of political or 
ethical refl ection and debate. 

 At the same time, however, Rip’s perspective also blurs the distinction between 
different types of materialities that furnish the world. What seems not to matter, in 
Rip’s prospective ontology, is whether a vision of the future is informally uttered 
during a meeting, or written down in a memo, as a promise in a research project or 
media-publication, or if it becomes a test set-up, demo or prototype. The future can 
be experienced and/or talked about sensibly in a variety of ways, and all of them are 
part of the furniture of our world, because they fi gure as objects of our attention, 
activities, investments etc. But in these anticipations of the future, technologies are 
already being imagined as capable devices with which it is possible to interact, 
regardless of the research stage that they are in. But if expectations and promises are 
‘material’ parts of the world, just like a prototype is or an artefact that we have used 
for decades, then distinctions disappear that usually play an important role in how 
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we think and talk about what it is that furnishes the world, as well as how we tend 
to interact with it. 

 Rips’ prospective ontology elicits a view of reality on the basis of interactions. 
Promises and expectations are part of reality, because they invite action and interac-
tion. On the basis of this approach it could be argued that research objects invite a 
different type of action or reaction from researchers, investors or members of the 
public than the objects of design do, or technologies that are ready for use. Such a 
separation between the reality of technologies on the basis of characteristic interac-
tions with it, is however a diffi cult basis to say something about where ethics fi ts. Is 
it an appropriate reaction to technology during research? Or is ethical refl ection a 
characteristic activity for technologies that are already in use? If there is nothing 
about the technology that justifi es an ethical interaction with it, we seem to be left 
with no reason to go for an earlier or later ethical engagement.  

10.3     Ethics of ‘Non-existent Objects’ 

 In daily conversation as well as in a lot of philosophical and sociological thought on 
technology, the tendency is to speak about objects, artefacts, things or systems that 
are being researched, rather than about the invention of types of interactions. The 
history of this focus on objects is a long one, and it reached a climax in the debate 
over non-existent objects between Bertrand Russell and the Austrian philosopher 
Alexius Meinong who was famous during the turn from the nineteenth to the twen-
tieth century for his seemingly paradoxical claim that ‘there are nonexistent objects’. 
The potential impact of this claim on the present discussion about the appropriate 
timing of ethical thinking about technology justifi es elaborating it to some extent. 

 Meinongs work, which roots in a phenomenological tradition, was much admired 
for some time, but it was largely forgotten for many decades after Russell’s criticism 
of this paradoxical claim in  On Denoting . Russell did not discard Meinongs claim 
right away, for he was intrigued and corresponded with Meinong about it for some 
time. In  On Denoting , however, he strongly argues that there are no objects that 
don’t exist, and defends a form of what has become known as the ‘extensionalist 
theory’. This extensionalist theory holds that subjects and predicates have a different 
role in the meaning of a sentence. According to this theory, every basic statement 
(proposition) can be analyzed as involving a subject concept and a predicate con-
cept. For example, in the sentence ‘The Dutch prime minister is honest’, the subject 
(the Dutch prime minister) identifi es the topic of the proposition, while the predi-
cate (honest) says something about it. Once the subject of this proposition has been 
found (for example, we can see the Dutch prime minister), the proposition is ready 
to convey its information about it and we can decide whether the proposition is true 
or false. But if the subject in the proposition does not refer to anything (for example, 
the Dutch government is demissionary and there is no Dutch prime minister), the 
sentence loses its meaning. This means that it is not enough that there is a subject in 
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the sentence: in order for the proposition to have meaning, it must also refer to 
something in the world (it must be  about something ). 

 According to the extensionalist theory, meaningful speech and thought depends 
on its relation to objects, or its  aboutness . Alexius Meinong, however, builds on a 
phenomenological background and defends an intensionalist theory. He accuses the 
philosophy of his time, which includes also the perspective of this extensionalist 
approach, of being guilty of  the prejudice in favour of the real    . 1  This prejudice rules 
out the possibility that we speak meaningfully about something that does not (yet) 
refer to any object that is present in the actual world, but according to Meinong we 
are actually doing that a lot in our everyday speech. Examples of ‘nonexistent 
objects’ are objects such as the giant dwarf, the golden mountain, the winged horse 
Pegasus and the round square, which may occupy the imagination, while they are 
not actually part of the real. According to Meinong, speech about them is meaning-
ful, because we can talk about their features, quite apart from their reality. Even 
though there is no object in reality to whom characteristics such as ‘round’  and  
‘square’ can be assigned at the same time, it is possible to think about it. Or in 
Meinongs words: it is possible to speak of predicates quite independently of the 
existence of the object. This claim by Meinong has become known as the principle 
of the independence of so-being (Sosein) from being (Sein). 2  Meinong holds that 
we can attribute any property whatsoever to thought objects, independent of whether 
they exist. 

 While Meinong himself is not concerned with technologies ‘in the making’, this 
principle of the independence of so-being from being could be used to for objects of 
scientifi c research – such as technologies – that can meaningfully occupy the mind, 
without actually being part of reality. Scientists in the laboratory are more con-
cerned with the so-being of an object, than with the object itself. In the earlier 
phases of research into a technology, scientists are not actually imagining an object 
as if it were an existing thing: they are imaging features, characteristic actions or 
functions, quite apart from the existence of the object. They are concerned with 
characteristics, quite apart from their being an object, a device or thing to ascribe 
them to. 

 Experience as an ethicist in the laboratory this fi ts very well with this picture. I 
was involved in research into photoacoustics, which was investigated for its capac-
ity to detect breast cancer (Van der Burg  2009 ,  2010 ). The technology was based 
on angiogenesis, which is the idea that cancer needs blood to spread and grow, and 
that therefore malignant tumours can be recognized by the excessive vessel growth 
around them. Photoacoustic technology combines light and sound with the purpose 
to detect the presence of extra blood vessels. But in the laboratory set-up there is 
not yet a technological device present. Rather, there are several technologies: there 
is a laser, an ultrasound transducer, a computer, and a substitute for the human 

1   Meinong ( 1988 , p. 3). 
2   Meinong ( 1988 , pp. 7–9). See also Albertazzi et al. ( 2001 ), Jacquette ( 2001 ), Routley ( 1980 ), 
Schubert Kalsi ( 1987 ) for further explanations of Meinongs approach. 
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breast – interestingly called a phantom – with a tube with ink in it that represents 
the blood vessel. During the experiments it is established that light is absorbed by 
blood (which is colourful). This laser light beam is pulsed – it goes on and off – 
which causes short temperature rises and falls at the locations where it is absorbed. 
When the temperature rises, the tissue expands, when it falls, the temperature 
drops. This expanding and shrinking makes a sound which can be pictured with 
ultrasound. The eventual product that the scientists attempt to realize is a picture of 
the presence of blood vessels in the breast, which indicates that there is a malignant 
tumour in the breast. 

 Scientifi c thought about a sound-light technology such as the photoacoustic 
mammography brings to mind considerations about ‘non-existent objects’ such as 
the round square or the giant dwarf. It combines and mixes aspects of our experi-
ence, which are hard to imagine together. Technologies such as these could be called 
‘synesthetic technologies’, referring to a neurological disorder that affects that 
sounds also produce visual experiences such as colour, or the other way around, that 
experiences of colour produce sounds. Likewise, photoacoustic mammography 
translates light (associated with sight) into temperature (tactile senses) into sound 
(auditive senses) into an image (sight). Photoacoustic mammography makes use of 
normal human experiences, but combines them in such a way that they go beyond 
the experiences that most people are capable of having; thus making possible visible 
sounds and audible vision. Just like giant dwarfs and round squares demand to 
imagine combinations of opposites which are therefore called ‘nonexistent’, audible 
vision and visible sound transgresses the limitations of what is considered to be the 
usual furniture of ‘our world’. 

 In a laboratory set-up there is often not yet a device, but a collection of things. 
In the study into photoacoustic mammography, for example, there is a set of 
devices (a laser, computer, acoustic transducer) which are put together to study 
the association or interaction between them. It is the characteristics of this interac-
tion that interests the scientists. Quite apart from the existence of photoacoustic 
mammography as a device, these seemingly incombinable capacities are 
researched which defi ne what these devices are supposed to ‘do’. Scientists talk, 
think, write and work on the characteristic capacities of this technology, before 
there is a device to whom they can be ascribed. Before there is a ‘something’, 
scientists talk sensibly about the predicates of this ‘something’; such as its effi -
cacy, speed, adequacy, resolution etc.… Nobody considers this kind of talk ‘insig-
nifi cant’ or ‘meaningless’, as long as these predicates are backed up by sensible 
experiments, and theoretical knowledge. But just like we grant that scientists can 
think about and discuss characteristics of their technology prior to its existence, 
ethicists can do that too. Ethicists are able to talk meaningfully about predicates 
such as good, bad, equal, just, honest, autonomous, generous, related to capacities 
that are being researched, prior to the existence of a device whose capacities are 
thus predicated. There is therefore no reason why scientists can do their work, and 
ethicists should wait until there is a device to evaluate. Just like scientists deal 
with a non-existent object during research, so do ethicists. Both are able to speak 
meaningfully about it, prior to its existence.  
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10.4     Concluding Remarks 

 In this article it is argued that ethics does not need the existence of the object it 
discusses, for its assessments to be meaningful. It builds this claim on discussions 
with Peter-Paul Verbeek’s ethics of design, and Arie Rip’s prespective ontology. 
Verbeek looks at technology in a later stage, which is therefore only partly useful for 
an ethics on the laboratory fl oor. In supplement to Verbeek, Arie Rip shows that 
technologies in an earlier phase of research can also take a meaningful part in human 
(political) interaction with them. Prior to their existence as technologies, they are 
already present in the human world as expectations, narratives, promises which 
inspire thought and action of scientists, research funders, producers, investors etc. 
Ethics can be one of the ways to interact with technologies during research. 

 Rip’s approach, however, raises the question whether a distinction should be 
made at all between technologies at different stages of research and development. 
An expectation in a research proposal and a prototype are likewise part of the mate-
rial world we live in, although in daily life we are used to making distinctions 
between them. While Verbeek and Rip choose a dynamic interactive approach to 
technology – and rarely talk about them as ‘objects’ – an extentionalist presupposi-
tion seems to play a role in the background of their approach. The discussion about 
what it means to be ‘there’, and if it is also possible to speak meaningfully about 
technologies which are not there, is interestingly solved by showing the ‘materiality’ 
of expectations – thus pulling non-material parts of the world into materiality, in an 
effort to prove how ‘real’ they are. While it is a very valuable effort to show that 
expectations are already part of reality, and should therefore be taken seriously as 
objects of ethical or political thought and action, it is questionable whether they 
should be imported in this way into the realm of the real. 

 An intentionalist approach allows to distinguish between technologies that are 
part of reality, and those that are not, without making the realm of the non-existent 
meaningless. This approach allows the possibility to talk meaningfully about 
technology, prior to its existence. Scientifi c talk about technologies that are to be 
researched, after all, is also about technologies that are not yet ‘there’. There seems 
to be no reason why ethical thought could be only meaningful after there is an 
object, while scientifi c thought can be meaningful before that object exists. Both 
scientists and ethicists are concerned with characteristic capacities of something, 
before that ‘something’ exists. If we accept that scientists do that, there seems to be 
no reason why ethicists should provide extra arguments to prove that they can think 
and talk meaningfully about a technology while it is still ‘in the making’.     
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    Abstract     This contribution will fi rst describe some of the contexts for cross-fi eld 
collaborations within the life sciences, and then will highlight relevant theoretical 
refl ections, including the concept of “insertion,” “modulation,” and “trading zones.” 
Based on what can be learned from trading zones, we will use synthetic biology as 
a case-study to explore one of the inherent diffi culties in evaluating the promises of 
our biotechnological futures: the role and faith of engineering concepts and meta-
phors within and beyond the walls of life sciences. We will then refl ect on the 
importance of mutual learning between the two cultures of natural sciences and 
humanities to unpack what might be lost in translation through the use of engineer-
ing concepts and metaphors. We conclude with a range of institutional challenges to 
be tackled when it comes to promoting cohabitations within and beyond the walls 
of life sciences.  

11.1         Introduction: An Introductory Digression Around 
the Concept of  Cohabitation  

   Can we cohabitate with you? Is there a way for all of us to survive together while none of 
our contradictory claims, interests and passions can be eliminated? 

 (Bruno Latour ( 2005 ),  From Realpolitik to Dingpolitik -  or How to Make Things Public ) 

   This quote from Bruno Latour suggests alternative ways of doing what we have 
been used to call “collaboration” between fi elds, between sectors, between cultures, 
and between publics. It calls for alternative ways to assemble and dissemble around 
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the issues we care for. It calls for improving and renovating our “techniques of 
representation,” meaning the different techniques that contribute to make “public” 
the issues we care for, to unveil what we consider being a “matter of concern.” 
These  matters of concern  are as diverse as the issues that assemble a concerned 
public around them: just think about the 2008 fi nancial meltdown and its economic 
and political ramifi cations, the revolutions erupting in Maghreb and Machreq, 
nuclear proliferation, the spread of genetically engineered mosquitoes to fi ght den-
gue, research around bio-energy including the development of synthetic engineered 
algae. Around every one of these areas of concern we see growing entanglements of 
passions, indignations, and controversies within a complex web of stakeholders and 
opponents.  Matters of concern  create an “agora;” they create political conditions for 
dissenting imaginations. 

  Matters of concern  move us from what has been called  Mode 2  1  of knowledge 
production to the  Agora  – “where science and innovation interact with societies” 2  – 
and provide a role for modes of collaborations of a more complex kind. In this case, 
scientists, engineers, policy-makers and diverse layers of societal actors, sensitised 
through engagement to wider social imaginations, might decide for themselves to 
approach science and innovation differently. As explained by Stirling about current 
discourses on sustainability ( 2009 :5):

  Often, the position is expressed as if there were ‘no alternatives.’ The questions asked are 
thus typically restricted to ‘yes or no?’; ‘how much?’; ‘how fast?’ and ‘who leads?’ If we 
move instead to more plural understandings of progress, then the quality of debate – and of 
the ensuing choices – thereby stands to be enriched. Instead of fi xating on some contingently- 
privileged path, we might ask deeper, more balanced and searching questions about ‘which 
way?’; ‘what alternatives?’; ‘who says?’ and ‘why?’ This is the essence of a normative, 
analytic, epistemic, ontological – and consequently intrinsically political – project of ‘plu-
ralising progress’. 

   The above excerpt eloquently demonstrated the importance of being politically 
receptive to dissenting imaginations. Instead of designing endogenous modes of 
collaborations, the prelude is intended to more refl exively understand the political 
background within which actors from different fi elds of social practices will be 
invited to interrogate particular framings of socio-technological regimes and their 
potential transition pathways, and to re-open them for debate (Stirling  2008 ; Smith 
and Stirling  2008 ). In this journey involving research and policy actors capable of 
questioning the status quo, there is a necessary need for “daring to imagine” (Wynne 
 2009 ), for refl exivity and for empowerment as suggested by Jamison ( 2010 :13): 
“change-oriented research is about empowerment, by which the researcher applies 

1   Several STS academics have suggested that the traditional “Republic of Science” is being replaced 
by a new “Mode 2” of knowledge production (Gibbons et al.  1994 ). Two properties linked to this 
new “Mode” – transdisciplinarity and an orientation toward problem-solving – are particularly 
relevant for our discussion. 
2   This concept of the “Agora” was introduced by Andy Stirling in the Session “Sustainability and 
Emerging Technologies” at the 2009 Conference of the Society for Social Studies of Science (4S), 
October 29, 2009. 
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knowledge gained from experience to processes of social learning, carried out 
together with those being “studied”.” 

 This specifi c notion of empowerment requires to be attentive to what Wynne 
calls an “epistemic other” ( 2009 :13): “it is difference manifesting itself as an 
unknown set of realities, acting themselves as unknowns and beyond our control 
(but not beyond our responsibility), into a world we thought we controlled.” On the 
surface of this epistemic variety, a democratically-committed knowledge-society is 
supposed to have the scientifi c and political imaginations to work out how a plural-
ity of social actors could share knowledges, practices, and experiences with diverse 
scientifi c, policy and economic actors (Jasanoff  2009 ). It is the unveiling of the 
conditions prevailing to these improved forms of collaborations and the main 
challenges they are facing – in particular, the use of group-specifi c language and 
metaphors – that I wish to explore in this contribution. And eventually the term 
“cohabitation” should be preferred to “collaboration.” Indeed, the concept of col-
laboration itself is matter to be discussed. Cross-fi eld and -sector collaborations 
have too often been considered as “fusion” – where actors converge towards a pre-
meditate vision or goal, suppressing  ipso facto  the room for a diversity of knowl-
edges, practices and experiences; too often, collaborations are experienced as an 
attempt to co-optation – meaning that the instrumental support of a fi eld, such as 
ethics, philosophy or sociology, is required to make up for an interdisciplinarity of 
“façade.” The term “cohabitation” entails more: it presupposes that we leave enough 
room for different frameworks of thinking to seat together, exchange and ultimately 
develop visions that are based on a true diversity of claims, knowledges and imagi-
nations. That kind of diversity, institutional, legal, epistemic, disciplinary and dis-
cursive, is part of what it takes to be more refl exive. Diversity is not synonymous 
with refl exivity or even conducive to it, but it’s a necessary prerequisite for a healthy 
refl exive discourse on new technologies and must be preserved and appreciated. 

 Now, what does “refl exivity” mean? How does it differ from “refl ection?” 
Refl ection is thinking broadly about all the possible facets of a phenomenon as if 
there were as far as possible in an environment. This thought process is a crucial 
ingredient in refl exivity. But refl exivity is also situating yourself as an observer in 
the system, dissociating, from this system, your own interests, and thinking about 
your position amidst the things you are looking at. The law, for example, is refl ec-
tive and, even, refl exive as it regards precedents. How can we correctly implement 
refl exivity? It is about creating arenas and spaces where  matters of concern  can be 
unveiled, where cohabitation between fi elds does not suppress dissenting voices or 
anyone’s concerns. As said by Latour, “is there a way for all of us to survive together 
while none of our contradictory claims, interests and passions can be eliminated?” 
Such arenas are the intellectual and collective spaces where it becomes possible to 
question the status quo by questioning concepts such as “progress,” “power” and 
“ownership.” For example, it is necessary to directly ask what progress means for 
society as we move forward in science and technology innovation. The question of 
what constitutes true progress in synthetic biology is paramount right now for a fi eld 
that is busy designing synthetic organisms. As we are progressively expanding the 
engineering of biological organisms, which humans have been doing with 
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agriculture for thousands of years, but today, with more control, we must ask what 
purpose and for whose purpose we are doing these forms of engineering. 

 This contribution constitutes the premises of a thought experiment (Gedanken-
experiment) around the concept of  collaboration , or more exactly,  cohabitation  
between fi elds, sectors, cultures, and ways of approaching regimes of technoscien-
tifi c innovation. Ultimately, how do you create the infrastructures so that complex 
ways of thinking from different fi elds, sectors and cultures can meet somewhere and 
learn from each other? How can we think about forms of “cohabitation,” where 
researchers from different fi elds could refl ect together on research design, research 
questions and trajectories? Is it possible for different socio- technical imaginations 
to cohabit? What are the necessary conditions (institutional, epistemic, political and 
cultural) to develop different forms and places for refl exivity in different contexts 
such as the educational systems, the policy systems, or the laboratories? 

 This contribution will fi rst describe some of the contexts for cross-fi eld collabo-
rations within the life sciences, and then will highlight relevant theoretical refl ec-
tions, including the concept of trading zones. Based on what can be learned from 
trading zones, we will use synthetic biology as a case-study to explore one of the 
inherent diffi culties in evaluating the promises of our biotechnological futures: the 
role and faith of engineering concepts and metaphors within and beyond the walls 
of life sciences. We will then refl ect on the importance of mutual learning between 
the two cultures of natural sciences and humanities to unpack what might be lost in 
translation through the use of engineering concepts and metaphors. We conclude 
with a range of institutional challenges to be tackled when it comes to promoting 
cohabitations within and beyond the walls of life sciences.  

11.2     CONTEXT – The Rise of the New Biology: What Does 
It Mean for Cross-Field Collaborations? 

 More than 50 years ago, in the Senate House in Cambridge, the celebrated novelist 
C. P. Snow delivered his now famous intervention, “The Two Cultures and the 
Scientifi c Revolution.” 3  He depicted the gap that had opened up between scientists 
and “literary intellectuals” and argued that practitioners in both areas should build 
bridges, to further the progress of human knowledge and to benefi t society. 

3   The Two Cultures is the title of an important 1959 Rede Lecture by British scientist and novelist 
C. P. Snow. It explores how the lack of interactions and knowledge-sharing between the “two 
cultures” of modern society – the sciences and the humanities – was a signifi cant obstacle to solv-
ing the world’s problems. Several infl uential thinkers within the fi eld of Science and Technology 
Studies have successfully begun to revisit C.P. Snow’s divide. Jasanoff ( 2004 ,  2005 ), for example, 
explains through the analytical framework of co-production how the objects and practices of 
scientifi c research are embedded in larger moral, legal, and social environments, and vice-versa. 
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 Not surprisingly, Snow’s vision has gone unrealized. Instead, as analyzed by 
Steven Shapin, the scientifi c persona itself is progressively evolving into one of 
entrepreneurship. For instance, it is not unusual to see life scientists increasingly 
and successfully becoming part of a web of private laboratories, start-up companies, 
and ventures developing around the promises of the New Biology. Some of them are 
not only brilliant minds; they become expert in communicating directly with stake-
holders about their work using media and targeting large readership. 4  These dynamics 
not only reinforce the notion that engineering of life has value (bio-value), but also 
nurtures the related regime of techno-scientifi c promises supposed to advance soci-
etal goals. How these common goals and other domains of public good are actually 
defi ned and negotiated is a Pandora’s box that has only occasionally been opened to 
public scrutiny. 

 Regimes of techno-scientifi c promises, which combine general societal “progress” 
with technological advances, have been building stones of our polities for decades 
now. The life sciences are an integral part of these regimes of promises. Synthetic 
biology, with its aim to engineer biological pathways, lies at the heart of what the 
U.S. National Research Council has called A New Biology for the twenty- fi rst 
century (NRC  2009 ). This report recommends that a “New Biology” approach – 
one that depends on greater integration within biology and closer collaboration with 
physical, computational, and earth scientists, mathematicians, and engineers – be 
used to fi nd solutions to four key societal needs. These societal needs are sustain-
able food production, ecosystem restoration, optimized biofuel production, and 
improvement in human health. 

 Particularly, the New Biology is considered a paradigm shift by some of its pro-
ponents in the sense that it destroys some of the walls methodically built around 
disciplines such as physics and biology. In their piece “Calculating Life,” Calvert and 
Fujimura ( 2009 ) eloquently analyze how the New Biology is increasingly tied up to 
the exigencies of a presupposed social contract. They take the example of systems 
biology to show the new interactions happening at the science-society border:

  […] systems biologists articulate a division between the ‘social’ and ‘scientifi c’ elements of 
their fi eld, and then openly discuss the value of the social aspects. This is in part because 
they work in a situation that differs signifi cantly from the more common way of doing sci-
ence in the past century. Instead of working within disciplinary boundaries, systems biolo-
gists see their research as transgressing these boundaries. They attempt to integrate not only 
data and technologies, but also disciplines and people. Scientists talk about how “the devel-
opment of systems biology depends on the sociology” and how it is important to cultivate a 
social environment in which scientists with different expertise can work together 
productively. 

4   In ( 2007 ), J. Craig Venter – the renowned scientist who plaid a signifi cant role in the race to deci-
phering the Human Genome – published his biography “A Life Decoded – My Genome: My Life.” 
In ( 2010 ), Rob Carlson, another active proponent of the development of the new biology, published 
a book on synthetic biology written for a large readership “Biology is Technology – The Promise, 
Peril, and New Business of Engineering Life.” 
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   Calvert and Fujimura then continue their analysis by referring to the “wall” 
metaphor which, interestingly, brings us back to this notion of  cohabitation  we have 
been alluding to earlier:

  Another demonstration of the interconnectedness of the social and the scientifi c is the com-
monly expressed idea that systems biology has ‘no walls’. This point is made in a meta-
phorical sense: systems biologists maintain that the fi eld draws on expertise from whichever 
area is most useful or appropriate at the time because “ideas are everywhere”, as one inter-
viewee noted. Two senior researchers even thought that the disciplinary spread of systems 
biology could extend to the social sciences and humanities. The idea of ‘no walls’ also has 
currency in a literal sense because there are no walls between the laboratories at many sys-
tems biology institutes, in order to facilitate communication between researchers. New 
buildings have interdisciplinarity purposely built into the design, with social spaces where 
the ‘wet’ experimental people and the ‘dry’ computational people can easily come across 
one another. 

   Such testimonies show that modes of integrating life sciences are slowly 
emerging. But whether those are punctual attempts or successes to come in terms 
of promoting non-endogenous collaborations remains to be seen since dissensions 
already exist within centuries-old biology. On this specifi c argument, Calvert and 
Fujimura bring extremely valuable testimonies from inside molecular biology and 
systems biology:

  The issue of whether systems biology constitutes a paradigm shift comes up most often 
in comparisons with molecular biology. In fact, Fred Boogerd and colleagues note that 
“practicing systems biologists are often hindered by paradigm battles with molecular 
biologists” (   Boogerd et al.  2007 ). A computer scientist highlighted the antagonism 
between the two fi elds by saying “it’s still very much an ‘us and them’ thing between the 
molecular and the systems people”. This is in a context where, until recently, “the main-
stream was dominated by the reductionist molecular biology agenda”. Against this back-
ground, it is perhaps not surprising that systems biologists often experience resistance 
from the ‘old school’ of molecular biology. Indeed, some interviewees argued that the 
antagonism towards systems biology from the proponents of previous paradigms is itself 
a sign of a paradigm shift. 

   In its “Vision of the Future,” the NRC Report envisages a drastic integration of 
several fi elds that are thought to be key in solving sustainability challenges con-
fronting our societies (NRC  2009 , viii):

  Given the fundamental unity of biology, it is our hope and our expectation that the New 
Biology will contribute to advances across the life sciences […] [T]he life sciences have the 
potential to provide a set of tools and solutions that can signifi cantly increase the options 
available to society for dealing with problems. Integration of the biological sciences with 
physical and computational sciences, mathematics, and engineering promises to build a 
wider biological enterprise with the scope and expertise to address a broad range of scien-
tifi c and societal problems. 

   Such a vision postulates a form of unity within biology, which, as shown in the 
above excerpts, is contested and might therefore create a potential for fragmentation 
and disillusion along the road. When it comes to designing fruitful, balanced col-
laborations, the gap is even more diffi cult to bridge between the “two cultures” of 
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life sciences and humanities. 5  Yet, not only collaborations within the life sciences 
but also beyond, including the social sciences and humanities, is needed. The revo-
lution that the “New biology” (NRC  2009 ) imposes to the life sciences, its nature 
and goals, preferably would require parallel adaptations in societal governance, but 
despite the efforts of visionary researchers to overcome the divisions between the 
two cultures of humanities and natural sciences, 6  the New Biology has been imag-
ined mainly in the minds of biologists, other natural scientists, mathematicians, and 
engineers. A comprehensive understanding of the epistemic, ontological, and nor-
mative changes induced by this “New Biology” paradigm would benefi t from the 
involvement of researchers from humanities and social sciences.  

11.3     Theoretical Input: Crossing the Line 
“In and Out” the Laboratory 

 Recent research in Science and Technology Studies (STS) has been conducted with 
a goal to develop new theoretical frameworks based on constructive technology 
assessment, midstream modulation, trading zones, shared expertise, moral imagina-
tions and epistemic cultures that show promise for understanding and facilitating 
interdisciplinary collaborations (see Chaps.   3    ,   5     and   7     of this book; Schot and Rip 
 1997 ; Fisher  2007 ; Fisher and Mahajan  2006 ; Fisher and Schuurbiers  2009 ; Gorman 
 2004 ; Gorman et al.  2004 ,  2009 ; Gorman and Mehalik  2002 ; Knorr-Cetina  1999 ). 

11.3.1     Insertion and Modulation 

 Two approaches, within CTA, are of particular interest to this contribution: the notion 
of “insertion” and “moving about.” 7  These two ethos have been coined as crucial 
methodologies within CTA experiments and refer to CTA practitioners as “knowl-
edgeable visitors.” They “insert” themselves upstream into the lab or the R&D ecosys-
tems and question, probe, and interrogate practices and decisions leading to specifi c 

5   The fi eld of bioethics has been quite successful at collaborating with teams of natural scientists 
and might be a source of learning for what mode of collaboration works and which does not work. 
But we also may want to be “refl exive” and examine the cases where ethicists might have been 
used as “token ethicists” and lacked room for questioning the research design, questions and 
trajectories. 
6   Sheila Jasanoff ( 2004 ) is noted for her work on co-production: the analytical framework of co- 
production directly pertains to governance issues by exploring how the objects and practices of 
scientifi c research are embedded in larger moral, legal, and social environments, and vice versa. 
7   See Chap.  3  by Rip and Robinson. 
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research pathways. They are not only “inserted” or “embedded;” they are also 
“moving about,” meaning they are following objects or practices under investigation 
through multiple “fl oors,” including research laboratories, conferences, planning 
events and public debates. Through this insertion and “moving about” journey, they 
do not only acquire the necessary empirical knowledge to understand the visions, 
expectations, and practices part of the scientifi c enterprise, they also bring different or 
dissenting questions and connections to places where science “happens.” 

 Similarly, within midstream modulation, the “embedded” humanist fi nds him or 
herself confronted with the exploration and questioning of the everyday decisions 
taken with the laboratory. If a form of dialogue becomes possible (some experi-
ments seem to be unsuccessful, Cf.    Rabinow and Bennett  2012 ), the “embedded” 
humanist might be able to develop and share a refl exive point of view and therefore 
exert a modulation within the process of laboratory life. The extent to which this 
refl exive point of view is limited by factors as multiple as funding, authority, and 
inability to set a dialogue across different disciplinary paradigms is well explained 
in Chap.   5     by Fisher and Schuurbiers. 

 How do these two ethos differ or come close to what this contribution describes 
as cohabitation? Cohabitation is about a house, an arena, or a journey where imagi-
nations are confronted and shared to think about what societal progress is and how 
technology contributes to it. It is a journey where “insertion” and “modulation” are 
made possible upstream enough for a discussion about societal progress to happen 
before R&D choices are set in stone. It is a journey that allows for imaginations to 
be rather focused on large technological systems rather than a punctual technological 
choice. In fi ne, these notions are different but close trajectories to think about how 
dissenting imaginations can coexist into innovation systems.  

11.3.2     Trading Zone, Interactional Expertise 
and Cross-Field Collaborations 

 The metaphor of a “trading zone” has been fi rst developed by Peter Galison to 
explain how scientists and engineers from different disciplinary cultures manage to 
collaborate across apparently incommensurable paradigms (Galison  1997 ). 
Through case-studies in physics, Galison found that different epistemic communi-
ties had to develop fi rst jargons, then pidgins, and fi nally full-scale creoles to be 
able to share perspectives across their own scientifi c paradigms. He noticed that, 
despite coming from contrasting scientifi c paradigms, experts were able to develop 
communication processes which can be seen as a trading zone: in this trading zone, 
experts use what Bromme calls a group-specifi c language which usually relies 
heavily on the development of metaphors as a bridge between different epistemic 
paradigms (Bromme  2000 ). The concept of trading zones has been signifi cant to 
better understand interdisciplinary collaborations. The “trade” metaphors ade-
quately portray the way academic experts are increasingly used to meeting, 
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exchanging ideas, learning from each other, and then returning to their epistemic 
community with concrete “goods” in the form of improved research practices 
(Morreale and Howery  2002 ). 

 In parallel with the refl ection on trading zones, Collins and Evans ( 2002 ) have 
described the different levels of expertise that play a role in interdisciplinary col-
laborations: one of special interest to our research is the interactional form of exper-
tise. The interactional expert corresponds to an agent who understands enough of 
the language and norms of the different epistemic cultures involved in the trading 
zone to facilitate the trade. For example, early in the development of MRI, surgeons 
interpreted as a lesion what an engineer would have recognized as an artefact of the 
way the device was being used; this breakdown in the creole between these com-
munities was recognized and solved by an interactional expert who had a back-
ground in both physics and medicine (Baird and Cohen  1999 ). 

 Trading zones might also incorporate collective overarching goals such as 
sustainability. Indeed, sustainability has emerged as the ascendant policy issue of 
the twenty-fi rst century. While we continue to argue about the true defi nition of 
“sustainability” – particularly since it has become a fashionable buzzword for the 
policy community and related funding agencies – the challenge of converting our 
present socio-technical system to a “sustainable” system has developed as a new 
master narrative, inspiring policy discourse both in Europe and the United States. 
Trading zones that build around these collective overarching narratives need to 
apply what has been defi ned as “moral imagination” (Werhane  1999 ). The con-
cept of moral imagination assumes that human beings learn practical ethics from 
deep stories, collective archetypes, and unconscious, or often emotive dimen-
sions of a problem or paradox that become models for ethical behaviors (Johnson 
 1993 ). These stories are usually invisible, unquestioned, and progressively 
adopted as simple accounts of the reality (Sethi and Briggle  2011 ). Moral imagi-
nation reasserts that these stories are contingent views that need to be confronted 
with the “epistemic other” (Wynne  2009 ) when a serious dialogue about different 
worldviews is at stake.  

11.3.3     Epistemic Cultures and Negative Knowledge 

 The framework of epistemic cultures analyzes the dynamics of knowledge- 
production – their amalgams of arrangements and mechanisms bonded through 
affi nity, necessity, and historical coincidence (Knorr-Cetina  1999 ). This framework 
might be useful to explore the potential for new modes of cross-sector (public/
private) and cross-disciplinary collaboration between the life sciences and social 
sciences to develop refl exivity in scientifi c practices. Synthetic biology, in particu-
lar, has witnessed the development of these “lab-scale interventions” (Rabinow and 
Bennett  2009 ; Fisher  2007 ). The rationale behind these collaborative ventures is to 
identify social and ethical controversies further upstream in the R&D process. 
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These collaborations also promote bridges that enable the communication of ethical 
and regulatory insights from the social sciences and bioethics component back to 
the laboratory. At the same time, such collaborative practices would benefi t from 
being anchored in trading zones involving outsiders to the lab and non-institutional 
networks such as DIYBio or private conglomerates. 

 Part of the dynamics within epistemic cultures, the notion of “negative knowl-
edge” (Knorr-Cetina  1999 ) and the problematization of the non-production of 
knowledge (   Proctor and Schiebinger  2008 ), might illuminate some of the controver-
sies around the safety/societal implications of synthetic biology. Indeed, a thorough 
understanding of the factors at stake in the non-production of knowledge might help 
understand what knowledge is “lost in translation” through the use of metaphors in 
life sciences. The concept of negative knowledge seeks to analyze the limits of 
knowing, the mistakes we make in trying to know, the things that interfere with our 
knowing, what we are interested in, and what we do not really want to know. This 
notion of negative knowledge might give insight into the way research agendas are 
built and delimited, especially when it comes to research oriented toward solving 
societal ills. 

 In this contribution, we postulate that trading zones have the potential to improve 
technology governance by integrating interdisciplinary assessments through grad-
ual co-production of methodologies, analyses and concepts. Trading zones could 
act as spaces for the articulation of plural scenarios about technological innova-
tions and,  ipso facto , promote the transmission of social, ethical, and regulatory 
controversies from social sciences to the lab and  vice versa . However, a critical 
mass of the trading zone participants need to have enough knowledge and under-
standing of the language and norms of the different cultures involved in the zone to 
be able to facilitate the trade. This  sine qua non  condition invites us to think that 
the use of metaphors in science is far more complex than the ends it serves in litera-
ture and politics. For example, when synthetic biologists use metaphors such as 
“software of life,” an analogy is drawn between biological and computational sys-
tems that allows synthetic biology to borrow important concepts like ‘feedback 
loops,’ ‘information,’ ‘robustness,’ ‘noise,’ from its engineering and computation 
counterpart. Interestingly, these concepts are not static. They are refi ned through 
scientifi c practices. These concepts sometimes even have different meanings to 
different researchers in different contexts. For example, for some researchers the 
concept of noise relates to a nuisance and complexity that should avoided; for 
others, it constitutes a source of uncertainty that can be both negative or positive – 
leading to unexpected discoveries. This “plasticity” of metaphors and related engi-
neering concepts should be explored through the practices and the discourses that 
make them evolve. 

 Due to their interpretative force and potential infl uence on public visions, we 
need a refl ective and more critical use of metaphors when it comes to scientifi c 
practice. This chapter could function as a trigger for more in-depth discussions on 
the various functions of metaphors or contribute to already existing discussions.   
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11.4     Case Study: Engineering Metaphors as a Challenge 
to Cohabitation Within and Beyond the Walls 
of Life Sciences 

   Books of life, junk DNA, DNA barcodes: all these images can and have distorted the picture, 
not least because scientists themselves forget that they are metaphors. And when the science 
moves on, when we discover that the genome is nothing like a book or a blueprint – the 
metaphors tend, nonetheless, to stick. The more vivid the image, the more dangerously 
seductive and resistant to change it is. 

 (Philip Ball, Nature, February 23, 2011) 

   To explore the potential of using trading zones upstream in technology assess-
ment and,  ipso facto , the challenge of developing a group-specifi c language, this 
chapter will focus on the problematic use of engineering metaphors within the 
emerging fi eld of synthetic biology. Decisive questions to be asked are: What is lost 
in translation through engineering and mechanistic metaphors? What is the role of 
metaphors in “keeping biology complex or not?” How are ignorance and uncer-
tainty constructed, imposed and manipulated through metaphors? What spaces are 
left for epistemic openings in an attempt to explore diverse meanings of synthetic 
biology? 

11.4.1     Metaphors as an “Inside-Out” Border 

 Arrays of metaphors and concepts used in synthetic biology have their origin in 
information theory (computation) and engineering. A good example is the use of 
“chassis” – sometimes “safe chassis” – to defi ne the basic functionalities of a bacterial 
genome on top of which forward-engineered biological systems can be implanted. 
And indeed, most scientists view metaphors as an essential teaching tool. Chemist 
Theodore Brown   ’s book ( 2003 :14), “Making Truth: Metaphors in Science,” opens 
with the following central thesis and tone:

  […] metaphorical reasoning is at the very core of what scientists do when they design 
experiments, make discoveries, formulate theories and models, and describe their results to 
others–in short, when they do science and communicate about it. Metaphor is a tool of great 
conceptual power. It enables the scientists to interpret the natural world in wonderful and 
productive ways. At the same time, the metaphorical reasoning that lies at the heart of sci-
entifi c thought and imagination is constrained in ways that go toward defi ning the range and 
character of science. 

   The power and effects of metaphors might be even more pervasive when it comes 
to new scientifi c developments where metaphors usually are supposed to unveil the 
esoteric. Interestingly, metaphors in science often act as “boundary-objects,” resid-
ing in the “in-between” spaces characterized by epistemic aspirations, tensions and 
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uncertainties. In the 1990s, Star and Bowker considered boundary objects as 
locations to study individual practices in institutional arrangements: “These objects 
may be abstract or concrete…but their structure is common enough to more than 
one world to make them recognizable, a means of translation. The creation and 
management of boundary objects is a key process in developing and maintaining 
coherence across intersecting communities” (Bowker and Star  1999 :297). What is 
of interest to us is the ability of boundary objects to exist in multiple communities 
which allows them to serve as translational devices between disparate articulations 
of practice. This translational function is essential within the walls of the life sci-
ences when cross-fi eld fertilization happens to build a new fi eld like synthetic biology. 
But this function goes beyond the walls of life sciences. The communicative spaces 
metaphors represent also allow for the translation and extrapolation of synthetic 
biology’s potential from scientifi c into policy and public discourses. This is why, 
beyond their uses as boundary objects in communities of practices across life sci-
ences, metaphors also play a key role in the production of knowledge about the New 
biology and in the construction of our common biotechnological futures.  

11.4.2     What Is Lost in Translation? 

 This section introduces a few empirical refl ections which arise from a 5-months 
interdisciplinary study undertaken by researchers who present the form of interac-
tional expertise we have been alluding to earlier. From January to May 2012, a physicist 
and philosopher of science as well as a linguist teamed up to study the role and faith 
of engineering metaphors within synthetic biology. 8  Through the use of data mining 
software, these researchers explored the peer-reviewed literature on synthetic biol-
ogy 9  and identify the metaphors used as well as their related conceptual categories. 
As a next step, through laboratory observation, interviews and qualitative analyses, 
they conducted an in-depth investigation as to where the metaphors come from and 
with what meaning they are used in scientifi c and public communication. 

 When used within the walls of life sciences, in dialogues between biologists, 
engineers, computer scientists and physicists, metaphors serve as inspiration but are 
robust enough to progressively create an identity among merging communities of 
practices. As explained by one of the synthetic biologist interviewed, the majority 
of metaphors in synthetic biology have their origin in information theory (computa-
tion) and engineering:

  In synthetic biology I found a very different reception, from molecular biology, microbiol-
ogy and the broader genome community in that, in the late ‘90s, I think each of those com-
munities recognised they were now facing, complex systems that were very diffi cult to 

8   Andrea Loettgers is currently a researcher at the California Institute of Technology and has a 
background in physics and philosophy of science; Eleonore Pauwels is a public policy scholar at 
the Wilson Center in Washington DC and has a background in linguistics and public policy. 
9   Source: Web of Science 
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understand. […]Those communities recognised that they needed to now better understand 
the circuits, the networks the pathways in which, these parts operated and I think they 
turned to physicists and engineers and said “what can you do?” and.. synthetic biology grew 
in part out of the response of those communities to that […] where, I think we saw that there 
was an opportunity to reverse engineer and better understand actual systems. But that the 
data was still quite sparse and that we could simultaneously, or make better progress by, 
taking a forward engineering approach where we could, build up small systems out of these 
components de novo, and study their behaviours. 

   He goes further by explaining how the use of engineering concepts and meta-
phors constitute a differentiating factor in the construction of the synthetic biology 
fi eld:

  I think they (engineering concepts and metaphors) are fundamental, to our work and… I 
think it’s a differentiating factor of our lab, and other synthetic biology labs from more 
traditional cell biology approaches to these systems. And we use inspiration from engineer-
ing, both with the design but even more critical we use engineering principles, both to guide 
the design of our synthetic constructs as well as to aid in our understanding of how natural 
systems function. 

   This last excerpt shows the extent to which, for synthetic biologists, engineering 
concepts and metaphors are not translated literally into biology but submitted to a 
lot of tinkering, what Andrew Pickering ( 1995 ) called the “Mangle of Practice.” 
Engineering concepts and metaphors are used as inspiration but they have to accom-
modate biology:

  We had to accommodate the biology. I think here, it’s probably more an analogy than a 
metaphor, but it’s where, from the circuit design standpoint, many in the fi eld will typically 
take as inspiration, a circuit design or a functional circuit goal from engineering, but then 
we of course are constrained by what you can do with the biological systems and as a result, 
the creative comes in then thinking about what design will allow us to accomplish the func-
tional goal, accounting for the biology. […] The constraining aspect of the analogy then, 
comes in where you get the differences between say biology and engineering systems. And 
a good synthetic biologist will work hard to try to account for those differences and either, 
accommodate by trying to compensate for them or, to accommodate them by embracing 
them and actually working them into the function. 

   Yet, some of the practitioners are refl exive enough to show the limitations of 
engineering concepts and metaphors in conveying the inherent complexity charac-
terizing life sciences. They raise attention to the meanings inevitably “lost in trans-
lation” when using engineering concepts and metaphors such as “legos,” “biobricks,” 
“building blocks:”

  I think the biggest misconception that arises is, you get the sense that, what we do is as easy 
as building a building out of Legos. And, that we’re in a position now to.. re-engineer organ-
isms, in.. very prescribed ways, quite readily and, this is where I think the misconception 
arises is that by, invoking these concepts which are not yet practice. By giving the sense that 
synthetic biology is the engineering of biology and we now are in a position where we can 
engineer biology and.. standardisation, BioBricks, leads to this misconception that, this is 
now readily easy for us to come up with complete new organisms, or change things. […] The 
danger is that if you limit yourself to thinking about the engineering analogies or what we’ 
already built, you may actually not open yourself up to, seeing new biological principles that 
do not yet have engineering analogues. […] Are you missing how the system actually works 
by trying to fi t it, into your electrical engineering analogies or, mechanical analogies? 
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   By trying to implement logical digital circuits into biochemical networks, synthetic 
biologists could run into what Fujimura ( 2005 :220) described in one of her articles 
as forcing conceptual framework onto biological systems which could lead to a loss 
of important information. She goes further by emphasizing how the metaphor might 
provoke some distortion:

  The reason for disentangling the materialities of engineered and biological systems is to 
delineate the various border-crossings in order to understand what is lost in the translation. 
By ‘lost’, I mean more than ‘loss’. Translations can distort, transform, delete, and add. For 
example, although Kitano, Doyle, and Hood understand that the Boeing 747 and the 
 automobile are too simple to emulate biological systems, they nevertheless use principles 
from these systems to model biological systems. In the process, their models still may 
excise whatever cannot be translated into the instrumental and technical terms of control 
engineering as they calibrate between biological organisms and virtual, artifi cially created 
advanced technologies. This excision does not make their productions any less material or 
real. Instead, one of my purposes for studying systems biology is to ask whether there are 
other productions that could have been made in their place. 

   There are thus a few research questions we may want to keep in mind when ana-
lyzing the use of engineering concepts and metaphors in scientifi c communication 
about synthetic biology: What is lost in translation through engineering and mecha-
nistic metaphors? What alternative use of metaphors could have been made? What 
kind of knowledge and ontologies are produced? 

 Fujimura ( 2005 :211) outlines an important paradox emerging from the 
engineering- control approach which is likely to raise questions at the science- 
society frontier:

  The control engineering approach appears to be a top down, engineered systems approach 
to biological organisms that begins with particular design requirements and principles. In 
contrast, biological organisms are ostensibly the results of evolution, which means that the 
organism and the species as well as the evolving environments are historically contingent 
products. Is the engineered systems approach too mechanistic and naive, given the histori-
cal and contingent production of biological organisms? 

   This excerpt alludes to the importance of dealing with broad assessments of the 
impact of the engineering community and its collective practices on social or bio-
logical systems: If engineering and command-control principles continue to domi-
nate systems biology’s modeling of living organisms, what will be the resulting 
products and social consequences? What is implied in terms of safety and security 
through engineering-control metaphors? In which terms do synthetic biologists 
defi ne what a success would be in their research? What are the implications of these 
control-engineering metaphors for our socio-ecological and socio-technical sys-
tems? Are there alternative models?  

11.4.3     Hype and Promissory Futures 

 Beyond the walls of life sciences, when synthetic biology is portrayed into public 
discourse, reports of the current success and future potential of synthetic biology 
are frequently illustrated with images depicting speculative and futuristic visions. 
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As related in  The New Yorker  of September 2009 (Specter  2009 ), “synthetic biologists 
are convinced that, with enough knowledge, they will be able to write programs to 
control those genetic components, programs, that would let them not only alter 
nature but guide human evolution as well.” The communicative spaces enabled by 
metaphors and the visions they produce present “life” not only as it is, but also 
“life as it could be” or “life as we could make it be.” A good example of futuristic 
use of a metaphor is the Synberc “tumor-killing bacteria.” Despite its weak refer-
ence to current achievement in synthetic biology, this image serves as a means of 
communication for the “exchange” of expectations between the discourses of sci-
ence, economy and the mass media. This should encourage us to ask a few addi-
tional questions: What biotechnological futures are anticipated through metaphors? 
Are there other ways, other metaphors to be used while thinking about the future 
of synthetic biology? How should techno-scientifi c promises be distinguished 
from hype? 

 Another eye-catching image of synthetic biology is the one depicted in a recent 
article of  The New York Times  Magazine titled “The God of Small Things – Craig 
Venter’s bugs might save the world:” “In the menagerie of Craig Venter’s imagina-
tion, tiny bugs will save the world. They will be custom bugs, designer bugs – bugs 
that only Venter can create. He will mix them up in his private laboratory from bits 
and pieces of DNA, and then he will release them into the air and the water, into 
smokestacks and oil spills, hospitals and factories and your house. Each of the bugs 
will have a mission. Some will be designed to devour things, like pollution. Others 
will generate food and fuel. There will be bugs to fi ght global warming, bugs to 
clean up toxic waste, bugs to manufacture medicine and diagnose disease, and they 
will all be driven to complete these tasks by the very fi bers of their synthetic DNA. 
Right now, Venter is thinking of a bug. He is thinking of a bug that could swim in a 
pond and soak up sunlight and urinate automotive fuel. He is thinking of a bug that 
could live in a factory and gobble exhaust and fart fresh air.” 10  

 This vision is simultaneously futuristic and foreseeable, reminding us that syn-
thetic biology is ultimately part of a technological continuum anchored in the 
Enlightenment and constantly progressing through techno-scientifi c breakthroughs, 
such as recombinant DNA technologies. 

 Behind this impression of a continuum, however, there is something salient in the 
visions populating synthetic biology; through intentional biological design and 
manufacturing, engineered life forms – from engineered yeast to Venter’s “synthetic 
cell” – are becoming “factories” on their own. In short, while laboratories have grown 
into “factories” through twentieth century’s collective imaginaries, today synthetic 
biology design turns the living cell itself into a factory. To this effect, Peter Galison 
( 1999 ) remarkably analyzed how scientifi c practices and understandings have evolved 
through the nineteenth century from an Enlightenment culture seeking to unveil 
nature’s true face, to a regime of mechanical objectivity. Scientifi c practices have 
progressed from those of intervening genial individuals to ones at ease building 

10   http://www.nytimes.com/2012/06/03/magazine/craig-venters-bugs-might-save-the-world.html?_r=1
&pagewanted=all 
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and supervising precise machines. The below excerpt depicts the transformations 
occurring within the sanctuary of the laboratory (Galison  1999 :33–34):

  Many features of the laboratory and factory coincide; they are deeply linked, and often 
co- produced. One can point, for example, to worker discipline, centralized power sources, 
and architecture – as well as shared political economic ideals of maximizing work and 
minimizing waste. But for our purposes here, the key commonality is the joint fascination 
with the reduction of individual variability through the use of machines: the production of 
regularity as a positive virtue that was simultaneously moral and epistemic. It was here that 
the quieting of the will met the discipline and self-restraint of the factory. […] Scientifi c 
laboratory workers had long taken on the mantle of self-disciplined supervisors of machine. 
When scientists announced with pride in objectivity that they would do nothing to impose 
individual variation on the regular, uniform, and reliable output of their machines, they 
were testifying not only to the power of science in industry, but to the conjoint understand-
ing of laboratory and factory. 

   The vision of a future inhabited by “living factories” constitutes a signifi cant and 
symbolic pace on the road to the molecular economy. It epitomizes and reinforces 
what some have called the production of “biovalue” within a “moral economy of 
hope” (Rose and Novas  2005 :442, 452):

  Biology is no longer blind destiny, or even a foreseen but implacable fate. It is knowable, 
mutable, improvable, eminently manipulable. Of course, the other side of hope is undoubt-
edly anxiety, fear, and even dread at what one’s biological future, or that of those one cares 
for, might hold. But whilst this may engender despair or fortitude, it frequently also gener-
ates a moral economy of hope, in which ignorance, resignation, and hopelessness in the 
face of the future is deprecated. This is simultaneously an economy in the more traditional 
sense, for the hope for the innovation that will treat or cure stimulates the circuits of invest-
ment and the creation of biovalue. […] It also tries to encapsulate the ways in which life 
itself is increasingly locked into an economy for the generation of wealth, the production of 
health and vitality, and the creation of social norms and values. 

   This transition toward increasing reliance on the production of biovalue and the 
techno-scientifi c promises that surface in the aftermath presents a kaleidoscope of 
interesting epistemological and ontological claims. The extensive use of engineer-
ing concepts and metaphors in the emergence of synthetic biology portrays the fi eld 
as one easy to grasp and, at the same time, a very appealing and promising endeav-
our (Specter  2009 ). These mechanistic representations are anything but new in bio-
technology and genetic engineering, where metaphors or images constructed to 
represent new processes, products, and their potential effects have widely adopted 
mechanistic models. Beyond the need to sketch the functioning of biological sys-
tems, these models also convey the implicit reassurance that these systems can be 
optimized and that they are reliable and under control; their behavior is predictable. 
This reassuring concept has also affected the design of regulation; mechanistic met-
aphors have been used as examples of mitigating uncertainties and managing safety 
aspects (OTA  1989 ). 11  Additionally, the effects of these images and metaphors are 

11   In 1989, almost coincidentally with the release of the fi rst U.S. patent on a complex organism, 
the Oncomouse, the Offi ce of Technology Assessment (“OTA”) published the report entitled 
 Patenting Life . In order to stress the analogy between mechanical and biological inventions, and 
thus the inevitable patentability of organisms, the OTA showed, side by side, the two drawings 
accompanying, respectively, the Mousetrap (patented in 1900) and the Oncomouse. 

E. Pauwels



223

amplifi ed by the fact that, as with most emerging sciences, the practitioners in 
charge of mapping synthetic biology are also concurrently inventing it (Sethi and 
Briggle  2011 ). 

 Above all, in the scientifi c and public spheres, synthetic biology fi ts into a regime 
of innovation based on techno-scientifi c promises and therefore is epitomized 
through metaphors and narratives that involve the articulation of a vision (Wynne 
et al.  2007 ). Often this articulation takes the form of hype. Vision and hype are both 
types of discourse that look toward the future. The vision of synthetic biologists is 
a future where humans engage in the large-scale design and creation of new life 
forms that are exquisitely tailored for human purposes. The genetic engineering of 
organisms and the extensive design and manufacture of living things from virtual 
genetic sequences blurs the line between machine and organism, life and non-life, 
and the natural and the artifi cial, and thus transforms the relationship between 
human kind and nature in ways that are exciting to some people but troubling for 
others (Bedau et al.  2009 ; Pauwels  2009 ). 

 In the near future, there might be a need to explore the readiness of the engineer-
ing profession to address the ethical and social issues associated with our bio- 
technical futures. The possibility of error, human and otherwise, is why history is 
important when we think about future technologies. How well have we managed the 
introduction of other technologies? Have we, as a society, learned anything?   

11.5     Questions: To Researchers and Funding Agencies 

   Transgressing disciplinary boundaries… [is] a subversive undertaking since it is likely to 
violate the sanctuaries of accepted ways of perceiving. Among the most fortifi ed boundaries 
have been those between the natural sciences and the humanities. 

 (Valerie Greenberg ( 1990 ) –  From Transgressive readings:  
  The text of Franz Kafka and Max Planck ) 

   Some recent research initiatives have started to revisit what C.P. Snow called the 
“two cultures” gap (see the chapter by Fisher and Schuurbiers (Chap.   5    ) and the 
chapter by Gorman et al. (Chap.   8    ) in this volume). They intend to promote different 
ways in which the cultures of science – far from standing apart from the rest of the 
academic disciplines – are in timely conversations with the cultures of the humanities, 
the social sciences, the arts, and the law. 

 One of these initiatives is called “lab-scale intervention.” Nanotechnology – and 
to a limited extent, synthetic biology – has witnessed the development of these new 
modes of cross-disciplinary collaboration between natural sciences and humanities 
that help develop refl ective scientifi c practices. The rationale behind these collabo-
rations is to recognize issues of concern, from ethical uncertainty to social contro-
versies, high upstream in the research and innovation process. These collaborations 
are also supposed to promote more rapid communication on ethical and regulatory 
matters from the law and bioethics component back to the laboratory. Encouragingly, 
recent studies show that it is possible to form an interdisciplinary trading zone 
in which a scientist and a humanist jointly explore a cutting-edge topic in 
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nanotechnology. Concretely, engineers and humanists become actively involved in 
the process of knowledge-exchange, better described as “knowledge-trading,” with 
the consequent result that some engineers and humanists develop long-term interac-
tions, building trust and enabling mutual learning by working together in hybrid 
collectives. 

 In the future, these tandems of researchers from different disciplines could 
develop plural narratives and metaphors that promote the transmission of scientifi c, 
ethical, and regulatory controversies from the social sciences to the lab and vice 
versa. These tandems would function as a mirror or a “refl exivity tool” for the life 
sciences involved in synthetic biology design and the social sciences interested in 
the related implications. In a “knowledge-society,” these cross-boundaries tandems 
could also be opened to the policy and public sphere by including policymakers, 
NGOs, investors, and science journalists. 

 Indeed, such collaborative experiments will be enriched by continual conversa-
tions with those outside the lab, including policymaking communities and non- 
institutional networks such as Do-It-Yourelf-Biology and private conglomerates. 
Such an early dialogue between researchers and policymakers, for example, would 
help identify moments of safety or regulatory uncertainties in synthetic biology 
trajectories, or what Brian Wynne calls “epistemic other.” Indeed, policymaking 
communities do not need only a clear perspective on the challenges posed by syn-
thetic biology to ethics and politics but must also promote, inside public policy 
communities, more refl exive thinking on the social and normative dimensions of 
synthetic biology design. 

 Though these cross-disciplinary attempts are still nascent, they already raise 
questions and require us to be critical: to what extent do these lab-scale studies lead 
to better capacity to critically analyze the relevance of synthetic biology promises to 
societal goals? To what extent do they allow us to collectively experiment with pos-
sible alternatives within synthetic biology? To what extent will they succeed in 
developing co-production among multiple disciplines and perspectives from the 
outset as opposed to downstream refl ection upon the ethical, legal, and social impli-
cations of synthetic biology? 

 With the above interrogations populating our imagination, we feel the need to 
continue our thought experiment around the concept of cohabitation and make 
clearer to the reader what the virtual border is between traditional modes of  collabo-
ration  and  cohabitation . This thought experiment interestingly echoes recent obser-
vations made by a group of researchers in “Towards a Manifesto for Experimental 
Collaborations between Social and Natural Scientists” (Balmer et al.  2012 ). The 
writing process of this manifesto was purposely open and pluralist: “On 19th June 
at Kings College London, natural scientists, engineers and social scientists inter-
ested in synthetic biology gathered to discuss some proposed principles for negoti-
ating and practicing collaborations that we had initially drafted to stimulate 
discussion at the event. Everyone was fruitfully engaged and it became clear that to 
move ahead we need more discussion, more comments and more engagement. We 
now put these principles forward as an invitation to further dialogue.” Among these 
principles, several, including the notions of refl exivity, pluralism, collective 
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experiment and hospitality, converge towards what we think are the predicaments 
for building cohabitation. Cohabitation could be a term to name these improved 
modes of collaboration the manifesto is inviting us to develop. 

 The manifesto opens with a background observation similar to what Fujimura and 
Calvert (2009) and the author of this contribution have attempted to shed light on: 
researchers from social sciences are too often allowed solely in one room of the 
house, limited to establishing ethical and social implications of technological choices 
already built in stone. In brief, researchers from natural and social sciences are not 
sharing the same space but are separated by rigid walls slowly built around “funding 
arrangements, disciplinary and institutional boundaries, governance regimes and 
local politics” (Balmer et al.  2012 ). Yet, years of research (e.g. Jasanoff  2004 ) have 
showed the extent to which the scientifi c enterprise is primary a social construction, 
how intertwined choices of scientifi c and social relevance are, and,  ipso facto , how 
crucial it is to be able to question and confront these choices with wider, sometimes 
dissenting, imaginations. As eloquently said in the room of King’s College, “this 
means both natural and social scientists can work together to produce a critical and 
human understanding of how design, development and application of new technolo-
gies are accomplished. We can make technologies and science more socially respon-
sive and relevant by understanding the dynamics of lab work and innovation to 
identify where choices are made and where alternative routes could be taken.” 

 To avoid building sidewalls and promote different imaginations to co-habit, we 
need a revolution in the modes of production of knowledge. We shall also be ready 
to question the reasons for non-production of knowledge. Here, we mean we need 
to consider the non-production of knowledge as a subject of scientifi c, historical and 
social inquiry. If we dare to echo Latour’s question “Can we cohabitate with you? Is 
there a way for all of us to survive together while none of our contradictory claims, 
interests and passions can be eliminated?,” we need to design spaces where interac-
tions between the two cultures are pluralist, refl exive, experimental and promote 
mutual learning. Pluralism invites us to be open to diverse forms of knowledge and 
experiences, to “epistemic other,” to be open to different perspectives on what 
“progress” means for a human society in a specifi c context and culture. Refl exivity 
leads us to question our modes of production (and non-production) of knowledge. 
For example, sustainability has been erected as a buzzword in some policy arenas 
and neglected in others. But, beyond the term, some questions are rarely asked: 
what is it that we want to sustain? When it comes to sustainability, we know very 
little. Why? Researchers in Stanford (Proctor and Schiebinger  2008 ) have pursued 
a genuine research path to show how, around some phenomenon and object such as 
the tobacco industry or climate change issues, our societies, consciously or uncon-
sciously, do not produce knowledge but instead promote ignorance. A disposition to 
pluralist refl exivity would resonate with Stirling’s interrogations ( 2009 :5): “‘which 
way?’; ‘what alternatives?’; ‘who says?’ and ‘why?’ This is the essence of a norma-
tive, analytic, epistemic, ontological – and consequently intrinsically political – 
project of ‘pluralising progress’.” 

 Such pluralist and refl exive modes of sharing knowledge are diffi cult, demand-
ing and, above all, experimental. They require, despite institutional pressures, being 
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equally ready for successes and failures, having the ability to learn from failures and 
non-production of knowledge. They thus have to rely on processes of mutual learn-
ing where prevail openness and understanding – “hospitality” as mentioned by the 
manifesto. This notion of “hospitality” brings us back to the  cohabitation  metaphor 
and the signifi cance of developing a language that can be shared by researchers 
from different fi elds without being left on the margins. We have shown through our 
exploration of engineering concepts and metaphors in synthetic biology how and 
why a nuanced understanding of assumptions behind concepts and metaphors might 
be a starting point to better promote mutual learning. The interdisciplinary experi-
ment which led to questioning these concepts and metaphors is only a fi rst explor-
atory step and should not be considered in itself as a cohabitation experiment. 

 Initiatives such as trading zones, lab-scale interventions, and the manifesto are 
seminal steps towards being able to cohabitate without eliminating each other’s 
claims, interests and passions. However, numerous challenges remain in trying to 
promote  cohabitation  within and beyond the walls of life sciences. As noticed by 
Erik Fisher and Daan Schuurbiers ( 2009 :426), “colleagues and peers might greet 
boundary-crossing attempts with suspicion, and laboratory researchers will ques-
tion the value of considering the social dimensions of their work if it does not allow 
for more immediate practical insights. Social researchers, by contrast, might worry 
about becoming co-opted, being limited to more benign forms of critique or becom-
ing ‘token ethicists’ used to defl ect societal concerns.” 

 Indeed, there are real costs to taking the time and effort to share knowledge 
across disciplinary and sectoral borders. One of the barriers is actually the world of 
academia itself: sharing credit and having that credit count for a career and tenure is 
a competitive business. Effective collaborations come from sharing and building of 
trust. The real issue becomes how do we step back and build trust between research-
ers? It is an issue of networking and cooperative behavior, which requires shifting 
the balance to cooperative behavior while still keeping a balance of creativity. 

 There are some questions that policy makers need to address on a federal 
level. Number one of course is how we best support science at the intersection of 
natural sciences and humanities, as an emerging discussion to be fostered. The 
second question is how the federal government should facilitate these boundary-
crossing collaborations at the appropriate scales. The federal government is used 
to the individual investigator model. But it has to become more and more used to 
large scale collaborations, fi nding that space in-between whether it is midscale 
research collaboration or midscale infrastructure development. This movement 
should be further encouraged. Furthermore, how should the federal government, 
along with the rest of us, link science toward policies and progress for addressing 
some grand challenges that face not only the nation but also the world? Ultimately, 
we want the insights gained from science to help us in solving sustainability and 
other grand challenges from policy advances in conjunction with technological 
advances. 

 So, concretely, what can funding agencies do? They have to fi nd ways to allow 
the collaborations to occur across disciplinary borders. Agencies’ missions are not 
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only to fund good science, to advance knowledge and discovery, but also to look at 
the vitality of the scientifi c enterprise in this country for the future. Science and sci-
ence communities do not always act in their best interest for the long-term. They act 
in the best interest of the individual players at the time. It is very important that 
agencies step back at times and ask what is in the best long term interest of the fi eld, 
the nation, and innovation. In serving that goal, governmental entities must there-
fore think about the kind of research activities that will be needed down the road to 
solve problems we are facing as a society, especially those that will require collab-
orative and interdisciplinary research to be solved. We must also ensure a diverse 
research portfolio and consider the minority interests not fully represented in the 
process as well as the individual researcher. The scale and scope of many problems 
demand an established mechanism for allowing larger collaborative projects to be 
developed. There is a need for thinking creatively as an organization about budget 
allocation, the peer review process, and how to bring people together that might not 
normally come together, towards fostering interdisciplinary science. There is a role 
for federal agencies in encouraging and sustaining research coordination networks 
not just within their own disciplines but particularly across many fi elds.  

11.6     Conclusion: The Price of Metaphors 

 This contribution briefl y depicted how, under the heading “new biology,” life sci-
ences have begun to target social problem-solving as an explicit purpose of research, 
thus producing imagined visions of our bio-technical futures and new challenges for 
governance. Eventually, through this diagnosis, we aim at unveiling the dynamics 
that promote the constant weaving of the life sciences with a political regime of 
techno-scientifi c promises. The overall objective is to refl ect critically on who gets 
to imagine, anticipate, and confi gure human futures, as well as to refl ect critically 
on the matters of concern that emerge in the aftermath. 

 The effort to think about the work of scientists and engineers in the broader 
social, ethical and political contexts they inhabit is often linked to the normative 
objective of producing more socially robust and responsible technologies. In this 
chapter, we suggest to focus on one approach to building collaborative practices 
for contextualizing science, engineering work and the engineering laboratory – 
 cohabitation  – with the long-term goal of assisting scientists and engineers to 
become more refl exively aware of the contexts within which their work take place. 
Ultimately, the author’s main premise is about the signifi cant role of engineering 
metaphors and concepts within attempts to collaborate within and beyond the walls 
of life sciences. Due to their interpretative force and potential infl uence on public 
visions, we need a refl ective and more critical use of metaphors when it comes to 
scientifi c practice. As eloquently stated by pioneering cyberneticists Arturo 
Rosenblueth and Norbert Wiener, “the price of metaphor is eternal vigilance” 
(Lewontin  2001 ).     
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of technological development. Three theoretical and methodological challenges are 
addressed: (1) issues of normativity and representation, (2) moving across levels 
and time, and (3) dealing with uncertainty and indeterminacy.  

12.1         Introduction 

 The ultimate aim of technology engagement might be formulated as the better 
attuning of technological development to societal needs and values. What social 
needs are and which values are paramount, and how R&D is to be best attuned to 
these is not beyond dispute. Nevertheless, in this concluding chapter we will take up 
these broader questions. 

 We start with evaluating and comparing the various approaches to technology 
engagement that were discussed in Part   II    : Constructive Technology Assessment 
(CTA), Value Sensitive Design (VSD), Socio-Technical Integration Research 
(STIR), Network Approach for Moral Evaluation (NAME), and Political 
Technology Assessment (PTA). We will compare these approaches with respect to 
their aims and reported impacts, the type of intervention, the level and phase of 
technological development in which they operate, and their normative 
background. 

 After comparing the approaches, we will refl ect on the question in what ways 
these approaches collectively contribute to elucidating or enhancing the role of sci-
ence and technology in society. We discuss theoretical and methodological chal-
lenges for technology engagement: how to move across levels and time, issues of 
normativity and representation, and the challenge of dealing with ignorance and 
indeterminacy. 

 In refl ecting on these broader questions, we develop a tentative framework for 
Comprehensive Technology Engagement (CTE). We end with discussing practical 
challenges for CTE and a proposal for a center for CTE. The views in the conclu-
sions are those of the editors and do not necessarily refl ect those of the contributing 
authors. In order to be able to critically compare the different approaches, we have 
stressed the differences between the methods more than their similarities. This may 
prompt further debate, which will hopefully contribute to the advancement of the 
fi eld.  

12.2     A Comparison Between Approaches 

 Although there are many similarities between the approaches to early engagement 
discussed in Part   II    , there are also distinct differences. To bring these similarities 
and differences to the fore, we start this concluding chapter with a comparison 
between the methods. Our aim is not to judge which method is best. Rather, we want 
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to show the diversity of methods and their complementariness. What approach is 
most appropriate will in general depend on one’s aims and the specifi c contexts. We 
would like to suggest that what is called for often is a combination of the approaches 
discussed in Part   II     of this volume. This raises the broader question of how to orga-
nize comprehensive forms of technology engagement, to which we turn in the 
second part of this chapter. 

 We will compare the approaches presented in Part   II     of the volume in four 
respects. First, we will look at the aims mentioned by the authors and the reported 
impacts of the approaches in the cases in which they have been applied (Sect.  12.2.1 ). 
Then we will look at the intervention prototype in each of the methods (Sect.  12.2.2 ), 
the level and phase of technological development in which the approaches are 
usually applied (Sect.  12.2.3 ), and, fi nally, the normative stance taken in each of the 
methods (Sect.  12.2.4 ). 

12.2.1      Aims and Impacts 

 To start with CTA (Chap.   3    ), its general aim partly stems from the drawbacks of 
traditional TA approaches and is usually formulated in terms of bridging the gap 
between innovation and traditional measures to “control” technology development. 
The “constructive” aspect of CTA lies in its aim to broaden technological design 
and development and make it more refl exive. 

 Regarding the impact of their intervention activities, Rip and Robinson mention, 
with qualifi cation, increased refl exivity in the co-evolution of nanotechnology in 
society, one of the technologies they focus on. They also mention some institution-
alization of scenario and strategy workshops. In that sense, there may be reason for 
(modest) optimism in terms of its achievements. But the question remains whether 
insertion itself is suffi cient to address all three layers they discuss, and whether 
insertion is the only suitable method. Rip and Robinson present insertion as an inte-
gral part of the CTA activities: without insertion CTA would not be effective. 

 The goal of VSD (Chap.   4    ) is to build values into the design of technology itself. 
The case studies presented by Friedman et al. indicate that VSD can be quite suc-
cessful in doing so. It seems likely that the success of VSD will depend on the 
willingness of the designers of a system themselves to take values into account. 
Moreover, VSD might be more diffi cult to apply to technologies that are still in 
earlier phases of development than the design phase. 

 The goal of STIR (Chap.   5    ) is to elucidate and possibly enhance modulations at 
the midstream by using a protocol that focuses on opportunities, considerations, 
alternatives, and outcomes. This protocol opens up new possibilities for technical 
research as well as a deeper consideration of ethics in the laboratory and of the 
impact the research will have on users and stakeholders. Once STIR has passed 
from refl exive to deliberate, routine decisions may be altered so as to respond to a 
broader array of concerns, which may ideally enhance the responsiveness of sci-
ence to its societal context. The number of STIR studies is growing and includes 
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various interventions that have documented the step from  de facto  to refl exive and 
deliberate modulation. 

 One provocative fi nding is that scientists who work with STIR researchers have 
reported on at least two occasions that the engagement proved valuable for their 
work. Gorman’s chapter (Chap.   8    ) follows several of these STIR engagement expe-
riences in detail and provides a framework and methods for documenting them at 
greater depth. Fisher and Schuurbiers themselves are modest in their claims. They 
argue that it is hard to present the success of STIR interventions in terms of a dichot-
omous pair of metrics. Success may depend on a range of conditions, including the 
voluntary engagement of the scientifi c and engineering practitioners to participate 
in the STIR studies in the fi rst place and their own perceptions of the appropriate 
course of action in different situations. 

 The goal of NAME (Chap.   6    ), as described by Van de Poel and Doorn, is for-
mulated as a threefold objective: (1) identifying moral issues in R&D networks, 
(2) ethical refl ection and judgment on these issues, and (3) distributing the respon-
sibilities for addressing these issues. Van de Poel and Doorn discuss two applica-
tions of the NAME approach. The tangible outcomes of the interventions in the 
studies is a (re)distribution of responsibilities related to the societal impact of the 
technology at hand and the inclusion of some moral issues that were at fi rst over-
looked by the technological researchers. The strength of the NAME approach seems 
its focus on distributing responsibilities. A possible limitation of the method is the 
commitment required from technological researchers. As the technological researchers 
allow intervening actors in their midst on a voluntary basis, these “visitors” do not 
have any means to secure the cooperation of the technological researchers, nor do 
they have a commitment that the effects of their interventions will be carried out or 
sustained. This is a challenge that NAME shares with STIR (and to a lesser degree 
with CTA/insertion). 

 PTA (Chap.   7    ), fi nally, aims at engaging political actors with R&D and research 
activities. The target group of PTA is thus different than those of the other four 
methods, which primarily aim at engaging technological researchers, scientists and 
designers. As a consequence, PTA, unlike the other methods, does not intervene in 
research activities (cf. Sect.  12.2.2 ). Van Est’s description of political TA suggests 
that, in the end, communicative skills and the capacity to create an atmosphere of 
trust are more important than any method in securing positive impacts, though 
methods are important in documenting results and improving engagement practices. 
These are lessons that probably hold for any engagement approach.  

12.2.2       Types of Intervention 

 We will now look at the types of intervention undertaken in the various approaches. 
Interventions vary in two respects: with respect to the object of intervention and 
with respect to the roles of the engagement actors. Possible objects of intervention 
are (1) the technology being researched, developed, or designed; (2) the network of 
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actors in which the technology is researched, developed, or designed; and (3) the 
researcher or designer. 

 Although all approaches in the end aim at infl uencing the technology at hand, 
only in VSD the technology itself is the main target. Still, VSD also aims at infl u-
encing the network by involving more stakeholders, and it is clearly also targeted at 
changing the mindset of the designer by making her aware of the importance of 
values. Both CTA and NAME are primarily aimed at infl uencing the network, 
although in both cases the idea is that this will in the end change the technology. The 
individual gets somewhat less attention in these approaches. Conversely, STIR is 
primarily aimed at the individual level, although it may also be applied to networks 
and organizations, and, again, the idea is that intervention eventually will change 
the technology developed. 

 With respect to the role of the engagement actors, one might distinguish between 
the following modes: (1) embedded, (2) parallel, (3) temporarily inserted, and (4) joint 
(cooperative). Embedding the engagement actors typically happens in STIR, where 
the engagement actors participate on the lab fl oor for a considerable period of time 
and more or less become one of the participants. In NAME, the role of the engage-
ment actors should be seen as parallel. Although the engagement actors feed the 
results back to the researchers in the R&D network and get their information from 
them, the NAME engagement actors for a large part do their own work parallel to 
the technological research. CTA, as we have seen in the chapter by Rip and 
Robinson, is characterized by insertion. This seems to be a mode of intervention 
that is more temporary and short-lived than the embedding of the STIR engagement 
actors; yet the engagement actors seem to become more a participant than in the 
parallel approach in NAME. In VSD fi nally, the engagement actors becomes more 
or less part of the design team in a cooperative effort. This might look a bit like the 
role of the embedded STIR engagement actors; however, the VSD engagement 
actors have more a specifi c role that is from the beginning recognized as important 
by the technological researchers or designers. Moreover, the VSD approach could in 
principle also be applied by technological researchers themselves, which allows for 
the absence of the engagement actor because the technological researchers them-
selves take on board values and involve stakeholders.  

12.2.3      Levels and Phases of Technological Development 

 As Rip and Robinson emphasize in their contribution, TA activities take place on 
different “fl oors” or levels of technological development as we will call them. 
Although, again, the various approaches might be applied at different levels, they 
are typically more aimed or more appropriate at one level than another. We propose 
to distinguish here between the following fi ve levels:

    1.    The individual   
   2.    The project   
   3.    The organization   
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   4.    The technological sector   
   5.    Society    

With the project we mean the temporary network in which a technology is designed, 
developed, or researched within a limited time frame and, usually, with specifi c 
aims. 1  The organization refers to a unit that has a longer duration than a project and 
is formally and often hierarchically organized. Typical examples that are relevant 
here are companies, universities, and research laboratories. With the technological 
sector, we mean the amalgam of organizations, projects, and individuals that is 
working on a particular technology like cars or packaging. Depending on how tech-
nological sectors are precisely delineated, various technological sectors may be 
embedded in each other or intersect. 

 If we look at the various methods discussed in Part   II    , the following picture 
arises. As VSD is primarily aimed at the technology at hand, it is usually applied in 
specifi c design projects. Although VSD might also be adopted by companies (orga-
nizations) or in an entire technological sector, currently it seems to be mainly 
applied at the project level. 

 The strength of CTA lies in its comprehensive view on technology development: 
from the ongoing practices in the laboratory to the broad range of activities related 
to public policy, regulation, and societal debate. Compared to the other approaches, 
CTA seems especially apt for addressing issues at the level of the technological sec-
tor, rather than the project or organization. As Rip and Robinson speak about 
“moving about” in the world of the technology at stake, they transcend the world of 
the individual researcher or project. Given the underlying assumption of CTA (viz. 
that science, technology, and society co-evolve), this focus is not surprising. 

 STIR inserts participant observers into one CTA fl oor: the R&D laboratory, 
therewith combining the observer/assessor aspect of insertion with the Vision 
Assessment goal of getting the researchers themselves involved in pushing their lab 
work in the right direction—including more sustainable procedures, considerations 
of the values of users, and opening up new possibilities for research directions. 

 Given that the practitioners engage in this voluntary STIR endeavor, the STIR 
approach may be an effective means to achieve change on the individual and labora-
tory levels. In line with Rip and Robinson, Fisher and Schuurbiers argue that the 
method probably requires further expansion into policy and public engagement 
domains to sustain longer-term capacities for refl exive co-evolution. 

 The NAME approach is currently applied at the project level. Since the approach 
focuses on networks, it could in principle also be applied to broader networks, such 
as technological sectors (cf. Van de Poel  2008 ). 

 The level of society as a whole is partly addressed in Political TA, which focuses 
on the policy and political level. Since the results of “TA projects need to be 
communicated across the border, from the scientifi c towards the political sphere” 
(Van Est, Chap.   7    ), PTA forms an indispensable element of a comprehensive 

1   Projects might be inter-organizational, so that the levels distinguished here are not strictly embedded 
in each other. 
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approach. Political TA should therefore not be seen as an alternative to one of the 
other engagement methods, but rather as a necessary complement. 

12.2.3.1     Phases 

 In addition to various levels, we might also distinguish between various phases of 
technological development. All methods discussed in this volume address “technol-
ogy in the making” (as opposed to “ready-made technologies” embodied in market-
able products or processes). Still, we might distinguish between differences phases 
of making technology and we propose a distinction between the following phases: 
(1) Fundamental research (2) Research and development (R&D), (3) Innovation, 
and (4) Design. 2  

 VSD is clearly most relevant in design, while STIR is directed at R&D and partly 
also fundamental research as it focuses on work in research laboratories and at 
universities. Both CTA and NAME seem to primarily focus on innovation, i.e. new 
technology, although NAME does so more on the project level and CTA at the level 
of an entire technological sector. PTA, fi nally, does not seem to focus on one 
specifi c phase of technological development 

 Figure  12.1  summarizes how the different methods each have a different focus, 
although most of them can also be applied at other levels or in other phases.

2   Although the term “phase” suggests a certain sequence, we would like to stress that these phases 
are not necessarily sequential or linear. Still, these four types seem to describe the main sets of 
activities that characterize technology in the making (although one might distinguish additional 
ones like testing or experimenting). 

  Fig. 12.1    Overview of different approaches in terms of levels and phases       
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12.2.4           Normativity 

 We will now look at how the approaches deal with issues of normativity. Normativity 
is probably one of the most controversial topics with respect to engagement 
methods. A fi rst question is whether engagement are, or should be, normative or 
descriptive. This issue is complicated by the fact that one might disagree about what 
is exactly “normative” and “descriptive.” Is a method that describes what happens 
and feeds this back to researchers, so possibly enlarging their refl exivity, only 
descriptive or also normative because it contributes to refl exivity? And if one is to 
accept that the methods have a normative component, the question is what this com-
ponent is or should be. 

 From the description in Part   II    , it seems that PTA and STIR are not explicitly 
normative. Unlike the other methods, PTA is not aimed at intervening in techno-
logical development. If PTA has a normative goal, it appears to be something 
like better informing politicians and engaging them more with technological 
issues. PTA might thus be said to contribute to enhancing the refl exivity of 
policy actors. 

 Similarly, Fisher and Schuurbiers do not mention any evaluative norms other 
than making technological researchers and engineers become “more refl exively 
aware of socio-ethical contexts, to alter their decision processes, and to change the 
nature and direction of their work in light of the collaborative inquiry” (Fisher and 
Schuurbiers, Chap.   5    ). 

 In an earlier publication on CTA, Schot and Rip ( 1997 ) distinguished three 
normative goals for CTA: (1) anticipation, (2) learning, and (3) refl exivity. These 
norms seem to lie on the network level. 

 The normative aim of VSD might be understood as building values of ethical 
importance into the technology designed. This focuses on the technology rather 
than the network. This does not mean, however, that VSD does not have normative 
aims at the network level. In fact, it aims at including more stakeholders, or at 
least their views, in the network, and also at more refl exivity of individual 
designers. 

 NAME explicitly mentions refl exivity and “openness and inclusiveness” as pro-
cedural norms. These norm also seem to play an implicit role in the other approaches. 
VSD, for example, stresses the importance of taking into account the values of vari-
ous stakeholders; CTA speaks about broadening technological design and innova-
tion, and STIR wants to make technological researchers more aware of appraisals of 
technology in the rest of society. The NAME approach further builds on the idea of 
moral pluralism. In the NAME framework, recognizing the plurality of moral views 
may be a way to avoid a moralizing stance and to secure a cooperative attitude by 
the technological researchers. Given that NAME is primarily procedural in nature, 
the method may be most suitable in situations where moral pluralism is indeed an 
issue. This way, a balance can be struck between a top-down approach in which the 
engineers and technological researchers have little to say about which “moral 
issues” to address in the project and an approach in which the individual people 
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only address those issues which happen to attract their individual interest. As Van 
de Poel and Doorn indicate, their cases suggest that confrontation with dissenting 
opinions on relevant moral issues may already prompt suffi cient discussion to raise 
awareness of these issues. It is then, within the bounds of reasonable pluralism, up 
to the relevant actors and stakeholders to assess which issues fall within the scope 
of the project and consequently, how to address these issues (Doorn  2012 ).   

12.3     Towards Comprehensive Technology 
Engagement (CTE) 

 The previous section compared various approaches to technology engagement. The 
question that remains is to what extent this collection of approaches as a whole 
speaks to the challenges and motivations for engagement identifi ed in the introduc-
tion. In a way, each of the approaches identifi es  necessary  conditions for addressing 
those broader challenges (insertion of CTA actors on different fl oors; integration of 
values in design processes; modulating the decisions made at the midstream of 
R&D; encouraging refl ection on research; etc.). Are they collectively  suffi cient  con-
ditions for early engagement with science and technology? And if not, what would 
still be needed to address broader visions of “better technology in a better society?” 
(   Schot and Rip  1997 ). Of course, what “better” means in this case is at least partly 
a matter of political taste and preference, and the different approaches within this 
volume themselves have different normative stances. Does “better” imply a more 
open or inclusive R&D process? More refl exive practitioners? A more transparent 
decision-making process? Or simply a faster rate of innovation? Visions of the role 
of science and technology are characterized by normative plurality, even among 
engagement actors. 

 Still, we might ask: given the variety of roles (Calvert and Martin  2009 ) and 
objectives of engagement practitioners, and the differences between approaches 
and intended and unintended outcomes, what binds them? We introduce the notion 
of  comprehensive technology engagement  (CTE) as a locus for theoretical and prac-
tical refl ections on the diversity of engagement activities. CTE is not another 
method, nor is it intended to be an overarching concept in itself; it merely aims to 
bring under one header the range of questions on the practice and theory of engage-
ment as a whole. This includes the approaches discussed in this volume, but also 
those that operate on broader policy or public levels (cf. Swierstra et al.  2009 ; 
Verbeek  2011 ). CTE thus embraces diversity with respect to the motivations for, 
stances towards and intended outcomes of intervention and engagement, but iden-
tifi es that the commitment to  engage  itself at some level implies a shared normative 
commitment to enhance the quality of the relations between science and technol-
ogy in society. Note that the focus is on  engagement ; assessment implies evalua-
tion, whereas engagement emphasizes an equal relationship where the parties 
work together. Engagement does not replace the need for assessment in certain 
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situations. Instead, engagement is a strategy that promotes the parties involved to 
refl ect on the emergent implications of the work they are doing. The goal of engage-
ment is co- creation of solutions and ideas. 

 The core assumption of CTE is that engagement across representations, fl oors, 
and times will not only produce a better understanding of how technologies emerge 
but will also lead to more responsible development because the CTE process will 
encourage democratic refl ection and dialogue. The ongoing dialogues will probably 
have to include ethicists as a matter of course, who can maintain a focus on norma-
tive implications. The end result is unlikely to be a consensus; instead, the dialogue 
will be continuous and often heated as different values and assumptions clash. One 
of the benefi ts of CTE will be a clearer picture of how technologies become socio- 
technical systems, and where the tipping points occur that make these systems 
harder to change. 

 The concept of CTE thus brings forth a new set of questions and challenges both 
on a theoretical and practical level. The following sections go into these questions 
in more detail and suggest tentative answers.  

12.4     Theoretical and Methodological Challenges for CTE 

 On a methodological level, the central question for CTE is how to enable compari-
sons between the variety of approaches with respect to both the motivations for 
engagement and the methods employed to achieve these objectives. Can we map the 
varying normative commitments, and possibly identify common denominators 
between sets of approaches? Comprehensive Technology Engagement enquires into 
the comparability and potential compatibility of data collection methods. Multiple 
approaches to technology engagement are good—diversity is a real strength—but it 
is important that the differences be made explicit and that methods for collecting 
comparative data be employed. Gorman (Chap.   8    ) provides some suggestions like 
having technology assessors use an evolving standardized set of prompts to keep 
diaries that can be disclosed to others doing TAs in the same system; keep a kind of 
chronological fl owchart of activities they observe; note reactions to the TA process 
and have independent researchers who can conduct occasional interviews and 
administer surveys to determine how participants are responding; and feeding 
results of the on-going assessment back into workshop discussions with members of 
the laboratory or network or agency, making it a tool for continuous improvement. 
Participants in the workshops can also help think of other important indicators to 
track; evolve descriptive, visual models of the way the multi-fl oor assessment 
evolves, focusing especially on the roles of the different Technology Assessors and 
how they inform each other. These models could be shared among the assessors and 
revised based on feedback; they have heuristic value in provoking deeper refl ection 
on processes. 

 Having established methods for comparison, a follow-up question is whether we 
can establish metrics for success, comparing which methods are most appropriate to 
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achieving certain objectives. When do we conclude an engagement was successful? 
Can we be more specifi c in advance about what the engagement is to achieve? 
Should the technical work be more refl exive or transparent? Should the team be 
more inclusive or show signs of higher order refl ection? Or should the success be 
measured in terms of the uptake of methods or, less ambitious, on the question 
whether or not the embedded researcher is “not being kicked out.” These are differ-
ent measures for success but they are hard to operationalize  a priori . Once again, the 
focus should be on the ability to compare and share—not only methods, but also 
ways of measuring success. 

12.4.1     Moving Across Levels and Across Time 

 One major question with respect to methodology is how to move fi ndings across 
levels of technological development. Rip and Robinson make an important 
observation in Chap.   3    : while engagement at the bottom layer is important, the 
other layers are still needed. The CTA model might in fact provide the overview 
capability on a technological frontier because CTA activities work on multiple 
“fl oors,” including research laboratories, conferences, planning events and public 
debates. While this perspective sits well with the notion of CTE in theory, there 
is much methodological ground to be covered: we have not even begun to con-
nect fi ndings at the level of laboratory interventions with those, say, in the policy 
room, the science cafe, or the production fl oor. How to build synergies across 
engagements on multiple levels? 

 Figure  12.1  also points out that the methods hitherto discussed have shown rela-
tively little attention to the level of organizations. As a consequence, a signifi cant 
driver of socio-technical change is also partly ignored by the approaches: entrepre-
neurial innovations and how they lead to industrial production. STS scholars have 
engaged with businesses (Woolgar et al.  2009 ) though not with a CTE focus. There 
have been some STIR forays into the production fl oor (e.g. Flipse et al.  2013 ). Also, 
much work has been done in commercial contexts under the broader header of 
Corporate Social Responsibility (CSR). As a central stage in the innovation cycle, 
this area deserves further attention. 

 One of the major problems is intellectual property (IP): whoever engages 
with entrepreneurs, for example, will have to sign non-disclosure agreements, 
inhibiting dialogue with other CTE engagement activities. Science laboratories 
are becoming the catalysts for new companies, so the commercial and the scien-
tifi c are increasingly intertwined. CTE could provide an actor’s perspective on 
this process without revealing details of a specifi c technology. Eventually, after 
the IP issues have been clarifi ed, the actors might agree to have the technologi-
cal details disclosed. 

 It is essential to insert ethicists and social scientists into multiple fl oors. A few 
would move across and among fl oors, making contact with those engagement actors 
who were working on a single fl oor—in a particular research network, at a 

12 Early Engagement and New Technologies: Towards Comprehensive Technology…

http://dx.doi.org/10.1007/978-94-007-7844-3_3


244

regulatory or funding 3  agency, or with parliament (like the Rathenau Institute). 
It would be essential to embed some engagement actors in businesses navigating 
this new frontier. There would be modulators working in specifi c R&D laboratories. 

 It would be productive to have the NAME approach applied to laboratories where 
a STIR participant was already present, and have someone doing a multi-level CTA 
dropping in from time-to-time to put the work in context with what was going on in 
governance and oversight. Similarly, a VSD could be done without embedding or 
insertion. Combining methods could serve as a check against one of the dangers of 
becoming an embedded technology assessor “going native.” CTE actors would 
adopt different roles in these fl oors, and would be working at different stages of the 
research and development process. The key would be for these actors to be able to 
communicate with one another, sharing ideas, frustrations, and fi ndings. 

12.4.1.1     Moving Across Time 

 The general question of how to meaningfully connect various initiatives also applies 
to those studies that investigate the possible futures of technological developments 
as well as their past. Much work has been done on futures. Grunwald and 
Achternbosh (Chap.   2    ), for example, place especial emphasis on upstream TA, 
using techniques like Vision Assessment (VA), which focuses on eliciting and 
assessing visions of a new technological frontier and can include prospective life-
cycle and market analyses. Similar work has been done at CNS-ASU (e.g., Selin 
 2007 ) and elsewhere (e.g., Lucivero et al.  2011 ). VA includes a values component. 
Instead of opening up the lab, this upstream TA expects the researchers themselves 
to push the technology in the right direction by creating guidelines working with the 
inserted TA actor. 

 A CTE could be used to take a snapshot of the current state of a technological 
frontier like nanotechnology or the convergence of nano, bio and ICT technologies. 
An important fi rst step would be to conduct a biography of developments that led to 
the current state, for example, how and why did the National Nanotechnology 
Initiative come into being? This biography should pay particular attention to the 
ethical issues likely to emerge on this frontier. Initial scenarios could be generated 
to anticipate possible outcomes. As also emphasized by Van der Burg (Chap.   10    ), 
new technologies are partly dependent on their technological ancestors. A necessary 
component of Comprehensive Technology Engagement would be the inclusion of a 
historian of technology who could write a biography of the emergent technologies, 
drawing on the relevant STS literature. This historical aspect runs across the differ-
ent fl oors and should also be coordinated with TA activities at the other levels, not 
the least the policy and political domain (e.g., Political TA, Chap.   7    ). The historical 

3   Gorman worked for 2 years as a Program Director at the US NSF. He was an actor, not a modula-
tor, but he refl ected on his experience in a way consistent with a modulator (see (Gorman  2011 ) for 
some refl ections on this work). 
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approach would be particularly important for the entrepreneurial and industrial 
aspects of CTE, where details of the technologies that had to be legally protected 
initially can become part of the public record after patents are in place and some 
trade secrets are no longer relevant because they have been reverse-engineered.   

12.4.2     Questions of Normativity and Representation 

 It is obvious that engagement approaches have a descriptive component. In addition, 
they may be characterized by certain implicit and explicit normative aims. As we 
have seen in Sect.  12.2.4 , this is more controversial. Our stance is that some form of 
normativity is unavoidable and indeed desirable, although one might disagree about 
the exact normative aims of engagement. 

 Although the emphasis in engagement activities is primarily on enhancing refl ex-
ivity, we believe the normative aims of CTE might be broader than this. One impor-
tant mandate for CTE is offered by responsible innovation (RI). As stressed by for 
example Von Schomberg ( 2012 ), RI has a product and a process dimension. The 
product dimension relates to certain normative standards a product should meet. 
This includes addressing risks, but also taking into account certain values 
(Directorate-General for Research and Innovation EU  2012 ). One might, for example, 
think of the basic values mentioned in the EU charter and the EU Treaty like dignity, 
justice, freedom, equality, solidarity, and citizens’ rights (ibid.). The process dimen-
sion relates to normative standards that the process of R&D should meet. Procedural 
norms that have been mentioned in relation to RI include inclusion of stakeholders, 
accountability and transparency (Von Schomberg  2011 ,  2012 ; Directorate-General 
for Research and Innovation EU  2012 ). 

 The current approaches to CTE go some way in meeting these normative chal-
lenges. VSD may be especially appropriate to address the product dimension of 
CTE and RI. The other approaches (CTA, STIR, NAME) are useful for addressing 
the procedural dimension, especially for norms like refl exivity and inclusiveness. 
However, procedural norms like transparency and accountability are not addressed, 
at least not explicitly, in the currently available methods. Here lies an interesting 
challenge for CTE. 

 In relation to the norm of inclusiveness, one particularly important topic for CTE 
is the question of representation: who do engagement agents represent? There is 
considerable diversity within the background knowledge that different disciplines 
bring in (ethicists, philosophers, sociologists, anthropologists), but more impor-
tantly: what is the democratic legitimacy of the claims of engagement agents? Are 
they in fact the types of concerns that most deserve to be brought to the attention? 
Do they in any way represent the concerns of broader public? It is essential to inte-
grate input from relevant stakeholders before a new system is locked in. The chal-
lenge is to fi nd ways of integrating the fi ndings of public perceptions studies, focus 
groups, citizen’s cafes, surveys coupled with deliberations, public dialogues (such 
as is being done by the two Centers for Nanotechnology in Society at Arizona State 
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University and the University of California Santa Barbara and in various other 
places throughout Europe) with the engagement activities that are taking place at 
different fl oors. Public value mapping (Bozeman  2003 ) could provide another 
important clue to addressing this challenge. 

 One important development over the past few years with respect to technology 
engagement is the increased involvement of ethicists. As Gorman et al. ( 2009 ) note: 
“The role of an ethicist is to ask normative questions: What is the value of this project? 
What are the possible positive and negative outcomes? Are there any possibilities 
that have not been explored? How will the success of the project contribute to 
human or even planetary well-being, and what are the possible dangers involved? 
Moreover, well-trained ethicists can often step back from the particular context to 
take a more disengaged perspective on the technology or technologies in question” 
(Gorman et al.  2009 , 186). As the contribution by Van de Poel and Doorn (Chap.   6    ) 
shows, the role of the ethicist in relation to such normative questions is not to answer 
them on behalf of society but rather to organize a process that does justice to the 
plurality of moral opinions.  

12.4.3     Dealing with Uncertainty and Indeterminacy 

 Schot and Rip have described the overall TA philosophy as: “to reduce the human 
costs of trial and error learning in society’s handling of new technologies, and to do 
so by anticipating potential impacts and feeding these insights back into decision 
making, and into actors’ strategies” (Schot and Rip  1997 , 251). This quote stresses 
the importance of anticipation, which has indeed been a main goal of TA, and plays 
an important role in technology engagement as well. 

 As we saw in Chaps.   1     and   2    , the initial idea in TA was that it would be possible 
to objectively assess the social impacts of technology. This idea has now long been 
left behind and anticipation can take many other forms than prediction; it can 
involve promises and expectations, scenarios, technology roadmapping, vision 
assessment, deliberation, and the like. Still the idea of anticipation is not entirely 
unproblematic. The focus on anticipation may itself undermine the ability to deal 
with unexpected developments and surprises (Wildavsky  1988 ). 

 It is important to understand that the uncertainty that is inherent in anticipating 
the future is not only that we do not know what the chance (probability) is that a 
certain scenario will materialize, but that it also concerns what might be called igno-
rance, the possibility that something quite unexpected, a surprise, might occur. 4  
Developments about which we are ignorant might be very hard, if not impossible, 
to anticipate. The uncertainty inherent in anticipating the future may also take the 
form of indeterminacy. We speak of indeterminacy if the causal chains towards the 
future are open. This is usually the case with technology-in-the-making, as the 
eventual shape and social consequences will depend on actions and decisions of 

4   For discussions of different types of uncertainty, see, for example Wynne ( 1992 ) or Renn ( 2005 ). 
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actors downstream. Indeterminacy also has important normative implications, as it 
places part of the responsibility for the future use and effects on the shoulders of 
actors downstream. 

 Dealing with ignorance and indeterminacy is thus a challenge for CTE. The 
procedural emphasis in many engagement methods might be helpful in dealing 
with this challenge. It helps to avoid a reifi cation of technology, and maintains 
openness to the future. What is often called implementation of technology is in fact 
a process of mutual adaption of a technology and its social environment (Leonard-
Barton  1988 ). Technology and society co-evolve (e.g. Rip and Kemp  1998 ). 
Technologies are thus not fi nished when they leave the lab or a company; they are 
still in the making. 

 What is important here is the awareness that engagement activities need to con-
tinue after products have left the lab or design studio. In the midstream terminology, 
engagement needs to continue downstream. Indeed many engagement activities 
originally started downstream. However, if one takes seriously the co-evolution of 
technology and society, the distinction between midstream and downstream itself 
becomes an object of study. For example, a midstream laboratory project may be an 
effort to create a new technology, which would be upstream in the product cycle. 

 One way to overcome the distinction between midstream and downstream is to 
view the introduction of technology into society as a (social) experiment (Krohn 
and Weyer  1994 ; Van de Poel  2009 ). In this view, learning about technology, and its 
shaping, continues after it has left the lab and entered society. The technology as 
social experiment approach might thus be a way to deal with the ignorance and 
indeterminacy that is inherent in technological development. It also raises interest-
ing new normative questions, especially about the conditions under which experi-
ments with a certain technology in society are acceptable.   

12.5     Practical Challenges for CTE 

 Addressing the theoretical and methodological questions identifi ed above will be 
crucial to advance our understanding of what engagement means and what it might 
achieve. But there are also important considerations of a more practical nature: fi rst 
of all, how to enable discussion of these broader themes among the variety of 
engagement agents? How to prevent compartmentalization of these discussions and 
enable cross-disciplinary dialogues? And, perhaps more importantly, how to engage 
broader technological and policy actors in these discussions? 

 One important consideration is how to ensure that the outcomes of research proj-
ects fi nd their way towards larger audiences of practitioners. No matter what our 
objective is, a fundamental question for each engagement activity is: how will it 
help shape the technoscientifi c frontier? It is clear that engagement initiatives should 
reach large audiences if they are to have a lasting impact on the way R&D is carried 
out. To address a broader range of actors, perhaps some of the work should move 
from “research-mode” into “application-mode.” Currently, research fi ndings are 
published largely in peer-reviewed journals; not necessarily the right outlet for 
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reaching practitioners beyond one’s own research community. An academic 
tendency is to distinguish, demarcate, separate, reinvent – but the outside world is 
looking for an overarching theme to relate to. How to work towards achieving this? 

 Another consideration is the asymmetry in power relations between intervening 
researchers and the technical researchers, which may have a hampering effect on the 
engagement interventions. As Calvert showed in her contribution, it may be diffi cult 
for an intervening researcher to fi nd the right in the project or community (to feel 
“at home”). Engagement actors, whether from the social sciences or the humanities, 
are often dependent on the willingness of the technical researchers to allow them in 
their midst. Especially when involved in projects with industrial partners, interven-
ing researchers may have to obey strict reporting rules related to confi dentiality. 

 With engagement (be it as embedded, parallel, inserted, or cooperative researcher) 
comes a tension between keeping one’s independence and becoming part of the 
team, with the ultimate risk of being compromised. This point, addressed by several 
of the contributions, is actually not new. Already in the eighteenth century, Immanuel 
Kant ( 1795 ) argued that philosophers should not become kings because of the 
danger of becoming corrupted by power and it has ever since been a point of con-
cern in interdisciplinary engagements. This suggests that the intervening researcher 
should on the one hand become an insider, but that she should maintain her critical 
stance (Van de Poel  2008 : 36; see also Schuurbiers  2011 ; Doorn and Nihlén 
Fahlquist  2010 ). Van de Poel argues that it requires a combination of personal skills 
and institutional safeguards to deal with this challenge. Dependent on the level of 
intervention but also the aim of the intervention, the appropriate organizational 
structure has to be developed (as also discussed by Van Est in Chap.   8    ). At the per-
sonal level, the skills and expertise of the intervening researcher may create room to 
be critical. Rip and Robinson (Chap.   3    ) argue that the intervening researcher should 
be recognized as knowledgeable, both in her own fi eld (i.e., the social sciences or 
humanities) and with respect to the technology at stake. Only then will the interac-
tion between the intervening researcher and the technical researchers be a genuine 
two-way exchange (Cf. Fisher and Schuurbiers, Chap.   5    ). 

 Still another concern is the lasting effect on the longer term. Many of the projects 
described in this volume are still dependent on personal relationships between inter-
vening researchers and members of particular research groups. One way to deal 
with this challenge would be the establishment of a center for CTE that may institu-
tionalize the interventions, and therewith establish a formal commitment and give 
the intervening researchers a more profound place in a team or a project. However, 
too much formalization may also create obstacles for engagement studies. The trad-
ing zones, where all partners benefi t mutually, may be a fruitful starting place for 
establishing more symmetrical relationships. 

12.5.1     A Center for CTE? 

 Centers for Nanotechnology in Society have been created by the United States 
National Science Foundation at Arizona State University and the University of 
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California at Santa Barbara to do research and provide guidance on topics like 
anticipatory governance of emerging technologies and public engagement—not 
just in the US, but world-wide. To achieve the kind of Comprehensive Technology 
Engagement described here, perhaps a Center should be established that could 
coordinate multiple fl oor assessments, convene workshops, identify best prac-
tices, connect with experts on research methods and consult with governments, 
agencies and research networks that want to anticipate, monitor and adaptively 
manage emerging socio-technical systems (Gorman et al.  2008 ). Eventually, 
such a Center could possibly obtain funding not only from governments but also 
from clients seeking this kind of assessment and engagement because it creates 
more opportunities for breakthroughs that will be benefi cial to users and stake-
holders. Here the Center would have to be aware of one of the dangers of 
ELSIfi cation—of being assigned a marginal role. Technology Assessors would 
have to avoid the “impact” model and demonstrate that science and technology 
are in society, and the Assessors are part of that society, working closely on mul-
tiple fl oors to engage participants and stakeholders in deep, constructive refl ec-
tion. Such a Center would not have to start from scratch. This volume illustrates 
the diversity of engagement activities already under way, and there are many 
more not covered here. So a Center for CTE might begin as a trading zone, con-
vening a wide range of TA actors from multiple stages and levels, with the goal 
of establishing a creole among them so they could exchange best practices. The 
Center could then provide information and contacts for those looking to incorpo-
rate an aspect of TA into a project. 

 Figure  12.2  shows a simplifi ed version of a CTE center and some of the fl oors 
and locations it would connect to. S.NET is included as a good space for the STS 
scholars doing engagement to convene and discuss what they are learning with 
colleagues—which should include at least some scientifi c and engineering and 
policy actors.
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  Fig. 12.2    A hypothetical 
CTE center with connections 
to several of the relevant 
locations and fl oors       
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