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The story usually goes as follows. On one side there are the supporters of nor-
mative rationality, with their typical belief that to make a decision is basically a 
matter of ordering the preferences according to a rational framework; on the other 
side there are people who are enthusiastic about  psychological findings show-
ing that real individuals are not so “rational” as the opponents believed. In fact, 
human beings get continuously conditioned by biases and traps for the mind. It 
seems that human rationality is not so efficient as one can suppose. The contro-
versy between normativists and descriptivists on decision theory is about the very 
nature of  human understanding. How much is “free” or “bounded” the rational-
ity to determine overt behavior? Is the maximization of  personal gain the real 
“rationale” of human understanding? Immanuel Kant was irresistibly fascinated 
by the idea that rationality is able to autonomously determine the moral behavior. 
Indeed, in his opinion, a behaviour can be considered as “moral” only if this is the 
case. According to an old philosophical tradition, human behaviour is more or less 
“moral and efficient” insofar as it is more or less “rational”, i.e., not conditioned 
by anything else. Emotions, of course, are especially to be avoided. We have to 
consider a choice as rational if the used means are appropriate to the given end; 
and, it seems that in balancing means and ends there is no room for emotions and 
any other non-rational elements. Nowadays, it seems that the scene is changed. 
We are finally aware of the ecological and embodied character of human under-
standing. Reason is no more regarded as an emotionally bland and cold thing. 
Moreover, reasoning itself—not emotion—is affected by a lot of bias which sub-
consciously drives our thought pathways to many kinds of mistakes.

This book argues that a third way between normative and descriptive accounts 
of rationality in decision theory is possible. It is matter of a sort of normative 
rationality with a human face, that is, a naturalistic account of rationality disci-
plined by the needs of the economic paradigm. This latter involves a certain inter-
est in the way things ought to be. It is the economic perspective itself, even in 
the case of the “biological economy”, which Mario Graziano—following Alfred 
Marshall—endorses, that implies a normative constraint. Economics, even if 
inspired by biology, cannot be a purely positive science. In this book the reader 
can appreciate a naturalistic account on decision theory. The word “naturalism” in 
philosophical discussions means many things. However, it is uncontroversial that 
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if only natural science can tell us how the world really goes, then there is no space 
for any kind of normative facts—a crucial point for decision theory. In this book, 
naturalism is inspired by the biology of complex systems and neuroeconomics. 
One of the most intriguing facets of this book is the appeal to the social cognition 
in order to deal with the main problems of decision theory. This move depends 
on an epistemological worry, that is, to adopt a theoretical framework compati-
ble with both the interpersonal dimension and a normative evaluation. Moreover, 
because of its dependency by neuroscience, social cognition provides the natural-
istic compatibility which is a major tenet of the book.

The desire of a third way between normativism and descriptionism in decision 
theory is urged by the field of application of the analysis. Since economic behavior 
is the core explanandum of the book, some amount of normativity is requested. 
This attitude could be a good example in the usual debate. Should the decision 
theory be subjected to a normativist or a descriptive account? Perhaps the right 
answer can be: “It depends”. In fact, it depends on the purposes of which our sci-
entific enterprise is engaged. For example, if we are interested in improving cer-
tain budget standards in a health care system, then we ought to be also interested 
in some amount of normativiy. It could be useless to know only why the manag-
ers are conditioned by their mental biases. We would like to improve their behav-
iors. And, of course, “improvement” is a normative concept. Knowledge about the 
cognitive architecture and the neurophysiological basis of mental biases is a won-
derful thing. We can deduce many significant consequences from that knowledge. 
The improvement of the behaviors in order to fulfill a certain purpose is another 
kind of question. In this book the “it depends-strategy” is guided by the theoretical 
needs of the economic perspective, but it can be proposed more in general as the 
right attitude towards the normativism/descriptionism debate in decision theory.

Anyway, in this book we can appreciate the possibilities of a naturalistic 
account on decision theory committed to the normative constraints involved in 
the economic behavior. A great part of this commitment depends on the appeal 
to the paradigm of social cognition. This way of reasoning is perhaps similar to 
what Steven Stich proposed in an essay on the Daniel Dennett’s theory of inten-
tional systems (“Dennett on Intentional Systems,” Philosophical Topics, 12, 1, 
1981, pp. 39–62; now in S. Stich, Collected Papers, vol. 1, p. 73). “So any object 
will count as an intentional system if we can usefully predict its behavior by 
assuming that it will behave rationally. And what is it to behave rationally? Here, 
Dennett suggests, the full answer must ultimately be provided by a new sort of 
theory, intentional-system theory, which will provide us with a normative account 
of rationality. This new theory “is envisaged as a close kin of—and overlapping 
with—such already existing disciplines as epistemic logic, decision theory and 
game theory, which are all similarly abstract, normative and couched in intentional 
language” (D. Dennett, “Three kinds of intentional psychology,” in Reduction, 
Time, and Reality, Cambridge University Press, 1981, p. 19).

 Pietro Perconti
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Introduction

What does it mean to make a decision? One frequently cited answer is that a 
 decision is the result of what we want and the chances we have of obtaining it: 
all the alternatives in this regard have true costs and consequences. As part of the 
social sciences, the scientific study of how we make our decisions, how we can 
optimize or at least render them satisfactory, and the factors that might influence 
them is known as decision theory. Diverse and heterogeneous areas of inquiry 
from various perspectives have been employed to study the  decision-making 
 process. Decision-making has been studied by philosophers, economists, 
 psychologists, mathematicians, physicists, biologists, and sociologists, who have 
attempted for different purposes to shed light on the mechanisms and modalities 
that lead individuals to make a certain decision rather than another.

As part of the normative approach to the study of decision-making, a basic 
 concept is “rational choice”, conceived as the result of a decision-maker’s 
 calculation that employs perfectly logical processes of thought. Initially, this con-
cept was the dominant paradigm in economics. In fact, a fundamental premise of 
neoclassical economics was that economic phenomena were essentially due to the 
action of fully rational agents, equal and therefore indistinguishable from one other, 
all of whom were individually pursuing only their own personal gain. This pos-
tulate was followed by another epistemological postulate that found in economic 
phenomena the possibility of applying certain general laws that could be expressed 
in mathematical terms. Undoubtedly, over the past two decades, this explanatory 
model has exercised considerable influence beyond the sphere of economics.

The extension of rational choice theory to all the social sciences was initially 
due to its universal aspirations. In fact, if we hypothesize the same operations 
and the same intent to all individuals and rationality as manifested in an  identical 
way in all agents at all times, all social phenomena can be explained by the same 
model. Furthermore, a purely mathematical model allows both the  construction 
of a personal process of deliberation and a description and analysis of social 
phenomena.

The adoption of this model of explanation is therefore motivated by the 
 deductive and universal productivity that it applies to the simple and rigorous 
 analysis of all social phenomena. In addition to traditional economic challenges, 
the propagation of this model primarily stems from the fact that rational choice 
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theory has long been considered a scientific and not a purely speculative theory 
because it was possible to rigorously, precisely, and coherently derive from it 
many accurate predictions through mathematical description, and these predictions 
could also be compared with social facts observed.

Therefore, the normative models of choice proved to be excellent tools that 
were appropriate and useful for analyzing decision behavior in many situa-
tions. However, since the 1950s, extensive literature has highlighted  numerous 
 theoretical and empirical limitations regarding the analysis of a wide range of 
real decisions. One of the first scholars to explain the discrepancy between actual 
behavior and the standard theory of decisions was undoubtedly Simon (1972), 
who strongly criticized the notion of normative rationality centered on the  concept 
of optimization with emphasis on cognitive and evaluative human limitations and 
the assumption that individuals act according to a bounded  rationality. Beginning 
from Simon’s considerations, many researchers have  subsequently sought to 
emphasize decision-making agents by considering actual human  cognition. One 
of the most famous and important decision-making models (if only because its 
 creator won the Nobel Prize) is the Prospect Theory of Kahneman and  Tversky 
(1979) that, moving from expected utility theory, proposed  amendments to 
 introduce explanations of decisions of the changes that can make decisions on 
behalf of a real individual. The subjects in the experiments tended to choose 
 situations by their own classification (framing), i.e., according to how they per-
ceived them, showed a marked aversion to risk and loss of a certain sum of 
money (a greater propensity to win the same amount of money) and were even 
more averse to showing ambiguity and lack of information. Research conducted 
as part of  economic psychology, especially cognitive psychology (also known 
as Behavioral Decision Theory), has led many economists to note that decision-
makers actually depart from the assumed model of rational choice theory. This 
result emphasizes that certain psychological phenomena (such as how one is 
mentally presented with a decision problem, how one presents that information, 
risk aversion, etc.) lead individuals in the act of making choices to commit many 
more “errors” than expected by normative theory, which suggests an extremely 
pessimistic view of the subjects’ reasoning ability. In fact, regardless of the spe-
cific implications of the theories proposed, the profile of the man who emerges 
from these studies is one whose forms of reasoning are inevitably forced by their 
very nature to be limited and fallible and have little in common with the image of 
Homo Economicus, a proposal from neoclassical economic theory.

Experimental economists argue their position based on empirical data obtained 
through the use of laboratory data, which show that agents’ reasoning deviates 
 systematically from standard inferences defined by law. However, although we 
agree with these scholars that “perfect rationality” is an idealization, we attempt 
to resist the temptation to diminish the importance of our rational standards 
(including logical and probabilistic reasoning) to fit our limited cognitive abilities. 
Support shall understand that we humans are “rational animals” because of our 
ability to reason and certainly not because of the achievement of perfect ration-
ality. In this perspective, then, our rationality is the right use of reason to make 
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choices in the best possible way: to deliberately achieve our best with the  available 
means. In fact, both design standards and the theories of experimental economists 
do not consider sufficiently worthy the reality that our judgments about a choice’s 
rationality result from highly contextualized assessments, which involve myr-
iad facets and regulatory standards pertaining to a situation, including the limits 
of cognitive agents. How is admitted even by some psychologists, although the 
reasoning of the subject is wrong on the basis of a normative theory, this does 
not prove that they have reasons for their evaluations. This finding implies that 
agents do not always deliberate intensively about their choices and the alternatives 
of each decision. The resolution was only a conscious way about the reason for 
their actions. Many other actions are not the result of a decision but of routine and 
 habits. For example, we do not make specific decisions when leaving the house in 
the morning to go to work or while driving a car. However, as the vast majority of 
our habits, i.e., those who remain aware of what are the reasons why we are going 
to work or why we walk one way rather than another, and normally we would be 
able to motivate our choices only if we are required to do so.

In addition, it is sometimes entirely rational to act in a seemingly irrational 
manner. For example, in amorous situations, a suitor sometimes pretends to be 
indifferent to arouse curiosity, or in a game, a strategist occasionally enacts  “stupid 
mistakes” to check an opponent via unpredictability. These types of behavior 
seem “irrational” but might be entirely rational in the long run. Therefore, there 
are good reasons for doing something one should not do, and in certain circum-
stances, it is “reasonably appropriate”. In this broader sense, rationality is not 
opposed to irrationality and does not logically imply that a human being as a 
“rational  animal” should respect most principles of our best normative theories 
of  rationality. Rather, this sense of rationality highlights the difference between a 
“biological organism” that is considered plausibly able to meet the standards of 
rationality and is evaluated on this basis and organisms such as plants that are 
not. Therefore, based on these considerations, the orthodox approach of  decision 
theory in terms of maximizing expected utility (which, as we will see, provokes 
particular problems) should not be construed as the arbitrator or the owner of 
rationality but as the servant of a more fundamental and deep-rooted concept 
of rational assessment. Similarly, there is no welcome at all costs, the results of 
 psychological experiments only because there is little doubt that a normative 
 theory can explain all spontaneous and naive intuitions that lead agents to make 
decisions. We attempt to emphasize that although agents in certain cases and con-
texts might systematically depart from standard models of rationality, this does not 
necessarily mean that humans cannot be considered rational animals.

Therefore, in this book, we simply reject the need for a principle of separa-
tion between descriptive and normative decision theories, and as we move into 
the economic paradigm, we simultaneously attempt to justify a conception of 
rationality according to which rational agents are biological organisms in an 
environment, without advancing a concept of “natural rationality” purged of any 
normative dimension. In this way, we advance a naturalist position that seeks to 
defend  evaluative and adaptive rationality by rejecting the terms of the “dilemma” 
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that impose a descriptivist rationality. To delineate this position that will not be 
 produced in the course of the chapters some axiomatizations, and neither to defend 
models of psychological–emotional, but we will defend the supplementary explan-
atory models that have been advanced in the field of neuroeconomic, game theory, 
and the biology of complex systems.

The volume is organized as follows. In the first two chapters, I will emphasize 
how rational action is a central category for the assessment of human reasoning and 
decision-making. Specifically, in the first chapter, we initially provide a historical 
reconstruction of the theory of rational choice and describe through a discussion 
of certain concepts of “game theory”, as the dynamics of strategic interaction in 
the form of cooperation and conflict can influence individual decision-making.  
We attempt to highlight how the fallacies of the theory of rational choice  pursued 
by experimental economists who use laboratory data are not exempt, in turn, 
from criticism. At most, recent empirical studies indicate the difficulties that we 
encounter on a daily basis to achieve our aspirations of rationality. Moreover, it 
is paradoxical to infer from these limits that humans are not rational given that 
the empirical research underlying these conclusions assumes precisely the same 
standard conception for men as for rational animals. In the second chapter, the 
epistemological framework is outlined including neuroeconomics, a branch of  
behavioral economics that seeks to investigate the role of the psychological 
 mechanisms of economic analysis without rejecting a neoclassical paradigm, 
which provides a theoretical framework based on utility maximization and energy 
balance. In this sense, neuroeconomics has been defined as the state that allows the 
use of brain processes to find new foundations for the economic theories (Camerer 
and Loewenstein 2002). To better understand the mechanisms by which the brain 
assesses and compares the alternatives there may be traceable to determinations of 
our choices and our behaviors. Within neuroeconomics, we will focus mainly on  
the studies that have shown certain parallels between the model’s utility and 
 dopamine (dopamine is a neurotransmitter, and its reduced presence in some 
nuclei of the brain is related to Parkinson’s disease). We will also, as some  models  
of game theory (Prisoner’s Dilemma, Ultimatum Game) have been used by 
 neuroscientists believe that such collaboration can come out and new results are 
useful to both economists, is the same brain science. However, the hypothesis to 
be advanced is that to truly understand what triggers the minds of players in a 
strategy game, rather than relying on laboratory experiments or on the findings of 
neuroimaging, we must rely on studies of “social cognition”. According to these  
studies, many players’ choices (within game theory) prove to be far from a presumed 
(at least in the opinion of certain experimental economists and neuroscientists) 
emotionality or irrationality.

In the final chapter, the second part will emphasize that it is inherently 
implausible that a realistic description of our expertise in psychological 
 reasoning within decision theory cannot consider knowledge derived from 
 biology and evolutionary theory. In this light, we will examine how tissue 
 biology has strong ties with many disciplines, including economics. This type 
of dialogue has been possible based on the premises that the two disciplines 
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share characteristics such as the concept of competition, scarcity of resources,  
maximization, etc. As several authors have referred to an economy as a biological  
system, Alfred Marshall notes that one can look for an enhanced  evolutionary 
paradigm. In fact, Marshall is the first to argue in favor of “biological 
 economy” based on the assumption that economic and biological  phenomena 
share many affinities, a complex and organic nature, involvement in a world 
of continuous development, submission and influences both qualitative and 
 quantitative that imply that future events do not ever reproduce the same 
 conditions. The originality of his idea of economic dynamics (or rather of 
economic development) derived from a biological model was long ignored 
until evolutionary theories permeated many fields of knowledge. We will see 
how in biology, natural selection, not a law of nature but a general principle 
from which one can construct models of explanations that serve to forecast. 
Developments in the field of evolutionary economics have been paralleled by 
research activities and publications that have been categorized under the label  
of “complexity science”. The science of complexity has arisen from the interaction 
of different scientific fields, including physics, mathematics, biology, economics, 
industrial engineering, and computer science and now covers numerous impor-
tant fields of scientific research. We would therefore examine how complexity 
science can offer a new vision of decision-making. Beginning from the sim-
plest biological systems (ants or bees), this type of analysis has shifted to social  
systems to study the action of economic agents and to use simulations to test 
consequences, considering actions and interactions among economic agents. 
The focus will be mainly on the unpredictable and ambiguous world, the impor-
tance of nonlinear relationships and the role of self-organization, emergence, 
and co-evolution in organizational dynamics; thus, the analysis will avoid a 
reductionist explanation, foresight and linearity.

These brief ideas, sufficient to reveal the intricate complexity of the problem, 
will all be tested in the following pages. Ultimately, we do not wish to argue 
that individuals always behave rationally, although we can agree that individuals 
do not always behave irrationally. However, as Gould (1980) has already written, 
although irrationality is the major source of evolution, evolution removes irration-
ality. My hope is that this book can prove that agents act, to use Kantian terminol-
ogy, not according to reason but with reason as a purpose.
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1.1  The Theory of Rational Choice

The theory of rational choice (TRC) is a model of explanation used by social sci-
ence theorists to interpret behavior. Initially, the theory was the dominant para-
digm of economics. A fundamental postulate of neoclassical economics was that 
economic phenomena primarily resulted from the action of agents who were fully 
rational, equal and therefore indistinguishable from each other and all agents 
pursuing their own personal and individual gain. This postulate was followed by 
another epistemological postulate that found in economic phenomena the possi-
bility of applying general laws expressed in mathematical terms as was achieved 
in physics. These postulates have been translated into fine mathematical models, 
reaching essentially hypothetical-deductive conclusions obtained from a basic idea 
introduced during the classical era by John Stuart Mill in his Principles of Political 
Economy, according to which economic phenomena comprise individuals who are 
all indistinguishable from one other, acting as agent-atoms in economic processes 
(Bertuglia and Vaio 2011).

Therefore, the assumption of neoclassical economics to establish economics as 
a mathematical economics attempted to identify a suitable role to play, as energy 
plays in physics, i.e., to find a function able to locate the maximum and minimum 
to define states of equilibrium. This comparative measure is utility, introduced sev-
eral decades earlier by Jeremy Bentham (1789) in response to the problem of the 
justification of moral law (in which the correct choice was the one from which 
the most positive consequences derived and that considered the remainder of the 
balance in terms of happiness, between an action and its consequences) and rein-
terpreted as a mathematical function (Ingrao and Istrael 1987). According to the 
dominant interpretation of neoclassical theory, rational choice consists of acting 
to maximize personal gain, i.e., the option that allows the realization of the high-
est level of satisfaction for the agent. The latter determines the action: choose the 
greatest profit or the lesser evil. Therefore, during the deliberations, the agent 
compares opportunities and chooses the alternative that is more advantageous 

Rationality and Experimental Economics
Chapter 1

M. Graziano, Epistemology of Decision, SpringerBriefs in Philosophy, 
DOI: 10.1007/978-94-007-5428-7_1, © The Author(s) 2013
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for him according to his beliefs. In brief, this option maximizes the difference 
between its costs and its advantages. The theory is limited to this instrumental 
concept of rationality: A choice is made based on the expected results (as when, 
for example, we undertake a program of university study in view of the salary we 
expect from the labor market). A rational agent’s process of deliberation invariably 
begins by examining every opportunity in relation to each other and only in rela-
tion to his preferences. An agent is driven on the one hand by his beliefs, that is, 
by his information and expectations of the possible consequences, and on the other 
hand, by his desire for them.

Rational analysis generally begins with the premise that an agent wishes to 
choose what he invariably prefers. However, this premise is only part of the equa-
tion. The other important element in decision-making is the presence of spe-
cific “constraints” that make the choice necessary, and one virtue of the rational 
approach is to explicitly illustrate “the pros and cons” of possible alternatives. 
Therefore, a choice is rational if it corresponds to the scale of the agent’s pref-
erences, which is obtained by comparing various opportunities possible and con-
verting preferences into utility functions. However, this conversion is possible only 
if the preference structure complies with certain restrictions: the four axioms of 
rational choice, namely, reflexivity, completeness, transitivity and continuity. The 
axioms function within the rational model as follows. First, the choice of an agent 
is rational if it conforms to his scale of preferences. Associated with different pos-
sible options, the latter (preferences) should always possess a value equal to them-
selves. Preferences must therefore be reflexive: (xi = xi). This condition is purely 
a formal necessity and depends on common sense. The second axiom, complete-
ness, is necessarily involved in the structural formation of the agent’s preferences. 
In fact, it is agreed that preferences can be ordered: (xi ≥ xj) or (xj ≥ xi). An 
individual must be able to compare all options and then prefer one or be indiffer-
ent because of their equivalence. Third, the scale of preferences must be transitive, 
i.e., it must conform to the classic example showing that if a person prefers an 
orange to an apple and an apple to a pear, then he must also prefer an orange to a 
pear. The order of preference must simply reflect an internal coherence; there must 
be no ambiguity. Finally, an agent’s preferences must be constant. To illustrate this 
last condition, let us again consider the example of an agent faced with a choice of 
various goods. Two goods can be contained within a single set, and their quantity 
in the same can be amended to allow a comparison of the utility of each choice. 
Therefore, this axiom stipulates that there is no good that is absolutely necessary 
to a set and that cannot be exchanged for another. Thus, reflexivity and transitiv-
ity determine the order of preferences, whereas completeness and continuity are 
the conditions that allow a representation of the utility function. Ultimately, the 
rational choice theory offers an instrumental conception of rationality conceived as 
a coherent relationship between preferences, information and action.

Considering the axioms of rationality presented above, we can understand why 
the theory enjoys a special status among the social sciences. The theory’s ideas 
are parallel to the developments and needs of other disciplines; analytical strength 
and operational effectiveness. In addition to responding to the needs of the social 
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sciences, i.e., to describe, predict and prescribe, the theory performs an analyti-
cal theorization of social phenomena and explains it using clear arguments and 
assumptions. Insistence on these factors grants the theory special status in the 
social sciences and a role that transcends the areas covered by the economic sci-
ences. The theory’s importance derives from the fact that it avoids categorizing the 
explanation of individual actions “as a question of fact,” and it allows predictions 
from what is postulated. In fact, in addition to conceiving and describing behavior 
as a process of maximization, the theory is able to predict the latter, again accord-
ing to the criterion of maximization.

In 1944, John von Neumann and Oskar Morgenstern proposed the rational 
choice model in relation to decision processes in which for every choice, more 
consequences could be related, which completed the entire picture of the dominant 
paradigm. Specifically, in the renowned work The Theory of Games and Economic 
Behavior, the authors formulate the so-called theory of expected utility in which 
the function of utility (expected) was determined from the totality of the associ-
ated utility and from the possible results multiplied by their probability of occur-
rence. In essence, when one is faced with two alternatives, X will be preferred to 
Y based solely on the expected utility of X is greater than the expected utility of 
Y. To understand how the theory of expected utility functions, it is best to offer 
an example: An employee must decide whether to accept an offer of employment 
from agency A rather than from agency B, in which both agencies initially offered 
an equivalent beginning salary. Moreover, if the employee accepts the offer of 
agency A, he or she has a 50 % chance of obtaining a salary increase of 20 % 
during the first year of employment. However, if the employee accepts the offer 
of agency B, there is a 90 % chance that the salary increases by 10 % in the first 
year. According to the theory of expected utility, the employee must multiply the 
utility of the result of every alternative by the probability of obtaining that result; 
hence, the expected utility associated with the first option will be 0.50 × U (20), 
and the expected utility associated with the second option would be 0.90 × U (10). 
Moreover, one must note that the theory of expected utility does not prescribe 
what one must choose in the case of the given example of the employee. In other 
words, the theory focuses on the structure of the preferences rather than on their 
content because the objective of both authors was not to describe individuals’ real 
behavior but to indicate how they should have acted based on the criteria of the 
coherent logic of the preferences and the calculation of the probabilities that one 
can hypothesize in the elaboration of the information. Therefore, overall, eco-
nomic theory has opted for a formal approach. The function of utility used in eco-
nomics was nothing other than a way of mathematically representing the order of 
individual preferences.

As explained by Giulio Giorello and Simona Morini, “These functions assign 
values, precisely called utils, to the possible outcome of actions from which an 
individual can choose and the theory prescribes to choose the action whose out-
come maximizes its utility (that is, the one whose outcome is preferred to all oth-
ers)” (Giorello and Morini 2008, p. 56). The utility discussed by the authors is 
ordinal utility because it merely expresses information relative to the governing of 
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preferences regardless of their intensity. In contrast, the cardinal utility function 
is different because it assigns numbers to individual preferences. Therefore, the 
latter function allows the rational choice models to be extended to decisions in a 
condition of risk and uncertainty: Because the function is a question of numbers, 
it can “multiply the usefulness of the outcomes of different actions by their likeli-
hood (obtaining the predicted or expected utility of choice) and define the rational 
decision as planned or expected utility maximization” (Giorello and Morini 2008, 
p. 57). For the simple fact that a number is assigned to the preferences, this func-
tion is often confused with the classical utilitarianism of Jeremy Bentham and 
James Mill, reworked by John Stuart Mill. However, in the hedonistic psychology 
of Bentham and Mill, usefulness was considered to identify an individual’s over-
all happiness, which included the measure of various pleasures and pains. In this 
way, social utility was an objective value and usually measured as the maximi-
zation of the average utility of the individuals who are a part of the social util-
ity. However, social utility implied an uncertainty in its extent, which is why the 
initial step towards the formalization of rational choice was the abandonment of 
the hedonistic concept of utility due to the logic of ordered preferences. In the 
ordinal utility theory, an economic decision could in fact be constructed without 
the need for psychological hypotheses regarding the intensity or the content and/
or perceptions of sensations. Thus, utility became a relational rather than an abso-
lute concept, defining a relationship of preferences between two alternatives: “A is 
preferred to B” is equivalent to “A is more useful than B”. Therefore, an economic 
agent should not attribute an absolute value to a choice A but had to simply deter-
mine if (1) A is preferred to B, (2) B is preferred to A, or (3) A and B are equiva-
lent. In this way, utilities and preferences become two inseparable concepts: utility 
referred to the scale of relative and subjective preferences, and preferences defined 
a utility function.

Therefore, preference can be considered the notion preceding economic ration-
ality: decision theory, game theory and general equilibrium theory are all theories 
and models in which the rational agent is identified as the one who makes deci-
sions or chooses optimal strategies or possible actions among those that are appar-
ently offered to him and suited to the maximization of his subjective usefulness. 
In this way, decision-making was then represented through a formal mechanism in 
which the value of the model was measured by the ability to describe the behav-
ior of the system studied. The preferences, strategies and utility functions provide 
a mechanistic explanation of decision-making without commitment on an onto-
logical level. As noted by Binmore (1994), the standard practice in economics is 
to consider theories of rationality as formal exercises: “Axioms are propounded 
and the properties of rational individuals are then deduced mathematically. If the 
necessary mathematics is sufficiently challenging, attention then concentrates on 
whether an author’s theorems are true rather than the more fundamental question 
of whether the axioms are successful in formalizing the concepts they are intended 
to capture.” (Binmore 1994, p. 150). To be useful in empirical analysis, the stand-
ard interpretation of the TRC needs to support itself on two assumptions: (1) the 
postulate of rationality and (2) the allocation of a selfish utility function. The first 
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assumption takes for granted that agents are rational in that a coherence of beliefs, 
desires and intentions of the agent is supposed. For example, the intention to do 
A must be able at least in theory to be deduced from the beliefs and desires of 
the economic agent as regards A. For the second assumption, individuals possess a 
utility function that leads them to prefer their individual interests, usually defined 
in monetary terms. The addition of this auxiliary hypothesis allows the TRC auxil-
iary to leave simple mathematical formalism and to perform empirical predictions: 
therefore, an agent’s preferences can be inferred from their utility function as can 
the action that would likely be selected in a certain context.

1.2  Game Theory

Game theory is part of decision-making theory, and its underlying assumption 
is that in making decisions, an individual attempts to maximize his own benefits 
while minimizing the costs (cost-benefits analysis). According to this approach, 
individuals attempt to achieve the maximum benefit, taking into account the given 
constraints and other participants’ behavior. The first significant studies in the field 
were developed by the mathematician John von Neumann, who developed in 1928 
the first theorem of game theory, considering the so-called zero-sum games. These 
games consisted of subtracting the sum of the participants’ costs from the sum of 
the same participants’ benefits, leading to the result of zero. Every participant in 
the game must know the game rules and must be aware of the other players’ moves 
and of their possible consequences; he must substantially have perfect informa-
tion. The case of imperfect information is provided when a player is not thor-
oughly aware of the moves that have already occurred in the game.

Hence, game theory is intended to be a mathematical science that analyzes and 
describes particular types of conflict situations and seeks competitive and coopera-
tive solutions by means of mathematical models. Game theory describes the study 
of individuals’ decisions in situations in which interactions among different sub-
jects exist so that a subject’s decisions can influence those of others (partners and 
rivals) according to a feedback mechanism. Game theory has this specific feature: 
the theory accounts for strategic interactions in which an agent is not confronted 
with a passive environment but one that is composed at least partially of other 
agents. Specifically, in situations of strategic interaction, an agent is conditioned 
not only by his own actions but by those of other agents as well. The rationality of 
a decision-maker in a passive environment is sometimes distinguished from that of 
a decision-maker interacting with other decision-makers. In the first type of situa-
tion, the term “parametric rationality” is used, and “strategic rationality” is used in 
the second type.

In a typical game theory model, all participants know the game rules and are 
aware of the consequences of every single move. In fact, in the simplest formu-
lation of the games (normal or strategic games) and with complete information, 
the temporal structure of the game is not explicitly described (as opposed to 
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extensive games), and the uncertainty of the agents is restricted to the prediction 
of others’ actions. A fundamental notion of game theory is the Nash equilibrium 
(Nash 1949), conceived by John Forbes Nash while still a student at Princeton and 
first reported by him in a 1949 article. A profile of actions reaches a Nash equilib-
rium if none of the players is (strictly) interested in a unilateral result. To better 
explain this notion, we refer to the classical example of the “dispute between the 
sexes” game. Luisa and Mario wish to spend an evening together, and they can 
choose between attending the ballet or a boxing match. Luisa prefers the ballet, 
whereas Mario prefers the boxing match; however, both prefer to spend the even-
ing together rather than separately. This game situation can be represented by the 
following matrix:

 

Luisa

Boxing Ballet

Mario Boxing (2,1) (0,0)

Ballet (0,0) (1,2)

In this game, two Nash equilibria can be achieved, that is, the two profiles of 
action thanks to which Mario and Luisa choose to spend the evening together both 
in case 1 (boxing–boxing) and in case 2 (ballet–ballet). Therefore, in the case of 
a Nash equilibrium, each agent responds his best with regard to the anticipation 
of the other players’ actions, an anticipation that is assumed to be correct. Briefly, 
in the Nash equilibrium, each agent 1) correctly anticipates the choices of other 
players (correct anticipation) and 2) positively responds to this anticipation (best 
response).

In contrast, the prediction that a certain profile of action does not reach a Nash 
equilibrium implies that at least one player makes a “mistake” in predicting his 
adversary’s moves. The dispute between the sexes explains this point very well: 
if Luisa anticipates that Mario will choose the boxing match, her best response is 
to choose the boxing match as well. If she chooses the boxing match, and Mario 
chooses the ballet, then Luisa mis anticipated the move Mario “played,” or she 
correctly anticipated but did not “play” her best move or response (the ballet).

Therefore, the pair “correct anticipation/best response” is the foundation of the 
Nash equilibrium. We can extend game theory to an arbitrary number of players, 
showing that under certain conditions, a situation of equilibrium always exists and 
is achieved when every player chooses a strategic move to maximize his benefit. 
This intuition undermines the dominant logic in Adam Smith’s classical econom-
ics theory according to which a group achieves the maximum result when every 
component achieves what is best for himself.

To better illustrate this point, let us refer to one of the most well-known games, 
the “Prisoner’s Dilemma” game. This game is the best example of the infringe-
ment of the so-called “Pareto optimum”, which is a strategy adopted jointly by all 
players so that every player can achieve a positive pay-off (final outcome) with-
out hampering his adversaries’ pay-off. In other words, adopting a strategy that 
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infringes the Pareto optimum simply means building a game in which the benefit 
of one player is reduced without increasing any of the other participants’ bene-
fits. The Prisoner’s Dilemma is actually a classical example of a non-cooperative 
game: a type of game in which players cannot agree in advance to adopt the most 
favorable strategy for all of them.

The most notorious version of the Prisoner’s Dilemma is the following: two 
suspects A and B are arrested by the police. The police do not have sufficient evi-
dence to discover who is guilty, and after jailing the two prisoners in two different 
cells, they interrogate them by offering the following possibilities: if one confesses 
(C) and the other does not (NC), the one who does not confess will serve 10 years 
in prison, whereas the other one will go free; if neither confesses, the police 
will sentence them to only 1 year of prison; if both confess, the sentence will be 
5 years in prison. Every prisoner can reflect on the strategy to choose—to confess 
or not to confess. In any case, none of the prisoners can know the other prisoner’s 
choice. The pay-off matrix of the Prisoner’s Dilemma is as follows:

 
Prisoner A/Prisoner B Confesses Does not

Confesses −5,−5 0,−10
Does not −10,0 −1,−1

Therefore, in this game, all the combinations of strategies represent “Pareto 
optimum” except for the strategy of mutual accusation. If the prisoners were able 
to communicate with each other, the best strategy would clearly be to not confess 
because both would be sentenced to only 1 year of prison. However, given that 
communication is impossible, for the second player (who is questioned second), 
it will always be most favorable to confess regardless of the first player’s choice.

In fact, if A confesses, it is convenient for B to confess because in this way, 
both players would serve 5 years in prison. However, if A does not confess, 
it is more convenient for B to confess in any case because he would be set free, 
whereas the first player would serve 10 years. For this reason, it is always better 
for both players to confess because independently of the other player’s choice, the 
pay-off is always higher in this condition.

Such a situation is called “Pareto inefficient” because although it is the most 
rational scenario, it does not represent the best possible situation. In fact, although 
it is much more convenient not to confess (both would serve only 1 year), this 
strategy is the least played because it is very risky (if the adversary confessed as 
is rational for him to do, one would risk serving 10 years; moreover, the adver-
sary would be set free). Thus, the Prisoner’s Dilemma indicates a fundamental 
aim: even if the Pareto optimum is rational from a collective perspective, it is not 
necessarily rational from an individual perspective. In essence, the participants of 
a game compete with each other and act according to their individual rationality 
whose goal is to maximize their personal profit, but doing so by no means guaran-
tees that they obtain Pareto optimality, with the immediate consequence that their 
actions might lead to a dispersion of resources. We can illustrate this last point 
through a simple example. Consider the question of payment for a means of public 
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transportation such as a train. Public transportation can work and provide service 
as long as a sufficiently large number of travelers are willing to pay for tickets. 
However, it is not necessary that every single traveler buy a ticket, only that a suf-
ficient number of travelers buy tickets to cover expenses. For each traveler, it is 
more advantageous is not pay. However, if this strategy were to allow all passen-
gers to use the public service, the service would fail, and you should rely on more 
expensive private service that is certainly an option without a doubt the worst cost 
(usually a private service costs more than a public service) than that would if all 
travelers would pay the ticket (a case study of Nash equilibrium).

One possible solution might offer an escape from the Prisoner’s Dilemma 
by avoiding the deceptions of a perverse Nash equilibrium and repeating the 
game several times. In this case, it might be cheaper for each player to create a 
positive reputation for future meetings of the game: the abandonment of selfish 
self-interest aimed at seizing an immediate advantage could pave the way for 
cooperation with the enemy for an increasingly great future advantage (Akerlof 
1970). Another possible solution might be the definition of a set of rules that 
impose some form of cooperation between players. Compliance with these regu-
lations may be entrusted to any authority having the power to impose them (for 
example, the Legal State) or to leverage informal rules, such as internalized 
rules, i.e., traditions, habits, a sense of duty, a sense of ethics, which assumes the 
agents are naturally led to observe whether they have authority.

However, according to John Harsanyi, one of the most important and interest-
ing theoretical rationality, relying on standards, institutional constraints, social val-
ues, is completely erroneous because the explanations that use these approaches, 
which are based among other things on unclear and poorly defined concepts (i.e., 
class consciousness), overestimate the degree of consensus and integration that 
truly exists in society and thus ignore conflicts of interest and individuals’ disa-
greement over non-economic values. Furthermore, in the same way, this type of 
explanation appears to be static and conservative and therefore not suitable to 
explain changes. According to Harsanyi, social interaction must be explained in 
terms of the objectives and interests of people who are united and divided by cer-
tain things, who cooperate in one field and contrast in another. Ultimately, as game 
theory states, individuals seem to have “mixed interests.” In Harsanyi’s model, the 
optimal explanation is therefore reversed “are individuals who choose and change 
the rules or institutions based on their motivations and their goals in their own 
interest should do this in a rational way, where the term is understood in rational 
utilitarian sense: they are decisions made to maximize the welfare of individuals 
and of society as a whole” (Giorello and Morini 2008, p. 34). In Harsanyi’s view, 
the problem becomes how to assign the proper weight that individuals attach to 
their motivations to ensure that one can predict their decisions. According to the 
author, because there is a theory capable of specifying the utility functions that 
individuals assign to economic assets and non-economic values of various kinds, 
the only way that remains is to infer from observations of individuals’ behavior. 
By examining the behavior of individuals engaged in various social situations, 
Harsanyi derives his four postulates of rationality. The first postulate states that 
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individuals can be impartial when they or their reference group are not directly 
involved (impartiality low cost). The second postulate states that a third person 
not involved in the dispute between two others directly concerned can assess the 
situation more fairly, prompting a behavior that is equivalent to maximizing a 
social welfare function (the principle of a sympathetic and impartial third person). 
The third postulate specifies that people also decide based on previous commit-
ments related to family, friends, and social groups (constraint of previous commit-
ments). Finally, the fourth postulate specifies that personal goals can be traced to 
two main reasons, namely, economic gain and recognition of social status (eco-
nomic and social reasons). These postulates definitively identify the main variables 
that guide individuals’ decisions, forming the basis of Harsanyi’s “cognitive-util-
itarian” empirical model: “Cognitive, as it tells the acceptance of certain values 
by the people with the uniformity of their beliefs about the consequences of the 
existing social system compared with those of alternative systems. Utilitarian, as 
it assumes that individuals choose between alternative social institutions and val-
ues on the basis of how these values and institutions have proved unable to satisfy 
their selfish personal interests or altruistic (Giorello and Morini 2008, p. 36).

Ultimately, the rational choice model by Harsanyi has a normative abstract 
because it does not necessarily reflect the actual behavior of choice or how indi-
viduals think under certain conditions (certainty, risk or uncertainty). The indi-
viduals mentioned by Harsanyi are abstract entities, fictitious, can recognize and 
follow the four postulates of rationality is reinterpreted in the right way.

1.3  Teleology, Instrumentalism and Interpretivism

The rational choice theory and the utility function of agents have been widely crit-
icized, especially regarding their descriptive capacity because in the real world, 
many individual decisions depart from the perfect logic the theories invoke. 
The first to highlight the shortcomings of neoclassical economic models was 
Simon (1972), who emphasized that no limits were placed on the rationality of 
the subjects in these models given that the only restrictions theorized were struc-
tural or environmental and therefore did not influence decision making because 
they were not subject to the decision-maker’s will or intervention. As a result, 
the decision-maker was required to have perfect knowledge of environmental 
constraints and extremely high-level computing capabilities. To formulate a the-
ory of rationality that was more consistent with reality, Simon’s first step was to 
criticize the assumptions of the rational choice theory, which had been judged 
incorrectly because it was based on an unrealistic model of rationality (defined 
as “Olympic”), and then to show the limits requiring emphasis in a theory of 
rationality that instead corresponded more to real-life facts. According to Simon, 
because of decision-making agents’ cognitive limitations, which distanced them 
greatly from the abstract idea of the omniscient and rational Homo Economicus, 
such agents subjectively elaborate their perceptions of reality, namely, partial 
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information at their disposal. Therefore, the choices that follow reflect different 
ways of achieving individual objectives. Simon believes that there is thus a consid-
erable gap between rational and normative theories postulated by bounded ration-
ality that he believes characterize real human behavior. One must consider human 
cognitive limitations during decision-making in terms of the selection, attention, 
acquisition, processing and storing of information. Through examples drawn 
from the game of chess (a closed domain game), Simon shows how a rational 
agent with Olympic rationality should be able to compute all the moves (10120). 
However, in reality, the task proves to be difficult even for an extremely power-
ful computer. In fact, chess champions proceed in quite a different manner based 
on the considerations of no more than one hundred alternatives in the choice of a 
move or strategy. Simon calls the results “procedural rationality”, i.e., a rational-
ity that is defined based on adopted resolution procedures rather than on the final 
solutions obtained. The cognitive limitations of real decision-makers actually 
cause maximization to be impossible; thus, according to the author, maximization 
must be replaced by a “satisfactory” solution so that the decision-maker can con-
sider options individually until he finds and chooses a satisfactory or sufficiently 
good option according to his individual minimum level of acceptability. A decision 
is a resolution of problems in a context in which the complexity of the informa-
tion exceeds the computational capabilities of the agents, so their solutions must 
be simple and parsimonious. Therefore, it is necessary to replace the ideal agent 
model with another that is compatible with the information access capabilities and 
calculations that organisms possess in their given environments.

However, rather than considering the TRC false, economists and to a lesser 
extent epistemologists in the social sciences have preferred to adopt one of three 
attitudes: (1) teleology, (2) instrumentalism, or (3) interpretivism. According to the 
first (teleology), agents situated for a long period in a dynamic market will even-
tually adopt the prescriptions of the TRC. If the agents do not adopt these pre-
scriptions, the agents will be eliminated. In other words, in this case, the market 
will eventually favor rational individuals and companies. Therefore, the TRC pre-
scribes a set of rules that agents tend to adopt. According to the second interpre-
tation (instrumentalism), the TRC does not describe the behavior of real agents 
but of ideal ones. Specifically, the TRC constructs mathematical models of deci-
sion-making in which the errors (computational, time, information) and the cog-
nitive limitations of agents are not considered. From an epistemological point of 
view, the ideal agent plays the same role as the ideal gas or the perfect lens. As 
noted by Milton Friedman and Leonard Savage (Friedman and Savage 1948), the 
behavior of a professional snooker player could be predicted adequately if we 
could use physics formulas to calculate different trajectories to evaluate the most 
advantageous one. In other words, we assume that players will behave “as if” they 
know the mathematical formulas designed to calculate the angles and the best 
trajectories.

According to the authors, economics does not need to adopt or to comment 
on the level of an ontological commitment so that entities can only be considered 
parameters of an economic calculation. Additionally, reality certainly shows that 
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real agents are not Homo Economicus, but that is no more surprising than discov-
ering that a real gas does not behave as an ideal gas. Ultimately, the important 
element is the character of the predictive model. According to the third approach 
(Interpretivism), rationality is a rule of interpretation that allows the understand-
ing of others’ behavior, and the TRC in this case plays a marginal role (Davidson 
2001). Even if agents do not conform to the TRC, such agents can always be inter-
preted by assuming that the agents’ mental states are always motivated by reason. 
The rationality of the agents is therefore fundamental to a set of interpretive prin-
ciples rather than to explicit rules. Although one can encode the rules of inference 
and decision-making (logic, Bayesian theory of rational choice, game theory, etc.), 
there are no universal principles that allow us to uniquely respond to questions 
such as “What should we believe?”, “Which belief should we reconsider?”, “What 
should we do?”, and no principles that allow us to uniquely interpret a person’s 
behavior. An agent always has the option to choose and then to reconsider a local 
belief. Nothing but the general and fundamental principles remain, that is, attrib-
uting a mental activity, rationality, beliefs, desires, knowledge, etc. In this way, 
the theory of rationality is nothing more than basic knowledge that we require 
to interpret behavior rather than to produce it. The theory suggests the epistemic 
norms and practical usage of the concepts of beliefs, desires, actions and rational-
ity. The reality shows not the irrationality of agents but rather that the reasons that 
motivate agents do not meet the code: therefore, although technically irrational, 
the subjects are always interpreted as rational agents. Underlying these three inter-
pretations is the same epistemological basis, namely, normativism, the idea that 
the theory of rationality is primarily a normative theory. This fundamental idea 
has largely modulated the relationship between formal theories of decision and 
the experimental results. This relationship will be illustrated with an example: the 
Ultimatum Game (Sanfey et al. 2003). In the Ultimatum Game, an agent A must 
propose a fraction f > 0 of the amount of money m to an agent B. If B accepts, he 
receives f, and A pockets m-f. If B refuses, both remain without anything, and the 
game ends there. The standard interpretation of game theory predicts that rational 
agents will behave as follows: A will propose the smallest fraction possible, and B 
will accept any amount rather than remain without anything (on the rationale that 
the monetary amount offered to him is preferable to zero). However, the experi-
mental data show that agents A offer average amounts ranging from 20 to 50 % 
of the amount of money and that agents B generally refuse values of less than 20 
or 30 %. The result is the same even when certain parameters are changed: the 
amount of money, the culture, the degree of anonymity, experience, etc., have lit-
tle importance. The only cases in which agents behave in a manner approximately 
consistent with the standard interpretation is when B (but not A) is a computer, 
and A and B are groups that make collective decisions. Therefore, we can apply 
the three interpretations of the TRC to these results:

•	 Teleology. If agents play Ultimatum repeatedly, they will ultimately adopt the 
optimal strategy; all offers, even minimal ones, will be considered as possible, 
and any offer will be accepted.

1.3 Teleology, Instrumentalism and Interpretivism
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•	 Instrumentalism. If agents do not follow an optimal strategy, this is due to their 
imperfection; however, the theory will generally provide useful forecasts.

•	 Interpretivism. Subjects can be interpreted as having reasons for choosing non-
optimal strategies, for example, to enhance the fairness or even the absence of 
risk.

Implicitly, each of these interpretations tends toward the same idea: a theory of 
rationality is primarily a theory of the norms of rationality, which are reduced to 
rules that a rational agent will eventually follow (teleology), to those agents who 
follow an ideal agent (instrumentalism), and to those rules by which we interpret 
a rational agent (interpretivism). The idea that a theory of rationality is a norma-
tive theory is still so rooted in economic and philosophical practice that when 
experiments showed that agents did not behave as the theory predicted, schol-
ars preferred to discuss “paradoxes” (Allais, Ellsberg, etc.) rather than empiri-
cal refutations or significant counter-examples. However, the normative outlook 
placed the TCR in an epistemologically problematic position. In fact, teleology 
and instrumentalism ultimately take for granted the usefulness of the TRC: both 
as a practical purpose and as an abstraction, the theory always describes an ideal 
state of rational agents, and this ideal is not subject to refutation. Theorems and 
axioms formally prove the character of rational decisions: the validity of the TRC 
is not evaluated by the measure of its predictions but by its formal virtues (com-
pleteness, consistency, etc.). In the Ultimatum Game, if subjects submitted irra-
tional bids (always proposing a substantial portion of money at their disposal) and 
refuse insignificant offers, this occurs not because the theory predicts incorrectly 
but because agents demonstrate irrational tendencies. Economists skeptical of the 
results of the Ultimatum Game experiment state, “increase the amounts and you 
will see that they will adopt optimal strategies.” However, in a version in which 
players had to divide a sum of $100.00, even $30.00 offers were refused (Camerer 
and Thaler 1995).

An argument often advanced to justify the standards of rationality is that just 
as grammar consists of rules of language, theories of rationality consist of deci-
sion rules that recommend courses of action. Ultimately, the TRC is a coherent set 
of rules and not an empirical study (Marschak 1951). If a person does not choose 
what the TRC recommended, he makes a mistake in the same way that a person 
who provides an incorrect result when multiplying 234 by 92 would blame the 
arithmetic and not the individual. However, if this is true, then economic theory 
should not be considered a scientific theory open to falsifiable proposals but only 
a science that can describe how traders would behave if they were fully rational 
individuals. In this way, a business practice is considered rational only if it can be 
rationalized within a theoretical model proposed. However, in this sense, the the-
ory excludes itself from science because as we know, science involves a system-
atic attempt to verify, falsify and compare theories. Otherwise, we face a complex 
tautology justified by its formal rigor. Ultimately, interpretivism only clarifies this 
perspective: rationality cannot be analyzed based on rules and codes but through 
the principles of interpretation.
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1.4  Experimental Economics

However, since its debut in the 1950s, experimental economics has clarified that 
the TRC, or at least its auxiliary hypotheses, are not verifiable, thus designating a 
long list of possible dissonance, for example, the aversion to risk and uncertainty, 
the violation of the independence axiom, and the preference for morally prefer-
able but not economically optimal solutions. In particular, it dramatically scales 
back the role that is assigned to rationality in the choice process, a role that we 
have found in previous theories to assume the compelling possibility of calculat-
ing the objective of several utilities achievable with different alternative choices. 
The birth of experimental economics is traced to the work of Herbert Simon and 
his theory that economics should not address the study of rational behavior in an 
abstract way but, on the contrary, should address the empirical study of the lim-
its of individuals’ ability to calculate when faced with a choice (and therefore not 
with presumed objective rationality) and how these limits subsequently affect real 
economic behavior. Daniel Kahneman and Amos Tversky follow Simon’s reason-
ing, although with different assumptions. The authors integrate economics and 
cognitive science, creating the famous 1979 work the Prospect Theory (Kahneman 
and Tversky 1979). The starting point of the Prospect Theory is the observation 
that the concept of expected utility, the basic normative notion introduced by von 
Neumann and Morgersten, expressed the assessment of the consequences of a 
choice, including a definition of the probability that these consequences actually 
occur, and the theory is ultimately inadequate to predict the actual behavior of real 
decision-makers.

Essentially, the Prospect Theory is based on three fundamental assumptions. 
The first assumption postulates the existence of an asymmetry between the impact 
of earnings and the impact of loss (loss aversion). In practice, the authors believe 
that a subjective evaluation that people conduct of the value function is concave 
for gains and convex for losses:

This aversion to loss might involve choices in contradiction with expected 
utility. In a systematic way, people overestimate the probabilities of catastrophic 
events (the strong emotional dimension related to these events is no stran-
ger to this phenomenon). Moreover, it is interesting that Adam Smith described 
this emotional dimension in 1759: “We Suffer more…when we fall from a bet-
ter to a worse situation, than we ever enjoy when we rise from worse to a bet-
ter…” (Camerer and Loewenstein 2002, p. 4). This asymmetry can sometimes 
lead to sub-optimal decisions that do not conform to the expected utility theory. 
For example, Shefrin and Statman (1985) indicate the type of error generated 
by this curvature of the value function: As investors are much more sensitive to 
losses than to gains, they hold on for too long to securities that fall below their 
purchase prices, and to avoid considering the effect of a loss, they refuse to sell 
(this is explained by the convexity of the value function for losses). In contrast, 

Uselessness of loss x > utili ty o f gain

1.4 Experimental Economics
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when the price of a security situation remains at its purchase value, investors have 
a tendency to sell too quickly (this is explained by the concavity of the value func-
tion for gains). This phenomenon is known as the “disposition effect”. The same 
result was shown for consumers, who are more sensitive to price increases than to 
price reductions (Chen et al. 2006). Kahneman and Tversky suggest that the value 
function is applied to gains and losses (especially monetary) and that they are 
evaluated according to a neutral point; the loss is more painful than the happiness 
generated by a similar gain. The figure below illustrates the asymmetry between 
gains and losses (Fig. 1.1).

To better understand decisions in a situation of uncertainty, Kahneman and 
Tversky propose replacing the probabilities associated with a choice that aims at 
satisfaction with a decisional pondering that would take greater account of what 
has been observed empirically. In fact, agents do not assess well the probabili-
ties associated with an event and have difficulty applying the means of statistical 
analysis beyond purely mathematical applications. In particular, agents have a ten-
dency to overestimate the probability of rare events and to underestimate the prob-
ability of frequent events. This poor estimate of the likelihood of events derives 
from what the authors call heuristics. In their 1974 article, Tversky and Kahneman 
do not define a heuristic opinion but describe it as a set in a process that reduces 
the degree of difficulty associated with assessing the evaluation of value and prob-
ability. In their article, three types of heuristic judgments, anchoring, availability, 
and representativeness and a dozen biases associated with them, are outlined.

For Kahneman and Tversky (1974), the anchoring heuristic means and works 
as an “anchor” of judgment: subjects based their judgments on a fact first informa-
tion and do nothing, then you adjust it to produce a final answer. In their experi-
ment, the authors asked subjects to estimate the number of African countries that 
are part of the United Nations. Before the participants answered, the researchers 
asked them to turn a wheel of fortune that contains the numbers 1–100, then to 
judge whether the number of countries is greater or less than that provided ran-
domly by the wheel, and then to provide their estimate. The authors showed 
a correlation between the random number data from the wheel and the number 
proposed by the participants. For example, the number 10 was presented to one 
group of participants, whereas the number 65 was presented to another group. 
The median estimate of the percentage of African countries resulting from the 
two groups was found to be 25 and 45. The authors interpreted this discrepancy of 
judgment with the explanation that the first group with the number 10 performed 
an adjustment upwards, whereas the second group with the number 65 executed a 
subsequent downward adjustment.

However, the availability heuristic requires the subject to estimate the prob-
ability of an event based on the ease of recalling past cases in which this event 
occurred. Therefore, this heuristic is related to the ease with which information 
of such events is retrieved from the memory. In fact, when individuals attempt 
to assess the probability of the occurrence of a future event, look in the memory 
of similar events have occurred, according to the ease with which they can recall 
of similar events, or more, consider it less likely to occur again for that event in 
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question. A typical example of heuristic availability is that most people consider 
it more dangerous to travel by plane than by car despite statistics showing the 
exact opposite. This belief can be explained simply by the fact that the media grant 
significant attention to a plane crash so that people vividly remember that event 
rather than the memory of a car crash, which normally is not subject to as much 
publicity.

Finally, the representativeness heuristic is a search for an image, an inter-
nal representation that individuals are the objects of a sample to be evaluated. 
Therefore, the probability that they attribute to these objects depends on the simi-
larity between the sample, the event and the source from which it originates or that 
produces it. In a famous experiment, Kahneman and Tversky (1973) indicated that 
when the parties involved in an experiment are brief descriptions of personality 
(which they stated were drawn at random from descriptions of approximately 100 
professionals of whom 30 were engineers and 70 lawyers) such as the following:

- Jack is 45 years old. He is married and has four children. He is rather con-
servative, careful and ambitious. He has no interest in politics and social issues. 
He spends most of his time cultivating his many hobbies, such as bricolage, sailing 
and mathematical puzzles.

The probability that Jack is one of 30 engineers in the sample….%.
The subjects evaluated the probability that the description corresponded to an 

engineer rather than a lawyer according to the degree of representativeness of their 
stereotypes of the description without regard to the likelihood provided by initial 
primary data (i.e., 30 and 70 %). In contrast, when subjects were not presented 
with a description of personality, they considered the primary data.

According to the authors, this inability to assess the probability of an event’s 
occurrence based on primary probability in the presence of a description is a fla-
grant violation of the principles of normative theories and evidence that the sub-
jects used heuristics when they were issued a judgment of belonging or inclusion.

For example, a type of judgment that seems to be based on the heuristics of rep-
resentativeness is the “categorical prediction.” This type of judgment is required 

Fig. 1.1  Source Kahneman 
and Tversky (1979)

1.4 Experimental Economics
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to estimate the probability that a person with certain characteristics belongs to a 
category or class target. The most famous example is the problem of Linda. The 
participants in this experiment (Tversky and Kahneman 1983) read the following 
character description:

Linda, 31 years old, is very intelligent and has a degree in philosophy. 
Furthermore, she is socially committed to end discrimination and has participated 
in anti-nuclear demonstrations. The two researchers then asked the participants to 
rank the following response options in order of probability:

(1) Linda is active in the feminist movement (A).
(2) Linda is a bank teller (B).
(3) Linda is a bank teller and is active in the feminist movement (A and B).

The problem of Linda became famous because the majority of the participants 
(89 %) chose outcome 3 as more probable than outcomes 1 and 2. This evaluation 
constitutes a violation of one of the fundamental principles of probability theory 
known as the “rule of the conjunction” and is called the “conjunction fallacy”. In 
this fallacy, the occurrence of the conjunction of two events (h1 & h2) is consid-
ered more likely with respect to the probability of the presentation of one of the 
two constituents (h2), an opinion that is contrary to the regulation provisions of the 
rule of conjunction, which states precisely that the probability of the conjunction of 
two events, p (h1 & h2), cannot exceed the probability of its constituents considered 
individually, p (h1) and p (h2), because the extension of the conjunction is included 
in the extension of its constituents. Specifically, the violation of the conjunction is a 
violation of the following Pascalian principles, the “multiplication rule for the con-
junction” that P (A & B) = P (A) × P (B | A), from which it follows that p (A) ≥ p 
(A & B). In particular, given that p (A & B) = p (A) × p (B | A) and p (B | A) × p 
(A) ≤ 1, then p (A & B) ≤ p (A), and p (A & B) ≤ p (B). Moreover, in addition 
to violating the probabilistic rule of conjunction, the participants’ solution in the 
experiment on the Problem of Linda reveals a strictly logical error as the case of 
Linda also involves a problem of relationship inclusion between classes. The whole 
unit “bank teller and feminist” is a subset of the broader class “bank teller”. The 
inclusion relation determines in this case a report of quantity: if a class A includes 
class B, then it is safe to conclude based on the cardinality principle (Gallistel and 
Gelman 1978) that A is larger than B; therefore, to be an element of class A, some-
thing is more likely to be an element of class A and class B simultaneously.

Gerd Gigerenzer has continued the work of Kahneman and Tversky by intro-
ducing a new element into the debate, namely, the role of the environment and of 
natural selection; thus, Gigerenzer has found a new type of real rationality, which is 
ecological rationality, a type of adaptive rationality viewed as a set of “fast” heuris-
tics appropriate for the environment. For example, Gigerenzer specifies that when 
people with little knowledge of U.S. geography were asked whether Detroit or 
Milwaukee has more inhabitants, the majority of the participants (German students) 
responded correctly by choosing Detroit. According to the author, the subjects 
answer by following a very simple heuristic (known as the recognition heuristic). 
When someone is required to assess a certain thing, if one object is recognized 
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and the other is not, then the detected object is inferred to have a larger value 
(Gigerenzer 2007). This heuristic works in certain contexts because we recognize 
or are aware of certain information concerning large cities as opposed to small ones. 
In this regard, a heuristic is far from the classical canons of rationality precisely 
because it relies on ecological regularities (in the case of Detroit and Milwaukee—
on the correlation between the size of large cities and the number of inhabitants).

According to Gigerenzer, we can find a form of structural isomorphism 
between the environment and whether the rationality paradigm is presented in the 
form of natural frequencies rather than conditional probabilities (Gigerenzer and 
Murray 1987). We illustrate this aspect through the well-known paradigm of mam-
mography (Eddy 1982) presented initially as conditional probabilities (with per-
centages) and then through natural frequencies:

One percent of women who are 40 years of age participating in a finding they have 
a routine breast cancer. Eight out of ten women with breast cancer will have a positive 
mammography, and 9.6 % of women without breast cancer will also have positive mam-
mograms. A woman who belongs to this age group has a positive result of a routine mam-
mogram. What is the probability that she actually has breast cancer?…%

Ten of one thousand women who are 40 years of age participating in a finding they have 
a routine breast cancer. Eight out of ten women with breast cancer will have a positive 
mammography, and 95 of 990 women without breast cancer will also have positive mam-
mograms. A woman who belongs to this age group has a positive result during a routine 
mammogram. What is the probability that she actually has breast cancer?…%

Cosmides and Tooby (1996) have shown that the neglect of the base rate dis-
appears in a frequent format, with 76 % of participants successfully solving the 
problem in frequency compared with only 12 % of the cases resolved through the 
odds. Therefore, the formats can be equivalent from a mathematical point of view 
but not from a psychological point of view (Feynman 1967). Laura Martignon and 
colleagues (Martignon et al. 2003) have shown that although equivalent, Roman 
numerals and Arabic numerals are not treated equally. For Richard Feynman 
(1967), various representations of the same mathematical formula can evoke dif-
ferent mental images and bring new mental representations that lead to different 
solutions. These considerations are coupled with new discoveries by neuroscientist 
Stanislas Dehaene and many other cognitive scientists, according to which human 
beings enter the world equipped with two systems of numerical representation: the 
first is “natural-rough” and no influenced by culture, and the second is “language-
dependent,” which is the basis of our accurate knowledge (Dehaene and Brannon 
2011). This hypothesis is supported by numerous experimental data revealing that 
an important numerical knowledge exists even before the linguistic phase and is 
regulated by two “psychological laws”: “the effect of distance and the effect of 
size,” which establish the principle that the more minimal the difference between 
the two groups to compare, the greater is the level of difficulty in distinguishing 
(for example, 6 and 4 or 12 and 8 are distinguished better when the quotient is 
1.5 rather than 5 and 4 or 10 and 8 when the quotient is equal to 1.25). In the 
same way, distinguishing groups/numerosities will be more difficult when the size 
is larger (therefore, 2 and 3 are easier than 24 and 25).

1.4 Experimental Economics
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In any case, beyond the recognition of numbers, for our present purpose, the 
important issue in the distinction between natural frequencies and conditional 
probabilities is the answer, the theoretical and methodological debate between 
rationality/human irrationality. In fact, if one of the conditions enabling people to 
successfully solve problems posed, then it is not legitimate to speak of mistakes, 
or worse, human irrationality. Therefore, the alternative that remains is that limited 
human rationality is submitted to an effect of context and presentation. It seems 
that the latter condition applies both to individuals naive man-of-way as to subject 
experts, such as doctors who are likely to have scientific knowledge of probability.

The result of the pioneering work of Kahneman and Tversky, the numerous 
attempts to develop and refine the theoretical concepts of heuristics and biases 
(Griffin and Kahneman 2002), and research attempting to extend the theories to 
other areas of psychology, decisions in the legal field (Saks and Kidd 1980) or 
to the sphere of public policy (Thaler 1983) is that such research finds opposite 
results from the findings of economic studies: the issue is no longer a question of 
predicting the behavior of agents but of building on these behaviors to discover 
or explore the cognitive biases of utility functions. For example, the research pro-
gram of Kahneman and Tversky was not concerned with the prediction of actions 
but the ways in which actions revealed cognitive biases (Kahneman et al. 1982). 
Research conducted by Werner Güth, Ernst Fehr, Frans van Winden, Georgre 
Ainslie and other experimental economists aim to use the real decisions of agents 
to describe their utility functions more precisely (for example, taking into account 
dynamic preferences or the existence of social preferences). This inversion is simi-
lar to that implemented by the analysis of revealed preferences used to interpret 
the behavior of consumers (Samuelson 1938). That analysis did not attempt to 
predict the behavior of agents from a hypothetical utility function but sought to 
explore the agents’ utility function by observing their real choices.

1.5  Criticism of Experimental Economics

The application of theories to the economy (such as the applications of Kahneman 
and Tversky or Gigerenzer) and methods derived from cognitive psychology 
have provided a new and radically different perspective compared with standard 
interpretations of decisions. Moreover, for approximately the last thirty years, 
resources have been invested in the development of “experimental economics”, 
i.e., the application of the “controlled experiment” method to economic decision-
making, a method that has greatly contributed to the progress and development 
of the natural sciences. These experimental practices have a radically different 
approach compared with those that use logical-deductive methods of traditional 
investigation. The aim of these experimental practices is to understand how 
decision-makers actually make real decisions and to “describe” the manner and 
psychological mechanisms that lead them to make choices. Therefore, whereas 
philosophy and rational choice theory focus primarily on regulatory issues, 
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prescriptive, experimental economics is concerned with the descriptive aspects 
of decision-making. Only in this way can the contradictions in the assumptions 
adopted by traditional economic models be revealed, the first being the ground-
lessness of the notion of “utility function” according to which it is possible to 
assign each action a value that specifies its desirability.

Experimental economics has had the merit of introducing psychological con-
cepts to the debate on decision-making processes, operationalized to produce 
behavior that is predictable and testable experimentally, thus allowing emphasis 
on so-called non-rational behavior (previously considered “anomalies”) and the 
important role of emotions and unconscious and implicit cognitive processes. 
However, this progress does not mean that experimental economics is beyond crit-
icism or that it can single-handedly solve all epistemological problems related to 
decisions. Contrarily, this field has obvious limits of applicability, and certain of 
its methodological procedures have created new problems, which still await solu-
tions. Indeed, there is an enormous gap between the economic phenomena that 
occur in real life, phenomena that are multi-faceted and complex, and phenomena 
that one can replicate, manipulate and control in experimental contexts. For exam-
ple, economic phenomena such as the relationship between technological progress 
and growth or the relationship between money supply and inflation cannot be rep-
licated in a laboratory. However, although we postulate that with creativity, we 
might one day reproduce on a small scale phenomena that initially seem unsuit-
able to study through an experimental approach, enormous simplifications would 
be necessary to control the variables of the game and to ensure the conditions for 
the feasibility of the research (for example, we must minimize the time, knowl-
edge, background and commitment required of subjects involved in an experiment 
to ensure understanding of the proposed tests). Moreover, in a laboratory experi-
ment, a situation must always be sufficiently familiar to the participants so that 
they can recognize and empathize, and simultaneously, the same situation must be 
sufficiently new so that it does not trigger an automatic response. In addition, the 
experimental situation must not recall experiences that the subject may have had 
previously and/or idiosyncratic reactions that produce distortions in his answers. 
To avoid these types of problems, the experimental situation must necessarily be 
clear and structured with all the involved elements made explicit, i.e., the elements 
must be declared by the investigator. However, in that process, it follows that the 
experimental situation tends to lose the background of tacit assumptions that are a 
part of decisions in real situations.

The concern behind this type of argument is primarily that when judging the 
performance of subjects engaged in reasoning tasks in a laboratory setting, you 
end up neglecting completely the practical goals instead of their reasoning in a 
naive natural context. This criticism of experimental economics implies that out-
side the laboratory, human inferences are always directed to the finalization and 
implementation of a specific objective. Moreover, as numerous studies (Sperber  
et al. 1995; Bagassi and Macchi 2006; Sher and McKenzie 2006) have empha-
sized, certain major phenomena traditionally considered as exemplary cases of the 
limits of human thought actually result from sophisticated inferential processes 
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largely influenced by semantic considerations and attributions of meaning, which 
depend critically on the situation in which the arguments unfold. Thus, the roles 
of the physical context (the environment in which the subject exists), the rules 
relating to certain social situations, the linguistic context (the use of special codes 
or stylistic registers) and the co-text (the elements that accompany the text of the 
problem itself influencing the interpretation) become crucial. In particular, from 
a pragmatic perspective, the representation of the problem of the subject results 
from the text of the communication problem, not only what is literally stated 
(sentence) but also what is involved and then effectively communicated in an 
utterance. The distinction between sentence and utterance is crucial in the com-
munication theory of Grice (1975), who has identified the “conversational rules” 
to which communicative acts naturally comply in accordance with a general 
principle of cooperation. Stated differently, according to Grice, communication 
is a basic orientation towards active cooperation in the exchange of information, 
which gives rise to certain implicit rules that guide speakers in choosing the most 
effective ways to transmit information. The observance or violation of these rules 
produces the “conversational implies true”, i.e., the implicit information that is 
obtained from the relationship between linguistic expression and the context in 
which it is used. Therefore, the implicit knowledge of rules and frameworks of 
reference provide “additional information” to complete the information transmit-
ted by an explicit expression. In contrast, in the formal language of logic, the only 
source of information is produced by “conventional implications”, which depends 
exclusively on the conventional meaning of the words used in speech. Thus, 
according to Grice’s approach and the two main authors who have proposed a 
revision, namely, Levinson (2000) and Sperber and Wilson (1986), communication 
is achieved when a receiver recognizes the particular intention with which a com-
municative act is produced, but in formulating a sentence correctly, it is necessary 
that the speaker assume the listener’s ability to infer the correct “meaning”. Thus, 
in the laboratory studies of experimental economics, the comparison between the 
experimenter and the subject possibly involves very different assumptions. This 
situation occurs particularly when an experimenter poses a problem as a purely 
logical exercise to be solved using only formal rules, whereas the subject inter-
prets it in terms of “everyday language”, then using conversational rules and other 
assumptions are not strictly logical governing disclosure daily.

The considerations that influence the rules of discourse have on processes of 
thought does not seem surprising. However, this immediately obvious intuition 
did not influence the psychology of thought or experimental economics. In fact, 
with the exception of the pioneering research of Mosconi (1990), the difficulties 
encountered by subjects in performing the tasks that were proposed were almost 
always interpreted as experimental demonstrations of human error when they 
would be explained more simply as the effect of using two different codes, the 
“natural” code adopted by the subject and the “formal” code endorsed by the inves-
tigator. We illustrate all these concepts with a concrete example by returning briefly 
to the problem of Linda and the conjunction fallacy. As mentioned, the conjunction 
fallacy violates the regulations’ provisions because the subject is assessed by the 
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occurrence of the conjunction of two events (Linda is a bank teller and is active 
in the feminist movement) as more likely than the probability of the occurrence of 
any one of its constituents (Linda is a cashier in a bank). Several authors (Fiedler 
1988; Macdonald and Gilhooly 1990; Mosconi and Macchi 2001), who are propo-
nents of the pragmatic school, have speculated that the conjunction fallacy could 
be due to pragmatic factors that lead individuals to interpret the experimental 
problems differently from the investigator’s intentions in creating the experimen-
tal material. Specifically, as evidenced by Moro (2009), one of the authors of the 
“misunderstanding Hypotheses”, one factor that influences the subject differently 
from the investigator’s intentions concerns the interpretation of the connective 
“and”. According to Moro, participants, correctly following certain pragmatic rules 
of communication and grammar, might have interpreted the conjunction ‘and’ as a 
disjunction that unlike the logical meaning of the connective element, suggests a 
union instead of an intersection. In this view, the evaluation of the subject would 
not be misleading because the probability of the disjunction of two events is always 
greater than or equal to the probability of the events considered individually.

Therefore, the use of the experimental method in the study of economic decisions 
is an enterprise not without difficulties and limitations in data interpretation. From a 
methodological point of view, the experimental evidence must indicate unambigu-
ously that if a hypothesis is false, the probability of observing this type of evidence 
must be very low. In the literature, this criterion is explained through the concept of 
“strict control”. According to the theory of severity control (Mayo 1996) (D) h and 
indicates if and only if the conditions are such that control T, T, P (e/h) > P (e/−h), 
i.e., one must generate a type of evidence (s) when the hypothesis is true and another 
type of evidence (−e) when the hypothesis is false. When a procedure meets the 
requirements of (S), we are faced with a “strict control”. The first consequence of 
this control is that normally, a certain set of data can strictly control a limited or 
“local” hypothesis, and this occurs for one simple reason, namely, data collected in 
an experiment are usually compatible with a wide range of theories. This implica-
tion of the strict control of the method is in stark contrast with what is sustained by 
certain philosophers of science, such as Lakatos’ argument that on the contrary, suc-
cess in predicting new facts can support an entire research program. However, for 
our purposes, the difference is minimal. In fact, for Lakatos, any research program 
is upheld by a series of “metaphysical” considerations, which means that research 
programs in their entirety need not be supported by evidence; on the contrary, sig-
nificant movements of interest from one research program to another are also influ-
enced by non-empirical considerations (Guala 2005). Therefore, it is plausible that 
the experimental method is most effective when testing hypotheses “locally” or at a 
“low level”. The construction of more general models is only possible in the course 
of a long research program and after several different experiments.

The consequence of this minimum is that despite all the limitations and 
doubts, we continue to require normative theories because they continue to be 
a system of reference for experimental-descriptive theories: for example, only 
through the concept of rational behavior can we detect violations of this princi-
ple (Piattelli Palmarini 2005). Kahneman and Tversky themselves emphasized 
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the indispensability of both theories even if their task was to perform two dif-
ferent functions: normative theories helped to shape the rules of rational behav-
ior, and descriptive theories clarified the real processes at the basis of decisions. 
Ultimately, for a normativist, a theory of rationality is only a theory of the norms 
of rationality, and a theory that is merely descriptive is simply an exercise in psy-
chology. In any case, normative theory’s focus on specifying how things should 
be as opposed to how they really are seems to be incompatible with naturalism, 
which instead proposes that rational agents are part of nature; therefore, appeals 
to entities other than those of the natural sciences are unnecessary. The corollary 
of this principle is that the project of the naturalization of rationality is controlled 
by the following dilemma: (1) either rationality contains rules, but these cannot be 
naturalized (not being the rules of natural facts) (2) or rationality does not involve 
rules, and all that can be naturalized must be of a descriptive nature. In fact, when 
we have a mathematical formalization of the alleged behavior of a rational eco-
nomic agent, these laws are not laws of nature or empirical regularities because 
only the behaviors are specified or the reasoning, which must be according to what 
the norms require. As well as what must be the case is not considered to be natural 
facts but according to the values of what the norm prescribes. In this sense, the 
tenets of the theory of rational choice (or game theory) are simply “obligations”.

Thus, the real question appears to be as follows: are the standards of rational-
ity enunciations under a law (or obligations), or are they universal regularities in 
the scientific sense? The theories, models and arguments explained thus far by the 
normativists and the descriptivists create a situation in which the theories of ration-
ality vacillate between the status of rules and descriptions of norms on the one hand, 
and on the other, between the difficulty in reconciling them with normative and 
descriptive projects that are credible and applied to idealized systems. Therefore, an 
integrative approach that seeks to clarify the normative/cognitive-descriptive rela-
tionship is proposed to define a new line of analysis for decision-making contexts. 
According to the terms outlined in this book, the enunciations of decision theory 
and game theory are not limited to the two possibilities listed above, that is, that 
they are either only general descriptions of natural facts or obligations. A third pos-
sibility can be proposed that is compatible with the significant uses demonstrated for 
theories of rationality. The statement, “rationality is a normative concept” can mean 
two things depending on what “standards of rationality” signify. The standards can 
be understood in a non-instrumental sense, a “must” absolute, but can also be inter-
preted in an instrumental sense, such as requirements for a goal-oriented action. In 
this sense, the modal vocabulary used can be considered normative but in a con-
ditional and not absolute way: the modal force in this case only results from the 
conditions of satisfaction of the action. Thus, a distinction must be made between 
“ought” and “ought in order to”. In this distinction, we follow what Duncan Luce 
and Howard Raiffa wrote of game theory: “We belabor this point because we feel 
that it is crucial that the social scientist recognize that game theory is not descrip-
tive, but rather (conditionally) normative. It states neither how people do behave nor 
how they should behave in an absolute sense, but how they should behave if they 
wish to achieve certain ends. It prescribes for given assumptions courses of action 
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for the attainment of outcomes having certain formal optimum properties. These 
properties may or may not be deemed pertinent in any given real world conflict of 
interest. If they are, the theory prescribes the choices which must be made to get 
that optimum.” (Luce and Raiffa 1957, p. 63). However, normative economics itself 
is not a branch of economics that promotes standards of right action but rather an 
activity that attempts to determine the best policy measures to maximize or mini-
mize some economic variables: GDP, inflation, unemployment, etc.

Of course, these topics are not aimed at reducing all forms of normativity to 
instrumental normativity: rationality is present and desirable in many aspects of 
social life. However, what I wish to propose in this discussion is that for an econ-
omist, a rational agent is not someone who thinks rationally but someone who 
appears to have rational “preferences” such that if he prefers A to B, he simply 
chooses A and not B. The entity being evaluated by the criteria of rationality is not 
a thought but a behavior. For example, a consumer prefers to buy item A as opposed 
to item B because the former is less expensive, which shows a form of rationality 
that is different from the ability to articulate a rational thought. In this case, the con-
sumer is not an agent, an individual who limits himself to only existing in the world; 
he exerts an influence on the world through an action that itself expresses some-
thing that is inherent to the agent (nothing more than that which is prescribed by our 
ordinary psychology and biology) and moves it to such action. All these processes 
constitute rational action, i.e., confer on such action the qualities of consistency, 
validity, and above all pragmatism.
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2.1  Neuroeconomics and Causality

The rational choice theory (TRC), in its standard interpretation, is not presented 
as a causal theory, but as a formal-normative theory. Experimental economics, 
replacing the standard assumptions regarding the interpretation of the TRC’s more 
realistic assumptions—for example, a utility function that includes social prefer-
ences—has allowed us to improve the prediction. However, experimental eco-
nomics has failed to overcome another theoretical difficulty that affects the TRC, 
the absence of a formal causal link to the entities hypothesized. In the end we are 
before the same problem Chomskyan linguistics faced. Chomsky, in fact, proposed 
a formal model of explanation of linguistic competency assuming a division into 
elements (e.g., verbal or nominal groups) and operations (the rules of formation 
and transformation of sentences). However, in this theoretical model neither the 
elements nor operations corresponded to neural, anatomical or molecular struc-
tures, but only to a set of computational processes. Therefore, the Chomsky 
model explains human linguistic competence, but it cannot explain (and moreo-
ver Chomsky did not intend for it to do so) how, for example, auditory and motor 
areas interact to produce or understand sentences. Conversely, there are phenom-
ena that can be explained by leveraging counterparts’ materials, namely a model in 
which each element of the explanation can be identified with a real material struc-
ture, capable of causal interaction. The diagram of a combustion engine, for exam-
ple, represents parts (piston, valve, etc.) which can be identified in a real engine. 
In Chomsky’s model of explanation, by contrast, the elements and operations are 
described without being coupled to material structures; in practice we consider the 
adequacy of the functional relationships (input/output) of the model and those of 
the system under consideration.

Neuroeconomics, the science through which the study of brain processes, ena-
bles us to find new foundations for economic theories, and in recent years has 
received particular attention from researchers and scholars. This “new” science, 
placing itself at the intersection of neuroscience and economics, makes it possible 
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to understand the neural basis of decision-making. It would also be able to offer 
privileged access to what, going beyond the formal models of economists, actually 
produces human behavior.

The Neuroeconomy, therefore, combines the knowledge of different approaches 
such as cognitive science, neuroscience and economics with the aim of study-
ing the neural correlates of tasks in economic decision using brain imaging 
techniques, in particular the Resonance Functional Magnetic Imaging (fMRI). 
The latter uses the nuclear properties of certain atoms in the presence of mag-
netic fields. The technique came into use in the seventies in order to obtain 
detailed images of the anatomy brain. Through ultra-fast data detection tech-
niques, it became possible to take pictures of very small increments of time 
(one hundredth of a second), which allowed them to follow in carrying out cer-
tain aspects of metabolism. Applied physiology of the brain, fMRI has allowed 
to display on a time scale very fine changes in oxygenation of cortical regions, 
changes that are considered to be closely related to the degree of activity in those 
regions. The magnetic properties of the hemoglobin molecules, which differ 
slightly depending on whether or not this is related to oxygen, are exploited for 
this purpose. Therefore, it is assumed that the fMRI images faithfully represent 
regional changes in neural activity which are apparent when a contrast is high-
lighted between regions that are rich in oxyhemoglobin, that is when blood flow is 
increased, and regions that exhibit normal blood flow.

There are strong reasons to be attracted to neuroscience. We owe our lives 
and all that we are to our brain and it is therefore legitimate to try to see how 
it works. But at the same time, we should wonder about the multiplication of 
the branches of scientific knowledge that use the prefix “neuro”: Neuropolitics, 
Neuromarketing, Neuroethics, Neuroaesthetics, to name a few. To what extent are 
we dealing with really new areas of knowledge? To what extent are we instead 
faced with attempts by some researchers who work outside neuroscience to take 
advantage of the prestige and interest that neuroimaging techniques arouse? As 
specified by Paolo Legrenzi and Carlo Umiltà: “As all fields of human knowledge 
depend on the functioning of the brain, there is nothing to prevent the application 
of neuropsychology to disciplines such as economics, aesthetics, pedagogy, theol-
ogy, etc. In fact, neuropsychology could have been (and was, to a certain degree) 
extended to these disciplines without the need to invent new terms by the pleonas-
tic use of the ‘neuro’ prefix.” (Legrenzi and Umiltà 2011, p. 9). And in particular 
for what concerns neuroeconomics: “It must be said, out of intellectual honesty, 
that neuroeconomy is very fashionable. Frequently the enthusiasm of the support-
ers of this new field of research leads them to reformulate what is already acquired 
knowledge thanks to the experiments conducted by psychologists, simply by sub-
stituting ‘mind’ by ‘brain’, and believing that in doing so they have enriched the 
reputation of this field of study.” (Legrenzi and Umiltà 2011, p. 77).

Moreover, as with other methods that aim to explain the complex relation-
ship between the brain and behavior, it must be said that brain imaging includes, 
within this theoretical framework, a number of ways to make observational data 
as transparent as possible and to limit the proliferation of possible explanations 
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of the phenomena examined. Actually, in the case of business decisions, these are 
crucial features for the simple fact that models are applied behavioral interpreta-
tions of neurophysiologic data in nature. The methodology that is well accepted in 
neuroscience is known as “cognitive subtraction”. To understand the role of sub-
tractive methods one must take a step backward in the history of cognitive sci-
ence up to Frans Cornelis Donders’ studies (1869) in experimental psychology 
and reaction times of mental processes. In these studies Donders developed a rudi-
mentary subtractive technique that would allow him to isolate the different opera-
tions performed by a subject during a particular cognitive activity. The basic logic 
of Donders’ method consisted of the idea that the duration of a processing step 
can be measured by comparing the time required to resolve a version of a par-
ticular task (for example, press a button after the recognition of a particular visual 
stimulus), with a second version of the task that differed from the first only by 
omitting the step of processing (the pure reaction to the visual stimulus). The dif-
ference in time required to resolve the two versions represented the time that was 
spent in the stage of development taken into account. Donders’ subtractive method 
was resumed and completed a century later by Saul Sternberg by the method of 
“additive factors”. Stenberg (1969), in fact, demonstrated that the reaction times 
of mental processes were subject to variations as a result of the manipulation of 
certain variables: for example, in the case of the time necessary for a subject to 
determine whether a number belongs to a list first choice, influential variables may 
be the clarity with which the number is visually presented (therefore the clarity 
of the signal), the search in the active memory of the length of the stored list, the 
activation of the response of its compatibility, and so on. So assuming that a task 
that requires a sequence of operations, said Stenberg, it can be assessed to what 
extent manipulating variables are affecting the duration of individual operations. 
The importance of Donders’ subtractive method and Sternberg’s additive factors in 
brain imaging studies is due to the collaboration between the neurologist Marcus 
E. Raichle and psychologist Michael Posner (Posner and Raichle 1994). In the two 
authors’ studies, the subtraction is used in the reconstruction of the factors that 
generate the neural activity detected. In fact, the principle adopted by Posner fol-
lows Donders and Sternberg and is subtracted, the activation maps, the values for 
the state control than those relating to the activated state. For example, according 
to the two authors, it can be assumed that you can isolate the brain activity related 
to a subject’s passive fixation on a single set of visual stimulus by subtracting 
the control values recorded from the same subject while keeping his eyes closed. 
From the above, therefore, it must be inferred that the study of physiology and 
functional anatomy provides information independent of the psychological mod-
els, which departs from the architecture of cognition. Thus, when we use cogni-
tive subtraction, if we make mistakes in the choice of the control task, we run the 
risk that research results will be worthless if not misleading (Legrenzi and Umiltà 
2011).

These objections are legitimate. The researchers of the standard disciplines 
(economics, marketing, aesthetics, etc.) must not surrender to the charm that the 
brain images obtained through the use of functional magnetic resonance imaging 
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can arouse. However, there is a simple reason for thinking that the neurosciences 
are necessary for the understanding of the processes of decision-making. The 
observation of human behavior “to the naked eye” is likely to reveal regularity, 
but does not tell us how these are derived from unobservable processes and struc-
tures and, in particular, from how they derive from the nervous system. The claim 
of neuroeconomics is thus first to open the “black box” showing how decision- 
making is carried out by the brain. To use a more properly philosophical jar-
gon, neuroeconomics investigates decision-making in a “causal” outlook. It tries 
to show that as a high-level phenomenon, decision-making can be produced by 
underlying components and assets. Explaining decision-making, thus becomes 
first of all describing the mechanism that produces it. Neuroeconomics therefore 
wants to reintroduce to the study of decision-making, causal considerations which 
have been neglected or simply set aside, from standard economics. Unlike the neo-
classical paradigm, which only provided the tools which allowed to predict the 
behavior, the claim of neuroeconomics is to explain it.

From the neoclassical point of view, the utility function is a formal term used 
to designate a preferable relationship between baskets of goods. To say that basket 
A is more useful than basket B, according to the neoclassical theorists, is simply 
affirming that there was a relationship between the two, that a rational agent—i.e. 
whose utility function that meets certain formal constraints—will select basket A 
rather than the basket B. On the contrary, neuroeconomics aims to understand the 
choice of basket A as a result of a neural mechanism that consists of components, 
activities or structures of the brain. The utility of a choice is not determined by 
formal preference relationships, but rather it is the result of a complex mechanism, 
which implicates, for example, specialized components in the production of pleas-
ure, motivation, learning, attention or of cognitive control. Recent discoveries on 
the brain’s function allow us to reformulate, in a more realistic and accurate way, 
the fundamental insights surrounding the concept of utility function according to 
the standard assumptions which rest on the idea that the marginal utility is positive 
and decreasing, i.e. that U’ > 0 and U’’ < 0.

For example, an experiment Platt and Glimcher (1999) conducted on rhesus 
monkeys illustrates that the brain can actually encode this kind of function. The 
experiment was to teach the monkeys to choose between two bright spots (which 
appeared on screens placed to the right or left of the observation point the mon-
keys were). When, with a head movement, the monkeys made the right choice 
they got a reward (food). To maximize its usefulness, a monkey had to remember 
the probabilities associated with his earlier choice and of course the value of the 
reward. The experimental task was performed on blocks of 100 tasks. In some of 
these blocks, the probability of movement towards the right side, was steady at 
80 % and at 20 % towards the left. In other blocks of the experiment, these prob-
abilities were reversed. In this way, the anterior and posterior probabilities in each 
of these blocks had to be continually assessed by the monkey brain.

The goal was to change the probability of reward by maintaining constant vis-
ual stimuli and motor movements in such a way as to verify whether the activation 
of neurons in the lateral intraparietal region was related in one way or another with 
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the front or rear probabilities. Maintaining constant stimuli and the movements 
of the monkeys, the authors concluded that the probability of reward and their 
changes was related to neuronal activation. Platt and Glimcher interpreted this sig-
nal as evidence that first of all the apes were seeking to maximize their chances of 
gain.

After showing that the monkey brain can encode the probabilities associ-
ated with a reward, a second part of the experiment was devoted to ascertain-
ing whether the monkey is able to do the same with the value of the reward. The 
authors, therefore, kept movements, the stimuli and the probability of reward con-
stant (set at 50 %) and varied, from one block of tasks to another, only the amount 
of rewards (in some blocks, the amount of food obtained was 0.2 ml by looking 
left and 0.1 ml by looking right, in other blocks, the quantities were reversed). 
The results underlined how the value of earnings, when the elements were kept 
constant, were encoded by neurons practically speaking: the neurons were more 
active when the hope of gain was high. The fact that the brains of monkeys were 
able to simulataneously encode both the magnitude of the rewards and their prob-
ability, shows two things. Firstly, the concept of hope of utility seems to have 
found a neurological corollary. Secondly, that some concepts whose basis can be 
found in economic theory can be accommodated within the framework of neuro-
scientific analysis. Economics and neuroscience can therefore benefit from each 
other. Figure 2.1 shows a certain similarity between how economic science under-
stands this basic concept and the data which were recorded from the brains of the 
monkeys.

What is surprising compared to the research of Platt and Glimcher is that sub-
sequent studies using fMRI in humans come to quite similar conclusions. For 
example, activation of the posterior parietal cortex is correlated to the magnitude 
of monetary gain (Paulus et al. 2001) so that its anticipation would be positively 
correlated with the activation of the ventral striatum region (Knutson and Peterson 
2005). Two important observations are indicated by Brian Knutson and Richard 
Peterson. Firstly, the ventral striatum is active only in anticipation of monetary 
gain; gain, loss, or anticipation of monetary loss apparently has no effect on this 
region. The second observation concerns the medial prefrontal cortex region. 
According to the two authors, this region keeps track of monetary gains and is 
deactivated when the monetary gain is zero. It should be noted, that it is neither 

Fig. 2.1  Source Glimcher 
(2003)
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active for anticipations (gains or losses), nor for losses: the prefrontal cortex is 
therefore not implicated in the anticipation of a reward previously known of.

Figure 2.2 shows the region of the striatum when activated by the anticipation 
of a monetary gain (left side of the figure) but not activated by the anticipation of a 
loss (right side of the figure). Therefore, the Knutson and Peterson framework for 
interpretation partially diverges from that of Platt and Glimcher. In fact, Knutson 
and Peterson interpret their results in light of Kahneman Tversky’s prospective 
theory, namely that the prospects of gain and loss are not supposed be treated by 
the same neural mechanisms. In short, some interpretations and research allow 
insight to confirm some of the intuitions or precepts of the neoclassical approach 
(utility function, hope of utility as in Platt and Glimcher) but also some competing 
or complementary approaches underlined by Knutson and Peterson (prospective 
theory).

However, from both searches, what is revealed is that the concept of reward is 
a key construct in understanding human behaviour. Indeed, the ability to search 
and get rewards for their actions as a goal is, from a developmental point of 

Fig. 2.2  Source Knutson and Peterson (2005)
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view, essential to the successful breeding of complex organisms. As specified by 
Wolfram Schultz (2004), in an evolutionary sense, we can describe at least three 
functions of reward:

(a) Produce learning as it promotes the recurrence of the same conduct;
(b) Production and consumption behaviour approach;
(c) Generate positive experiences.

One of the most important discoveries made by Neuroeconomy relating to the 
important role of the concept of reward, is the one that has highlighted how this 
important process takes place in the neural structures situated in the most ancient 
part of the brain, namely “dopaminergic systems”, which are involved in motiva-
tion and evaluation (Montague 2006). The first evidence that systems related to 
dopamine receptors are of primary importance were made by Olds and Milner 
(1954). Their research showed an increase of dopamine in certain brain regions 
in mice when they were involved in rewarding activities. This allowed a glimpse 
of a link between dopamine and hedonistic pleasure. In fact, these initial assump-
tions established a direct causal link between the feeling of pleasure and dopa-
mine. This interpretation has now been called into question. Recent neuroscientific 
discoveries, rather, have demonstrated the link between dopamine and learning 
through experience, in which the dopaminergic response is transferred from an 
unconditioned stimulus (the reward itself) to a conditioned stimulus (the reward 
announcer). The dopaminergic neurons, which initially are triggered by the arrival 
of the reward, therefore, are activated later particularly in light of the conditioned 
stimuli (Schultz et al. 1997; Schultz 1998). The decision and the choices would 
then be oriented towards satisfying the dopaminergic neurons. As Roy A. Wise 
explains: “It is the return to a reward previously experienced that is the essence 
of habit and addiction. […] the return to a previously experienced reward involves 
the return to reward-associated landmarks as much as it involves return to the 
reward itself. […] The sounds, sights, and smells associated with the food are 
clearly predictors of reward, and the efficiency of the animal increases with the 
identification of more and more distal predictors of reward, predictors that guide 
the foraging and that are important for the “error signals” that guide corrections 
to the foraging path.” (Wise 2002, p. 233). To ensure its survival, all species must 
be able to satisfy the vital functions, which vary from simply feeding to respond-
ing to aggression and reproducing. The brain’s reward circuit allows the attain-
ment of these objectives. The ventral segmental area, a group of neurons located 
in the centre of the brain, is particularly important in the operation of this circuit. 
It receives input from many other regions that inform the level of satisfaction of 
basic needs (or more specifically human needs). At the arrival of a signal announc-
ing a reward, then after treatment of the sensory cortex, the activities of ATV are 
increased. This region then transmits this information by means of a chemical 
messenger, dopamine, that is “released” from the “accumbens nucleus” but also 
by the amygdale and the prefrontal cortex. The circuit formed by these structures 
selectively responds to primary rewards (food, herbs, sexual stimuli) and second-
ary rewards (money, music, cars, or social stimuli like faces attractive, pleasant 
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tactile stimuli or emotionally connoted words). In particular, based on the experi-
mental task, the accumbens nucleus has been demonstrated as having specific 
activation in relation to pleasant stimuli whose occurrence is predictable (on the 
contrary, it is not activated by stimuli that are always pleasant in nature but are not 
predictable). This feature seems to demonstrate the presence of a neuro functional 
structure capable of mediating the cognitive processing of stimuli in relation to 
their predictability. In fact, as it has been shown in research by Samuel McClure 
and colleagues (McClure et al. 2004), the complex-striatum accumbens seems 
to reflect the so-called prediction error (the difference between the probability 
value expected with respect to a certain reward and the actual value found) at the 
Neuro—functional level.

The daily experience of the subjects with expectations and their subsequent 
evaluation of errors with respect to certain contingencies that are repeated over 
time, allows individuals to learn more and become more refined, making them 
able to train the body to conduct a more appropriate and optimal response to its 
environment. This learning mechanism, functional optimization (maximization) of 
their behaviour in situations of uncertainty, seems to be mediated by the accum-
bens nucleus that plays a key role in determining the subjective behaviour in situ-
ations where the individual needs to evaluate alternatives with probability values 
and uncertain utility.

The amygdale, however, is the sub cortical region of the brain best studied 
for its role in emotional processing, with particular relevance to the formation of 
conditioned responses to dangerous stimuli. This thesis has been tested, among 
others, by Michael A. Paradise and colleagues (Paradiso et al. 1999), through an 
experiment that would establish the role of the amygdale in the evaluation of nega-
tive stimuli (presented in visual form through photographs). The author, noting a 
greater activation of the amygdale in negative evaluation of pictures (not experi-
encing the same activation in the evaluation of positive and neutral pictures), con-
cluded with the assertion that the amygdale was involved only in the evaluation 
of a wide range of negative stimuli, but not in the assessment of positive stim-
uli. However, this interpretation is inconsistent with a growing number of recent 
results from research conducted both in animals (Davis and Whalen 2001; Everitt 
et al. 2000) and human beings, suggesting the involvement of the amygdale in the 
treatment of positive stimuli. For example, faces expressing joy (Gorno-Tempini 
et al. 2001), positive words (Hamann and Mao 2002) positive pictures (Hamann  
et al. 2002), excerpts of erotic videos (Beauregard et al. 2001; Karama et al. 2002).
The role of the amygdale in emotional processing is therefore very wide, being 
involved in the development of both positive and negative emotions. The amygdale 
also seems related to the formation of estimates with respect to financial rewards, 
showing how this anatomical structure appears to correspond to the intensity of 
the stimulus, showing that peaks of activation are implicated as positive reinforce-
ment (Hommer et al. 2003).

However, the brain area that undoubtedly represents an area of particular inter-
est for the study of decisions in general and for studying higher cognitive pro-
cesses is the prefrontal cortex, which is located in the frontal lobe and in front of 
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the drive and premotor region. It is characterized by a late development from both 
phylogenetic trees; in primates, much of the ontogenetic myelination continues, 
in fact, even during the early years of childhood, and the dendritic and synaptic 
maturation reaches a stable level only in adolescence. In particular, this region pro-
vides important reciprocal connections with the sub-cortical regions (diencepha-
lon, midbrain and limbic system) as well as with several cortical areas, mainly 
somatic, auditory and visual (Fuster 1989). Several routes also link the prefrontal 
cortex to the basal ganglia and the thalamus that are, themselves, the main regions 
involved in the motor activity of man. However, several studies have highlighted 
the different tasks performed by different areas that make up the prefrontal cor-
tex, classically distinguishing three major prefrontal regions, which are linked to 
specific behavioural and cognitive functions. The first of these areas, the anterior 
cingulated cortex (Brodman area of 24, 25 and 32) seems to be implicated in the 
control of autonomic functions, the initiation of the response, intention, the treat-
ment of the conflict or error, and the allocation of cognitive resources (Bush et al. 
2000; Holroyd and Coles 2002; Botvinick et al. 2004). The orbit frontal cortex 
(Brodman area 12 and 13) seems to play an important role in the functions instead 
of needing a front control of the limbic system, such as inhibition, the encoding 
of the motivational value of an object or of a stimulus, decision-making and con-
trol action based on reward, impulse control and interference, mood and social 
behaviour (Bechara et al. 2000; Rolls 2000). Finally, the lateral prefrontal cortex, 
particularly the dorsum—lateral (Brodman areas of nine forty-six) is usually asso-
ciated with functions involved in executive control, such as changes or representa-
tions of all the current rules (set-shifting), the resolution of complex problems, the 
recovery of memories in long-term memory, organization and strategies of work-
ing memory (Goldman-Rakic 1987; Fuster 2001; Watanabe et al. 2005). The pre-
frontal cortex, along with other structures such as the anterior cingulated cortex 
and the insula, seems to be involved in the regulation of social interactions and 
behavioural conduct so that they are handled in a timely manner.

In conclusion, the approach aims to analyze neuroeconomy in the more sub-
stantial economic structures of the mind through the study of the brain during its 
operation. Many neuroeconomists are convinced that a better understanding of the 
mechanisms by which the brain assesses and compares alternatives and various 
forms of rewards can assist us in learning what determines our choices and our 
behaviours. As we shall see later, neuroeconomics does not attempt to analyze the 
brains of individual decision makers, but it tries to extend its domain to the inter-
actions between different agents using game theory.

2.2  Game Theory and Neuroscience

In recent years, game theory models have been used by neuroscientists convinced 
that by so doing new findings could emerge that might prove useful both to econ-
omists and scientists that study the brain. From this perspective it is interesting 

2.1 Neuroeconomics and Causality
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to consider the works of James K. Rilling, who along with his colleagues used a 
version of the Prisoner’s Dilemma in order to observe the cerebral activity of 19 
participants (11 girls and 8 boys) when they played both against human counter-
parts and against a computer. Rilling found that participants cooperate more (in 
the 81 % of cases) when their adversaries are human beings. The researchers sub-
sequently identified the cerebral regions that were activated in the cooperative acts 
and in the defection acts in order to analyze their dopaminergic impact, recording 
a BOLD activation (Blood Oxygen Level Dependent Signal) of part of the stria-
tum and of the prefrontal ventromedial cortex. This activation, it was also noted, 
was not meaningful when player A had to deal with a computer: the nature of the 
interaction therefore plays a relevant role in the BOLD activation (Rilling et al. 
2002). Other research has confirmed the assumption that a positive social inter-
action with others is particularly gratifying. For example, Tania Singer and her 
colleagues (Singer et al. 2004) use the Prisoner’s Dilemma themselves in order to 
demonstrate that simply seeing the face of a person who had previously cooper-
ated activates reward circuit areas of the brain.

Hence, these neurological observations complete empirical observations previ-
ously reported: adopting cooperative behavior and obtaining mutually beneficial 
behavior will produce an activation of the reward circuit implying a sort of grati-
fication. Moving in the same direction, but also useful for testing the role of emo-
tions in economical decisions, is the research carried out by Alan Sanfey and his 
colleagues (Sanfey et al. 2003) who used the “Ultimatum Game—UG” to evalu-
ate the neurological foundations of economic decisions. The protagonists are two 
players who are given the chance to share a certain amount of money. One of 
them, player A, makes the offer, the other, B, can accept it or not. If B accepts the 
offer, the money will be shared as proposed, but, if he refuses it, both remain with-
out anything and the game ends there. It would seem natural that player A would 
make the most favorable proposal for himself, and that B would accept it, rather 
than remain with nothing (on the rational basis that the money he was offered is 
in any case preferable to zero). This, however, is not the case. Regardless of the 
amount at stake, the proposed sharing is most of the times fair, and not only. Low 
offers have approximately 50 % chance of being rejected, a detail which demon-
strates how under certain circumstances people are motivated to refuse an eco-
nomic benefit.

But, why does this happen? Excluding the possibility that that the players did 
not understand the rules of the game or that they have difficulties in conceptual-
izing the match played in just one move, it is meaningful that when confronted 
with an unfair offer, the rejection is often associated to an angry reaction to an 
offer perceived as unfair. In fact, studies carried out in several countries, have 
demonstrated that the vast majority of people offer, within the third day, half the 
amount (Camerer and Loewenstein 2002). Moreover, it has been remarked that the 
rejection of an offer, by the second player, is usually combined with a feeling of 
anger (Pillutla and Murnighan 1996). The expression of feelings, during the game 
phases, has its relevance indeed: an offer can be rejected, for example, in order 
to keep a good reputation in the game (the acceptance of low offers damages the 
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player’s reputation, increasing as a consequence the chance of being proposed fur-
ther low offers (Nowak et al. 2000). The only exceptions, where people made and 
accepted low offers, were found in some autistic adults: hence, paradoxically, a 
rational behavior is observed, mostly in subjects having cerebral deficits (Camerer 
2003). It is Sanfey and his colleagues who are credited with using the “Ultimatum 
Game” in economic studies (Sanfey et al. 2003). In fact, thanks to the use of the 
fMRI technique (functional Magnetic Resonance Imaging), Sanfey studied the 
cerebral activation of 19 subjects taking part in the “Ultimatum Game”, paying 
more attention to the cerebral activations of the participants who were proposed 
low offers (20 % of the sum at stake).

Assuming that such an offer would cause a conflict between the emotional 
desire of not accepting on the one hand, and the will to accumulate as much 
money as possible on the other, Sanfey and his colleagues identified the areas of 
the brain potentially involved in these mental processes. The authors noticed, in 
particular, a higher activation of three cerebral areas: the anterior cingulate cortex 
(ACC), the anterior bilateral region (right insula and left insula) and the dorsolat-
eral prefrontal cortex (DLPFC) (Fig. 2.3).

During their experiment, Sanfey and his colleagues, asked their participants to 
complete 30 rounds, each of 36 s, of the Ultimatum Game (10 with people, 10 
with a computer and 10 as a control). Before the partner’s offer was disclosed, a 
picture of the sparring partner (whether a person or a computer) was shown on 
a display. Researchers found very similar results to those mentioned above: the 
acceptance rate was negatively correlated with the unfairness degree of the offer. 
Interesting to remark was also that the players’ behavior was different depending 
on whether the offer was made by another player or by a computer. The rejection 
in fact was meaningfully higher when the offer was made by a human being. This 
demonstrated how the players were sensitive, not only to the amount offered, but 
also to the context (i.e. whether the low offer was made by a human adversary 
or by a computer). In particular, the regions of the insula were those showing the 
greatest activation. From this, Sanfey deduced that, being the region of the insula 

Fig. 2.3  Activated cerebral regions during the Ultimatum Game (Sanfey et al. 2003)

2.2 Game Theory and Neuroscience
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associated to negative emotional states, its activation, following an unfair offer, 
had to be interpreted as an effect of a negative emotion.

Hence, according to the authors, the activation (or not) of this region, allows the 
prediction of the rejection of an economic offer; on the contrary, the other cerebral 
region of interest, the DLPFC, which is supposed to be linked to the will of maxi-
mizing the monetary benefit (hence the rational part), on its own (not being cor-
related with the acceptance rate of low offers), does not allow the prediction of the 
behavior. Nonetheless, the authors suggest that it can enter into competition with 
other cerebral regions (the insula for example) for control over decision-making. 
So, to sum up, the findings show that if the activity of the insula is higher than the 
activity of the DLPFC, the offer is rejected; on the contrary, if the activity of the 
DLPFC is relatively higher, the offers are accepted. For the purpose of our study, 
we are simply interested in highlighting the role played by emotions in decision-
making in an economic situation, and emphasizing how these are now (rightly so) 
being taken into consideration in the studies of this field.

Moreover, it is worth mentioning how corroborations to Sanfey’s study have 
come from the evolutionist perspective as well. We refer to an experiment car-
ried out by Sarah F. Brosman and Frans De Waal (Brosman and De Waal 2003), 
where the authors demonstrated that when a monkey, after working hard in 
order to be rewarded, gets less than another monkey (or when the other monkey 
did nothing to deserve a better reward), has an emotional reaction inducing it to 
reject a deal that, he would have almost surely accepted if he had been alone. 
In other words, the monkeys seem to measure, as men do, their rewards in rel-
ative terms: comparing their level of offer and of benefit with that of others. 
The studies we have just described have had the merit of including emotions 
as a factor in the study of economic decision-making behavior, and have high-
lighted how man cannot be represented as a calculator with no limits, recalling 
the inevitable complexity requested by the interaction among different levels of 
study.

A clear understanding and investigation cannot operate without research com-
petences and methodologies that concern different disciplinary sectors, in which 
neuroscience clearly plays a major role. The integration of these disciplines does 
not just generate an exchange of knowledge and expertise, but entails the change 
and specification of the object of study as well. It is in this sense that the Homo 
Economicus is replaced by the Homo neurobiologicus (the neurobiological man), 
whose behavior derives from a neurobiological development able to generate sen-
timents, belief, actions and the capacity to make decision. Moving beyond Colin 
Camerer and other strong ideas put forth by other neuroeconomists that claim that 
just the measurements of cerebral activity during decision-making allows us to 
verify economic notions (primarily utility), there can be other fundamental reasons 
according to which the proposal of crossing economic models with psychological 
and neurobiological data might prove to be beneficial.

An example comes from Ernst Fehr, and it consists in exploring systematically 
the neuronal basis of altruistic behaviors in order to discover whether they are con-
ditioned by strategic attitudes and considerations rather than by purely pro-social 
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inclinations and emotions (Singer and Fehr 2005). Another interesting question 
could be that of understanding whether the perception of others’ intentions is 
really an indispensable resource for the execution of a rational strategy in a game, 
or if on the contrary, the development in infancy of this cognitional capacity would 
instead have the tendency of making us deviate from the Nash equilibria. Thanks 
to the emergence of such research programs, in fact, it is being demonstrated more 
and more, in a convincing and rigorous manner, how the classic universal material 
self-interest model presents rather frequent violations when put under the test of 
experimental analysis.

In particular, with specific regard to game theory, the idea that individual pref-
erences could be, besides being driven by the pursuit of a personal interest, also 
not directly self-interested, is being consolidated. There are, in fact, some social 
preferences (preferences of a social type) that are positively or negatively influ-
enced by the behaviors, preferences, or intentions of other subjects. For example, 
thanks to the Ultimatum Game it has convincingly been demonstrated that deci-
sion-makers are in general not self-interested, being disposed to punish adversar-
ies who make offers perceived as being unfair, despite this being costly for them. 
In fact, the profile of the subjects that take part in the UG is, as emphasized by  
Sacco and Zarri (2003), self-interested from a motivational point of view, but in 
fearing that a low offer might be rejected by the adversary, the player takes precau-
tions and makes offers which could be perceived as fair and that could reasonably 
be accepted by the other player.

It appears therefore, worthy of note, how the tendency to reason strategically at 
the level of the motivational states of adversaries, emerges from the experimental 
evidence. In the UG, the proponent, in fact, does not offer large amounts to the 
decision-maker because of an innate sense of equity, but rather on the basis of a 
belief leading him to predict that the other player, from a motivational point of 
view, is not acting out of self-interest either and that the offer made is satisfactory. 
Hence, the beliefs of subject A, with regard to the motivations of player B, influ-
ence the choices of A himself, through a judgment that A formulates with regard 
to B’s intentions. If, in fact, A is an individual who decides to cooperate in a con-
ditioned way, or in other words in virtue of an expectation that the other player 
will cooperate (positive reciprocity), but that will instead refuse to cooperate in the 
case the other does not (negative reciprocity), in the case in which his beliefs sug-
gest to him that B intends to defect, A will trigger his choice to defect rather than 
cooperate.

Therefore, if in a certain interaction, both A and B are driven by reciprocity 
based on their intentions, then their preferences will be directly interdependent. 
From what has been said an interesting parallel can be established between the 
psychological mechanisms involved in decision-making within game theory and 
the psychological mechanisms involved in the resolution of the ToM (Theory of 
Mind) tasks. To this purpose let us consider respectively, the classic version of the 
unexpected transfer of the false belief task (Wimmer and Perner 1983) along with 
the two games we have discussed so far: the Ultimatum Game and the Prisoner’s 
Dilemma.

2.2 Game Theory and Neuroscience
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The concept of theory of mind (ToM) was introduced in 1978 by David 
Premack and Guy Woodruff, in an article provocatively entitled “Does the chim-
panzee have a theory of mind?” (Premack and Woodruff 1978). Their study 
intended to demonstrate the capability of primates to understand mental states 
and hence to predict human behavior in situations finalized to a purpose. The 
two primatologists concluded in their essay that monkeys are endowed with 
“Machiavellian intelligence” allowing them to plan behaviors of alliance or of 
deception in order to achieve their goals. The theory of mind was hence defined as 
that capability of understanding, of inferring and attributing mental states (desires, 
beliefs) to oneself and to others, in order to understand and predict their behaviors.

The issue concerning the presence or not of a mentalizing capacity in species 
other than human, has aroused and continues to arouse debate. It seems that some 
species of great apes attain a certain level of comprehension of the thoughts of 
others without having a theoretical capacity of the mind as complex and developed 
as that of the human mind. But beyond this very specific problem, researchers in 
the psychology of development rapidly became interested in the mechanisms and 
the development of this cognitive function in human beings.

The very first studies in this direction were those conducted by Heinz Wimmer 
and Josef Perner. Their purpose was to test the ability of children to attribute a 
false belief (Wimmer and Perner 1983). The classic version of their experiment 
is as follows. A first child, named Max, puts some chocolate in a green box and 
goes out of the room. His mother appears on the scene and moves the chocolate to 
a blue box. At this point Max re-enters the room and looks for the chocolate. Now 
imagine asking a second child who witnessed the whole scene where in his opin-
ion Max will look for the chocolate or where he’ll think it is. What will the second 
child answer? Any normal adult understands that Max’s knowledge will not allow 
him to look for the chocolate in the right place and, thus, in order to respond cor-
rectly must adopt Max’s point of view of the false belief and not the one of reality.

The two researchers hypothesized that until the age of 4, children tend to 
answer adopting the point of view of reality, hence stating that Max should look 
for the chocolate in the blue box. In the several replications of the test that have 
followed the original, the notion of false belief has become a central criterion to 
establish when children completely develop a theory of mind structurally similar 
to that of adults. Nevertheless, success in a task of false belief can depend upon 
several factors rather than just theory of mind (for example, the comprehension of 
counterfactuals and the ability to carefully follow complex situations); moreover, 
false belief is not the only existing mental state, and studies of the mental states 
of others suggest a gradual development of this ability, characterized differently at 
different ages.

Mentalizing is therefore a complex ability which is made up of several com-
ponents such as shared attention (which develops in the first year of life) and 
other more complex abilities (such as counterfactual reasoning for example). 
Nevertheless, despite all these limitations the scientific knowledge obtained 
through the test of false belief still remains strong (Leslie 2005); although, what 
the mechanisms are that drive children to identify themselves with others and to 
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reflect on their mental states continues to be a matter of dispute among researchers 
of the ontogenetic development of theory of mind.

The ToM requires a structured set of innate abilities that gradually allow 
humans to construct representations of internal states of other individuals of their 
species (but also others), in order to be able to predict the behaviour of others. 
But regarding the specific issue of how information processing occurs which then 
leads to the understanding and prediction of behaviour, two different theories 
have tried to give an answer: the theory of theory and the theory of simulation. 
According to the theory of theory, every human being is built through the experi-
ence of a folk theory (folk psychology) about mental representations, motivations, 
goals and emotions that lead to different behaviours. The theory of theory presup-
poses that every individual has available a rather sophisticated inferential system, 
under which one foresees what will happen starting from one’s data of experience, 
which are the axioms of the folk theory. The peculiarity of the theory, then, is pre-
cisely to consider the capabilities expressed by the psychology of common sense 
as part of a theory. Obviously, this is a theory that for most individuals would 
remain in an implicit state. The theory of fact does not suggest that everyone is 
able to reflect on individual aspects of the theory or check back to make the right 
inferences. But the systematic aspect of the predictor would remain, even if latent, 
in each of us. The limits of the theory of theory seem very obvious. It presupposes 
the existence of a folk theory of behaviour which, in turn, seems to presuppose the 
accessibility of complex inferential processes by one’s consciousness and one’s 
ability to abstract representation of rules. The theory of simulation, which opened 
in the mid-eighties by Robert Gordon, however, rejects the use of such a chain of 
logical inferences to explain inter subjectivity, which it considers too rich, waste-
ful, uneconomic, preferring a more modest model based on imitation and imagina-
tion, and on the belief that beyond individual differences all humans are endowed 
with a mind that works similarly in similar circumstances.

Therefore, in order to pass a task of false belief, one has to temporarily sus-
pend the knowledge of factual reality (known to the participants of the test and 
to the experimenter) in order to represent the mental state of the protagonist or, 
in the terms of the simulationist approach, one has to mentally “put oneself in the 
other’s shoes”. In other words, the task of false belief requires making a predic-
tion with regard to a behavioral outcome, in response to the question: “where 
will the child look for the chocolate?” In order to correctly answer this ques-
tion and predict the child’s decision, one has to set aside one’s knowledge for 
a moment, that is knowing perfectly well where the chocolate was moved to, in 
order to represent the state of knowledge of the other, who instead does not know 
that the chocolate was moved and who thus has a false belief that will drive his 
behavior.

If the theory of theory shows its major limitation as being entirely directed 
towards the other person, whose mind is trying to understand the operational con-
cept in terms of chains of arguments and logical inference, the simulation shows 
the theory to be, on the contrary, too ego centred, since it plays all its cards on 
the ability of the ego to imagine itself in place of the other. On closer inspection, 
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however, that selfishness is at the same time a de-centring of the ego, since one 
has put aside one’s beliefs in merely assuming the beliefs of others. In doing so, 
the theory of simulation, which is able to understand and predict behaviour based 
on the closeness of the affinity between the observer and the observed agent, fails 
to explain how it is possible to predict the behaviour of agents outside of oneself. 
Moreover, it seems quite plausible that the obvious purpose of a simulation is not 
understanding how you would act in the place of someone else, but just imagin-
ing how one would behave just the other would. In other words, when one puts 
himself in the shoes of another he does not bring along his own mind, but he 
tries to see the world through the eyes of the one whom he is imagining (Perconti 
2003).

The current state of the art in the debate of theory of mind is most certainly 
polarized by the positions of some of the supporters of the theory of pure theory 
and other extreme proponents of the theory of simulation. However, there have 
been different attempts at hybridization between the two poles and reciprocal con-
cessions on certain specific points in the theoretical modelling. For example, the 
simulationist is willing to admit that, in one’s understanding of others, one ends 
up with recursive logical-inferential arguments that refer to a system of concep-
tual knowledge about the way the other’s mind works (which even does not depart 
from the fundamental point that this happens only after one takes on the other’s 
first-person perspective and one just puts himself in the other’s shoes with an 
imaginative non-inferential logic-simulation).

At this point we want to hypothesize that, in a subject who has to predict the 
decision in a game, a mechanism triggers a meta-representation of the mental state 
of the other, similar to the one we have just discussed for the tasks of false belief. 
Let us use the example of the Ultimatum Game: the player has to think of the sum 
he should offer to the other player, that is whether to propose a high, low or fair 
offer, because if the other player should reject it, he will lose everything himself 
and will not gain the remainder. So, in thinking of how much he should offer, the 
player has to evaluate the other person’s attributes. If he knows him, we can imag-
ine he will evaluate some character traits, such as, whether he is a “take it all” 
subject, or in other words, a type of person that no matter what the offer will be 
most probably will accept; or if he is a subject that carefully evaluates received 
offers and therefore will not likely accept an offer under a given threshold, in such 
a circumstance the proposal of a low offer would mean to risk leaving with empty 
pockets.

We can similarly imagine what is in going on in the mind of the player receiv-
ing the offer. If he receives a low offer he could for example think: “he made me 
a low offer because he thinks I’ll accept it anyway?” In the most extreme case 
he could think: “rather than letting him gain so much, I will reject the offer. I’ll 
gain nothing, but neither will he”. The same mechanism seems to take place in the 
Prisoner’s Dilemma, the other game we have discussed. When we are questioned, 
we have the chance to decide whether to cooperate or not; nonetheless, this choice 
cannot be made without taking into consideration the move made by the partner: 
in fact, if you choose to cooperate you risk a lot because you appear to trust the 
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other from which you expect a reciprocity of the behavior. If the partner decides 
not to cooperate (and to act like a spy) everything will be at the expense of the one 
who cooperated (Marchetti and Castelli 2006).

Nevertheless, from what has been discussed, it is clear that it is not enough to 
put yourself in someone else’s shoes and to wonder what you would do under the 
same circumstances in order to adopt a “winning” strategy. To this first simulation 
level, we have to add a second higher level, made up of the set of mental assump-
tions that enable us to imagine the “internal life” of the other, for example, the 
counterfactual imagination (i.e. the ability to assume that things can take a course 
that is different from the actual one). In other words, we need an “integrated” 
approach of simulation and common sense psychology. Therefore, it is necessary 
to integrate the theory of mind and simulationism in a further theory where simu-
lation processes are the basis for behavioral prediction. At the same time, a major 
role could also be played by the processes regarding our psychological intuitive 
knowledge and those regarding the particular mind of the person we are trying to 
simulate (Perconti 2003).

The theory we are alluding to is the one known by the name of “social cog-
nition”, whose main components are: mind reading, imitation, shared attention, 
empathy, language, self-awareness, one’s own ability to lie and to detect the lies of 
the others, and imagining the point of view of others. The set of these components 
make the typical forms of human society possible, rendering possible the complex 
cultural practices which earn man a central place in the animal kingdom (Ferretti 
2006).

2.3  The Role of Social Cognition

In general, social cognition is the process that allows people to think about and 
give meaning to themselves, others and social situations (Fiske and Taylor 1991). 
In particular, it concerns the ways in which we form an impression (positive or 
negative) of the personality, role and identity of others. The notion of social cogni-
tion must therefore take into account a number of features of human cognition: (1) 
the recognition by the subject of an actor who works in an environment intention-
ally; (2) the consideration that the beliefs and representations of others are related 
to their actions; and (3) changes in the constitution of beliefs and representations 
about the goals of a subject. Therefore, the way we define other people affects 
our social interaction, but at the same time, the other is also influenced by social 
interaction, that is, we form the view that is both an effect and a cause of social 
interaction.

Usually, people think that social cognition primarily serves a practical purpose 
(Fiske 1992). According to studies of social cognition, people must balance their 
impressions of others with the requirements of appropriate social interaction as a 
result of the limitations of the cognitive system. As a result, people engaged in 
social interaction are usually “motivated tacticians”, who mostly use “quick and 
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dirty” judgments to conserve cognitive capacity but can be trained to use strate-
gies yielding thoughtful and detailed impressions (Fiske and Taylor 1991). An 
example of this comes from the issue of trust (distrust) versus social reputation. 
In social interactions, trust (distrust) of others plays a crucial role. People expect 
others to be competent, friendly, honest and trustworthy. When we need to make 
quick decisions, we use heuristics, stereotypes, habit patterns, and other gimmicks 
to evaluate others. Many experimental data show that one of the key assumptions 
in our social interactions is the so-called “positivity bias” (positive bias); that is, 
most people expect from others, ceteris paribus, a kind of benevolence. People 
emphasize the pleasant and avoid the unpleasant; they communicate good news 
more often than bad and are more likely to judge unpleasant events as pleasant 
(Rothbarth and Park 1986). Similarly, in a phenomenon known as “positive bias 
of the person” (person positivity bias), people are evaluated more favorably than 
corresponding abstract entities; that is, students evaluate individual teachers more 
favorably than the courses they taught, or individual politicians more favorably 
than their political party in general (Sears 1983). All of this, of course, is reflected 
in language; in fact, in most languages, positive terms outnumber negative terms 
(Zajonc 1998).

The assumption of positivity is clearly present in our expectations about other 
individuals and events. In social situations, positivity encourages interaction with 
our fellow humans and the environment.

Compared to trust, reputation seems to need more time to build. In fact, a per-
son’s reputation (positive or negative) must have time to stabilize before it can 
become a form of capital for related actors. This stabilization reduces uncertainty 
in the expectations of those who attribute to the other qualities of a certain type 
(for example, absence of opportunistic behavior or skills and ability to carry out 
commitments made previously). Social reputation can be represented as the sta-
ble expectations of a plurality of agents (another fundamental difference compared 
to simple trust, which is generally based on dyadic relationships) relating to cer-
tain qualities. Moreover, unlike trust, due to risk aversion (Savadori and Rumiati 
2005), a bad reputation spreads faster than a good reputation, and we tend to 
accept information about a person’s bad reputation without independently verify-
ing it; the limiting case is represented by prejudice. On the contrary, a good repu-
tation tends to be accepted only after the positive qualities of the subject have been 
carefully checked.

From the foregoing it becomes clear that indefinite cooperation in a repeated 
game (such as a Prisoner’s Dilemma) is not in any way “irrational”. On the con-
trary, over time, a reliably cooperative player builds a good reputation that may 
prove useful in later negotiations.

An alternative explanation has been proposed by neoclassical economic 
theory that is based on the interpretation that agents do not want to behave in a 
selfish way because they are driven by altruistic behavior to maximize the prof-
its of others. This interpretation, however, conflicts with a large body of experi-
mental evidence showing that the percentage of cooperation in a finite Prisoner’s 
Dilemma game decreases progressively (Guala 2006). The apparent paradox of 
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the experiments conducted using models of game theory in which there is a high 
level of cooperation in the early rounds that decreases gradually with the progress 
of the game can be easily explained by the fact that people tend to initially build a 
good reputation, but as they begin to play the game, they come to understand what 
is the best move, altering their choices by the end of play. This explanation has 
led to the creation of games built on models with “error and learning” in which 
subjects are initially involved in the experiment above the Nash equilibrium, but 
gradually align themselves to it (Kreps et al. 1982). Rules of conduct are similar 
in the case of the Ultimatum Game. The answers provided by participants in the 
game seem to contradict the predictions of neoclassical theory, with bids higher 
than the percentage of waste and significantly high offers. However, in this case, it 
was noted that if we introduce to the game an element of competition among the 
players, the kind of behavior predicted by neoclassical models is restored (Guala 
2006). Therefore, although the hypothesis that individuals are always rational 
maximizers of their utility is discredited by some experimental data, it is true that 
the neoclassical predictions are supported when you are able to interpret the true 
reasons that motivate individuals to behave in certain ways. These behaviors may 
seem irrational at first glance, but they possess some degree of meaningfulness 
when the goal is to achieve certain economic or social objectives, without aspir-
ing to optimality. Thomas Ulen writes in Rational Choice Theory in Law and 
Economics that the agents are probably influenced by social context such that, 
even if you expect them to behave in a selfish way to maximize their own inter-
ests, they instead cooperate unexpectedly: “These experimental results present a 
puzzle for rational choice theory: why do people cooperate when there appears 
to be a rational basis for not cooperating? One possibility is that people start any 
given interaction from the presumption that it is better to cooperate than not; they 
continue to cooperate until the evidence shows this to be ill-advised; and then they 
quit cooperating.” (Ulen 1999, p. 803). In the literature, imitation re-establishes 
a sort of balance between individual rationality and social rationality. Imitation, 
which has been a topic of interest to great researchers across the social sciences, 
from Piaget in psychology to Keynes and Hayek in economics, is still central to 
the interests of many social psychologists, ethologists and philosophers of the 
mind. Despite the many differences between the various approaches, we can break 
down imitation into two main categories: automatic or unconscious processes pre-
sent in human beings from birth and imitative and reflective processes that qual-
ify as rational imitation. Contrary to Piaget’s theories, recent studies have shown 
that humans have a rudimentary representational capacity at birth, measured in 
terms of deferred imitation, which develops later during interactions with their 
environment.

Imitation is primarily concerned with a few superficial behaviors and is then 
extended to phenomena that are not directly visible (for example, the inten-
tion behind an action), even before the appearance of language. This has been 
highlighted through a series of experiments that show this ability in children 
at 14 months of age. In one such study by Meltzoff (1988), an adult sat at a 
table, on which a lamp was placed. As the child watched, the adult bent over 
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the light and turned it on by pressing it with his forehead. Two-thirds of the 
children imitated this behavior a week later. In fact, they did not use their hands 
to light the lamp, although that would have been much easier. This experiment 
can be interpreted in two ways: the first interpretation is that children have 
not considered the adult as an intentional agent and have simply imitated his 
behavior without really understanding his goals, and the second interpretation 
is that children have understood the intentions of the adult and therefore used 
the same means to fulfill the same purpose (in this case, the goal may have been 
to turn the light on with one’s forehead). This second conclusion was subse-
quently confirmed by other experiments (Zelazo and Lourenco 2003), suggest-
ing that children’s imitation is more sophisticated than mere reproduction of an 
observed behavior; on the contrary, imitation in prelinguistic children is already 
a selective and interpretive process (in this sense, we speak of “rational imita-
tion”). These studies in developmental psychology have been corroborated by 
some neuroscientific studies of strategies and intentions and their products in 
the form of actions in the environment (Chaminade et al. 2002). Imitation is 
therefore a feature that enables human beings to interact with the world begin-
ning at birth. Over the years, to the extent that the child learns to distinguish 
the content of knowledge, imitation becomes less and less automatic and more 
the result of deliberation. Therefore, imitation pervasively characterizes the 
social dimension of human existence by intervening at multiple levels. In fact, 
mutual mimicking increases in more intimate relationships and occurs when 
a dyad must interact successfully for the sake of the group; if the dyad fails 
to meet this goal, imitation increases in future attempts (Ferguson and Bargh 
2004). Mimicry appears to be a key tool by which human beings attain social 
satisfaction. Far from being a simple, passive registration process (as evidenced 
by developmental psychology research), imitation plays an important role in 
understanding other individuals.

We have seen so far that imitation plays an important role in the characteri-
zation of the processes of social transmission in human beings. We just have to 
show that imitation may prove to be an interesting approach of some emerging 
phenomena within the decision-making. We begin with a very intuitive definition 
of imitation that will serve us later for a more precise definition. Consider two 
agents, O (observing subject) and M (model), involved in a single activity, such as 
playing football. Suppose that O recurrently observed that M is better at drawing 
penalties. Then O will seek to know the reason: If he comes to think that M’s suc-
cess depends on a trait T O can imitate, such as following a specific diet or wear-
ing a certain type of shoes, chances are that O mimics M when trying to acquire 
this property. In this case, the interest of O in T is not direct, but is aroused by the 
fact that M has this feature, after the success that O binds to M in his personal 
reading of world events. Thus, we find the typical triangular structure of imitation, 
Model-Based Object, most of which is located in the literature of modelling and 
imitation with a slightly different approach in René Girard (in the terminology 
of the latter the triangle is composed of Subject-Intermediary—Object; Girard 
1961).
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Imitation thus proceeds in three stages:

(1) choice of a model, according to a certain criterion that belongs to the subject, 
in the course of an act of observation,

(2) selection of a feature that belongs to the model which the subject contributes 
to the fulfilment of this criterion,

(3) an attempt by the party to copy the feature.

These three stages suggest several characteristics of imitation. The first is that the 
choice of model depends on the particular feature that will be imitated, since the 
latter is not necessarily known at this stage, but is a general criterion that allows 
the assessment of individuals, which reflects the purpose or intent of the subject. 
Moreover, the subject engages in an act of imitation only if it believes that the model 
is better than him on one of the dimensions covered by this policy. This therefore 
requires a comparison between the model reflective of the subject and himself, on 
this criterion. The second characteristic is that the subject has to identify some char-
acteristics of its potential model and infer the one or ones that are involved in its 
positive assessment of the model. This step will therefore be favoured by the sub-
ject’s ability to categorize and reflect on these various categories. This requires in 
particular meta-cognitive and reflective skills. Finally, the third stage brings into 
play the capabilities of the individual learning of the subject from a model.

From the foregoing, imitation (like reading the mind of others outlined in the 
previous paragraph), denotes different levels and modes of interaction by which the 
individuals establish sensory ties with the other. Also speaking to the mimetic phe-
nomena, another capacity, especially in recent years that has been the subject of 
much research (including neuroscience) is undoubtedly Empathy, namely that special 
ability to understand how others feel, their feelings, their emotions, and in a sense 
to share them. At a superficial level it seems normal to think that mind-reading, imi-
tation and empathy differ significantly. In each of these three types of interpersonal 
relationships, it seems we are confronted with apparently different objects: in the 
case of imitation of the actions of someone else, translating the observed into exe-
cuted movements; in the case of mind reading, recognizing the reasons which have 
produced a behaviour; while in the case of empathy, experiencing the emotions and 
feelings of others. Based on these superficial differences, it may appear legitimate to 
assume that imitation, mind reading and empathy depend on different mechanisms. In 
what follows we will support the contrary view, namely that imitation, mind reading 
and empathy share many more of those things that separate them, primarily the same 
specific functional mechanism: the embodied simulation (Rizzolatti et al. 1996).

2.4  Empathy Basic and Empathy Re-Enactive

The word “Empathy” appeared in Anglo–Saxon languages in the early twentieth 
century and translates the German word “Einfühlung” (which appeared in proto-
romantic Germany from the turn of the late eighteenth century until the 1860s), 
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which was originally used to characterize a form of aesthetic experience in which 
the subject is projected in the act of imagining a work of art. This aesthetic the-
ory was developed by Lipps (1903), who later extended the use of the term 
“Einfühlung” to the domain of interpersonal relationships, designating Empathy 
as the ability one has to put oneself in the other’s shoes. If one succeeds, then he/
she has a empathetic personality. However, when we move away from the use of 
the term in ordinary language, we can easily see that the term Empathy is used as 
an “umbrella name” for a whole class of terms only seemingly overlapped such 
as, for example, identification, imitation, emotional contagion, sympathizing. It 
should, therefore, be distinguished, even if at times it becomes somewhat arbitrary 
insofar as this term appears to be floating, but so that it still designates real differ-
ences between the actual phenomena observed. For example, it is undoubtedly an 
excellent thing to distinguish between Empathy and emotional contagion. The lat-
ter term, for the most part, is the phenomenon of propagation of an emotion from 
one individual to another. This phenomenon is well known from the psychology 
of crowds and is also found in children who hear to the cries of another baby and 
respond by starting to cry themselves. It is generally agreed, that emotional conta-
gion is characterized by a form of non-differentiation between oneself and others, 
both in the case of children, where the basis for this differentiation is not yet suf-
ficiently well placed, and in the case of phenomena of crowds, where we witness 
a form of temporary abolition of the distinction of the individual self that merges 
into a collective I. Empathy differs from sympathy, however, in another dimen-
sion. In both cases, the distinction of self/others is preserved. The essential differ-
ence between the two phenomena, according Wispé (1986), lay in the purposes 
intended in each. With sympathy, as indicated by its etymology, we assume that 
the emotions are felt by another, sharing one’s pain or, more generally, his emo-
tional experience. Sympathy brings into play altruistic purposes and presupposes 
the establishment of an emotional connection within what it covers. Empathy on 
the other hand is a process of imagination that seeks to understand the other and 
not to the establishment of emotional bonds. Empathy can certainly entertain sym-
pathy, but this is not a necessary consequence of the first. Empathy can also help 
for altruistic reasons. Understanding the regret another feels does not mean that 
one agrees with it or is trying to reduce it. As Wispé said: “The object of Empathy 
is understanding. The object of sympathy is the welfare of others”. (Wispé 1986, 
p. 318). Therefore, Empathy is used for the most part today when we have the 
ability to know the other perspective, and assume the other’s role: the ability to 
put oneself in another’s place, to see the world as seen by another while retain-
ing, however, always a clear separation between who has experienced and who 
empathizes.

Having outlined these differences, the crucial point becomes how to charac-
terize this particular form of understanding between individuals. The fact that 
we are all more or less able to interact with others in itself does not excuse us 
from trying to understand how we do it. The answer to this question came from 
two Italian neuroscientists at the University of Parma, Giacomo Rizzolatti and 
Vittorio Gallese, who in the early nineties found a particular population of deputy 
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vasomotor neurons in the cerebral cortex that process information concerning the 
behaviour of others, the so-called “mirror neurons”, forcing everyone involved in 
inter subjectivity to confront a new paradigm centred on the hypothesis of a neu-
ronal correlate of empathy and the idea of a biological basis of sociality. In par-
ticular, through a series of recordings of individual neurons, the two researchers 
discovered that in a sector of the premotor cortex of the monkey (area F5) there 
are neurons which are activated during both the active execution, by the monkey’s 
actions such as grasping or manipulating objects, and during the observation of 
similar actions performed by another agent (another monkey or a human). These 
neurons were then called mirror neurons to emphasize their dual nature of action 
and action observation. Therefore, from a neuronal point of view there is some 
difference between when a subject completes an act and when he/she simply 
observes another individual accomplishing the act. Over the past 10 years, numer-
ous neuroimaging research studies have allowed us to locate the operation of 
the human mirror system in different situations and to verify the existence of an 
anatomical correspondence between the cortical circuit involved in visual-motor 
transformation as studied in macaques and that also exists in humans (Rizzolatti 
and Sinigaglia 2006). When a human being observes an action, there is an activa-
tion of complex brain areas that include the occipital, temporal, parietal lobe of 
the visual areas, and two areas with a mainly motor function: the rostral portion 
of the parietal lobe and the lower part of the pre-central gyrus together with the 
rear part of the inferior frontal gyrus (IFG). Comparative studies have suggested 
that at the end of the human homologue of area F5 of the monkey can be iden-
tified in the pars opercularis (Brodmann area 44), an area that has always been 
assumed to be related to speech production. However, more recent studies have 
actually shown that it is also implicated in the processes of organizational actions, 
foreshadowing of motor acts and understanding of actions, demonstrating how the 
area 44 is not exclusively used for the language (Iacoboni et al. 1999; Buccino  
et al. 2001).

The discovery of mirror neurons has corroborated the theory of social psy-
chology and the automaticity and pervasiveness of imitation and empathy. It 
is not only the vision of the motor patterns of others that trigger the activity of 
mirror neurons, the observation of emotional response also generates a mirror 
response: when seeing other people’s emotions, the observer can determine the 
activation of the cortical region that is normally active when the observer tests 
that emotion (Rizzolatti and Vozza 2008). In people, the two emotional experi-
ences, direct and observed, cause an activation of the same areas of the cortex. 
The properties of these neurons reflect not only movement but also dissolve the 
problem of the emotions of other minds: humans are social animals because our 
neural activity is coordinated with, and depends on the neural activity of peo-
ple who are round. This feature leads to intentional consonance; by virtue of 
the mechanisms of mirroring, the other is experienced as another self (Gallese 
2007). To understand the importance of reflection at the cognitive level of brain 
activity it is interesting to report an experiment that explored the role of mim-
icry in the expression of the cognitive skills of general knowledge (Ferguson and 
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Bargh 2004). It was asked of healthy adult human volunteers to answer general 
knowledge questions from the board game “Trivial Pursuit”. Those who before 
being subjected to questions had been engaged for thirty minutes reading arti-
cles on Hooligans showed significantly lower performance than subjects who had 
read for thirty minutes narratives of scientists or writers. Specifically, accord-
ing to Vittorio Gallese: “If—through simulation—we go even for half an hour 
in the cognitive framing of a Hooligan, our pre-existing cultural knowledge pro-
duces a poorer performance than when we enter a period equivalent to the cog-
nitive framing of an intellectual” (Gallese 2007, p. 203). Mirror neurons allow 
an implicit form of understanding the actions of others, establishing a sort of 
bridge between the observer and an actor of an action and enabling very impor-
tant imitative behaviour. This neuronal identity allows us to explain the particular 
affinity that was observed experimentally between the behaviour of a player and 
behaviours that he observed in another player, but there was a limit because of 
the strictly motor function of these mirror neurons. What interests us, beyond the 
actions performed by players, are the intentions that guide them and make them 
intelligible to others. If the character of such knowledge among the players can 
be explained by the mirror system, its intentional content, however, is elusive. 
Some experiments that link the intentionality of an action to its contextualization 
suggest that this system could also be extended to the recognition of intentions 
(Iacoboni et al. 2005).

However, the answer to our question is not simply limited to players and to 
identifying the intentions of others, but that their intentions are also identified by 
other players. The mirror system allows us to recognize, for example, that another 
person is angry or wants to grasp an object. However, we must also be able to 
explain the subsequent conduct of an individual in a complex social situation (such 
as those alleged by game theory). It is not enough to recognize that the other is 
angry but one must try to realize why he’s angry, tracing and updating it in one-
self the reasons for his state of mind, reconstructing the context that caused the 
error. Along these lines, a very interesting position is advanced by the philosopher 
Stueber (2010) who proposes to distinguish between empathy (basic) and re-enac-
tive empathy. The first defines the unmediated mechanisms that underlie our theo-
retical capabilities to perceive and recognize other creatures directly as essentially 
thinking beings like us. Re-enactive empathy, in contrast, contains our cognitive 
capacities and resolutions that allow us to actualize and imitate the thought pro-
cesses of others in our mind and then to design the complex social behaviour of 
other people’s behaviour as rational agents that act on the basis of reason. While 
basic empathy can be explained by considerations related to neurological mecha-
nisms (mirror neurons) and the results derived from experimental psychology, 
empirical, re-enactive empathy requires a philosophical reflection from the van-
tage point of the investigations on the nature of rational action (folk psychol-
ogy). Specifies the author: “…. use the term “empathy re-enactive” to referrer to 
the required Simulative Capacities Because, in contrast to Goldman, for example, 
I see the Notion of rational agency to be at the centre of our folk psychological 
practices. Rational agents are not creatures who act merely, because something is 
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happening inside them. Rather, they are able to take a reflective stance towards 
their own agency and to take ownership of their action in terms of their reasons for 
acting. Being able to do this, I maintain requires that One’s agency is potentially 
intelligible to oneself in terms of one’s understanding of the world, one’s long-
term plans, and the standards and rules of conduct that one is committed to…” 
(Stueber 2012, p. 59).

While it is true that we cannot explain all the complex inter-subjective expe-
riences only with the help of mirror neurons, actually something has been 
accepted by the discoverer himself when he says: “Mirror neurons do not empa-
thize anything, simply for the fact that they are not people. They know noth-
ing about actions, intentions, beliefs, emotions, know only the exchange of 
sodium and potassium, and electrical impulses. Give the subject a direct mech-
anism, automatic, non-predicative and non-inferential simulation”. It seems 
to Stueber, that we are asking a bit too much of re-enactive Empathy, so that, 
with good reason, Shaun Gallagher writes about Stueber, “Third, a problem that 
is both terminological and conceptual. Stueber (2012) uses ‘empathy’ as just 
another term for social cognition, even the most basic, default, and automatic 
resonance-based mode of social cognition. To associate it with mirror neuron 
activation, as Stueber and many others do, is to make empathy the automatic 
default mode of social cognition. On this view, if it is true that my mirror neu-
rons activate whenever I see you engage in intentional action, and this gener-
ates some basic form of empathy, then, in effect, I cannot help but empathize 
with you—even in the case of seeing you engage in what I take to be an obnox-
ious action. Stueber (2012) also considers high-level re-enactive processes as 
a further variety of empathy. In either respect, however, there is no difference 
between empathy and ordinary, everyday understandings of others, or what 
some theorists call ‘mindreading.’ Other theorists, including myself, however, 
and in some agreement with ordinary language, suggest that empathic behavior 
involves an other-directed feeling of concern or interest, distinct from both sym-
pathy and mindreading. Is this not another variety of empathy to be considered?” 
(Gallagher 2012, p. 65).

Gallagher rightly makes mention of the term social cognition because this 
expression of empathy is more comprehensive since it refers, as we have seen, 
to all the cognitive processes that mediate interpersonal relationships (not only 
empathy, but also mind-reading and imitation, along with language and con-
sciousness). Trying to capture the essence of social behaviour and avoid the 
temptations reductionism implies necessarily taking into account the different 
levels of description of the matter: from neural dynamics to social dynamics, 
the adaptive logic of its path of development in the phylogenetic and its appear-
ance during the ontogenetic development of different species. With regard to our 
specific field of investigation, therefore, it seems once again that when we want 
to understand and anticipate the behaviour of others, calibrating their actions 
accordingly, we need all the components of social cognition with the result that 
we need to integrate different investigation techniques in a multidisciplinary 
perspective.

2.4 Empathy Basic and Empathy Re-Enactive
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2.5  Doubts, Feasibility and Future of Neuroeconomics

Neuroeconomics seems to have secured an important place in research, and 
numerous laboratories and centers have been created to develop research and 
studies in this new field. Now that its concepts and methods have been clarified, 
it has become possible to examine and question the relationship that it might 
establish with traditional economic research. Many economists, in fact, have 
expressed doubts about the relevance of neuroeconomics and in general of neu-
roscience in traditional economic studies. The more radical criticism is to deny 
the relevance of the neurological and psychological causes of behavior to eco-
nomics. This criticism has been made forcefully by Gul and Pesendorfer (2008). 
In fact, they argue that economics is not normally interested in such matters as 
neuroscience and psychology: economics pursues different objectives and must 
use abstractions suitable to its own purposes. Gul and Pesendorfer are particularly 
important in this debate because they put forward a distinction between “true util-
ity” and “choice utility”. In the opinion of the two authors, economics should be 
interested only in the second (as is the standard economic theory), by defining 
the utility function of an agent only in relation to the notion of choice. To say 
one option is more useful than another, in this sense, simply means to say that a 
rational agent would choose it. Gul and Pesendorfer oppose, by contrast, the ten-
dency of many neuroeconomists wanting to return to the idea that there is “true 
utility” linked to pleasure or to some other motivating factor, which is similar in 
many respects to the cardinal concept present in the early utilitarian philosophers. 
The neurological or psychological variables that cause choices are not simply rel-
evant from an economic point of view. The economist does not need to know, for 
example, that to prefer x to y is motivated by the pursuit of happiness, a sense of 
duty, a religious obligation or an impulse (Gul and Pesendorfer 2008). The only 
thing that should matter to economists is the relationship of preference revealed 
by the choices.

This defense of the standard approach does not imply that the economy 
is entirely isolated from psychological research. However, it must incorpo-
rate only relevant data, i.e. data on choices and behaviors. The data produced 
by psychology or by experimental economics can thus be used as a model to 
measure and predict future choices or balances. In contrast, data or variables 
unrelated to choice, such as neuronal activity data, must not find space in the 
theoretical model. To paraphrase Hilary Putnam, it is irrelevant to the theory 
proposed by Gul and Pesendorfer whether the brain is made of gray matter or 
Swiss cheese.

There are many ways to respond to criticisms made by Gul and Pesendorfer. 
The first of these, advanced by Ross (2005, 2008), is to argue that neuroeconom-
ics is not limited to the approach that they criticize. According to Don Ross, in 
fact there are at least two ways to study neuroeconomics. The first one which he 
called “behavioral economics through the scanner”, which is also the best known, 
seeks to identify the neural mechanisms which produce decision-making. But 
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there is also a second way, less known but no less important, namely “neurocel-
lular economics”. This approach aims to apply methods and economic techniques 
to unconventional systems: networks of neurons. The originality of this position 
consists in stating that the neoclassical approach to economics is better suited to 
the construction of behavioral models of neural networks than to those of tradi-
tional economic agents (individuals). Neural networks, in fact, are less likely to 
violate the axioms of the theory of revealed preference, which makes neoclassi-
cal theory particularly useful to building models of their behavior. This paradigm 
assumes, for example, that a given cortical area or a dopamine circuit acts as a 
market whose behavior can be modeled thanks to the theory of general equilib-
rium. Neurons, instead, are regarded as agents whose activation reveals prefer-
ences. The application of neoclassical theory to neuronal circuits is promising: it 
allows us to question an idea according to different abstractions used by neuro-
science and economics, related to the various objectives they pursue (Bourgeois-
Gironde and Schoonover 2008).

However, this approach shows a greater enrichment of neuroscience through 
economic theory and, therefore, the criticism raised by Gul and Pesendorfer 
remains intact with regard to the relevance of neuroscience for economics itself. 
A decisive answer from this point of view comes from Colin Camerer, according 
to whom economic theory is not obliged to disavow its neoclassical matrix, it has 
only to gain and draw from the conceptual and empirical wealth of psychology 
and neuroscience to build models of adequate explanation. In his reply to the text 
of Gul and Pesendorfer, Colin Camerer, recognizes that “since behavioral econom-
ics is meant to be a generalization of rational choice theory which incorporates 
limits on rationality, willpower and self-interest in a formal way. These generali-
zations allow the possibility that conventional rationality is an adequate approxi-
mation, and often permit a parametric way to measure the “degree” of limitedly 
rational behavior and its economic impact.” (Camerer 2008a, p. 44). In particular, 
according to Camerer, neuroeconomics adds a neuro-causal component to the the-
ory of rational choice, but his approach is not fundamentally different from that 
of neoclassical theory. Let’s give an example. The theory of revealed preference 
claims that it is necessary to draw a utility function from the observation of the 
behavior of the agents, which allows one to predict their future behavior. If you 
choose, for example, to eat, in different contexts, an orange rather than an apple 
and if your choice resists various forms of interference and is firm, we can con-
clude that you prefer oranges to apples. Neuroeconomics only expands the data 
and the variables considered in the previous example to include the behavior of 
neuronal components. Consequently, the central question, one to which Gul and 
Pesendorfer do not respond, is whether the data and neuronal activations allow as 
is always stated by Camerer to improve the ability to understand and predict the 
choices, while maintaining the discipline of mathematics and the use of behavioral 
data (Camerer 2008a).

Certainly, a good part of economics remains heavily influenced by the instru-
mentalist interpretation which sees in the forecast (rather than in the expla-
nation) the highest goal of the models it develops. But even if one accepts this 
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interpretation, one must bear in mind that the safest way to predict the behav-
ior of any system is to have a good understanding of its functioning. Gul and 
Pesendorfer emphasize strongly that the economist should rely on “the data on the 
choices” to measure the reliability of its models. The problem is obviously that it 
is impossible to interpret the behavior of an individual such as, for example, his 
choices without a variety of underlying assumptions, which are based in particular 
on how this individual will represent the options and their probability (the beliefs) 
and on the way in which he attributes them a value (his wishes). Without these 
options on the way in which states of mind change, a set of behaviors cannot 
simply reveal the relationship between preferences: we would be faced with the 
practical problem of indeterminacy of Quine-Duhem (Guala 2005). This affirms 
that the economist does not need to know if the agent “is motivated by the pur-
suit of happiness, a sense of duty, an obligation or a religious impulse” (Gul and 
Pesendorfer 2008, p. 24), which introduces considerable confusion. In fact, even 
at the level of ordinary language, the concepts “the pursuit of happiness” “sense 
of duty”, “religious obligation” or “on impulse” define determining characteris-
tics of the utility functions of agents. To say that someone acts on “impulse”, for 
example, means attributing to the agent a utility function which is sensitive to the 
passage of time. So there is behavioral data relevant to determining whether or 
not someone acts on impulse: just measure the impact of the passage of time on 
his behavior. At the same time, it is interesting for an economist to know if a per-
son acts out of a “sense of duty” or “interest”, because “the sense of duty” refers 
to the idea that his preference would remain the same even if his interest changed. 
One can reply by saying that the economist does not just want to know whether or 
not a given behavior is or is not sensitive to the passage of time, but he wants to 
be able to quantify the impact of the time variable in a formal model. Or again, he 
wants to know exactly to what extent the sense of duty makes the behavior resist-
ant to the interference of personal interests. Once the question is presented in this 
way, however, it becomes much less interesting to try to determine if the econo-
mist has the right to use a concept such as “impulse” to describe a utility function 
or whether he should limit himself to formal representations of preference rela-
tionships. You could support the second option, as do Gul and Pesendorfer, but 
this implies a narrow vision of the conceptual means available to the economist. 
Moreover, this also leads the economic theorist to move away from the concrete 
practice. Contrary to what happens in theory, the naive and scientific psychology 
terminology is ubiquitous for describing utility functions.

However, if we admit that neuroeconomics may be relevant, we must under-
stand if it is already or if it can potentially become so. On this subject, opinions 
differ. Some, like Harrison (2008), appear largely pessimistic due to the consider-
able gap between the claims and achievements of neuroeconomists. Others, like 
the aforementioned Colin Camerer, are quite optimistic and believe that the con-
tribution of neuroeconomics is already real. Harrison’s skepticism derives from a 
characteristic of neuroeconomic research referred to above. We saw, in fact, that 
neuroeconomics is often limited to a search for neural correlates of known and 
studied phenomena in psychology and behavioral economics: for example, the 
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aversion that comes from receiving unfair offers, the pleasure of punishing incor-
rect behavior, the suffering related to social exclusion. But, if a phenomenon has 
already been studied on a psychological and behavioral level, what need is there 
to know the neural correlates? Harrison raises precisely this point. Let us con-
sider variables such as risk aversion or aversion to ambiguity. Not only are the 
phenomena well-known on a psychological level, but there are numerous experi-
mental methods which allow determining the value of the agents. What then can 
neuroeconomics add? Ideally, it can help to identify the components of the mech-
anisms involved in the production of these two phenomena. For example, Brian 
Knutson and colleagues (Knutson et al. 2005) showed that the medial prefron-
tal cortex (CPFm) is activated in proportion to the objective probability of gain. 
For their part, Ming Hsu and colleagues (Hsu et al. 2005) have established that 
there is a positive correlation between the ambiguity of a choice and activation 
of a circuit connecting the amygdale and the orbital frontal cortex (COF). These 
studies show, therefore, that two phenomena are identified as distinct from behav-
ioral economists—risk aversion and aversion to ambiguity—are produced by dis-
tinct mechanisms. What can the economist derive from this discovery? Does it 
allow him to better assess the utility functions of the methods traditionally used 
by behavioral economics? Once again Camerer (2008b) seeks to give an answer 
to this question by trying to clarify what the economist can derive from the analy-
sis of neurons. Camerer’s idea is to use data on the brain to decide empirically 
between theories that are difficult to distinguish by means of tests of market 
forecasting (using the usual data). Camerer’s claims therefore remain relatively 
modest.

Neuroeconomics allows us to see if the models are on the right track, by verify-
ing for example, if separate variables correspond to components or separate pro-
cesses. Neuroeconomics, according to Camerer, however, may be destined to play 
a greater role, leading economists to consider the importance of variables hitherto 
neglected. In this case, it would cease to trail psychology and behavioral econom-
ics, and would drag the economy directly to a beneficial progress.

If the idea of producing decision-making neuroscience is seductive, it is how-
ever, necessary to recognize the limitations of the research conducted so far. 
Neuroeconomics meets the same methodological difficulties as cognitive neurosci-
ence. As shown in detail by Craver (2007), all neuroscience methodology has limi-
tations. The visualization of brain imaging and recording unitary neuronal activity, 
for example, are used to locate areas in which brain activation coincides with deci-
sion-making, but are not enough to prove the causal implications of these surfaces. 
Further arguments must be added to the techniques of localization. Some authors 
have criticized the tendency of neuroeconomics to draw hasty conclusions based 
on very limited experimental data (Rubinstein 2006; Harrison 2008). If the criti-
cism is justified, it is more about the rhetoric that often accompanies these studies, 
and the neuroeconomists are certainly not to blame for wanting to promote their 
research programs. The limits of the various approaches do not justify the aban-
donment of the search for causal mechanisms, but encourage us to be prudent and 
to remember the importance of the integration of the different methods.

2.5 Doubts, Feasibility and Future of Neuroeconomics
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3.1  Biology and the Economy

According to some theorists, economic phenomena that determine wealth are pri-
oritized in research. This “substantial” definition is often contrasted with the “for-
mal” definition by Lionel Robbins (1935), stating that economic science owes its 
unity and specificity to the fact that it studies contradictory choices. The agent has 
limited resources to distribute between different objectives, and he must choose 
to sacrifice some objectives for the benefit of others. This definition, by intrinsi-
cally linking economics to the theory of choice, has led economics, as a science, 
to focus on human behavior as a relationship between ends and means. In other 
words, economics is the science of choosing the most advantageous option among 
several alternatives, depending on one’s context and needs. The aim is therefore to 
make the most favorable long-term choice. However, in everyday life, many pos-
sibilities arise when we make an important decision; thus, the consequences of our 
choices are not clearly predictable or known a priori. In this complex and uncer-
tain environment, our choices have consequences that become more or less attrac-
tive over time. Experience allows an agent to accumulate knowledge about the 
consequences of different choices and to develop preferences for some. If an agent 
understands the consequences associated with each choice, uncertainty decreases, 
and decisions are driven by the agent’s preference or by risk aversion.

Consequently, we can speak about the decision-making process as an adap-
tive process that manifests itself in fundamental steps as an individual negotiates 
a complex and dynamic environment. Decision-making allows us to control events 
and make choices that are profitable. When making a good choice, an agent learns 
about a new situation, considers prior errors while progressing forward, and modi-
fies the actions that have previously proven inappropriate. In contrast, when agents 
make choices that have systematically unfavorable consequences for themselves 
and/or for their group, their decisions are said to be inappropriate (or pathologi-
cal). The most complicated aspect of decision-making is that the values that we 
assign to each choice are influential. The preference for one action over another 
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depends on the way the brain interacts with external and internal stimuli. These 
same mechanisms are necessary to constrain our choices by anchoring them to our 
biological needs. The ability to assign values to different choices becomes more 
sophisticated over time, and assigning values to choices represents a valid strat-
egy for solving problems that affect our survival and need for flexibility in dealing 
with the uncertainties of the surrounding environment (Montague 2006). Living 
things also tend to develop increasingly complex structures by virtue of accumu-
lating changes or adjustments that alter their previous configurations.

This approach constitutes a critique of “orthodox” economics, which consid-
ers data at the micro level, including all possible production plans. In the his-
tory of economic thought, since the studies of Cournot (1838), who was the 
first economist to apply the physical model and its powerful means of investi-
gation—differential calculus—in economics, the act of economic exchange has 
been viewed as analogous to the transmission of movement through a machine. 
This physical–mathematical explanation of economic phenomena was developed 
largely by Marginalists Leon Walras and Stanley Jevons. The economic ortho-
doxy, trapped in an idealized vision of the world, is committed to revealing an 
increasing number of truths about how the world works, rather than developing 
possibilities about how the world might work. Not only is there no such thing as 
theorems in orthodox economics, but the field cannot address questions about, 
for example, the process that allows us to structure the catalog production pro-
cess, the factors that are likely to lead to change, or the reasons for differential 
access to economic realities. More generally, the field of economics has been 
criticized of building models that are insufficient to explain reality. Models that 
drew inspiration from physical facts had the major limitation of not taking into 
account that phenomena and processes of change happen in a historical context 
and thus cannot be contained by rigid and outdated mathematical models.

It was therefore apparent that contemporary economic theory would have to stop 
relying on the theories of classical physics and turn to biology, the only discipline 
capable of accurately describing economic development (Hodgson 1993). However, 
as Dobzhansky argued (1973), we cannot understand the important concepts in 
biology without the idea of Darwinian evolution by natural selection. This idea has 
demonstrated great explanatory, and sometimes predictive, power, bringing together 
a wealth of experimental data within a single theoretical framework through which 
we can interpret the diversity of life and its many transformations. However, before 
evolutionary biology and economics could establish a fruitful interdisciplinary dia-
logue, both fields had to reach a certain level of maturity. This dialogue became 
possible through a few basic assumptions that the two sciences share:

1. Rarity. Individual economic/biological research resources are limited.
2. Competition. Individuals are competing to acquire limited resources.
3. Maximizing. The individual maximizes its value (utility/attitude) in the attain-

ment of resources.
4. Emergency collective. The processes (market/evolution) are not direct agents 

but still compete against one another.
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This approach considers not the superficial similarity between two constructs, 
but the use of mathematical models in the description of behavior, in particular the 
“optimization theory” and “game theory”. The latter, for example, was first used 
by economists, and was later used to add a time dimension to models of the evolu-
tion of animal behavior. These models, in turn, allowed economists to model the 
dynamic interactions between economic agents. For models to be translated from 
one discipline to another, it was necessary for both disciplines to have the same 
predictive or explanatory goals. This assumption holds in the present study.

In economics, however, the term “evolution” is used in different ways, and 
sometimes has the opposite meaning as it does in biology. There is indeed a sense 
in which the term is not used in the same way in the two fields. In such cases, 
the biological terms are used simply to criticize or justify standard economic theo-
ries or notions. Another promising approach is the evolutionary paradigm, which 
allows researchers to specify a system’s characteristics and then determine its 
development in terms of breeding and selection. Although several authors have 
referred to the economy as a biological system, Alfred Marshall puts forth an 
enhanced evolutionary paradigm. In fact, he was the first to argue in favor of an 
“organic economy” based on the assumption that economic and biological phe-
nomena share a large number of similarities, from their complex and organic 
nature to their involvement in an evolving world. Both qualitative and quantita-
tive influences on both kinds of systems imply that future events never reproduce 
prior conditions. His original idea of economic dynamics (or rather of economic 
development) derived from a biological model was long ignored until other areas 
of research had been permeated by evolutionary theories. Its main merit was that 
it used the theory of evolution not to justify a posteriori the basic postulates of 
neoclassical economics (as Alchian and Friedman did later), but on the contrary, 
to create new directions for the discipline. As Schumpeter pointed out, the greatest 
merit of the work of Alfred Marshall is that it provided a foundation for subse-
quent important ideas. More than any other economist, Marshall was credited with 
having paved the way for later economic research (Schumpeter 1954). In particu-
lar, Marshall integrated the spatial dimension, by translating it in terms of adapta-
tion to an environment, and the temporal dimension based on the common descent 
of organisms of the same species.

3.2  Economic Progress and Evolutionism

In mainstream economic theory, change is interpreted as a fundamentally exog-
enous phenomenon that is caused by external shocks to the economy, is largely 
unpredictable, and generates changes in the data on which decisions are based. 
The theory must merely note changes in tastes, technology, capital resources and/
or the expectations of market agents without altering its analytical approach.

The research program initially formulated by Marshall (1890) in Principles 
of Economics after he decided to devote himself to economic studies showed his 

3.1  Biology and the Economy
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intention to rethink this classic theoretical framework from the inside out. He 
aimed to update, extend and formalize the Millian-Ricardian traditional theoretical 
paradigm. Eager to remedy what he considered two specific limitations of classical 
economics—the use of a conceptual language away from the market and the lack 
of quantitative analytical instruments—but reluctant to introduce radical changes 
in method or theoretical perspective, Marshall could only approach the problem 
through incremental innovations and the progressive loss of meaning. He then 
decided to combine the classical economic categories, appropriately revised in 
content, with some new and empirically relevant concepts. The exploitation of bio-
logical evolutionary theory is the foundation on which this new research program 
was centered. In addition to the Principles, Marshall’s later work, Industry and 
Trade (Marshall 1919), is marked by the chronic dissatisfaction that is revealed 
every time Marshall found analytical economic instruments not to be immediately 
applicable to practical situations. As we have said, however, building a satisfactory 
economic theory of evolution does not only involve searching for similarities with 
the biological notions of natural selection, of change, and of the unit of selection, 
but should include considerations beyond the simple concepts. In fact, applying 
the principle of natural selection to the evolution of patterns of social organiza-
tion and industry, both of which are theoretically relevant in economics, requires 
upstream integration and an understanding of Darwinian evolutionism as part of a 
global issue.

Alfred Marshall worked from this perspective, asking how Darwinian evolution 
could be used in the study of economic phenomena. In fact, Marshall is unique 
in being one of the first economists to take explicit recourse to a dual approach, 
including both static and dynamic components, to the study of economic phenom-
ena. Both approaches are structured around different reference systems, namely 
the physical model and the biological model, respectively. Marshall writes: “There 
is an analogy between the relatively strong first stages of an economic reasoning 
and the static step in the physical sense. But there is a step so profitable in the last 
stages of an economic reasoning and dynamic methods? I think not. I think that 
in advanced stages of reasoning, biological analogies are more appropriate than 
physical” (Marshall 1991, p. 106). In this step, the two reference systems (i.e., 
the physical and biological) do not involve the same kinds of underlying theoreti-
cal reasoning. According to Marshall, in fact, set formal similarities in physics or 
mathematics have the advantage of providing static solutions, with an emphasis 
on some economic aspects. In this case, researchers can establish a formal cor-
respondence between two fields of knowledge (physics and economics), but the 
contribution of physics to economic analysis is exhausted in providing a series of 
arguments that do not lead to useful conclusions. In contrast, Marshallian biologi-
cal analogies establish a substantial correspondence between two fields of study 
through a coherent network involving similar relationships between objects and 
properties in both domains. Although the analogy of form is an integral part of 
the construction of a logical theory, it is essential that the pre-theoretical assump-
tions also fit the analogy. Frequently, an emerging field adopts the scientific para-
digms of another field that is more consolidated or considered more classical. In 
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the case of Marshall, this may seem paradoxical given that biology as a discipline 
was established in the nineteenth century (by Lamarck), whereas economics is an 
older discipline. In fact, Marshall uses biological analogies to address questions 
about economic dynamics that predate the discipline of biology. However, the 
real question is whether the use of biological analogies surpasses simple imitation 
to become a useful tool for understanding new knowledge. Our analysis aims to 
demonstrate how Marshall approaches the study of economics from the Darwinian 
evolutionary perspective, identifying the economic forces as driving forces and 
progress in a changing world. In Marshall’s era, most of the theoretical constructs 
developed by the fathers of the equilibrium theory were based on an abstract 
notion of time borrowed from rational mechanics. For example, the mathematical 
conditions on which Walras’ Law based its concept of balance canceled out at each 
time horizon.

As highlighted by Claude Ménard, “the action and the consequences are mixed, 
the dimensions are perfectly continuous; […] we are in a world less time and at 
no cost”. From a technical point of view, “the time the image is copied on the kin-
ematics of the machine without friction […] and the overall time is only moments 
(of arrests over time) juxtaposed” (Ménard 1979, p. 3). Thus, as time is material-
ized continuously and uniformly, an economist can afford to abstract this variable 
in the determination of economic laws.

Incorporating the notion of time is one of the most demanding aspects of con-
structing any economic model, and traditional economic analysis ignores this 
factor. In Darwinian evolution, time is inseparable from the origin of the living 
world and its evolution and is associated with ideas of continuity, instability and 
contingency. According to Bergson, time evolution is a real-time envisioned as a 
stream, or in other words, as the mobility of being itself, and is opposed to abstract 
time, time that intervenes in our speculations on systems artificial, that die and 
are reborn forever (Bergson 1996). Similarly, Alfred Marshall defined economic 
progress as organic growth, limited, restricted and sometimes opposed by a host 
of factors that affect each other and the effect of which varies depending on the 
state of growth already achieved by each of them (Marshall 1991). His analysis of 
the balance has different bases and differs from the analyses of other equilibrium 
theorists (like Walras or Jevons) mainly because he considered the time period. 
The choice of the time period, in fact, determines the point of view of the observer 
and therefore determines the theoretical explanation. The two crucial Marshallian 
periods, the short term and the long term, define profoundly different modes of 
regulation. In the long term, for example, the determination of specific regulatory 
mechanisms of the market becomes more difficult because the market’s temporal 
behavior depends on the duration considered. So, whereas according to Walras, the 
“real” market plays the role of a logical construction, the markets are in equilib-
rium in time in the Marshallian tradition. Ménard noted that the very foundations 
of equilibrium in Marshallian marginalist economic thought involve biological 
analogies: “the problems raised by the integration of decentralized markets and 
drive led him to seek the active side of the living expression of the most suitable 
models of economic processes” (Ménard 1979, p. 51).

3.2 Economic Progress and Evolutionism
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Marshall shows us how the whole organization is characterized by its transitional 
form, which compromises any claim that economists could identify universal laws 
similar to those of physics. As an example, Marshall presents the principle of divi-
sion of labor. This principle, at the time of Adam Smith, was identified as a “routine” 
that favored high-quality products through standardization. This principle gradually 
took the form of mechanization, a process by which man is gradually replaced by 
machines. Marshall has shown that, regardless of its form, the principle of division 
of labor must remain suitable for the purpose for which it is applied. Adam Smith 
had already explained the advantages of this method, but, as Marshall shows, Smith 
always hoped to develop a universal law that would guarantee the prosperity and wel-
fare of the people who followed it. This form of industrial organization, which met 
the needs of Smith’s time, owes its success to temporary benefits that outweighed its 
drawbacks (especially on social matters). By contrast, Marshall’s economic model is 
inseparable from the social reality; therefore, more must be known about the social 
reality in which the model operates and its likely impact on daily life.

The problem for Marshall is therefore to find a classification system that 
allows the economist, using a small number of terms in common use, to express 
a large number of fine distinctions. The main difficulty is expressing all of this 
information in a language that is intelligible to the general public while structur-
ing a system of universally valid definitions. The solution proposed by Marshall 
is of utmost importance to the goal we set for ourselves because it makes direct 
reference to Charles Darwin and his classification system. We quote a significant 
step in which Marshall, after having adopted the Millian idea to develop a scien-
tific classification for economic objects, described the precise nature of this enter-
prise: “But we meet at starting with the difficulty that those propositions which 
are the most important in one stage of economic development, are not unlikely to 
be among the least important in another, if indeed they apply at all. In this mat-
ter economists have much to learn from the recent experiences of biology: and 
Darwin’s profound discussion of the question throws a strong light on the difficul-
ties before us. He points out that those parts of the structure which determine the 
habits of life and the general place of each being in the economy of nature, are as 
a rule not those which throw most light on its origin, but those which throw least. 
[…]. And in like manner those properties of an economic institution which play 
the most important part in fitting it for the work which it has to do now, are for that 
very reason likely to be in a great measure of recent growth” (Marshall 1890; II, I, 
2). In the context of economics, this means that the real “affinity” (Darwin’s term) 
or a particular notion of the fundamental properties determine its adaptation to the 
medium, although this pattern is limited to those properties that are “the result of 
hereditary community of descendents” (Darwin 1967). Marshall wanted to prove 
that the current social organization is the product of slow development over many 
generations, during which basic properties of the organization were conveyed as 
a sort of code. Such is the influence of heredity for Marshall, and this influence 
works both for living things and for business organizations. He attempts to show 
how most of the distinctions that are expressed in economic terms are based on 
differences of degree, not of nature.
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However, since the publication of Darwin’s theory, there has been a misconcep-
tion that originated in the identification that was made between trends and pro-
gress. This is partly explained by the influence of the writings of Herbert Spencer, 
a philosopher and contemporary of Darwin, who tried to unify under one princi-
ple the law of evolution and the phenomena described by the natural and human 
sciences, thereby distorting Darwin’s original ideas. The law of evolution, accord-
ing to Spencer, expresses a tendency inherent to the increasing complexity of the 
organization of living things. Darwin never argued this, but he contributed, in a 
way, to ensuring that this misunderstanding endured by replacing, albeit with 
some reluctance, the notion of natural selection in the sixth edition of “The Origin 
of Species” with that of “survival of the fittest”, borrowed from Spencer. Some 
have interpreted this new formula as the quintessential example of the victory of 
the strong over the weak. However, Darwin’s key idea of natural selection has, as 
its ultimate goal, continual improvement, which inevitably leads to gradual pro-
gress in organizations and in most living beings. As Pievani stated: “It is impor-
tant to remember however that Darwin never tired of his theory resolutely away 
from any social and political implications: the struggle for survival, for him, was 
a complex scenario of interrelations between organisms in an ecosystem and had 
nothing to do with the metaphor of the survival of the fittest that will suffer dire 
applications in the social and racial field” (Pievani 2005, p. 8). Consequently, what 
we call progress or adaptation is only the necessary result of inevitable interac-
tions between the system and its surroundings. The idea of evolutionary progress, 
therefore, does not imply that of an internal principle of improvement. Many have 
misunderstood the mechanism of natural selection, partly because they have inte-
grated the pattern that underlies it. Natural selection is not deterministic; instead, it 
must be interpreted as a statistical concept: to have more than a genotype does not 
guarantee survival and abundant reproduction; this only gives a higher probability 
(Mayr 1982).

In a chapter devoted to the analysis of social and industrial organizations, 
Marshall seamlessly integrated this dissociation between progress and develop-
ment that exists in the Darwinian theory of evolution. He writes: “in the same 
way, that greater factor of economic prosperity, the organization of a well-ordered 
state, is the product of an infinite variety of motives; many of which have no 
direct connection with the pursuit of national wealth” (Marshall 1890; IV, VIII, 
5). This definition includes any economic models that include two characteristics 
from the main philosophical concept of Darwinian evolution: first, the integra-
tion of a historic time for the study of economic forces such that scholars must 
consider irreversible phenomena, and second, economic evolution does not pre-
suppose the idea of a linear change oriented toward perfectibility. Evolution and 
progress are two separable notions. This dissociation explains how the different 
forms of social organizations and industries undergo a process of worldwide eco-
nomic natural selection that gradually eliminates those agents that do not prop-
erly adjust to changes while simultaneously promoting the development of new 
organizational forms. In addition, the economic mechanism of natural selection, 
similar to the analogous mechanism in biology, is understood probabilistically. 

3.2 Economic Progress and Evolutionism
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Outside influences may prevent the emergence of an organization that appeared 
perfectly adequate a priori because “Conversely, the struggle for survival may 
fail to bring into existence organisms that would be highly beneficial: and in the 
economic world the demand for any industrial arrangement is not certain to call 
forth a supply, unless it is something more than a mere desire for the arrangement, 
or a need for it” (Marshall 1890; IV, VIII, 1). Finally, Marshall retains the uncer-
tainty surrounding the mechanism of natural selection. Progress in the division of 
labor, as a special form of organization, is mainly due to external factors, such as 
“It is the largeness of markets, the increased demand for great numbers of things 
of the same kind” (Marshall 1890; IV, IX, 3). He then proposes an analogue to 
the Darwinian principle of divergence, derived from Milne-Edwards’ physiologi-
cal division of labor, which provided a preferred direction change. According to 
this principle, the conquest of new ecological niches created new opportunities for 
innovative organizations to thrive. When an organism creates the ecological con-
ditions in which it can thrive, it not only diverges from the group from which it 
was derived, but also opens up new possibilities for its existence and reproduction. 
This principle, when applied to economics, explains the gradual disappearance of 
similarly structured firms in the same market.

Marshall, in considering the various forms of organizations, is placed in a con-
text in which real variability is the norm. The environment does not begin with an 
arbitrary definition of industrial enterprises and reject all deviant forms. In con-
trast, it defines a company through its life cycle, “But here we may read a lesson 
from the young trees of the forest as they struggle upwards through the benumb-
ing shade of their older rivals. Many succumb on the way, and a few only survive; 
those few become stronger with every year, they get a larger share of light and air 
with every increase of their height, and at last in their turn they tower above their 
neighbours, and seem as though they would grow on forever, and forever become 
stronger as they grow. But they do not. One tree will last longer in full vigour and 
attain a greater size than another; but sooner or later age tells on them all. Though 
the taller ones have a better access to light and air than their rivals, they gradually 
lose vitality; and one after another they give place to others, which, though of less 
material strength, have on their side the vigour of youth. And as with the growth 
of trees, so was it with the growth of businesses as a general rule before the great 
recent development of vast joint-stock companies, which often stagnate, but do not 
readily die. Now that rule is far from universal, but it still holds in many industries 
and trades. Nature still presses on the private business by limiting the length of 
the life of its original founders, and by limiting even more narrowly that part of 
their lives in which their faculties retain full vigour” (Marshall 1890; IV, XIII, 1). 
These laws of nature act on a company by limiting how long it will operate before 
it loses part of its strength, flexibility and innovativeness in competition against its 
leading competitor.

The idea of a struggle for survival is an old idea, the use of which dates from 
the seventeenth and eighteenth centuries. At that time, it was considered a benev-
olent formula, which allowed the necessary corrections to the balance of nature 
(e.g., Line, Cuvier). The Darwinian theory of the struggle for existence calls into 
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question the idea of a harmonious consistency of the world. Just as Darwin views 
the adaptation of organisms to be a dynamic process and a static status over time, 
organizations are doomed to extinction unless they continually change and adapt. 
Returning to the economic context, the Darwinian principle of the struggle for 
existence expresses a similar idea about the competition for resources between 
several agents. Note that this implementation is only possible because Marshall 
views the company in terms of its organizational structure. Marshall applied this 
idea to the competition between organizations within a specific industry. In par-
ticular, as Keynes, who was a student of Marshall, once said: “The volume as a 
whole also serves to illustrate what Marshall was always concerned to emphasise, 
namely, the transitory and changing character of the forms of business organisa-
tion and of the shapes in which economic activities embody themselves. He calls 
particular attention to the precarious and impermanent nature of the foundations 
on which England’s industrial leadership had been built up” (Keynes 1924, p. 
213). Specifically, Marshall considers large companies that have evolved methods 
of mechanization to be most advantaged because they can take advantage of both 
external economies related to the overall development of the industry and domes-
tic economies linked to their resources.

Some authors, while recognizing the innovativeness of the biological analogies 
mobilized by Marshall, have criticized the fact that they have a consistent explana-
tory form and have not been systematically integrated into the body of the analy-
sis. For example, Geoffrey Hodgson (1993) argues that the expressions are nothing 
more than biological metaphors of style and that, therefore, Marshall’s biological 
model of the economy is more a promise than a fact. Similarly, Clark and Juma 
(1988) show that despite the use of biological metaphors, Marshall’s work is pri-
marily non-evolutionist: “[A]lthough he advocates the use of biological concepts, 
his own work paid only token allegiance to the approach. Much of The Principles 
of Economics is non-evolutionary except for the sections which deal with indus-
trial organization and the division of labour where he draws on the concepts of 
survival of the fittest and psychological view of human behaviour. He sees large-
scale industries as trees of the forest which grow, compete for light and water, lose 
vitality, grow old and die” (Clark and Juma 1988, pp. 203–204). Nelson (1995), on 
the other hand, while crediting Marshall with developing a new kind of economic 
analysis, notes more mechanical than biological analogies. Although Marshall 
was attracted to “biological conceptions” of economic ideas, it is apparent that he 
found himself forced to fall back on “mechanical analogies”. Therefore, he must 
have found it very difficult to develop a formal theory based on “biological con-
ceptions” that he thought adequate for economic analysis (Nelson 1995, p. 49).

However, we cannot dismiss the ideas of irreversible change and organic 
growth present in the work of Marshall. Through the analysis of long-run sup-
ply curves with increasing returns, Marshall offers a clear example of irreversible 
phenomena. This “Marshallian vision” marks a clear departure from tradition, in 
which such abstract economic terms as law, normal trend, and average power do 
not express what really happens, but what might happen based on certain assump-
tions that are never exactly realized. The real novelty of Marshall was that he 
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passed this limit by drawing parallels between biological and economic laws. He 
gives us a monistic view of the world in which economic and biological phenom-
ena are governed by comparable laws.

3.3  The Computational Methods and the Engineering 
Approach

According to Foucault (1998), each “age” possesses special conditions that allow 
us to reflect on the kind of knowledge of a particular historical moment. Over 
time, epistemology has identified a common basis for various forms of scientific 
knowledge across disciplines. As economics and biology are traditionally placed 
on opposite sides of the frontier between the natural and social sciences, it is pos-
sible to think of their relationship as simply an exercise in reductionism.

Reductionism implies a hierarchy between the disciplines. Thus, the reduced 
discipline sees its traditional methods scientifically discredited, and the substance 
of his research “best explained” by the scientific models and methods of the reduc-
ing discipline. What framework would then be reduced further?

It is known that the logical empiricists built their entire approach on the idea 
that scientific theories are the very heart of science. A theory must be understood 
as a formalized system based on axioms from which one can deduce the conse-
quences of an action, which in turn, can be verified experimentally. These philoso-
phers have almost always chosen examples from physics, in which most of them 
were educated. Therefore, the problem of reductionism is viewed in this frame-
work in terms of relations between theories. The classic work of Nagel (1961), 
Structure of Science, offers perhaps the best illustration of this concept and also 
largely dictated the content of subsequent discussions. According to Nagel, the 
reduction of one theory into another requires that two criteria are met. First, the 
laws of the reduced theory must be able to be derived from the reducing theories 
(the condition of differentiability). Second, the vocabulary of the two theories 
must be able to be related by translation (the condition of connectability). These 
criteria are known as the principles of the bridge, or bridge laws. This second con-
dition would appear to be easily met because these philosophers defined every 
theoretical term at the level of observation. This consistency guarantees that two 
theories can be translated and compared. However, it became clear quite quickly 
that these laws raised a great number of difficulties. Philosophers such as Thomas 
Kuhn and Paul Feyerabend have shown in their works the different theories that 
could not be compared to each other with all the beauty and simplicity of logic 
that characterized the logical empiricists. Countless debates gave rise to the idea 
of incommensurability between the theories proposed by Kuhn, but it became 
clear that development in relation to theories and their vocabulary was far from 
being a matter of course. Because these issues were initially discussed using 
examples in physics (as was long the case in philosophy of science), the appli-
cation of this reductionist biological framework created additional difficulties. 
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The case attracted the attention of philosophers of biology interested in the pos-
sible reduction of classical genetics to molecular biology. When philosophers of 
science began to debate this topic, toward the end of the 1960s, molecular biol-
ogy had grown into a thriving, successful field that seemed capable of explaining 
biological processes at the molecular level. The field had discovered that genes, 
which had been theorized by Mendel and geneticists in the first half of the twen-
tieth century who had studied in detail the modes of genetic transmission, were 
in fact made up of a sequence of nucleotides in a double helix of DNA. It there-
fore seemed reasonable to expect that molecular biology could reduce Mendelian 
theory, including its laws on the segregation of characters and the concepts of the 
gene, the allele, recombination or even dominance. The most successful attempts 
to apply the reductionist framework in this example can be found in the work of 
Schaffner (1967, 1969) and Ruse (1971), but here I summarize the questions that 
have arisen since the 1970s. The fundamental problem that theoretical reduction-
ism encounters when applied to biology is that each entity of classical genetics can 
be achieved in various ways at the molecular level. Expressing a functional entity 
in molecular terms would require an infinite separation of structures and molecular 
processes, which would certainly be very heterogeneous. This is a one-too-many 
relationship. This problem is also called multiple reliability. To better under-
stand this idea, consider the case of the gene (Hull 1974). The more knowledge in 
molecular biology progressed, the more it became obvious that it was not possible 
to determine, in molecular terms, the definition of a gene in general. In fact, this 
problem exists at two levels. First, if one admits that genes correspond to parts of 
DNA, one must recognize that the category of a functional gene corresponds to an 
infinite number of DNA sequences. But the problem is much deeper if you con-
sider that the molecular definition of a gene should include not only the sequence 
itself, but also the molecular mechanisms that enable its effects. The inclusion 
of context, then, presents two difficulties. On the one hand, we risk worsen-
ing the problem by integrating additional mechanisms into our multiple reliabil-
ity analysis. On the other hand, we refer to the molecular aspects of the context, 
undermining the foundations of reductionism. The case of dominance is equally 
illuminating because it seems to exist in a number of ways at the molecular level. 
We can therefore say that the central problem of this first form of reductionism is 
related to the complexity of the relations linking the two fields of biology of which 
we speak.

The feasibility of the idea of multi-level generalizations that have a certain 
independence from the lower-level mechanisms that implement them is quite 
important. Thus, the principles outlined by Mendel possess an explanatory power 
that does not depend on the details that molecular biologists can describe. Waters 
(1990) speaks in terms of details that are extremely complex, but would not be 
relevant to high-level phenomena. According to Kitcher (1984), the law of seg-
regation is completely explained by reference to the fact that there are two cop-
ies of each chromosome and that a copy of each is found in each gamete. It is 
in this sense that the functional explanations in biology are irreducible. The posi-
tivist framework in which this debate arose, with its insistence on laws, has now 
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been largely abandoned. As many authors have shown, there are no laws in biol-
ogy (with the possible exception of the principle of natural selection), and biolo-
gists seem more interested in studying particular phenomena and mechanisms that 
describe universal principles. After all, it is reasonable to conclude that if there are 
no laws or general theories in biology, the issue of reductionism must be addressed 
in a different way than in terms of relations between theories. Because we are con-
cerned with individual cases and universal generalizations, the problem of multi-
feasibility ceases to be a concern. In fact, it is no longer a reduction of type to 
type, which corresponds to the reduction of one theoretical term to another, but a 
reduction of occurrences (token–token), that is, of one particular case to another.

For several years, the problem is more room in terms of theoretical reduction-
ism but in that of explanatory reductionism. Explanatory reductionism can be 
qualified in so far as it can be reduced, but the theories cease to provide expla-
nations. William Wimsatt suggested a very clear definition of explanatory reduc-
tionism: “A reductionist explanation of a behavior or property of a system is an 
explanation that shows that they are explicable in terms of mechanical properties 
of parts of the system and their interactions” (Wimsatt 2000, p. 293). According 
to this definition, in fact, trying to reduce a complex phenomenon to its simpler 
constituents, or to explain reality through the macroscopic relationships among 
smaller elements, is a good heuristic.

This definition clearly shows that explanatory reductionism is fundamentally 
linked to the question of mechanism. Philosophers have begun to pay attention to 
particular explanatory models, as opposed to general laws and theories, and this 
change has also manifested in a decade of a mechanistic framework of analy-
sis in the philosophy of biology. A series of articles dating from the late 1990s 
and early 2000s mainly raised these discussions. The issue of what a mechanism 
and a mechanistic explanation exactly are in biology has given rise to various 
discussions. Different responses have been proposed, but scholars agree on the 
definition of a mechanism. A mechanism is made of parts that interact causally 
to produce a certain phenomenon. A mechanistic explanation of a phenomenon 
therefore provides a description of the mechanism responsible for the production 
of this phenomenon. In Glennan (2002), a mechanism is defined as interactions 
between parts that induce a change in another part. These relationships between 
parts are defined primarily in terms of laws and invariant relations. In an article 
that has come to represent this debate, Machamer et al. (2000) state that a concept 
expressed only in terms of ownership of shares and their changes is insufficient. 
For this reason, I introduced the concept of activity. One of its purposes is to avoid 
resorting to the concept of law because these mechanistic explanations would be 
meaningless. According to their definition, a mechanism consists of entities and 
activities that produce regular changes. The entities and their activities must be 
capable of explaining how one moves from an initial to a final state through a 
succession of stages with no break in continuity. The purpose is to explain how 
the changes are made. The notion of activity is better than that of interactions for 
explaining this presumed ability to make changes. We will not compare these two 
concepts in detail, but it should be noted that, as Tabery (2004) showed, they are 



77

not only compatible but complementary. On the one hand, the notion of activ-
ity can give a better account of the ways in which interactions produce changes 
in ownership. On the other hand, the idea of productivity becomes less abstract 
when it is approached in terms of change of ownership. It should be noted that, in 
the mechanistic framework, the relationships between levels are not designed in 
a strictly reductive manner in the sense that these are complex relationships that 
must be thought of in two ways. As noted, in a mechanistic explanation, there is 
a double constraint: on the one hand, lower-level entities create the phenomena 
in question; on the other hand, the system in which the mechanism is built must 
be fully examined. The explanation, therefore, cannot be reduced to a single level 
(Darden 2005). It is in this sense that we often talk about inter-level models and 
integration between sectors (interfield integration). However, a mechanistic expla-
nation may move in a reductionist direction to the extent that a phenomenon is 
produced by interactions between entities at lower levels.

At present, references to economics as “applied biology” (or vice versa) must 
assume a set of “pure” concepts in biology that find applications in empirical eco-
nomics. This is the case of a characteristic that has marked the recent development 
of both sciences, namely the use of computational methods. The idea of compu-
tation was first used in biology, assuming biological mechanisms of information 
processing. This idea was introduced in the mid-twentieth century by two Nobel 
laureates, Max Delbruck and Linus Pauling. They argued that the main element 
of the interaction of biological reactions was complementary molecular structures 
(like a lock and key). This intuition proved correct, and today it constitutes the 
perspective on which on the entire field of molecular biology is based: structure 
and function. The shape of a molecule determines with which other bioactive mol-
ecules it can interact, i.e., those that have a complementary shape. As written by 
the philosopher of science Telmo Pievani: “While the explanation is based on the 
physical consequences of the timeless laws, the biological explanation has to do 
with <Functions>: we do not say that the Moon has the function to raise the tides 
or the explosion of supernovae is <per> produce heavy materials which make up 
life. Instead, we say that the eyes see and the ears are <per> <per> heard that one 
and the others are products of natural selection and are <built> , in one way or 
another during the development of each individual, from the information carried 
by genes responsible” (Pievani 2005, p. X).

The idea of computing today adds a further element of discussion. It can be 
summarized in the motto “Structure = Function = Computation”. The appealing 
idea, placed in the center of numerous philosophical debates, is that the mind is 
not identical to the brain or the interaction of its parts, but the mind is equiva-
lent to information processing (computation). The latter is the intuition that Turing 
applied to our thoughts, viewed as the equivalent of computational steps that “run” 
on a particular device, in this case, our brains. All the “stuff” of thought is noth-
ing but configurations of the information gathered, processed and transformed by 
physical mechanisms of the brain. In this way, abstract and intangible things like 
thoughts are the basic operations of our physical brain. Even Turing’s intuition 
found fertile ground in biology, so that we can speak of its application to living 
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cells. For example, consider DNA. The deoxyribonucleic acid (DNA) has physical 
properties that are quite complex. This is a double-stranded polymer formed from 
bases, equipped with a series of structural and chemical properties that contain 
nitrogen. But the really important thing is that DNA stores and processes informa-
tion, which means that, above all its thousands of physical properties, DNA is a 
nanoscale computational device. And what is even more interesting is that DNA 
carries information for the construction of small machines (proteins) that can 
transfer more information, also encoded in its sequence (Montague 2006). Genes 
are transcribed from DNA, genes form proteins, proteins form tissues and organs, 
such as the heart, lungs, bones and brain, which operate to control bodily functions 
and psychological experiences. The structures (patterns) are, in turn, new struc-
tures in which each small part is engaged in computation. The whole organism can 
therefore be broken down into discrete parts, each of which will find an optimally 
adaptive function. The latter, namely the creation of good function, is dependent 
on a specific function, almost like a car that has a good “construction of the gear”. 
In this economic rationale, algorithmic or computational models are particularly 
relevant. In fact, an algorithm is a mechanism (because it can be broken down into 
routines and subroutines) that is subjected to constraints of tractability. To imme-
diately dispel any contradictory interpretation, it is important to specify that you 
are not speaking of what has been described in the classic functionalism (or com-
putational) literature. This literature, in fact, reduced cognition to only one level of 
organization (the software), which was made of a material (the brain), justifying 
this reduction through a simplistic analogy with the computer. In the new view, 
however, both computers and the brain are seen as hierarchical structures that can 
be decomposed into many levels of information processing: the system of exploi-
tation, the essential system (shell), assembly, machine language, and application. 
Rather than simply a structural and a functional level, there is a hierarchy in which 
each function makes up a higher-level structure, in the same way that the brain 
is described as a hierarchy of mechanisms: molecules, neurons, networks, and 
circuits.

An interpretation of the body plan of this type therefore requires a particular 
kind of explanation: namely, an explanation by mechanistic models. A “mecha-
nism”, as we have seen, is in fact a collection of entities and operations (or activi-
ties) organized to produce regular changes in a sequence in time, which can be 
decomposed into the initial conditions (the parameters that allow the conduct of 
the mechanism), intermediate (causal chains: cycles, joints, and networks) and ter-
minals (production, disposal and balance). Let us investigate an example. X1 is 
an entity that causes Φ1, and “because Φ1 X1” is a phenomenon observed in an 
attempt to describe X1’s constitutive, contextual and etiological properties. In the 
constitutive explanation, an “explanandum” type “X1 Φ1 because”, a phenomenon 
that one tries to understand the nature of X1 (such as X1 due Φ1) is coupled to an 
explanans type “P1, P2, P3… Pn performance σ1, σ2, σ3… σn that allows X1 to 
cause Φ1”. This explains, for example, that the pancreas (X1) controls blood glu-
cose (Φ1) because the alpha cells of the islets of Langerhans (P1) produce insulin 
(σ1) and the beta cells (P2) produce glucose (σ2), and so on, according to a certain 
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causal sequence that flows from some initial conditions to the ultimate conditions. 
A more detailed description could include the mechanisms by which cells produce 
the hormone.

This type of analysis, however convincing it may seem, has encountered many 
challenges since its appearance (Lewontin 1974). It is difficult to decide how one 
should (or would) split a body into its “parts”, or discrete components (if they 
exist), that also play functional roles in specific adaptations, including single parts 
and single functions (often because the condition of an adaptive character, or an 
organ, is represented by a plurality of functions or “interweaving of causes”). In 
fact, there may be a multitude of levels and a multitude of sub-elements at every 
level. It should be noted, however, that the explanation is not a constitutive rede-
scription of the same system at a lower level, but a decomposition of a system into 
subsystems. “X1 is Φ1” may also include an explanation in context, knowing the 
interaction of X1, X2, X3… Xn that performs Φ1, Φ2, Φ3… Φn so that a sys-
tem that includes them, S1, performs an Ψ1. Therefore, for example, the pancreas, 
which controls blood sugar levels in a mechanical explanation of the digestive sys-
tem, interacts with the stomach, liver, duodenum, and other organs. In this case, 
the interactions of the pancreas with other entities are of interest, but the constitu-
ents of the pancreas are not. Constitutive and contextual explanations explain how 
an entity or activity is part of a causal network: the first shows how Φ1 X1 is due 
to the activities of the parts P1, P2, P3… Pn from a higher level to a lower level. 
The second kind of explanation, in contrast, interacts with other entities, such as 
X1 X2, X3… Xn, and the explanation is distributed both horizontally (interaction 
between entities) and vertically (moving from a lower to a higher level). A third 
way to explain how the entities and activities are part of the order is by virtue of 
their causal history. An etiological explanation identifies a causal sequence that 
leads to the current performance of Φ1 by X1. Adaptationist explanations are typi-
cal examples of etiological explanations, but they are not the only explanations. 
Development, individual history, learning and social phenomena can be repre-
sented in etiological explanations. They do not describe Φ1 X1, X1 or how X1 
interacts with other entities to produce a system that includes an activity at another 
level, demonstrating where constitutive explanations end and contextual explana-
tions begin (although the former can inform the latter). Thus, an etiological expla-
nation of the regulation of blood glucose (Φ1) from the pancreas (X1) can involve 
both the development of the genes that control cell division and morphology and 
evolution (the regulation of glucose by the pancreas is a feature that is found in 
organisms today because their ancestors had the same feature). We note that an eti-
ological explanation is only one kind of backward-looking explanation involving 
adaptationist thinking, which argues that the current presence of a characteristic is 
due to its earlier adaptivity. An etiological explanation is costly from an epistemo-
logical perspective as it can only illustrate the trajectory of a mechanism.

A mechanistic explanation is fundamentally different from a deductive-nomo-
logical explanation, but the former provides a scientific explanation in the same 
way without the intervention of the law. Rather than an idealization, as with 
the Newtonian laws, a mechanistic explanation postulates a model rather than 
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abstractions. An idealization is indeed a perfect representation of an entity that has 
no empirical counterpart, whereas an abstraction is a simplification of an existing 
entity (Cartwright 1989). The first case, therefore, describes the formal relation-
ship between fictions, whereas the second case describes the relationships between 
entities as real items (Schick 1991). The contemporary philosophy of science rec-
ognizes that, in many cases, to explain a phenomenon is to establish “a causal con-
nection” rather than a nomological one. In biology, economics and psychology, 
the causal explanation proceeds with the formulation of mechanistic models rather 
than a deduction-nomological model. A scientific model will prove to be so, and 
a simplified representation of a hypothetical system is too complex to be studied 
directly. Some theoretical models predict a role of these mediators (Morgan and 
Morrison 1999) between the theory and the data. The theories provide principles 
or practices to formulate a simplified model of the phenomena. In biology, natural 
selection, for example, is not a law of nature, but a general principle from which 
one can construct models of the dynamics or population genetics that will serve to 
make some prediction or explanation.

The goal of theory development is thus not to produce axioms or psycho-
logical models, but to put forth another kind of knowledge that, despite sharing 
some properties with descriptive theories, cannot be reduced to one. It aims, ulti-
mately, to produce technical knowledge, i.e., knowledge that is not confined to 
the natural sciences or mathematical exercises (although the latter often use their 
own theories). This knowledge (which applies in various fields of human activ-
ity, from biology to aerospace engineering, genetic engineering, robotics and 
macro- and micro-economics) is, in fact, technical knowledge, i.e., knowledge of 
“engineering”.

Engineering is often defined as an applied science that requires a set of techni-
cal skills that are difficult to assess as “knowledge”. Instead, it is customary to dis-
tinguish engineering from other sciences with reference to the categories of Gilbert 
Ryle (1949): “know how” (knowing-how) and “know” (knowing-that), which are 
sometimes reformulated as procedural and declarative knowledge, respectively. Even 
to assimilate the engineering “know-how”, science uses “propositional knowledge”. 
Although practical, these distinctions better reflect uses of the word “knowledge” than 
they do actual differences between engineering and science. Developmental psycholo-
gists, for example, use this distinction to differentiate memory systems according to 
their degree of conscious accessibility or the type of representation involved. The dif-
ference lies not in the form of knowledge, but in its use. Although it uses scientific 
knowledge for a practical purpose and makes use of technical skills, some epistemolo-
gists consider engineering expertise to constitute domain knowledge in the proper 
sense of the term, that is, distinct from knowledge of the natural or social sciences. 
Engineering knowledge is, in fact, the designing and building of artifacts that are des-
tined to change the physical or social environment to meet certain needs or desires 
(Vincenti 1990). This form of knowledge, then, is distinct from scientific knowledge, 
which is pragmatic and goal-oriented. So, whereas the scientist describes “what is 
the case”, the engineer describes “what might be the case”, or what, based on some 
assumptions and according to some objectives, “should be the case” (Auyang 2004). 
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In fact, when we deal with building bridges, railroads, skyscrapers, rockets or auto-
mated systems, conditions can affect the outcome of the project. Good projects achieve 
their goal: a “normatively correct” bridge does not correspond to an idealized model 
of the bridge, but it ensures the safe transport of vehicles by meeting the criteria of 
simplicity of construction, durability, cost, and other parameters. In this case, therefore, 
engineering projects are considered for their practical value rather than being evalu-
ated in terms of their suitability to theoretical knowledge. Therefore, knowledge of 
“engineering”, and technological knowledge more generally, is essentially prescriptive, 
that is, composed by procedures or rules that describe actions that should be useful for 
achieving practical purposes (Kroes 1998). The criteria for evaluating technical knowl-
edge, such as effectiveness, cost, safety and utility, are more comprehensive than the 
criteria for evaluating scientific knowledge. The latter is governed by criteria such as 
truth, empirical adequacy and explanatory power. However, even if their projects are 
different, science and technology are in a balanced relationship (Goodman 1984): sci-
ence uses technology during research (e.g., measurement and analysis), and technol-
ogy uses science for project development (design, construction, and modeling). The 
links between science and engineering were highlighted primarily in an epistemologi-
cal study by Quine. Against the normativist objection to naturalism, Quine’s natural-
ized epistemology stated that it was not inconsistent with rules and regulations: “(The) 
normative epistemology is a branch of engineering. It is a technology of the search for 
truth or, epistemologically more cautious in terms of prediction. Like any technology, 
using freely any scientific discovery that it suits her purpose. […] There is no question 
here of ultimate value, (but) its efficacy for an ulterior end, truth or prediction. What 
is normative, as in engineering, becomes descriptive when the terminal parameter is 
expressed” (Quine 1986, pp. 664–665).

Quine’s view can also be applied to economic rationality through a proposed 
engineering concept of rationality. This proposal can be broken down into three 
different theses:

(1) Economic rationality is a branch of engineering.

Under this thesis, the rationality of action is a type of control because it 
explains how a system should regulate itself using the information available so 
that, by satisfying certain criteria, it can reach a certain goal. More precisely, 
the definition of rationality belongs to “intelligent” control research, a research 
area that bridges industrial engineering, operations research and artificial intel-
ligence (Antsaklis 1994; Saridis 1985). To define a rational agent, a search will 
be conducted within the concepts offered in control theory (in engineering), the 
theory of agents (artificial intelligence), and the optimization theory (in opera-
tions research). The rules for these control systems are actually conditions: 
they must reach their goal, keep the system in a certain state, minimize the 
energy expended, and perform calculations in a reasonable time. The engineer-
ing approach thus offers the advantage of working with endogenous constraints 
to formulate rational decision problems: rather than representing a rational agent 
perfectly, a “frictionless” rational agent must take into account the various limita-
tions and constraints inherent to agents.

3.3 The Computational Methods and the Engineering Approach
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(2) Economic rationality is a technology for research utility.

Ensuring the control of a system is a way to solve the problem of optimization 
in which one needs to determine the best solution to a given objective function that 
must be maximized, minimized or stabilized or to estimate the solution as closely 
as possible. Thus, to construct a theory of rationality is to create a model of a sys-
tem optimizer that maximizes its usefulness, taking into account some limitations. 
In particular, the treatment prevents the control algorithm from formulating mod-
els that are incalculable or intractable.

(3) Like any other technology, the economic rationale freely uses any scientific 
discovery that suits its purpose.

In engineering and in artificial intelligence, several control structures make 
use of knowledge from other fields: biology (adaptation, evolution, and genetic 
algorithms), neuroscience (neural networks), psychology (learning, models, plan-
ning, and memory), social sciences (multi-agent control), decision theory and 
philosophy (logic and knowledge). Therefore, behavioral ecology, evolutionary 
and experimental economics, neuroscience, the psychology of decision making, 
population genetics, game theory and robotics can be valuable resources for the 
construction of models of rationality. Theoretically, adopting these views in the 
study of economics could broaden the field beyond the ideas generally accepted 
by economists and philosophers, according to which the concept of rationality has 
“a face on both sides” (Bermudez 2000), which shares properties with many skills. 
In this way, decision theory, game theory or market behavior maintains the same 
relationships both with theories and regulations and with the descriptive sciences, 
chemical engineering and theoretical and analytical (laboratory) chemistry. Thus, 
beyond the obvious differences between the systems studied, the computer simula-
tions collect entities according to criteria of hierarchical organization or complex-
ity, thus providing scientific knowledge of other classes of entities in which the 
properties of one system can be used to make predictions about the properties of 
another. In this new way of grouping areas of research, microeconomics, ecology, 
robotics, artificial intelligence (AI) and artificial life (AL) share the same methods 
of calculation, i.e., simulation-based agents.

3.4  Complexity

When explaining a phenomenon, event or observation, it is typical to favor the the-
ory that most adequately describes its occurrence and, simultaneously, to remove 
the rival hypotheses by means of sophisticated reasoning showing how they are 
false, insufficient, less likely or less satisfactory. This approach, which is typical 
of philosophy, seems to be very different from what happens in science, where 
assumptions, theories and ideas are compared with reality as directly observed 
with the senses or perhaps observed using a particular instrument. By virtue of 
a constant dialogue between theory and empirical observations, this approach 
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allows scientists to obtain a large number of detailed, objective and accurate pre-
dictions that may be replicable by others. These differences in the approaches 
used by these fields created a sort of boundary between social sciences and nat-
ural sciences, with each of the disciplines involved in studying the phenomena 
that best suited their respective instruments, thereby neglecting the possible rela-
tionships between fields of study on either side of the divide. However, in recent 
years, many cognitive scientists (but also physicists, philosophers of science, 
epistemologists and economists) have tried to bridge this divide, convinced that 
the connections between phenomena in nature can be explained by appealing to 
many different disciplines. Based on these considerations, many researchers con-
sidered it necessary to find new ways of unifying research through what the physi-
cist Snow (1993) called the “third culture” in the hopes that the new knowledge 
resulting from such an approach would be able to reconcile the humanistic and 
technical-scientific perspectives.

In this way, we tried to overcome the most negative consequence of disciplinar-
ity in science, namely the idea that one of the most effective, precise and concise 
ways to describe the reality of a phenomenon is to break it up into small parts, 
describe the dynamics of the individual parts, and then partially combine the 
descriptions to understand the phenomenon as a whole. This method of investiga-
tion (which is known as reductionism), provides an idealized view of a phenom-
enon or class of phenomena capable of giving rise to an effective mathematical 
description that expresses the alleged regularities of the phenomena through strict 
formal rules. The reductionist approach, therefore, is characterized by the belief 
that to understand a certain part of the world, it is useful to examine in detail its 
constituent elements and the laws that govern them, with the conviction that what 
is observed at the macroscopic level depends on relationships at the microscopic 
level.

Since the 1970s, there has been increasing interest in new research areas that 
do not lend themselves to reductionist approaches. Their objects of study are sys-
tems that are often made up of easily identifiable sections. These parts, or com-
ponents, cannot be isolated from the system in which they operate without the 
system breaking down completely. This fact justifies the existence of the science 
of complexity, the primary mission of which is “to overcome the simplifications 
and idealizations that lead to unrealistic points of view” (Chu et al. 2003, p. 19). 
The science of complexity arose from interactions of different fields of science, 
including physics, mathematics, biology, economics, industrial engineering, and 
computer science, and now encompasses even more important fields of scientific 
research. The use of the term “complexity” as a label to indicate an object of study 
is relatively recent. Before the mid-twentieth century, it appeared almost exclu-
sively as the opposite of “simplicity” and with a slightly negative connotation, 
referring to the properties leading a researcher, supported by experimental data, to 
choose a particular theory over competing ones. This kind of preference for sim-
plicity can be traced back to Occam’s razor, which states that we should not mul-
tiply entities beyond the strictly necessary (Entia non sunt multiplicanda praeter 
necessitatem), i.e., one should not multiply entities if such a natural multiplication 
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is not logically necessary. Besides simplicity, another key feature of science until 
the late nineteenth century, which was linked to classical mechanics and the reduc-
tionist and mechanistic view of the world, was a deep-rooted concept of linear 
causality. Classical determinism assumed, in fact, that identical effects had identi-
cal causes, and also that the basic principles of simple equations or simple motion 
in themselves led to equally simple forms of dynamic behavior. These assump-
tions, in fact, provide an effective model for only a relatively small number of iso-
lated phenomena in linear systems. In this approach, it is assumed that the causes 
and the effects are linked by linear laws that, at the microscopic level, can be 
reversed in time and are therefore, in principle, sufficient to allow us to trace back 
the initial conditions of a phenomenon that has developed over time. Linearity 
was then the central paradigm of classical mechanics, mathematically formalized 
with algebraic and analytical methods. However, physicists (who of course knew 
of the existence of nonlinear systems, but had observed exceptions to their rules 
for a number of years) began to find it increasingly difficult to bend many natu-
ral phenomena to a description adhering to rigid determinism, with a linear rela-
tionship between cause and effect, using the reductionist methods of the classical 
paradigm. The classical paradigm in particular proved inadequate for describing 
processes related to biological life, in particular the phenomena due to interactions 
between individuals in human societies, such as those relating to communication, 
decision-making and the intricate set of relationships between man and ecological 
systems (Bertuglia and Vaio 2011). One example among many comes from pro-
tein folding. Proteins fold in a particular way, like twisting a shoelace. Although, 
from a reductionist point of view, researchers understand all of the elements and 
forces in play, not only does each protein fold in a different way, but its final form 
is never the same and is highly unpredictable (Licata 2011). The mass of accumu-
lated data on the elements of biological systems has indirectly opened a Pandora’s 
box in that it is no longer possible to believe that reductionism will enable scien-
tists to understand biological systems. The organization of the constituents is not 
contained in the description of these same constituents, as in the protein folding 
example. However, the properties of the system depend entirely on the constitu-
ents’ organization rather than on their characteristics.

As of the 1920s, first in the context of biological phenomena and, subsequently, 
in that of social phenomena, the notion of system began to be imposed: a system 
is seen as an entity that exceeds the sum of its parts, in which the most important 
factor is not the laws that govern the dynamics of single parts, but the complex 
interactions that bind each part to the others. The science of complexity suggests 
that systems are characterized by nonlinear dynamics and can transform a simple 
behavior into a complex behavior and vice versa (Limburg et al. 2002). These sys-
tems are characterized by linear systems in the sense that to understand the state 
of a system at a specific time, a nonlinear function of the system state at an ear-
lier time must be used (McDaniel and Driebe 2001). A complex system is struc-
tured by feedback circuits in interaction (Forrester 1975), and more precisely, by 
strengthening circuits that amplify and reinforce the phenomena in the system and 
balancing circuits that resist and oppose the change, maintaining the equilibrium 
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of the system (Sterman 2000). As a result, a complex system is dynamic because 
of its internal structure and fundamentally causal due to the presence of feedback 
throughout the system (Meadows and Robinson 1985). In addition, these systems 
have the unlimited capacity to adapt based on their past and current behavior. The 
context in which the system evolves, then, has a strong and important influence 
on behavior (Chiva-Gomez 2004). Ultimately, these complex systems are charac-
terized by the multiplicity of their components (natural, technical, economic and 
social) and their interactions, but also by the diversity of their dynamic behavior. 
The behavior of complex systems supports the notions of feedback and homeosta-
sis, and analysis of adaptation is generally based on a selective information theory 
in which information returned from the environment, or linked to past experiences, 
is incorporated into future behavior (Simon 1962).

Although the concept of system has been defined in multiple ways (e.g., Simon 
1962; von Bertalanffy 1968; Morin 1990), it usually includes the following char-
acteristics: (1) the system involves a large number of elements; (2) these elements 
interact dynamically; (3) the interactions are numerous in the sense that every ele-
ment of the system may influence or be influenced by another element; (4) the 
interactions are nonlinear, (5) interactions generally occur in the short term; (6) the 
interactions include positive and negative feedback loops; (7) the system is open; 
(8) the system works under certain conditions that depart from its equilibrium; (9) 
it has a history; and (10) its individual elements generally ignore the behavior of 
the global system in which they operate. Generally, the complexity of a system 
can thus be described in three dimensions: (1) the number of elements that consti-
tute it; (2) connectivity, i.e., the number of links between these elements; and (3) 
functionality, i.e., the functional interconnections between the elements (Sterman 
2000). In addition, uncertainty is usually present in these systems, making it dif-
ficult to anticipate future behavior (Glouberman and Zimmerman 2002; McDaniel 
and Driebe 2001; Morçöl 2005). The most important theories in the field of com-
plexity that have advanced from these common principles are: (1) general systems 
theory and cybernetics, (2) the theory of catastrophes and chaos theory, and (3) 
complex adaptive systems theory. Whereas the first two theories concern deter-
ministic dynamic systems (i.e., systems in which the state at time t determines the 
state at time t + 1), we concentrate on the third theory from this point forward 
because it is more useful to our purposes of focusing on the study of regularities 
that emerge from interactions among interconnected individuals in complex adap-
tive systems (Anderson 1999).

The systems of interest are complex adaptive systems composed of heterogeneous 
agents interacting with each other and with their environment (Chiva-Gomez 2004). 
“An agent” is a generic term referring to “semi-autonomous entities that contains a 
complex system, such as atoms, molecules, […] methods, individuals, groups, busi-
nesses, etc…” (Maguire et al. 2006, p. 204). The theory of complex adaptive sys-
tems presents the feedback loops in systems, such as emerging connections between 
the agents involved in the system and the connections between different variables 
(Anderson 1999), as do the other two theories presented above. McDaniel and 
Driebe (2001) describe five common characteristics of complex adaptive systems:

3.4 Complexity
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(1) The agents. The systems include a large number of agents, who develop and 
exchange information and react to changes in information. They are con-
stantly in action and interacting with each other. However, all agents are dif-
ferent; they do not have access to the same information, and no one agent can 
have a complete view of the system as a whole.

(2) The interconnections. The essence of a suitable system is captured in the 
relationships between agents rather than by the agents themselves. The con-
nections that the agent has with other agents in the system and with other 
environmental agents are agents of the environment. These relationships are 
not linear in nature.

(3) Self-organization. This concept emphasizes the spontaneous emergence of 
new structures and new forms of behavior in open systems, characterized by 
internal feedback loops. Self-organization is emerging as changing behaviors 
related to correlations in the system. In other words, any change is connected 
to a reaction and interactions between agents.

(4) Emergency. Emergency is the result of nonlinear dynamics that generate new 
properties. In fact, the agents interact, self-organize and generate emergent 
properties of the system. However, the behavior of a global system cannot be 
obtained by summing the behaviors of its constituent parts; the agents cannot 
predict the behavior of the system as a whole and can barely control these 
emergent properties.

(5) Co-evolution. There is co-evolution between the right system and its environ-
ment such that each influences the development of the other.

The science of complexity, therefore, offers a new vision of the decision-mak-
ing process. The focus of this field is mainly on the unpredictable and ambiguous 
world, the importance of non-linear relationships and the roles of self-organization, 
emergence and co-evolution in organizational dynamics, without any reference to 
reductionist ideas of prediction and linearity. The traditional command, control, 
prediction and planning activities give way to the attribution of meaning, learning, 
improvisation and reflection (McDaniel and Driebe 2001). In fact, in complex sys-
tems, the issue is no longer the bounded rationality of decision makers, but rather 
the lack of knowledge of the dynamics inherent to the systems. In this context, 
individuals must develop a collective vision of the situation, its “raison d’être” 
and its consequences. Defining a situation is thus a social act that requires interac-
tion between agents. The ability to process information, follow rules and connect 
to other agents is necessary for an organization to understand complex situations. 
Also, agents constantly create and recreate sense and meaning because the behavior 
and order in the system are continuously changing (McDaniel and Driebe 2001). 
Therefore, the main functionality of an action in a complex situation is the creation 
of connections and correlations, and the quality and type of connections between 
the actors are more important than the actors’ individual quality. Participation in 
decision-making is therefore a strategy of action that can be used to improve the 
system (Ashmos et al. 1998). In fact, participation is “a mechanism designed to 
increase social exchange information” (Ashmos et al. 1998, p. 27). This concept 
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implies the importance of the agents during the decision process, not only in terms 
of the number of individuals involved or the different types of people represented, 
but also in terms of the depth and frequency of their involvement and the mech-
anisms by which they become involved (Ashmos et al. 1998). Therefore, given 
the complexity of a complete system, actions should support holistic approaches 
(Jackson 2006) and focus on small changes that could provide positive feedback in 
the system (McDaniel and Driebe 2001).

A central theme touched on in the theories of complexity concerns the repre-
sentation and modeling of systems using tools and techniques (Sharif and Irani 
2006). Modeling is in fact inseparable from science and systems thinking. It is a 
traditional methodology that involves the use of formal models or simulations to 
analyze complex systems and, consequently, to better understand them and their 
actions (Trochim et al. 2006). A model is a simplified representation of reality 
that allows individuals to better understand the key aspects of a complex situa-
tion (Lyons et al. 2003). Models have two main roles: integrating knowledge from 
other sources and acting as sources of knowledge themselves. In fact, models are 
a representation of knowledge that promote understanding and learning and prove 
indispensable for improving decision-making processes. Although different mod-
eling techniques exist by which one can represent and study aspects of complex 
and dynamic systems, the technique that has received the most attention in recent 
years is agent-based simulation (ABM). The basic unit of this type of simulation 
is the agent, which operates on the basis of knowledge localized to a specific envi-
ronment, and although each agent is equipped with only limited skills, together 
the agents ensure that the system that they form shows a certain kind of general 
behavior. Therefore, the model used in this study, which uses technical concepts 
and tools borrowed from game theory, biology and AI, aims to describe a system’s 
operation in terms of the micro-level behavior of individual agents. Multi-agent 
systems are designed, therefore, to break down the emergent properties of the 
system into their elementary constituents, for example, an economic system into 
individual economic agents. The remote origins of multi-agent modeling can be 
traced back to Forrester (1968), a professor of computer science at MIT and the 
author of the famous book Industrial Dynamics, in which he applied a dynamic 
systems analysis to economic cycles in industry for the first time (thus concluding 
the research of Marshall described above). The basic principle is that the Forrester 
behavior of a system is characterized, at some point, by the level of resources that 
are independent and their rate of change. Eighty years after Forrester, more impe-
tus for the spread and development of multi-agent systems came from researchers 
at the Santa Fe Institute through the software platform SWARM. “Swarm intel-
ligence” is another term for collective intelligence. Swarm intelligence manifests 
itself in large groups of agents, which individually show limited cognitive abilities, 
but that act in a coordinated manner within a structured group, yielding a collec-
tive intelligence.

Once again, biology led the way in this field of study, incorporating research 
tools from the physical sciences and their applications in robotics, and research-
ers in this area have developed a series of useful applications for the study of the 
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dynamics of biological systems. For example, the study of the allocation of tasks 
within a colony of wasps has aroused much curiosity in the scientific community 
because it was interpreted as resulting not from a hierarchical structure, but from 
the internal self-organization of the system. Each insect follows a few rules and 
continually exchanges information with its group through direct and indirect con-
tact. In this way, some collective properties emerge that make the colony capable 
of organizing its activities in an efficient, flexible and robust manner. In fact, the 
organization of these systems is efficient because complex collective properties 
emerge from a few simple rules that are widely distributed, rather than using com-
plicated centralized rules. In addition, the system is flexible because it can adapt 
to environmental changes and is robust because it would work even if some agents 
were not able to perform their tasks properly. This approach proves effective even 
with very simple individual agents in which the amount of intelligence is minimal, 
as in the case of wasps, ants, bees and all social insects in general.

Starting with biological systems, this type of analysis has shifted to the study 
of social systems, including the actions of economic agents, and has been used to 
simulate the consequences of actions and interactions between economic agents. 
Unlike classical economics research, in this case we conceive of the economy as 
a complex system of which no agent has full knowledge or an adequate repre-
sentation. In this perspective, the agents are to the ants as the economy is to the 
nest. Consequently, the complexity of the market cannot be explained by analyz-
ing consumers as individual players, let alone by studying the application as an 
aggregate phenomenon; it can only begin to be understood by shifting the focus 
to the actions and interactions between consumers or to the behaviors and inter-
actions of individual companies. The economic sectors in which simulations 
and agents are commonly used are public economics, industrial economics and 
finance. Simulation techniques differ between sectors; for example, environmen-
tal economics (or even in agriculture) mostly uses the dynamic systems approach, 
whereas micro-simulations are used primarily in economics for predicting the 
effects of economic policy measures on public attitudes. The agent-based simu-
lations lie at the boundary between the use of simulations to make predictions 
and calculations and their use for the purposes of understanding and explanation. 
The Environment Agents Rules are a typical example, which take into account 
different levels of explanation in the construction of the simulation and agents. 
The most important level is the environment, namely the context in which events 
occur, the rules of interaction are clarified, and managers decide which agents 
should change their behavior based on available data (Terna 2000). Action is dif-
ferent from simple behavior by virtue of the fact that in the former, unlike the lat-
ter, some mental causes can be isolated. In fact, in this case we are dealing with 
so-called cognitive agents, or BDIs (Beliefs, Desires, and Intentions), that agents 
build in a way that expresses intentional actions. The BDI model is based on 
three fundamental components: (1) the beliefs that represent the agent’s knowl-
edge about the world; (2) the agent’s desire to reach its desired state; and (3) inten-
tions, which represent persistence in achieving goals. Intentions play a major role 
because they drive the actions of the agents and the choice of when to pursue a 
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goal and when to quit the action, thus dictating the agent’s strategy. As demon-
strated by Cohen and Levesque (1990), an agent will abandon an intention when 
it has been satisfied, i.e., when the target has been reached or, conversely, when 
it became too difficult to satisfy. In this model, therefore, agents are able to con-
struct hierarchies of objectives and sub-goals, in part through translatable skills, in 
the process of instrumental rationality that identified the goal and set in motion a 
strategy for seeking out the best means for achieving it. The cognitive representa-
tion typical of an agent can therefore be defined as an internal state that allows the 
agent to act on informing the structures of entities or activities located internally 
or externally. A representation has a semantic content that can play a causal role 
in the action of the agent. The semantic content, or the mode of presentation of 
a concept, gives the agent information about this concept that it can use for an 
inference or action. If an agent has two representations—(1) the effect that if x is 
F, and (2) the effect that if x is F—then it can produce the action A. If the agent is 
motivated and actually performs A, then its performance at that time is explained 
by Fx.

In addition, consider the case of Fx Fx, where the agent has a representa-
tion of x defined as G, and the agent believes that gx implies that A is not pos-
sible; then, the mode of presentation (F or G) is one of the constituents of the 
agent’s causal action. As demonstrated by Dretske (2006), the action of a sys-
tem, in addition to being caused by the representation, has the advantage of pro-
viding an explanation for the action. However, it is one thing for an action to 
be caused by an event that has a certain content, but quite another for it to be 
explained by the fact that the event has a certain content. The problem, according 
to Dretske, is that another agent may, in theory or in practice, construct an argu-
ment whose premises are causally effective and terminate the action. Ultimately, 
it seems imperative that there be a “portraying” criterion. But a causal model 
and mechanical properties should not intervene as “being explained by another 
agent”. For this reason, we will explore one other approach. The causal theory 
of action (Davidson 2004; Goldman 1976; Searle 1983; Velleman 2000) postu-
lates that these representations, which include both causes and reasons, are nor-
mally propositional attitudes (AP). An AP is the intentional relationship between 
an agent and a proposition (or statement). It is available from a certain epistemic 
agent in relation to a proposition. This provision falls under two categories: the 
provision for a proposition to hold true (in the case of beliefs) and to maintain 
the truth of propositions or utterances (in the case of desires). Thus, an agent, A, 
can articulate a predicate, p, (e.g., a thought, wish or hope) and a propositional 
content, Fx. The general form of the AP is thus: p (AFX). These representations 
fall under the categories of doxastic representations (beliefs) and volitional rep-
resentations (desires), which are classically characterized by their directions of 
adjustment: the world into cognition (for beliefs) and cognition to the world (for 
desires). One of the characteristics of the AP is that the transitive property does 
not hold; if we suppose a = b and p (AFA), it does not necessarily follow that p 
(AFB) is true. You can have the belief that Paris is a beautiful city without this 
having the effect that you believe that Paris is the capital of France (if you do not 
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know), although Paris is the capital of France. So, Fa and Fb can have the same 
reference (Paris), but different meanings, and agents may have different thoughts 
but appear intentionally and extensionally identical. Propositional attitudes are 
semantically evanescent, but their intent makes the truth of their conditions dif-
ficult to clarify, and one must appeal to extension. The intentionality attributions 
of propositional attitudes signal the intentionality of mental states. APs, accord-
ing to the standard causal theory, play an important role in parametrically, stra-
tegically and socially rational actions. At the parametric level, they are causes 
of actions; at the strategic level, they are involved in the allocation of rationality 
to another agent (A believes that B wishes x): they refer to other APs. Finally, 
at the social level, beliefs are socially shared language exchanges and economic 
conditions.

To say that beliefs and desires represent the AP is a philosophical thesis that 
Russell (1985) put forth as one of the dogmas of rationalism. The corollary is 
that an agent has beliefs and desires only if he can have a relationship with a 
proposition (or statement), which implies that language is a necessary condition 
for rationality. If it is undeniable that the APs are beliefs and desires, it is less 
certain that the APs are the causally effective set of representations that guide 
rational action. In fact, other types of representations used in control engineer-
ing and robotics have directions of adjustment and causal roles that cannot be 
considered APs. Newell (1990), for example, identifies two general classes of 
representations: propositions and models. A proposition is a way of presenting 
information that is extremely rich in expression (mathematics and logic can be 
expressed in this way) and size: the symbol VEHICLES (x) refers to all vehicles 
and collects, in one category, different objects, such as boats, space shuttles and 
elevators. Propositional representations are formed by a set of discrete and arbi-
trary symbols (which have no similarities with their reference) according to the 
rules of composition. They involve quantifiers and logical connectors to derive a 
representation of another representation (Evans 1982). The components must be 
able to generate propositional representations that can be generally recombined 
for other uses. Thus, an agent, by representing F (a) must be capable of, or will-
ing to, generate the set of propositions where F (x): (F (a), F (b), F (c)…) (G (a), 
G (b), G (c)…). In conclusion, the propositional representations refer to reality 
by virtue of their truth-conditions: the reference is what makes the proposition 
true.

The agents and cognitive architectures of control of the simulation models are 
simplified representations of external entities. To build a model of an entity, E, 
the control device must have information on the variables, and it must be pos-
sible to measure the values of these variables, the evolution of these variables and 
the structure of E (Zeigler et al. 2000). In a system (1) modeling the evolution 
of another system (2), when some variables and relationships from system 1 are 
coupled with variables and relationships from system 2, the pattern “follows” the 
evolution of the system 2. The model refers to E according to a principle of struc-
tural correspondence: each part of the model is an aspect of E (provided that the 
model is appropriate). Thus, a robot can explore its environment and synthesize 
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a spatial representation of the geometry and topology of the environment. Later, 
when it chooses a route, it should consult the map it has created (Stein 1994). If 
an obstacle presents itself, the robot reconfigures its route. By contrast, in a sen-
tence like “∀ (x) {(¬ F (x) ∨ G (x)) ⊃ H (x)}”, the symbols ∀, ¬, ∨ and ⊃ do not 
refer to properties or entities. According to Newell, the propositions are distin-
guished by their size and the efficient treatment of information (Newell 1990). In 
fact, a model makes it more difficult to abstract concepts such as denial, separa-
tion or conditional and presents only some dimensions of the represented entity, 
whereas the power expression of the propositions is virtually unlimited. The 
representation model does not assume, furthermore, either an infinity of recom-
bination nor a constriction of generality. A model is constructed from a syn-
thetic representation of the sensors by a flood of information, bias and learning 
contained in the modules. When a model is built, the system can be simulated: 
the variables of the model are coupled to a time variable and, according to the 
information available, the model can calculate a future state of E. Despite their 
lack of precision, control architectures based on the models have shown great 
effectiveness in real-time control in the field of robotics. These architectures have 
proven particularly effective because of their ability to anticipate disturbances 
and recalibrate the system in real time. Industries where error is very expensive 
or the margin for error is very small require accurate, stable models that can tol-
erate uncertainty. Rather than following a reactive pattern (action → effect), 
the control-based model follows a premonition or projective pattern (desired 
effect → action to be applied). Verification within the model is a good compro-
mise between a purely reactive control that reacts to a detected perturbation only 
once and control based on propositional knowledge. The former does not have 
predictive ability, and the latter must encode information in the form of propo-
sitional inferences to generate an appropriate action and then re-encode the 
information to implement the control. The latter approach is more effective in a 
deterministic and limited environment.

In conclusion, simulations represent a promising way to represent reality to 
provide researchers with a starting point of great value and scientific rigor. What 
distinguishes simulation from other media (language, mathematics, and graph-
ics) is their different degrees of intelligibility. In fact, math and language must be 
understood by another human mind and therefore must be shared. Programming 
languages used in simulations do not need to be understood, as they are intended 
for computer models and are not the means by which the theory is intended to cir-
culate. Unlike traditional theories and methods, scientists do not need to interpret 
the meanings and assumptions because the simulations generate the phenomena, 
leaving the researcher with the sole task of observing the phenomena produced by 
the theory. However, the agent-based methodology is relatively young, and some 
difficulties with this methodology remain to be resolved. It probably will not be 
able to create models that are sophisticated enough to explain some decisions that 
can have enormous significance for the individual. The development of the agent-
based methodology is in fact still in its early stages, but it appears to be a promis-
ing addition to the theories and methods already in use.

3.4 Complexity
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