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Chapter 1
Introduction: The Solidity of Scientific
Achievements: Structure of the Problem,
Difficulties, Philosophical Implications

Léna Soler

The disciplines whose scientific status is not in question, such as physics, are char-
acterized by what is commonly described as the ‘reliability’ and ‘successfulness’ of
their theoretical, experimental or technical accomplishments. Today, philosophers
of science often talk of “robustness”.

At first sight, robustness seems to be an intuitively clear concept. Yet, it is far
from easy to give a precise account of just what is implied by this notion. Major fluc-
tuations and vagueness in the use of robustness terminology only accentuates this
substantial difficulty. As stressed by one of the contributors to this book, Thomas
Nickles: “In recent years the term ‘robustness’, its cognates and neighbors (solidity,
persistence, hardiness, reliability, resilience, viability, flexibility, healthiness, etc.)
have been applied to just about everything. In fact, ‘robust’ has become a buz-
zword in popular culture that can be applied to anything that exhibits strength of
some sort.” Indeed, the word is commonly applied, in addition to achievements in
the scientific field (scientific propositions, scientific theories, experimental devices,
experimental results and the like), also to complex technological systems beyond
the scientific field (aircraft, electrical grids, nuclear plants, the Internet and the like),
as well as to biological organisms and to social networks. So there is a need for both
substantive investigation and terminological clarification.

At the most general level, central questions await further exploration: What
exactly lies at the basis of the robustness of the various sciences? How is robust-
ness historically generated and improved upon? What does it mean that a scientific
result or a developmental stage of science is ‘more robust’ than another? Behind
such questions lurk crucial epistemological issues: indeed, nothing less than the
very nature of science and its specificity with respect to other human practices, the
nature of rationality and of scientific progress, and (last but not least) science’s claim
to be a truth-conducive activity.

L. Soler (B)
Archives H. Poincaré, Laboratoire d’Histoire des Sciences et de Philosophie,
UMR 7117 CNRS, Nancy, France
e-mail: l_soler@club-internet.fr

1L. Soler et al. (eds.), Characterizing the Robustness of Science, Boston Studies
in the Philosophy of Science 292, DOI 10.1007/978-94-007-2759-5_1,
C© Springer Science+Business Media B.V. 2012



2 L. Soler

In relation to these questions, William Wimsatt has been a pioneer, and his writ-
ings constitute a fundamental reference point. The first chapter of the present volume
reprints his seminal 1981 paper, “Robustness, Reliability, and Overdetermination”,
which has been the point of departure for work on robustness since that time.1 In a
new chapter that appears in this volume for the first time, Wimsatt provides a per-
sonal account of the peculiar situation in evolutionary biology that he experienced
as a young professor in the 1970s, which sparked his lifelong concern with robust-
ness and which had already motivated authors such as Richard Levins and Donald
Campbell to introduce notions related to robustness.

In the 1981 article reprinted in the present book, Wimsatt developed a system-
atic general analysis inspired by these attempts and similar ones, that he called
“robustness analysis”. Through this article, he introduced into philosophy of sci-
ence the informal robustness vocabulary already widely appearing in scientists’
own talk and proceeded to develop a more specific and technical one that, while
preserving the common association with the ideas of reliability and successfulness,
allows a more precise characterization. Robustness is defined as the use of “mul-
tiple means of determinations” to “triangulate” the existence and the properties of
a phenomenon, of an object or of a result. The fundamental idea is that any object
(a perceptual object, a physical phenomenon, an experimental result, etc.) that is
sufficiently invariant under several independent derivations (in a wide sense of the
term ‘derivation’, including means of identification, sensorial modalities, measure-
ments processes, tests, models, levels of description, etc.) owes its strength (i.e. its
robustness) to this situation.

Historically, the question of the reliability of science was first formulated, within
philosophy of science, as a problem concerning the relations between statements.
The so-called “practice turn” of Science Studies that began in the 1980s has pro-
duced a shift in focus. The practice turn has led to an enlarged characterization
of science that includes several aspects previously ignored or underplayed on the
grounds of their alleged epistemological irrelevance (tacit knowledge, local norms
and standards, instrumental resources and the like). Since the practice turn showed
that these aspects are often not anecdotal, the investigation of the issue of robust-
ness, and the resulting characterization, must take them into account. This is what
the reference to “the practice turn” in the sub-title of this book is intended to mean.

To open this volume on robustness in science I would like, starting from William
Wimsatt’s writings on robustness, to propose a general analysis of what will be
called ‘the problem of the solidity of scientific achievements’. (The reason why
the term ‘solidity’ replaces the more common term ‘robustness’ will appear in the
next section.) First the problem and its structure, as well as terminological clarifica-
tions and suggestions, are introduced. Then several difficulties that any robustness
analysis inspired by Wimsatt’s framework will have to face, are identified and char-
acterized. The philosophical issues related to the solidity problem are also clarified.

1 Thanks to William Wimsatt for offering to re-print this fundamental chapter in the present book.
It is all the more important because this chapter is a pivotal source of inspiration for most of the
contributions of this book, and is very often quoted or exploited. So the reader will have the original
chapter at hand.
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Along the way, I shall indicate which chapter of this book contributes to the investi-
gation of these difficulties and philosophical issues. Finally, a more systematic and
sequential overview of the different chapters of this book will be provided.

1.1 Robustness. . . That Is to Say?

Let me begin with some terminological remarks, which, clearly, are not just a matter
of words.

As already suggested above, the term ‘robustness’, central to the volume title,
is, today, very often employed within philosophy of science in an intuitive, non-
technical and flexible sense that, globally, acts as a synonym of ‘reliable’, ‘stable’,
‘effective’, ‘well established’, ‘credible’, ‘trustworthy’, or even ‘true’. Correlatively,
the more precise and technical sense developed by Wimsatt refers to the idea of
the invariance of a result under multiple independent determinations. However, as
Wimsatt himself explicitly admits, the scheme of invariance under independent
multi-determinations does not exhaust the ways in which an element of scientific
practices can acquire the status of a ‘robust’ ingredient in the broad sense of the
term.

In order to avoid confusion between the intuitive sense and Wimsatt’s technical
sense, and to make room for other possible schemes of constitution of reliability,
it would be desirable to have at hand an appropriate specific standard terminology
shared by the members of the Science Studies community. To take a step in this
direction, I suggest the following terminological options.

I will restrict the term ‘robustness’ to the specific sense introduced by Wimsatt,
that is:

X is robust = X remains invariant under a multiplicity of (at least partially)
independent derivations.

In order to capture the broader, more general and largely indeterminate sense
found in common use, I will employ the term ‘solidity’.

On the basis of these decisions, robustness appears as a particular case of
solidity2:

X is robust = X is solid, for X remains invariant under partially independent
multiple determinations.

2 Several authors of this book have adopted my terminological proposal, but of course, alternative
terminological options are possible, as soon as they are clearly specified. For example Mieke Boon,
in her paper, chooses to retain the expression “robustness notions” to encompass all the various uses
connected to the intuitive idea of robustness. Then she decomposes this umbrella expression into
different but related features (such as reality, reproducibility, stability etc.) that can be attributed
to specified kinds of things (independent reality, physical occurrences, observable and theoretical
objects, etc.), features that may differ in status (metaphysical, ontological, epistemological, etc.). In
such a framework robustness is a generic notion, and we then have different species of robustness
(robustness in the sense of reliability, robustness in the sense of multiple determinations, etc.).
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However, other schemes could be involved in the process of constituting solidity.
For instance, Wimsatt has also insisted on another scheme, different from that of

robustness, that he has called “generative entrenchment”3 (hereafter, GE):

X is GEed = X is solid, for X is involved in an essential way (X plays a
quasi-foundational role) in the generation of a huge number of ingredients
constituting scientific practices.

I propose the term of ‘solidity’ for two reasons. First, it is not already associ-
ated, as far as I know, with any specific, technical sense in Science Studies. Second,
its meaning in ordinary usages is very broad: the term is currently applied to very
heterogeneous kinds of things, either material or intellectual. This second charac-
teristics is, as we will see (Section 1.7.3), a desirable feature if we want to be in
a position to think of the robustness of science in relation to scientific practices.
Indeed, many heterogeneous kinds of elements are involved in these practices and
can be implicated, in one way or another, in the generation of something that we are
intuitively inclined to call ‘robust’ or ‘solid’. On the basis of the terminology just
proposed, the title of this volume should be changed to: Characterizing the Solidity
of Science After the Practice Turn in Philosophy of Science. The editors neverthe-
less choose to retain the initial title, since ‘robustness’ is a more familiar descriptive
term for people who work in Science Studies.

No doubt there exist other schemes of the acquisition of solidity besides robust-
ness and generative entrenchment that await characterisation. Several chapters of
this book will help to take a step in this direction: consult those of Mieke Boon,
Hubertus Nederbragt, Thomas Nickles, Andrew Pickering, Léna Soler, Emiliano
Trizio and Frédéric Wieber. They will either point to schemes that can be seen as
variations of the Wimsattian scheme: as refined or more complex versions of this
scheme (see especially in this respect the more complex structural schemes designed
by Trizio in Chapter 4, Fig. 4.4). Or they will exhibit alternative processes through
which the status of ‘solid’ can come to be attributed to an element of scientific
practices through time. In particular, in my contribution, I propose a complex archi-
tecture as a schematic reconstruction of the historical situation under scrutiny (see
Chapter 10, Fig. 10.9). On the basis of this reconstruction, taken as having a general
value beyond the particular case under study, I suggest regarding the Wimsattian
scheme as a simple unit of analysis, an “elementary scheme” involved as a building
block in more complex argumentative structures.

To see it as a building block could be one reason why, even if alternative schemes
to the robustness one are involved in scientific practices, the robustness scheme is
nevertheless especially fundamental. Other reasons can be mentioned. Trizio’s arti-
cle points to another very important one: even when the robustness scheme is not
instantiated in a given episode of the history of science, it still works for practi-
tioners as a regulative ideal or, as Trizio nicely expresses it, as a “methodological

3 See Wimsatt (2007a), especially Chapter 8.
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attractor”. Indeed, the robustness scheme seems to incarnate the prototypical way
through which practitioners of the empirical sciences think they can secure, if not
justify, their experimental propositions, theories, models etc. We find incredibly
numerous examples, in very different contexts of scientific practice, where scien-
tists explicitly look for something akin to a robustness scheme and explicitly ask
for such a scheme when it is not realized. As illustrated in Trizio’s case study,
reviewers of scientific papers often suspend publication of a submission until a sup-
plementary, convergent derivation is obtained. Another common example occurs
when scientists are convinced of a result X, and think their colleagues will be
convinced too, because they think X is indeed involved in a robustness scheme
(which also explains why scientific papers so often manifest robustness schemes, as
Allamel-Raffin and Gangloff argue and illustrate in Chapter 74). So, without doubt,
the robustness scheme plays an effective and important role in scientific practices.
Critics cannot reproach it for being an invention of the philosopher of science. In
Stegenga’s words, it is “an exceptionally important notion”, “ubiquitous in science”,
and a “(trivially) important methodological strategy which scientists frequently
use”.

As a consequence, reflexive studies interested in scientific practices should ana-
lyze this role closely. Now, some of the existing studies seem to have followed
what scientists themselves say uncritically and without philosophical arguments in
their high valuation of robustness. Correlatively, some philosophers of science have
invested very strong hope in robustness. In his chapter, Stegenga lists the many
(themselves highly valued) epistemic tasks that robustness has been assumed to be
able to achieve: to demarcate experimental artifacts from real phenomena and objec-
tive entities, to stop the experimenter’s regress, to secure appropriate data selection,
to help to recognize the best hypotheses (the most explanatory, empirically adequate,
objective, otherwise promising), to provide a strong argument in favor of scientific
realism, and more.

Given these hopes and the apparently pervasive involvement of the strategy of
robustness in scientific practices, it is surprising that so few systematic historical,
philosophical or sociological studies have been devoted to the topic: robustness
remains poorly understood. The present book is intended to constitute a set of
resources in order to improve this understanding. The contributors hope that their
efforts will stimulate new investigations from others.

In the remaining part of this introduction, I will offer some systematic reflections
that, although primarily directed toward robustness, are intended to be relevant to
solidity more generally. So I see these reflections – which owe a great deal to the
writings of two participants of this book, William Wimsatt and Andrew Pickering –
as a contribution to the problem of solidity in science.

4 The episode of the ‘discovery of the weak neutral currents’ on which I rely in my paper would
also be a good example. See notably the quotations of scientists given in Schindler (201X).
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1.2 Solidity, a Relational Status: Between Holism
and Modularity

Solidity is a relational attribute: to give an account of the solidity of X amounts,
inevitably, to invoke a multitude of elements other than X.

For example:

• To give an account of the robustness of X = to invoke a multitude of partially
independent derivations leading to X.
Schematically and visually, the representation that first comes to mind is an
arrows-node scheme, in which a series of upward arrows representing the
derivations converge on the node X (see Fig. 1.1).

X

Derivation 1 Derivation 2 Derivation 3

Fig. 1.1 The robustness scheme

• To give an account of the GE of X = to invoke a multitude of practices in which
X plays a quasi-foundational role (that is, for which X is required at a given
historical moment, for which it appears impossible or very difficult to proceed
without X).

In terms of the arrows-node scheme, one is inclined to translate the situation
by drawing a series of divergent upward arrows starting from the node X (see
Fig. 1.2).

X

Fig. 1.2 The generative entrenchement scheme

Thus, solidity is not an intrinsic attribute of the X that is declared solid. The
problem of solidity attributions has an irreducibly relational, holistic structure.

At the same time, we are not inclined to say that everything depends on every-
thing else in science. Intuitively, we feel entitled to decompose the situation in terms
of relatively autonomous modules, at least with respect to certain aims; and I think
we must do justice to this intuition. The tension between holism and modularity
is a crucial and difficult aspect of the problem of solidity in science. It will be
encountered again below (Sections 1.6 and 1.7).
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1.3 Counting and Weighing the Arrows of a Solidity Scheme

At first glance one expects that, all other things being equal, the solidity of a given
node increases with the number of the associated arrows.

– With the number of arrows leading to the node, in the case of a robustness scheme;
– With the number of arrows starting from the node in the case of GE.

So analysts of a given historical scientific episode (among whom are scientists)
must count the derivations: the higher the number of (independent) derivations, the
more solid will be the X which lies at their intersection. But that is not all. Indeed,
the different arrows are not necessarily on the same level. They do not always have
the same strength. So the analyst must also weigh the derivations.

Let us begin with this second requirement and think about the robustness of an
experimental fact in physics or in biology, for example – a kind of example that will
occupy an important place in the contributions of this volume.

• While examining the various experiments that, through history, have contributed
to the establishment of this fact as a fact, we are often led to introduce a hierar-
chy among the different experiments and to deem some of them more important,
reliable and conclusive than others.

Sometimes new derivations appear fragile because they are new, for instance
if they involve innovative and relatively untried techniques or instruments that
have to be checked. Catherine Allamel-Raffin and Jean-Luc Gangloff’s chapter
offers an illustration in the case of a new survey in astronomy. Sometimes new
derivations are viewed as improvements on the old ones. The scientific episode in
the field of quantum physics investigated by Catherine Dufour is a case in point.
Here we find generations of successive experiments aiming at testing the same
claim X, and each new experiment is seen as an improvement on previous ones
with respect to this or that loophole in the experimental derivation.5

Whatever the details of the particular historical configuration, it is clear that the
different experimental derivations, past or present, that speak in favour of a given
X in a given stage of scientific development are usually perceived as differing
in strength. In her chapter, Dufour proposes a graphical representation of the
situation by means of more or less large arrows according to the strength of the
derivation.

5 Admittedly, this is not a typical case of robustness, because as soon as real experiments are
conceived as improvements on one and the same experiment, their independence is obviously
discussable, and in any case they are not independent in the same sense as multiple experiments
of different kinds. (For more details on this point, see below Section 1.9.2 the presentation of
Dufour’s contribution.) But as we will see, the independence is always problematic, and, anyway,
the configuration involved in Dufour’s case study is a widespread situation that must be considered
in relation to the robustness issue.



8 L. Soler

• Moreover, the analysis of the solidity of an experimental fact should not just take
into account only the experiments that have supported the result finally estab-
lished as a fact, but also the possible experiments that have played against this
result. For, in the controversial situations at least, the status of a solid experi-
mental fact emerges through an assessment that is not based only on positive
elements.

Stegenga refers to this problem as “discordance”, which he divides in two
types, “inconsistency” and “incongruity”. According to him, discordance is
“ubiquitous” whereas concordance is not. Moreover, artificial concordance is
often produced by retrospective readings of past science, through which all that
is not congruent with the present science is ‘forgotten’ or dismissed. In the light
of such considerations, philosophers of science should be more attentive to dis-
cordance in their analyses of robustness. Dufour’s study of quantum physics
also raises the issue of discordant evidence and its consequences, in a situation
where there exists a high multiplicity of concordant derivations against a unique
discordant derivation which finally counts for nothing in the physics community.

This difference between concordant and discordant arguments could be taken
into account in more complex and enriched robustness schemes, and could be
expressed graphically, by introducing, for instance, arrows with a (+) and arrows
with a (–), or else by using different colours (with possibly a set of different
shades indicating the relative strength of the supportive derivations on the one
hand and of the ‘fragility-making’ ones on the other).

• Finally, the equation ‘robustness = invariance under multiple independent deriva-
tions’ only holds if the derivations involved are genuine derivations. In other
words, it is related to a certain conception of what is an argument worthy of the
name: it presupposes a set of norms about what is scientific/pseudo-scientific/non
scientific.

Indeed, imagine that the arrows of a robustness scheme represent derivations
that have been rejected in the course of the history of science (for instance: the
famous experiments invoked by Blondlot in favour of the existence of N rays).
Or worse, imagine that the arrows symbolize derivations viewed as pseudo-
derivations by any contemporaneous physicist. For instance: the N rays exist,
because it is impossible that God, who is omnipotent, restricted himself to the nar-
row set of the rays so far discovered by physicists (electromagnetic rays, X rays
and the like). Another amusing illustration is given in Hubertus Nederbragt’s
contribution. Nederbragt mentions a situation imagined by Collins in which a
scientific hypothesis under discussion would be tested, among other ways, by
examining the entrails of a goat. This ‘method’ is indeed truly independent to the
other scientific methods involved (such as the recourse to experiments), “But,”
Nederbragt stresses, “here we reject immediately and with force the whole body
of background knowledge of this method”.

In cases of this kind, the derivations will only be considered as ‘derivations’
with inverted commas. Even if they are indeed independent of one another, they
will not appear as potential arguments in favour of X, and the status of ‘robust’
will be refused to the node on which they converge.
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These remarks point to the need for an analysis of what confers its strength (or
degree of solidity) to the derivations involved in a robustness scheme. I will come
back to this topic below in Section 1.6.2. In the meanwhile, we can conclude that the
analysis of the solidity of an X will call for, together with the quantitative evaluation
of the number of arrows, a prima facie more qualitative estimate of the strength
of each arrow.6 Not only must the arrows be counted, but moreover they must be
weighed.

Actually the situation is even more complicated. Although at first glance an ana-
lyst’s task of counting the derivations under which an X remains invariant seems
straightforward, under examination it is not. Several reasons can be given for expect-
ing that (and explaining why) different analysts (including scientists) interested in
one and the same targeted scientific situation may represent it as involving different
numbers of derivations in favour of X.

First, we can deduce from the previous reflections about the strength of a deriva-
tion that the two variables ‘strength of derivations’ and ‘number of derivations’ are
not independent. As we have seen, a ‘too weak’ derivation, either positive or nega-
tive, will count for nothing. Clearly, generalizing, judgments of strength will have
consequences for the number of derivations that will figure in the robustness scheme
supposed to represent a given real situation.7

Second, there is the hard problem of assessing what should be counted as two
truly different derivations or, rather, as two versions of one and the same derivation.
This is what Jacob Stegenga calls the “individuation problem” (in his framework:
for “multimodal evidence”; in my terminology: for multiple derivations): According
to what criterion are we going to individuate a singular mode? The answer to the
previous question is crucial, since it will determine the number of different modes

6 Bayesians might contest the claim that the estimations of the arrow strengths are indeed “more
qualitative”, on the basis that they are able to quantify the weight of each arrow through numerical
measures of evidential support. (I thank Stegenga to have drawn my attention to this point.) But, to
my eyes, such kinds of attempts are at least useless with respect to the aim of characterizing real,
ongoing scientific practices, and sometimes pernicious with respect to the realistic pretention of the
numerical values they put forward and the algorithmic-transparent model of rationality they sug-
gest. (see below, the end of Section 1.4, and Chapter 10, especially the conclusion.) So, at the end
of the day, I think that robustness is indeed a qualitative notion (as is any human judgment), even if
quantified modelisation can sometimes be clarifying. As Stegenga concludes, after having noticed
that “Philosophers have long wished to quantify the degree of support that evidence provides to a
hypothesis” and having regretted that in such context they “developed confirmation theory ‘given
a body of evidence e’, without worrying about what constitutes a ‘body of evidence’”: “at best,
the problem of discordance suggests that robustness is limited to a qualitative notion.” I agree with
Stegenga’s conclusion, perhaps more strongly than he does himself, given his cautious formula-
tion. In any case, the study of real, ongoing practices clearly shows that different practitioners very
often weight differently the multiple derivations for and against a given hypothesis in a historical
situation (see for example Dufour’s paper as an illustration among others). So if weights could be
meaningfully attributed to derivations, they would likely be different from one scientist to another
one – which is of course not in the ‘objectivist’ spirit of the Bayesianist enterprise.
7 For further developments on this issue, see also Section 1.5, third and fourth points.
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that speak in favor of the hypothesis under discussion, that is, how multiple is the
multimodal concordant favorable evidence for an X, and where lies the boundary
between a multimodal configuration and a monomodal configuration.

1.4 Solidity, a Status That Comes in Degrees

‘To be solid’, as an attribute of an X, is not a binary property admitting a clear-cut
application of the form ‘yes or no’. X is not either solid or not solid: X is more or
less solid. And, as a particular case, X is more or less robust, more or less GEed.

All authors who reflected on robustness have stressed this feature, among whom
are Wimsatt himself, and, following him, many contributors to the present book.
“Robustness may come gradually and in degrees”, writes Nederbragt, for example,
after having quoted Wimsatt.

But the next, more delicate and less explored question is: What does this ‘more
or less’ depend on?

Let us consider the particular case of robustness. It already follows from the last
section that in the assessment of the degree of robustness of an X, both a number of
arrows and the strength of each arrow are involved. In addition, at least two other
things must be taken into account.

• The degree of independence of the derivations, one from the others
I will return to independence below, Section 1.8, but just to approach the idea

intuitively at this point, imagine that the derivations turn out to be hardly inde-
pendent, or not independent at all. For instance, imagine that they turn on a large
number of hidden common assumptions. In such a case the convergence of their
results will not provide additional support to the final result (additional with
respect to the situation where only one of them would be available). The con-
vergence would be artificially produced by the elements shared by the different
derivations.

• The more or less satisfying quality of the convergence of the results derived from
the different derivations

At this level, what is needed is an analysis of the grounds on which it is possible
to say that the multiple derivations lead to the same result. As several chapters of
this book will clearly illustrate, the identity is rarely, if ever, immediately given
as such. This is a very important point and, I think, one innovative contribution of
this book. As far as I know, the reflections previously devoted to robustness topic
did not really pay attention to it. As Trizio notes about experimental derivations
in his case study in cell biology:

(. . .) different techniques often yield completely different experimental outputs. For
instance, a colored film realized with fluorescence microscopy will have, at first sight,
little in common with a black and white picture obtained by means of an electron
microscope. In most cases, the identity is achieved only at the level of the judgments
expressing the final results based on the interpretation of the experimental outputs.
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Although not explicitly stressed by Allamel-Raffin and Gangloff, their case study
offers an especially striking illustration of the idea that the multiple derivations of
a robustness scheme lead to strictly speaking different derived results and not to
one and the same invariant result. In some of the argumentative modules consti-
tutive of the astrophysical paper they study, the robustness scheme extracted by
Allamel-Raffin and Gangloff clearly involves perceptually different images obtained
by different kinds of telescopes and different techniques of noise evaluation. Going
from these different pictures to the conclusion that all of them converge (give the
same information and hence can be considered as one and the same map), there is
an inferential road and an act of synthesis: practitioners have to work on the initial
images, they have to build ways (described in the chapter) to make them compara-
ble and to be in a position to conclude that they converge. So what is at stake with
robustness is constructing a convergence of a more or less good quality, rather than
an identity that is simply given.

Mieke Boon also draws attention on this point and states it at a more general
level. Contrasting “multiple means of determination” with repetitions of the same
experiment, she stresses that the former

usually does not produce the same results, at least not at the level of our observations or
measurements. Yet, in his examples of multiple determination Wimsatt suggests that the
point of it is producing the same results: “to detect the same property or entity”, “to verify
the same empirical relationships or generate the same phenomenon”, etc. (Wimsatt 2007a,
45, MB’s italics). This way of phrasing how multiple determination works suggests (. . .)
that phenomena are like grains of sand on the beach. They are clearly identifiable objects
in whatever circumstances: they remain as exactly the same identifiable entities whether on
the beach, at the bottom of the sea, in the belly of a fish or in my shoes. (. . .) this is often
not the case.

Stegenga, for his part, presents this problem as one of “the ‘hard’ problems of
robustness”, in the context of his discussion of discordant configurations, noting that
these are often “incongruities” rather than clear inconsistencies.

Evidence from different types of experiments, he emphases, is often written in different
‘languages’. (. . .) To consider multimodal evidence as evidence for the same hypothesis
requires more or less inference between evidential modes.

So, very often, the invariance, or rather the convergence, has to be built from
the end-products of the multiple co-present derivations, and these end-products are
initially different, strictly speaking. In my chapter, I analyze this building process
for a case in which the operations of transformation are ‘quasi invisible’ and never-
theless – I argue – indeed still present, and I call the operations involved a (more or
less creative according to the case) “calibrating re-description” of the end-products
of the multiple arrows.
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To sum up at this stage: X can be more or less robust, and this ‘more or less’
depends on at least four (not independent8) variables:

X is (more or less) robust = a (greater or smaller) number of (more or less
reliable) derivations that are (more or less) independent lead to a result (more
or less close) to X.

This characterization leads to difficulties, the structure of which is admittedly
familiar to philosophers of science at least since Thomas Kuhn.

How can we determine the ‘threshold’ beyond which X can be said to be solid,
below which X must be considered as fragile? It is well-known that significant
disagreements can arise at the level of the judgements of solidity/fragility of any
element X, both within the members of the scientific community and within the
members of the Science Studies community.

This is already the case if we consider in isolation each of the four degree-
judgments involved in the robustness equation above. And it is a fortiori the case
for the global judgment in terms of the degree of robustness, which, in addition,
involves a balance judgment. The latter description is, in my view, an analytical
decomposition and reconstruction of the situation, provided for the purpose of clar-
ification. In practice it is more than dubious that scientists proceed by composition
from the parts to the whole, that is, first by assessing the strength, independence,
degree of convergence, and number of convergent derivations, and, second, by con-
structing, on the basis of these ‘atomic’ judgments, a ‘molecular’ judgment about
the resulting robustness of X.

Moreover, the global judgment about the robustness of an X can vary, ‘all other
things being equal’, with contextual conditions ‘external’ to the robustness scheme
itself. For example, and as illustrated by Trizio’s case study, if an experimental
result X under discussion is, according to the theories admitted at the time, highly
implausible, then a higher number of convergent experimental derivations will be
demanded to in order to conclude that X is sufficiently robust – higher than if this X
were expected according to these theories. Or, again, and as illustrated by Dufour’s
case, if X appears as an especially crucial and important proposition, even a very
high number of concordant experimental derivations will seem still insufficient to
some scientists.

This is not to say that, as philosophers of science, we cannot try to propose crite-
ria, or at least to reflect on what could be the criteria, to evaluate what is a sufficiently
high number of sufficiently independent derivations which show, taken one by one,
a sufficient degree of strength and, taken all together, a sufficiently good degree of
convergence, and on this basis, criteria to assign a sufficient degree of robustness.
In this vein Stegenga introduces what he calls “the amalgamation problem”, that

8 In Section 1.8, we will see that the variable ‘number of derivations’ is no more independent of
the variable ‘degree of independence’ than of the variable ‘strength of the derivation’.
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is, the problem of “how multimodal evidence should be assessed and combined to
provide systematic constraint on our belief in a hypothesis” X, and he looks for an
“amalgamation function” to do the job. But his analysis points to deep difficulties
associated with the task.

So at the level of all of the degree-judgments involved, we face the difficulty, not
to say the impossibility, of specifying universally compelling criteria and of point-
ing at a universally compelling threshold beyond which it would be de jure irrational
not to uphold the solidity of X. This difficulty becomes particularly tangible, and its
epistemological implications become clearly visible, when we study moments of the
history of science during which important controversies about solidity judgements
took place among the practitioners themselves. However, this difficulty is in princi-
ple also present for episodes in which a good consensus exists among the members
of a scientific community. And it is a difficulty with respect to which a philosopher
of science willing to analyze the solidity of what is taken as a scientific accomplish-
ment has, sooner or later, to take sides, even if it is by entrenching himself behind
the practitioners’ judgements.

1.5 Arrows-Node Schemes of Solidity and Scientific Practices

The volume title refers to the practice turn. What then is the relation between a solid-
ity scheme – such as the one of robustness or generative entrenchment as defined
above – and the level of scientific practices?

Solidity schemes can be said to be emergent with respect to scientific practices,
in the following sense:

• The scheme aims at grasping what has emerged during certain ‘conclusive
moments’, at a given point of the historical process.

• The arrows and the nodes that constitute the scheme belong, therefore, to the
level of the ‘finished’ products of science, rather than to the level of the ongoing
process of scientific investigation;

• The arrows and the nodes refer most of the time to what appears in scientific
publications, rather than to what is actually done in the laboratories.

This doesn’t diminish the interest and relevance of these schemes, for the vast
majority of the scientists themselves rely on what appears in the publications in
order to judge the solidity of a procedure or of a scientific result. But this makes
us suspect that the robustness and GE schemes do not exhaust the analysis of the
constitution of solidity. I will shortly get back to this when I address the issue of the
independence of the derivations (Section 1.8).

Meanwhile, I would like to specify further in what way the solidity schemes
pictured by means of the arrows-nodes representation belong to an emergent level
with respect to the one of science in action and in real time.
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I will specify that point by relying once more on the case of robustness.

• First, the robustness scheme already presupposes the stabilization of the
‘derivation-result’ connection. Whereas in real and developing laboratory
practices, this connection emerges from a more or less delicate and more or
less problematic trial and error process, the outcome of which is of course not
determined in advance for practitioners.

• Second, the scheme offers a panoramic description that treats each derivation
as an unproblematically individuated entity and as a black box. Whereas with
reference to laboratory practices, a derivation involves multiple sequences of
actions, whose individuation and re-individuation are not obvious and may be
problematic. Moreover, even once these sequences of action have been concep-
tually grasped as one sufficiently well-defined kind of procedure symbolized
and black-boxed as an arrow, this arrow actually refers to a complex reality
combining multiple components of heterogeneous types (material-conceptual-
functional objects such as instrumental devices, practical skills required for
the successful use of the instrumental devices, various kinds of operations and
reasoning. . .).

• Third, and as already stressed Section 1.3, the scheme only takes into account the
supportive arrows (the ‘confirmations’). It says nothing about the argumentative
lines that could weaken the node X, if not refute X. In other words, the scheme
holds after an assessment of the importance of the negative arguments possibly
involved in the historical situation. Such an assessment can be either the conclu-
sion of a deliberate and systematic discussion, or – maybe more often – an intu-
itive judgment associated with implicit reasons. But in any case, the robustness
scheme, which does not even mention, and thus ignores, the negative arguments,
presupposes that these negative arguments are not significant or of very weak
weight.9

• Fourth and finally, even with respect to the supportive elements alone, the scheme
presupposes a preliminary choice, related to the more or less significant char-
acter of the available positive arguments. As already stressed and illustrated in
Section 1.3 above, only those deemed to be the most significant ones will appear
as arrows in a robustness scheme.

Clearly, a solidity scheme is an idealized representation of a real scientific con-
figuration, which depends on and reflects multiple judgments and decisions on the
side of the analyst who proposes it.

9 This point is closely related to what has been developed above, Section 1.3, about the issue of
the weights associated with the derivations. An alleged negative argument once proposed in the
history of science against an X but taken by a given analyst to be very weak if not totally dismissed
as an argument (equated with something that counts for nothing, or if one prefers, associated with
a weight equal to zero), will not appear at all in the robustness scheme that this analysis proposes
as a reconstitution of the historical situation.
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1.6 About the Nature of the X Appearing in the Judgment
‘X Is Solid’

1.6.1 Solidity of the Nodes

I would like, now, to say a few words about the nature of the X that could appear in
the judgment ‘X is solid’.

Actually, this X can be of quite various kinds. This variety will be exemplified
by the diverse types of X candidates for robustness attributions that are involved in
the different chapters of the book. Several contributions also directly address the
issue of this variety and propose typologies or classifications. For example, Boon’s
chapter attempts to list systematically and to categorize the multiplicity of heteroge-
neous ‘things’ that are commonly called “robust” and to explain the different senses
involved.

A. Under the influence of a long tradition, philosophers of science first think of X
as a theoretical or experimental result that could appear in a descriptive sentence
about the natural world. More generally, they think to X as a proposition (or a
set of propositions).

When X = a propositional entity, ‘X is solid’ (typically) means:

X is trustworthy, reliable, effective, believable, if not true;
The entities and processes referred to by the proposition exist, are objective,

are real.

For instance, X can be a theoretical hypothesis, a whole theory, a theoretical
analysis or explanation, an experimental fact, a scientific model, a certain belief,
and so on. Many chapters of this volume will consider the solidity of this kind of
X, as the examples invoked up to now in this introduction already show. In most
of these examples, X was a proposition, and, in addition, all those examples came
from the empirical sciences. But the mathematical sciences are also considered
in this volume. In Chapter 8, Ralf Krömer examines the peculiar case of the
robustness of mathematical propositions (and more generally if, and to what
extent, the robustness scheme plays a role in mathematical practices).

B. Besides propositions, we can also think of other types of scientific results that
can take the place of nodes in a solidity scheme.

For instance, X can be a scientific image in a broad sense of the term “image”
(a photograph, a picture, a map, a pictorial scheme10. . .). In their chapter,
Allamel-Raffin and Gangloff analyze a case of this kind in the field of astronomy.

10 Some might claim that images or maps are reducible to complex networks of propositions and
hence do not correspond to a different type of node than in the preceding case. This might be a
controversial point. In their paper, Allamel-Raffin and Gangloff argue that images are not reducible
to propositions and that they play a specific role in scientific argumentation. I am inclined to think
they are right. Anyway, it is not my problem here to discuss this point. My intention is only to
illustrate the diversity of the scientific items that can possibly constitute a node in a solidity scheme.
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C. We can also envisage the case in which the node X of a robustness scheme refers
to a measuring instrument, or more generally to any technological device.

When X = a measuring instrument, ‘X is solid’ (typically) means:

X fulfills, reliably and durably, the function for which it has been conceived
(the measurement of this or that quantity or phenomenon);

The instrumental outputs of X provide information about the ‘true values’
of the variables, about characteristics actually possessed by the measured
objects.

At this level and more generally, the task is to investigate what solidity may
mean when X = a technological means, and how exactly the solidity of these
hybrid entities is constituted, given that they are, at the same time, material,
conceptual, and intentional, that is, designed in the intention to fulfill definite
practical functions with respect to human life.

In Chapter 13, Andrew Pickering reflects on the solidity of technological
material achievements (what he calls “free-standing machines and instru-
ments”). Faithful to the fundamental intuition that underlies all his work, he
focuses on the level of the most concrete actions and material aspects of science,
holding that “material performance and agency” is “the place to start in thinking
about the robustness of science”.

The contribution of Nickles also touches on the solidity of technological
achievements, but here the X under discussion is not just a simple localized
object such as a measuring instrument; it is, rather, a highly complex “epistemic
system” which involves, among other dimensions, technological features.

D. We can add this kind of complex X to our repertory. True, contrary to what the
title of the present section suggests, we are not intuitively inclined, initially, to
see this kind of X (a complex epistemic system) as a node. But this could be
said as well about the X considered just above section C, for a measuring instru-
ment can itself be viewed as a (more or less) complex system and represented
as an extended network constituted by multiple nodes and arrows. And after
all, any complex system can be seen, at a certain scale, as one unitary entity,
and its solidity can then be discussed as such. Anyway, even if the kind of X
in question is not at its ideal place in the present section, the discussion of the
solidity of X = a complex hybrid system is an important aspect of the solidity
problem.

When X = a complex hybrid system, ‘X is solid’ can mean very different
things, beyond the idea of its ability to fulfill, reliably and durably, the func-
tion(s) for which it has been designed. It depends on what the system is made
of, on its intended use and on what the users want to avoid. Admittedly, the
solidity will be differently conceived if the complex system is an epistemic sys-
tem like a scientific paradigm, an industrial system like a nuclear power plant or
an information system like the Internet. But at a general level we can neverthe-
less stress, following Nickles in Chapter 14, that for complex hybrid systems, to
specify what solidity is, requires us to specify the kinds of anticipated threats or
failures we want to avoid, and to relativize solidity to these kinds. A complex
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system is never solid in all respects. It may be solid in certain respects but
fragile in others. Moreover, as Nickles argues in his chapter, attempts to increase
the solidity in one direction often, as far as we can know, create new, unpre-
dicted fragilities, sometimes worse than the ones eliminated or attenuated by
previous design modifications. In these cases a “robustness-fragility tradeoff”
is inevitable and we must renounce once and for all the optimistic idea of a
“cumulative fragility-reduction”.

With respect to complex systems, more especially technical systems, Nickles,
in his chapter, refers to a useful distinction between two kinds of robustness (or
rather, solidity, according to my terminological decisions) that we can fruitfully
add to our toolbox in the context of this introduction. The first is “simple robust-
ness”, referring to a situation in which a system is robust because it is made of
a few very reliable components (the robustness of the totality is the sum of the
robustness of the parts). The second is “complex robustness”, related to a situa-
tion in which the robustness is an emergent property of a complex system made
of multiple ‘sloppy’ and cheap but redundant parts and of diverse processes of
control.

E. Finally, outside of the field of studies devoted to scientific achievements, robust-
ness is also currently applied by historians and philosophers of evolutionary
biology to living beings ‘designed by nature’ (by reference to and by analogy
with technological devices designed by humans), or more generally to aspects
of the natural (possibly nonliving) world, such as physical phenomena or the
behavior of physical objects. This dimension of robustness will not be system-
atically investigated in the present volume which is primarily interested in the
robustness of scientific achievements. Nevertheless, Wimsatt’s contribution will
consider this kind of “material robustness” (as he calls it, by contrast to “infer-
ential robustness”), and will illustrate it through the example of the robustness
of some phenotypic properties required in order for the sexual reproduction to
be possible.

1.6.2 Solidity of the Arrows

The previous examples were examples of an X that would appear as a node in a
solidity scheme. Now I would like to say a few words about the solidity of the
arrows of the scheme.

I will consider again the case of robustness: the case of an arrow that denotes a
procedure (a derivational means, whatever it is) aimed at establishing the robustness
of whatever type of scientific result. At this level, the typical examples are:

• A theoretical argument in the empirical sciences;
• A mathematical argument;
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• A protocol of any kind, for instance:

◦ A technique (of fabrication, of production of samples, of preparation. . .)
◦ An experimental procedure, with its characteristic set of instrumental appara-

tuses and techniques. . .

When X = a procedure-arrow, ‘X is solid’ can be further characterized as: X is
reliable, trustworthy, efficient, stable.11

Several chapters of this book deal with the issue of the solidity of a procedure
in an indirect or peripheral manner, but this question is the central topic of Frédéric
Wieber’s contribution (Chapter 11), which describes and discusses how a modeling
procedure developed in the 1960s and 1970s in the field of biochemistry has been
progressively taken as a solid procedure. Dufour also directly addresses this issue,
through the characterization of two different “loopholes” in the available deriva-
tions in favor of the violation of Bell’s inequalities, and insistence on the fact that
practitioners assess the consequences of these loopholes differently. This is also the
topic of my own chapter, where I open the black box of an experimental derivation
in favor of the existence of weak neutral currents in the 70s, and give a structural
characterization and a visual representation of this derivation, on the basis of which
I discuss what the solidity of a derivation is made of.

If we ask: ‘What types of reasons can be invoked to support the reliability of X =
a procedure?’, the answer can be explored along two paths and divided in two parts.

• A first part of the answer doubtlessly lies in a sort of reversed formulation of the
Wimsattian robustness scheme: the solidity of a procedure will increase with its
being involved in the derivation of the greatest possible number of independent
results already established as solid (say the Ris). For instance, the reliability of an
experimental procedure will increase with the number of already-robust results
that it yields.

Does this first part of the answer lead us in a circle?
Yes, no doubt. But the circle is not necessarily vicious. On the face of it,

we are tempted to avoid the vicious circle by pointing out that the results and
methods that play the role of ‘what establishes solidity’ on the one side, and
the role of ‘what acquires solidity’ on the other side, are not the same. The

11 Note that the same terms were already employed in the previously considered case, ‘X = a
propositional entity’. Actually, these terms, and especially the reliability vocabulary, have a very
broad scope and can be applied to propositional results as well as to procedures. (In this respect, the
lexicon of ‘reliable’ could have been a good alternative to the vocabulary of ‘solidity’). But note
also that the reverse does not hold: all the terms used to name the solidity of a propositional result
do not automatically apply to procedural achievements. In particular, talk of ‘truth’, ‘objectivity’
and what is ‘real’ are restricted to propositional entities. They are not, in ordinary usage at least,
employed to pick out procedures, methods, derivations and the like. These differences at the level
of the vocabularies reflect a difference of epistemic kinds.
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already-solid methods act like springboards to establish the solidity of new
results, and the already-solid results act like springboards to establish the solidity
of new methods. We find, therefore, rather than a circle, a helix.

These reflections lead to several suggestions.
First, they clearly show that a solidity scheme only holds with respect to certain

historical coordinates, and, therefore, that any solidity scheme should specify
these coordinates. Indeed, these coordinates will determine what can be taken
as already solid – what works as an already established ingredient – and can
therefore serve as a source of solidity for the X under scrutiny.

Second, even if we believe that this helix is not vicious, we are pushed in an
endless journey back trough the axis of the time of the history. For the ‘what has
been newly established as solid’ always refers to ‘what has been established as
solid before’, and so forth. We have a temporal regression without an end.

This can make us suspect that the historical order is far from being
indifferent. . . That science might be path-dependent in a highly constitutive way.
It raises the problem of knowing whether we can leave the historical order behind,
by considering, as is almost always done, that at least some of our robust sci-
entific results enjoy autonomy with respect to this order, and were, in a sense,
inevitable independently of this order. This is a delicate question. The epistemo-
logical implications are the degree of contingency associated with what is taken
as a scientific result, and the plausibility of a science that would be, at the same
time, as solid as our science, but coordinated with an irreconcilable ontology –
an ontology either contradictory, or, more plausibly, incommensurable to ours.
This is the contingency issue, to which Andrew Pickering has made an origi-
nal, if controversial, contribution, and to which I shall return at the end of this
introduction.

• The answer that has just been given to the question of what provides its solid-
ity to a derivation leaves us unsatisfied. It seems to be only a part of the
answer. Indeed, intuitively, this answer appears too ‘extrinsic’ with respect to
the procedure X whose solidity is under discussion. For it depends on historical
circumstances external to X, that is, to the empirically contingent development
of a set of other procedures involved in the establishment of the solidity of the
already-established-as-solid Ris.

Intuitively, we would like to link the solidity of a procedure to some of its
‘internal’ properties, to more ‘intrinsic’ features. This would be the second part
of the answer to our question. In my chapter, I will examine the nature and the
role of these possible intrinsic features that are expected to give its solidity to a
procedure ‘from the inside’. But to anticipate, I can emphasize the fact that these
features – that one may be inclined to consider, at first sight, as ‘intrinsic’ – can
be said to give its solidity to a procedure only by referring to many other things
besides themselves.

On the whole, we have the quite vertiginous impression that every time we ask
about the solidity of an ingredient of the robustness scheme, we start a cascade
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involving more and more ingredients, horizontally in the synchronic space, and
vertically along the diachronic axis.

I will now have a closer look at what there is behind this impression. This will
lead us back to the tension between holism and modularity introduced above in
Section 1.2.

1.7 From the Pyramidal-Foundational Model
to the Holistic-Symbiotic Model, and Back

In order to understand better the ‘mechanism’ that underlies the attributions of solid-
ity, I will discuss the simple case of a four ingredients robustness scheme in which
three arrows converge on a node R, and I will do the following exercise: to vary the
‘solidity values’ (an expression framed on the model of the widespread expression
‘truth value’) associated to the different ingredients of the scheme, and to examine
the various resulting readings.

1.7.1 A Thought Experiment Playing with the Solidity Values
of the Elements of a Robustness Scheme

A. Let us first imagine that, at a given moment of the history of science, the three
kinds of methods involved in each of the three derivations are – independently
and before they come to be seen as able to derive the result R and as a supportive
argument in favor of R – already standard and well-mastered methods, and thus
methods seen as reliable and solid. Let us assume moreover that the three arrow-
methods are of equal solidity.12

On the basis of such ‘initial’13 solidity values, the scheme of robustness
should be read as follows: the result R becomes robust (or: acquires a strong

12 This is of course just a thought experiment in order to show how the solidity scheme works, not
a positive claim about the possibility of ‘measuring’ the solidity values that in fact hold or should
have held in a given empirical situation. As already suggested in note 6, this possibility is, to say
the least, highly problematic.
13 The quotes are intended to prevent the reader from equating this ‘initial’ to a given moment of
the history of science at which one would have succeeded in measuring the actual, objective solidity
values of some existing scientific derivations. This is not at all the sense of the present exercise. The
‘initial’ and the ‘final’ name two logical moments of the proposed thought experiment. The thought
experiment imposes by fiat such and such solidity values to certain elements of the robustness
scheme (which are the ‘initial’ values) and then discusses, on this basis, what consequences result
‘next’ (i.e., what are the ‘final’ solidity values and how they result from the ‘initial’ state). Of
course, this thought experiment is intended to help us to understand what happens in real historical
situations. But this does not imply that in real historical situations anyone is able to associate
explicit objective measures to scientific derivations. The relation with the history of science, and the
way the thought experiment is used to understand real situations, will be sketched below Sections
1.7.2 and 1.7.3.
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degree of robustness), because three independent methods converge on it. Here,
the ‘flux of robustness’ is oriented from some ingredients of the scheme (the
three derivations taken altogether) to others (the result R): namely from the more
robust ingredients to the less robust ones. Intuitively, one is easily inclined to
characterize such a situation by means of a pyramidal-hierarchic (down-up)
model, if not by means of a foundational one: a model according to which
an ‘intrinsically solid’ basis works as a foundation for the edification of upper,
‘intrinsically more fragile’ floors.

B. But let us now modify, in the preceding scenario, the ‘initial’ solidity value of
one of the arrow-methods. Imagine that one of the three methods is controver-
sial, that it has a low degree of solidity. In such a configuration, the robustness
scheme will lead to a reading notably different than the one in the previous
‘democratic’ scenario (same weight attributed to each arrow).

It will be read as follows: two equally solid derivations (based on solid meth-
ods) lead to the result R, thus this result acquires a certain degree of robustness.
In parallel, a method so far considered as fragile leads to the same result R.
Thus, the method in question acquires solidity. Therefore, on the whole, we can
say that the result R is at the point of convergence of not just two solid deriva-
tions, but three solid derivations, and thus, the degree of robustness of R still
increases (compared with the configuration in which only two arrows converged
on it).

The description just proposed to describe this second scenario appears a little
bit artificial and unsatisfactory. This is mainly because a verbal presentation is
ineluctably sequential, joined to the circumstance that, for the sake of didactic
purposes, we are led to decompose the situation into a maximum of ‘partial
fluxes’ of robustness. In such a verbal presentation, we cannot but consider
one after the other, and hence in a certain order, the multiple partial fluxes of
robustness directed from some ingredients to some others. Whereas, in fact, the
robustness attributions result from a global, ‘instantaneous’ equilibrium, from
an unordered mutual reinforcement.

C. Actually, the most suitable configuration to show that the attributions of solidity
result from a global equilibrium is the configuration in which all the ingredients
of the scheme are ‘initially’, when considered in isolation from one another, all
taken to be fragile (or associated with a weak degree of robustness).

In that case, the scheme will be read as follows: the robustness of the result
R, the solidity of the first derivation, the solidity of the second derivation, and the
solidity of the third derivation, are each mutually and equally reinforced, due to the
global configuration in which they are involved. Although ‘at the start’, none of the
ingredients were solid, all of them gain solidity from their conjunction in a network.

In such a configuration, the ‘solidity fluxes’ are no longer unidirectionally ori-
ented gradients: they are uniformly distributed. The reinforcements act in both ways
and in a symmetrical manner between all the elements, a situation that we can repre-
sent by means of double arrows. Each ingredient equally contributes to the solidity
of all the others.
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In such a configuration, one is no longer inclined, intuitively, to appeal to a
hierarchic-foundational model. Rather, one is inclined to say that the solidity is
co-constituted, co-stabilized. One is inclined to describe this situation by referring to
a network structure, to a holistic equilibrium, to reciprocal stabilizations, or again –
to borrow a term often used by Pickering in his analysis of scientific practices – to a
“symbiosis”.14

Here not only are we back to the relational nature of solidity attributions noted
above, in Section 1.2, but we can also go a step further. Relying on the previous
analysis, and taking into account the fact that each element of the network owes its
strength to its connection with the others, we are led to conclude that the X involved
in the judgment ‘X is solid’ can be identified – and perhaps is more adequately
identified – with a more or less complex structure or network or symbiosis, rather
than with one particular ingredient of this structure (as is commonly done and as
I have treated it in this introduction up to this point). In his chapter, Nickles will
approach robustness by taking up this perspective, that is, from the angle of the
general characteristics that complex systems might or should satisfy in order to be
solid in this or that desired respect.

1.7.2 What Hides the Holistic-Symbiotic Working of a Robustness
Scheme in a Given Historical Configuration

When we analyze a particular case, what is it that hides the holistic-symbiotic
character, or even leads to reject as invalid the holistic-symbiotic model and
favors, instead, a hierarchic-foundational reading? It is the operation that, ‘initially’,
remains fixed, and assumes as unproblematic the solidity of some of the ingredients
of the scheme considered in isolation.

What can we say about this operation?
First, that it obviously reflects what is the case in the history of science and in

real practices. Indeed, each practitioner, at a given period of the research, does not
place on the same level all the ingredients involved in the developmental stage in
question.

Second, we should not deplore such a situation, since it seems to be a necessary
condition of the possibility of our science. If the attributions of solidity were all
the time and all together questioned, practitioners could not rely on anything and
science could no longer progress – or in any case, would not look like our science.
We are led here to a variant of the famous metaphor of Neurath’s boat.

Third, the question nevertheless arises of the origin of the attributions of solidity
that are ‘initially’ associated to the multiple ingredients of the robustness scheme.

14 Pickering’s symbioses apply to real time dynamic scientific practices and their various (material,
intellectual and social) ingredients, rather than to elements of an idealized and ‘synchronic’ robust-
ness scheme as is the case in the reasoning just above. For more about the symbiotic conception of
scientific development and references, see Section 1.7.3.
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And to this question, the answer seems to be: the initial solidity of an ingredient con-
sidered in isolation is related to its past history, and more precisely, to the way this
ingredient has been, in the past, involved in other holistic equilibriums or symbioses.
We are back to the open-ended helical process we met before. We have the impres-
sion that the holistic modules represented in the plane of the sheet of paper must
always be connected, ‘in depth’ (in a perpendicular plane representing the temporal
dimension), to an undefined multiplicity of structurally analogous holistic modules.

1.7.3 Structural Homologies and Substantial Differences Between
the Robustness Analysis of Real-Time Scientific Practices
and Retrospective Consideration of Past Science

What has just been said about the holistic-symbiotic way of functioning applies,
as I stressed before in Section 1.5, to a level which is emergent with respect to
scientific practices. In Section 1.5, I specified in what sense and for what reasons
the robustness scheme is emergent. We can now reformulate the point in terms of
holistic units, now seeing any solidity scheme as a holistic unit.

A solidity scheme reflects and carries some options about the content and the
extension of the holistic-symbiotic units within which, and at the scale of which,
the interactive stabilizations are supposed to apply. In other words, it presupposes
options about the content-extension-frontiers of the network on the basis of which
it is relevant to think about the equilibrium of the solidity distributions. That is,
the analyst cuts through the infinitely rich historical reality where, strictly speaking,
everything could be thought to be linked with everything in a certain respect; and he
extracts a holistic module considered as sufficiently autonomous with respect to the
aim of solidity analysis. In other words, he assumes local holism15 and it remains
for him to decide about the ‘size’ of the local. He has to face the tension between
holism and modularity and to overcome it in one way or another.

That said, although emergent, the analysis proposed above concerning the way
the holistic modules function, is, I believe, still relevant, in its general principle, for
understanding what is at stake in real practices such as laboratory practices. This
is so, since something like the same structural scheme is involved in both cases: at
the level of the emergent scheme as well as at the level of the ongoing practices, we
find interactive co-stabilizations. When we consider science from the standpoint of

15 Thomas Kuhn introduces the idea of “local holism” in a 1983 paper in which he tries to under-
stand the incommensurability of scientific theories in terms of the (locally) different linguistic
structures of these theories (On Kuhn, robustness and incommensurability, understood in a struc-
tural framework inspired by network theories, see Nickles’ paper, Chapter 14.) To decide how local
is this local holism (and hence how ‘extended’ or ‘spread’ is the incommensurability), or to decide
the size of the network relevant to robustness assessments, is the same kind of problem and leads
us to back to the tension between holism and modularity stressed Section 1.2.
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practices, we can re-describe it as an attempt to obtain good “symbioses”16 between
the ingredients involved in these practices. When the attempt is successful, what is
obtained is a modular (more or less extended) holistic unit endowed with a certain
quality of stability and autonomy. Ian Hacking once described it as a “closed sys-
tem” and a “self-vindicating structure” (Hacking 1992, 30), Andrew Pickering as
a “self-containing, self-referential package” (Pickering 1984, 411). It is such a unit
which can be represented at an emergent level, through considerable simplification
and inevitable distortions, by an arrow-node scheme of solidity.

Now, if there are structural homologies between what holds in real historical
situations and what holds at the level of the very simplified representation of solidity
schemes, there also exist substantial differences.

A first striking difference, to which an allusion has already been made at the very
beginning of this introduction, lies in the nature of the ingredients involved in the
inter-stabilizations under scrutiny. When we consider science in action, for example
laboratory practices, the interactive stabilizations or good symbioses that eventually
emerge arise, as the practice turn showed, among ingredients of various heteroge-
neous types, possibly including know-how and professional skills, local norms and
standards guiding the production of results, instrumental and material resources,
geometry of the laboratory and short-term concrete feasibility, if not available insti-
tutional organization, the power of convincing peers, decision-makers, sponsors, and
so forth.

If we want to continue to use an arrow-node diagram in order to represent living
practices and the process of constitution of solidity in these practices, we will have
to distinguish and to define the possible kinds of ingredients potentially involved
and to find a specific representation for each kind.

On this path, the task and the difficulty are:

• To specify and classify the items that may constitute the robust scientific
symbioses (taxonomy of the constituents that are likely to intervene)17

• And at the same time, to specify the nature of the ‘glue’ that may be able to ‘hold
together’ the various ingredients of scientific practices (typology of the relations
that are likely to contribute to a solid symbiosis). We need to find a way to think

16 Pickering (1984, 1995). Hacking sometimes also uses this terminology (see Hacking 1992),
but more ‘in passing’. In Pickering’s writings, the idea of a symbiosis is more developed and is a
central conceptual tool.
17 This is actually a very difficult task. Hacking made an attempt in this direction in Hacking
(1992). He distinguishes three main categories (“things”, “ideas” and “marks”) and fifteen ele-
ments distributed on them (See the quotation note 21 below for examples of these elements.
See also Mieke Boon’s paper, Section 1.2, for a presentation and brief discussion of Hacking’s
typology). More generally, and as already noted, Boon’s paper itself aims at building a typology
of the ingredients involved in scientific practices that might be candidate to robustness attribu-
tions. Further work on this issue is, in my opinion, strongly needed. Clearly, the general – highly
criticized but still in use – distinctions such as cognitive/social and internal/external factors are
completely non-operative for the analysis of detailed case studies.
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about the nature of this ‘global hanging together’ on the basis of something dif-
ferent from the classic idea of logical coherence. We need to develop something
akin to what Hacking called an “enlarged coherence” between “thoughts, actions,
materials and marks” (Hacking 1992, 58).18

A second important difference between a characterization at the emergent level
of solidity schemes and a characterization at the level of real practices19 is that,
in the latter case, we must take into account a sense in which at least some of the
ingredients involved in real time practices are in a relation of co-maturation (this is
one important aspect that the idea of a symbiosis is intended to convey).

This means that, at a given moment of the history of science, several coexisting
traditions (typically, some theoretical and some experimental) reciprocally feed the
others with relevant and interesting subjects of research and mutually influence the
investigation of the others in certain directions, thus at the same time moving them
away from different possible directions. Each pole favours what is ‘in phase’ with
it within the other (where ‘in phase’ means at least ‘provides relevant exploitable
elements to it’, if not ‘gives positive support to it’). Such a picture motivates the
symbiosis metaphor: each pole gives life to, or sustains, the survival of what is
‘in phase’ with it. Correlatively, each pole neglects or dismisses what is not ‘in
phase’, thus contributing to its extinction. When, as a result of this process, a better
symbiosis than before is achieved at a point of the history of science – as sometimes
happens –, that is, when practitioners feel that more things than before nicely fit
together or are more strongly connected, this in turn conditions what happens next –
what is taken as an interesting question, as an already solid and as a still fragile
ingredient, etc. – and so on from point to point along the temporal axis of the history
of science.

As a consequence, an arrows-nodes scheme designed to be a model of real scien-
tific practices should represent the various equilibriums in ‘real time’ and show how
they have been restructured along the historical path. This means that each arrow-
node configuration should only involve contemporaneous ingredients – rather than
juxtaposing in the same space, as is often the case in an emergent scheme, deriva-
tions that have been stabilized at very distant moments of the history of science.
More precisely: if the scheme juxtaposes derivations that have been stabilized at dis-
tant moments, the arrows should represent, not these derivations as they appeared
to practitioners at the time they had first been stabilized, but – and this is almost
always very different – these derivations as they appear to scientists at one and the
same later moment of the history of science (which coincides either with the period

18 According to the kinds of ‘ingredients’ and kinds of ‘glue’ one is ready to associate to
a good/better scientific symbiosis, the idea of a symbiosis can carry different philosophical
implications, and in particular, stronger or weaker relativistic implications. See Soler (2008a,
2006b).
19 The degree of complexity and the opacity of the configurations could also be mentioned here,
but I will leave these aspects aside.



26 L. Soler

of the oldest derivation involved in the scheme or with a period posterior to all the
derivations involved).

In this book, several authors – usually inspired by the work of Pickering and
by the 1992 paper of Hacking on the self-vindication of science – develop their
reflections on robustness (and the dynamical arising of robustness through time in
the history of science) in terms of mutual adjustments and interactive stabilizations.

First of all, Pickering himself does this, of course. In his framework, scientific
development appears as a “dance of agency” with passive phases where the “other-
ness” of the world manifests itself through material performances, and active phases
where human beings try multiple accommodations and adjustments. After many
iterations of such phases, sometimes a point is reached where practitioners feel that
a good “interactive stabilisation” (or good symbiosis) has been achieved: all the
pieces of knowledge nicely fit one with the others and some pieces of this system
nicely fit with the material performances of available material means, so that at the
end of the day, all items reinforce one another. At this point the dance extinguishes
itself and a duality is produced between the human and the non human (natural or
technical) world. At this point some nonhuman ingredients appear to be solid scien-
tific results (supported by other ingredients of the structure) and can be published.
As I understand Pickering’s picture, on the epistemological side,20 the robustness
of an ingredient of scientific practice is due to the good ‘hanging together’ of
the multiple conceptual and material items involved in a given stage of scientific
development.

Boon, following Hacking, also endorses the conception that what practitioners of
science strive to achieve is the mutual adjustment and the co-stabilization of multiple
elements of different kinds. All the ingredients involved in such self-vindicating
structures deserve, according to Boon, the status of scientific results – not just facts
and theories as in traditional accounts. As a consequence, many different sorts of
scientific results (“data, physical phenomena, instruments, scientific methods and
different kinds of scientific knowledge”) can be said to be robust, in different senses
of the word. In this framework, Boon’s chapter aims at specifying how the different
kinds of robustness attributions are acquired and what are the interrelations between
them.

The same kind of framework underlies my own article. Indeed, my analysis of
an experimental derivation makes this derivation appear, at the end of the day, as
a complex architecture and a global equilibrium between a great multiplicity of
elements that fit altogether.

I think something of the same kind is involved in Nickles’ reflection on complex
epistemic systems, despite the fact that his reflection is framed in different categories
and refers to a different background literature (network theory, theories of complex
systems and risk analysis) than the works just mentioned.

20 In his contribution to this book, Pickering also considers (and primarily focuses on) the
ontological side of robustness (see below, Section 1.9.5).
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1.8 Independent Derivations . . . In What Sense?

The last point I would like to examine in this introduction concerns the indepen-
dence of the derivations mentioned in a robustness scheme. Several contributions to
the present volume encounter this issue at one point or another, and three of them,
namely Nederbragt’s, Stegenga’s and Trizio’s, address it extensively.

This is a delicate but highly important issue for at least two reasons: first because
genuine independence seems to be a condition of possibility of genuine robustness;
second because the independence of convergent derivations is rarely explicitly ana-
lyzed by scientific practitioners. As Nederbragt stresses in his contribution, if, “in
daily practice scientists discuss experimental methods and their results”, in these,
“evaluations independence is (. . .) a hidden criterium, applied intuitively.”

In order for the N derivations represented in the robustness scheme to be stronger
than just one of them (or stronger than a number smaller than N of them), there
have to be, among them, some differences that make a difference. The plurality
must be real and not just an illusion. The derivations shouldn’t, after scrutiny, turn
out to be, in some sense, derivable from one another. If this were the case, the ‘at
first sight multiple’ N derivations would reduce, under examination, to a number of
derivations inferior to N, and possibly to one unique derivation. Clearly, the ‘degree
of independence’ and the ‘true number’ of derivations are not two independent
variables.

In order to describe this requirement, Wimsatt resorts to the vocabulary of
(partial) independence: The derivations must be, two by two, at least partially
independent. The notion of independence that is involved here is far from being
straightforward and unproblematic. It would require a thorough analysis based on
particular cases. Different types of independence, worthy of careful mapping, are
likely to be involved. Now intuitively, we perceive that the independence clause
covers at least two different requirements:

• On one side the requirement that the multiple derivations, as far as their content
is concerned, be different enough (common assumptions should be as few as
possible, the derivations should not be logically derivable from one another. . .).

• On the other side the requirement that, as far as their historical origin is con-
cerned, the multiple derivations supporting the result R do not entertain a relation
of mutual generation.

The independence of the derivations mentioned in the robustness scheme has,
therefore, two sides:

• Independence of the historical processes corresponding to the empirical devel-
opment of each derivation as an argument in favor of R (origin, maturation and
stabilization);

• Independence of the argumentative contents of the emerging stabilized deriva-
tions.

Historical or genetic independence is rarely distinguished as such, let alone dis-
cussed, in the literature devoted to robustness. Content independence corresponds
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to what scholars most of the time understand and examine under the independence
that is at issue in a robustness scheme or a robustness strategy. This is the kind of
independence primarily discussed in Nederbragt’s, Stegenga’s and Trizio’s chapters.
Nederbragt nevertheless mentions the possibility of “the validation of one method
by the other”, which is a particular case of historical dependency of derivations. And
his conclusion suggests a distinction similar to the one I just introduced between
content and genetic independences: “absence of overlap in background knowledge
of both methods and no validation of one method by the other seem to be crucial to
decide on independence.”

Let us further examine content independence.

1.8.1 Content (or Logico-semantic) Independence

I use the word ‘content’ in a very large sense: assumptions, principles, concepts,
forms of argument, mathematical formula, techniques at work in each derivation. . .

At the level of contents, the discussion about independence will be based on
differences that can be characterized as ‘logico-semantic’, or ‘theoretical’ in a very
broad sense (e.g. not only what belongs to high level theories, but also very local,
possibly implicit assumptions, etc.).

On the logico-semantic side, we have to compare the derivations with regard to
symbolic resources (vocabularies, concepts, mathematical tools. . .) and the assump-
tions expressed with these resources. We also have to compare relations of all
kinds (deduction, inclusion, analogies, reasoning schemes. . .) existing between the
contents of each.

It is possible to envisage logico-semantic differences that are more or less impor-
tant: related to more or less strong degrees of independence. Two derivations of
the same result belonging to different disciplines (physics and biology for instance)
will certainly be perceived as implying more radical differences and a stronger
independence than two derivations belonging to the same discipline (physics for
instance), and than two derivations belonging to the same specialty (particle physics
for example).

At the level of the analysis of content independence, using the word ‘content’
in the broad sense, one could also take into account differences of (what I would
call) ‘epistemic spheres’. For example and typically, the fact that one derivation is
seen as experimental and another is viewed as purely theoretical. Intuitively, this
has an impact on the independence judgments. Intuitively and without taking into
account what the derivations ‘say’, an experimental derivation and a purely theoret-
ical derivation owe a part of their independence precisely to the fact that they belong
to two different spheres. In this vein we should also examine what happens in hybrid
cases such as the derivations involving simulations.

Various illustrations can be found in the different chapters of this book. In
Nederbragt’s chapter, in particular, the independence of the derivations involved in
robustness strategies is investigated in terms of a rich panel of examples. The discus-
sion of these examples offers many concrete instanciations of content-independence
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of the multiple derivations. Nederbragt analyzes content-independence in terms of
differences at the level of “theoretical and methodological” “aspects”, “assump-
tions”, “background” and “principles” (my logico-semantic differences). We can
also trace in his examples something akin to differences related to the epistemic
sphere (experimental/purely theoretical investigations). Moreover, Nederbragt’s
contribution points to other, finer-grained differences of this type, such as the
difference between the three following kinds of study: investigation of naturally
occurring situations (“studies of spontaneous disease cases or spontaneous expo-
sures”); investigations of deliberately modified natural (in vivo) situations (“an
intervention study, performed in a population in which an exposure is modi-
fied”); and investigations of artificially-created and laboratory controlled situations
(“an experiment under controlled circumstances with animals or volunteers”). As
stressed by Nederbragt, when the results of such studies converge, this increases
the robustness of the convergent conclusion. I would like to add that it increases
the robustness of the convergent X, all other things being equal, specifically due
to differences concerning the modality of the investigation (purely observational
vs. modifications in natural situations vs. experimentally created configurations).
Of course, the latter dissection of the situation is for the sake of analytical clarifi-
cation. In the discussion of a given scientific configuration, the different kinds of
content-independence of the derivations have to be taken into account all together
and balanced in view to an assessment of the robustness of the derived result.

1.8.2 Building an Independence Scale

As already stressed in this introduction, Section 1.4, the independence of the deriva-
tions involved in a robustness scheme comes in degrees. Moreover, intuitively, we
relate degrees of independence and judgments of difference in the following way: a
judgment of independence includes a judgment in terms of differences; the ‘thresh-
old’ corresponding to independence is crossed when the derivations are sufficiently
different; and beyond this point, higher and higher degrees of independence are
involved.

With respect to this intuition, Nederbragt, in Chapter 5, provides a useful hier-
archic classification of the robustness strategies according to the kind of difference
and degree of independence of the derivations (see also Nederbragt (2003)). Trizio
adapts Nederbragt’s taxonomy and exploits Nederbragt’s classification in his own
analysis of content-independence (applied to a contemporary case study in exper-
imental cell biology). Let me summarize this classification and reconsider it in
the light of my distinction between content- and genetic-independences. In this
perspective, I will categorize it as an ‘independence scale’.

Nederbragt’s hierarchy comprises four levels. The lowest, more local level refers
to “confirmation of the observation when it is made for the first time and is new and
surprising”. Here the experimenter’s aim is to delimit some initial conditions that
will lead to stable and reproducible final conditions, and “to exclude the possibility
that the observation is a coincidental artefact of the experimental manipulation of



30 L. Soler

the objects of study”. So the variations are minimal: the instruments and experimen-
tal configurations essentially remain the same. As a consequence, the reproducible
final conditions are related to particular and local conditions. Nederbragt names
this first hierarchical level “reliable process reasoning (in the experimental set-up)”.
Reframed in terms of my categories: at this level, we have no content-independence
(the content-differences are too small); nevertheless, a certain kind of minimal
historical independency is assumed, which here means that all the individual exper-
iments involved count as truly different experiments in the sense of ‘performed at
different moments’ (and possibly: by different experimenters).

The next level up consists in more variations of the parameters of the experiment
while conserving the same kind of instrumental means. In other words, the theoreti-
cal principles involved in the conception of the instruments are not deeply modified.
Nederbragt calls this “variation of independent methods”, in which we have to
understand “methods” as ways of playing with one and the same kind of experi-
mental set-up: “modifications of procedure within a fixed theoretical background”.
At this level, the aim of the experimenter is, in Nederbragt’s words, “directed at
confirming the observation, to ensure that it is generalisable and that it can be made
under different circumstances.” Here, as at the lowest level, we still have no content-
independence (although the differences in content involved are more important than
at the lower level); but we do have a historical independency in the same sense as
specified just above (clearly, the multiple content-similar but temporally-different
individual derivations count as more than just one of them). Since the derivations
are independent only in the sense they are conducted at different moments, and not
as far as their background theories are concerned, Trizio prefers to call this second
hierarchical level “variation of experimental techniques”.

The third hierarchical level corresponds to “multiple derivability”. Here, the the-
ories of the experimental set-up are completely different: each derivation involves
“independent methods, different in theoretical and technical background” (e.g.,
electron microscopy and light microscopy). Multiple derivability, as defined by
Nederbragt, “is a strategy for local theories” (my italics, LS), for example a specific
theory of bacterial invasion applied to the limited domain of particular types of cul-
tural cells and particular bacteria. Following Trizio’s exploitation of Nederbragt’s
scale, only at this third level do we reach a true content-independence. Clearly, a
conceptual decision underlies such kinds of judgments (a decision concerning the
level at which the independence threshold is situated). Indeed, nothing forbids us
from saying that, at the second level of the scale, a low degree of independence is
already involved.

Finally, Nederbragt’s fourth level corresponds to “triangulation”, which is the
more general strategy, since “Multiple derivability goes from methods to theories,
triangulation goes from theories to theory complexes”. In triangulation, the deriva-
tions use different and independent theories, and the robust X so-produced is a theory
complex.

Trizio provides diagrammatic symbols to distinguish the three bottom levels
of this independence scale (as far as content-independence is concerned). He dis-
tinguishes diagrammatically the three following cases (here re-described in my



1 Introduction: The Solidity of Scientific Achievements: Structure of the Problem . . . 31

terminology): N truly content-independent derivations (represented as N convergent
arrows); N different but not content-independent derivations (represented as N par-
allel arrows); so minor variations that the result is classified, regarding its content,
as one and the same derivation (representation: one arrow).

Although such an independence scale is highly clarifying from an analyti-
cal point of view, I would like to stress that it is not always easy, faced with
a given scientific practice, to decide to which category it corresponds. The rea-
sons are multiple. In real scientific practices, we find something like a continuum
of differences rather than sharp distinctions. Correlatively, judgments of indepen-
dence and ‘degrees of independence’ are subject to exactly the same problems
than judgments of ‘degrees of strength’ of the derivations put forward above in
Section 1.3 and generalized in Section 1.4. They are largely intuitive and quali-
tative judgments, in part opaque to practitioners themselves. They can vary from
one individual to another one. And there is no ‘objective threshold’ or clear-cut
demarcation between a case of independence on the one hand (i.e. a sufficient
degree of independence, with the consequence that two distinct derivations should
appear in our robustness scheme), and a case of dependency on the other hand (i.e.,
an insufficient degree of independence, with the consequence that the prima facie
duality reduces to the unity, so that just one derivation should be represented in
our robustness scheme). Once again, we have to face an “individuation problem”.
In this respect no algorithm can be applied. The analysts must make the deci-
sion based on their own judgment and experience, and here differences frequently
arise.

In Chapter 9, Stegenga provides a systematic discussion of the difficulties
involved in the independence problem (more precisely in the analysis of content
independence), which clearly and extensively shows how deep these difficulties are
as soon as we seek to go beyond the level of intuitions.

1.8.3 Historical (or Empirico-genetic) Independence

I now turn to the historical (or ‘empirico-genetic’) independence of the processes
of emergence of the derivations.

Which kinds of scenarios can be called for in order to make sense of and to sup-
port the possibility of a genetic dependency between the convergent derivations?
Several scenarios are possible, but here I will mention only one of them. This sce-
nario seems to me, on the one hand, the best able to give some plausibility to the
rather counter-intuitive idea of empirico-genetic dependency of scientific deriva-
tions, and, on the other hand, the most interesting from an epistemological point of
view.

In order to grasp the principle of what is at stake, I will rely on an example
carefully analyzed by Andrew Pickering in Constructing Quarks, one that I will here
sum up in an inevitably crude and schematic way: the discovery of the weak neutral
currents in the 1970s. This discovery can be explained, and is commonly explained,
as the convergent result of several experiments that involve instrumental devices
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seen as sufficiently different, from a theoretical point of view, to be considered as
content-independent. In order to capture this difference in a concise manner, I will
talk about ‘visual’ and ‘electronic’ experiments.

Multiple interactions have existed between the two teams of physicists that have
performed and analyzed the visual experiments on the one side and the electronic
experiments on the other side. This is uncontroversial. To jump from this fact to
the idea of a genetic dependence between the two experimental derivations, a sup-
plementary thesis must be assumed: the thesis of a non-negligible “plasticity” of
scientific practices.

We can understand this plasticity as a variant and an extension (as Hacking says)
of the Duhem-Quine thesis. Referred to real-time practices, the thesis is extended
in the sense that the relevant holistic units are possibly made of heterogeneous
kinds of ingredients involved in these practices21 – not just propositions as is
the case with the Duhem-Quine thesis as traditionally presented. Plasticity is the
idea that scientists looking for solidity and good symbioses can play on numerous
factors and try many alignments, with the consequence that several different emer-
gent co-stabilizations are possible – and are possibly associated with incompatible
descriptions of the world.

If we are ready to concede this plasticity, it becomes plausible that the inter-
actions between two teams involved in the resolution of similar problems with
different experimental means can influence the maturation process of the derivations
on each side, and therefore, at the end of the day, will also influence the stabilized
couple ‘derivation-result’ that will eventually emerge on each side and will then be
the object of an explicit description in published papers.

For example, suppose that the visual experimenters think they have succeeded
in deriving the existence of weak neutral currents from their visual experiment, and
that they announce the news to the electronic experimenters.22 This will strongly
encourage the latter to look for solutions that go in the same direction, to try hard
to find conceptual interpretations and material modifications of their own electronic
experiments that favor the convergence of the electronic conclusion with the visual
conclusion.

21 “Let us extend Duhem’s thesis to the entire set of elements (1)–(15). Since these are different
in kind, they are plastic resources (Pickering’s expression) in different ways. We can (1) change
questions, more commonly we modify them in mid-experiment. Data (11) can be abandoned or
selected without fraud; we consider data secure when we can interpret them in the light of, among
other things, systematic theory (3). (. . .) Data assessing is embarrassingly plastic. That has been
long familiar to students of statistical inference in the case of data assessment and reduction, (12)
and (13). (. . .) Data analysis is plastic in itself; in addition any change in topical hypotheses (4)
or modelling of the apparatus (5) will lead to the introduction of new programs of data analysis”
(Hacking 1992, 54). “Far from rejecting Popperian orthodoxy, we build on it, increasing our vision
of things that can be ‘refuted’ ” (Hacking 1992, 50). “The truth is that there is a play between
theory and observation, but that is a miserly quarter-truth. There is a play between many things:
data, theory, experiment, phenomenology, equipment, data processing” (Hacking 1992, 55).
22 This is what happened historically. For references about this case study, see my contribution to
this volume, in particular notes 1 and 6.
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Of course, nothing guarantees that they will succeed (in no way does plasticity
mean that experimenters can do anything they want). Nevertheless, we grasp here
the possibility of a certain kind of influence that could potentially work as (what I
would call a) ‘convergence inducer’.

1.8.4 Robustness, Historical Dependency, Scientific Realism
and Contingentism

This possibility is interesting from an epistemological point of view, since the
robustness of the convergent result R is not at all illusory. Practitioners have
indeed found a mutual adjustment of the ingredients involved in the historical
situation, which institute a stable connection between a certain experimental pro-
cedure and a certain result. But, nevertheless, the maturation processes of the two
arrow-node connections involved in the emergent scheme of robustness, namely
‘visual derivation-R’ on the one side and ‘electronic derivation-R’ on the other side,
cannot be said to be independent as far as their historical genesis is concerned.

From an epistemological point of view, this has implications for the real-
ist/constructivist issue. The robustness scheme is currently described as a criterion
for realist attributions, objectivity and the like. In this vein Wimsatt writes:
“Robustness is widely used as a criterion for the reality or trustworthiness of the
thing which is said to be robust” (Chapter 2, p. 74). “Robustness is a criterion for
the reality of entities” (Chapter 2, p. 76), “a criterion for objecthood” (Chapter 2,
p. 75). As I develop in Chapter 10, Section 10.3, the (often implicit) argument that
lurks behind the inference from robustness to truth or reality attributions is one ver-
sion or another of the well-known “no-miracle argument” commonly invoked by
realists. Or, in Stegenga’s words:

one way to understand robustness is as a no-miracles argument: it would be a miracle if
concordant multimodal evidence supported a hypothesis and the hypothesis were not true;
we do not accept miracles as compelling explanations; thus, when concordant multimodal
evidence supports a hypothesis, we have strong grounds to believe that it is true.

As a description of the frequent ‘tacit inferences’ followed by real scientists, I
take Wimsatt’s quotations above, and similar claims, to be undeniable. But as a
philosophical thesis about the realist pretention of our science and the fact that
robustness is truly a strong argument in favor of the realism of scientific results, we
have to be more cautious.

Indeed, if, historically, the multiple derivations and their convergent result can
be seen as co-adjusted and co-stabilized (in senses that should be specified case by
case), the miracle of the convergence appears definitely less miraculous. Or rather,
it appears to be a miracle of a different kind from the one involved in the traditional
so-called “no-miracle argument” of the realist (see Chapter 10, Section 10.3 and
the last part of Section 10.16). The miracle would rather be that practitioners have
succeeded – under the various constraints, perceived as extremely strong, which
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were present in a given historical situation – to obtain not only one stabilization,
but, moreover, a stabilization that converges with other, already available ones.

I think we should continue to speak of a miracle, in order to point to the extreme
difficulty of what is at stake and to the effort and shrewdness it might require. But,
obviously, this type of miracle no longer feeds realist intuitions. We are less inclined,
not to say no longer inclined, to call for the external pressure of reality as the origin,
if not the cause, of the convergence – even if one might choose to conserve the
idea of reality as a global source of non-isolable constraints and as a regulative
ideal.

What is weakened, in this scenario, is the almost irresistible explanation of
robustness in terms of realism: the equation ‘it’s robust, therefore it is true’ (in the
sense of correspondence truth). What is moreover weakened – although I cannot
really argue this point here – is the equation ‘it’s robust, therefore it was inevitable’
(given certain conditions of possibility working as initial conditions).

So the philosophical questions lurking behind all of this are the realism versus
antirealism issue and the “inevitabilism” versus “contingentism” issue (in Hacking’s
terminology23). Several chapters of the present book approach these questions.

Regarding the contingentism/inevitabilism antagonism, Pickering is one of the
analysts of scientific practices who has gone the furthest in the discussion of the
contingency thesis. In previous works (see especially Pickering (1995, 201X)), he
has articulated the idea of a genuine contingency of scientific achievements and
advocated it in relation to various historical configurations. In his contribution to
the present volume, he reaffirms the contingency of scientific achievements, be they
experimental facts, material devices or more abstract conceptual systems, at the very
same time that he vindicates their very robustness. On the basis of his account of sci-
entific development in terms of symbioses, what could forbid several very different
and conceptually irreconcilable global fits, all of them achieving a good machinic
grip on reality? And why would this multiplicity be a problem? This is how I under-
stand the moral of Pickering’s chapter: robust but not unique. The history of science
is a contingent process. The results achieved along the way depend on this process,
since they acquire the status of results on the basis of their inter-stabilization with
other co-present ingredients, on the basis of “contingent and emergent productive
alignments”. They cannot be detached from this process: they are “path-dependent”.
Hence, scientific results, although robust, both epistemologically (in the sense that a
satisfying symbiosis has indeed been achieved) and ontologically (in the sense that
the world or a true “otherness” indeed enter in them constitutively), are nevertheless
contingent (in the sense that they could have been different and incompatible).

Nickles and I, both inspired by Pickering’s work, will also approach the
contingency issue in our contributions.

23 See Hacking (1999, 2000). For further consideration of the inevitabilitist/contingentist issue and
relevant references see Soler (2008b) (for the presentation of the problem and its situation in the
landscape of the Science Studies) and Soler (2008c) (for an analysis of the structure of the problem
and its internal difficulties). See also Soler (201X) for a general argument in favor of contingentism.
In french, see Soler (2006a).
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As for the realist issue, and especially the passage from robustness to truth, many
chapters will discuss it: the three just-mentioned ones of Pickering, Nickles, and my
own, where the realist issue is mobilized in close relation to the contingentist issue;
Stegenga’s chapter, as already noted and quoted at the beginning of this section; and
Boon’s article, in which the author argues that the jump from robustness to the truth
of theories and the reality of scientific entities is not legitimate.

1.9 Sequential Overview of the Contents of This Book

1.9.1 Chapters 2 and 3: Wimsatt on Robustness, Past and Present

As already noted at the beginning of this introduction, William Wimsatt is one
of the pioneers of the topic of robustness in general and the person most impor-
tant for making it a topic for philosophy of science. His seminal 1981 paper,
“Robustness, Reliability, and Overdetermination”, is reprinted in this volume
as Chapter 2. Since then he has added material in other papers and in his 2007 book,
Re-Engineering Philosophy for Limited Beings. Wimsatt deserves credit not only
for introducing the topic but also for providing an analysis of, and a schema for,
robustness that has been, along with Richard Levins’ 1966 paper, “The Strategy of
Model Building in Population Biology”, the main focus of ensuing discussions of
robustness. The contributors to this volume maintain that focus.

In his new chapter for this volume, “Robustness: Material, and Inferential, in
the Natural and Human Sciences”, Wimsatt recounts the origins of his concern
with robustness, as he experienced it at the beginning of the 1970s, in the con-
text of attempts to connect more closely the domains of population genetics and
community ecology. The fact that domains so closely related in topic were employ-
ing quite different kinds of models was puzzling. Wimsatt describes the complex
theoretical situation at the time and the inadequacy of the methods developed by
philosophers of science with respect to the biologists’ aims. All this pushed prac-
titioners of the field to elaborate strategies related to robustness. Among others, it
motivated Richard Levins to develop the idea of robust theorems that are stable
across multiple models, and it led Donald Campbell to introduce the related notion
of “triangulation”. Inspired by these different approaches, Wimsatt formulated a uni-
fied and systematized analysis of robustness. This permitted him to identify various
kinds of failures of robustness, such as the “pseudo-robustness” that results when
the independence of convergent approaches first assumed proves to be illusory.

Wimsatt’s new contribution for this volume provides useful tools toward the
recognition and differentiation of types of robustness. In particular, he distinguishes
two main types of robustness, inferential and material.

• In inferential robustness the target is what I would call a symbolic object, typ-
ically a scientific proposition. In this case, establishing robustness consists in
designing multiple inferential means to the target proposition. Wimsatt proceeds
to distinguish three subcases, according to the kind of inferential means involved:
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(1) empirical means available to the empirical sciences (“sensory modalities”,
“instrument mediated” derivations, etc.); (2) empirical tools employed by the
social and “human intentional sciences” “that make intensive use of intentional
responses” such as questionnaires; and (3) analytical means consisting of “multi-
ple independently motivated and constructed models”, mathematical derivations,
and the like.

• Material robustness concerns robustness attributions to material systems – typ-
ically biological organisms designed by nature, but possibly including techno-
logical systems or non-living objects and their behaviors – that acquire their
robustness through natural processes. Wimsatt’s chapter mentions other clas-
sification attempts, some very recent, and situates them with respect to his
proposal.

In addition to these analytical tools, Wimsatt analyzes a case of material
robustness through a puzzling example. He calls it “the paradox of sex” and takes it
to be “the most interesting (and indeed most focal) problem involving robustness in
biological organisms”. The problem involves two levels: on the one hand the infe-
rior genetic level and the important variation it manifests (genetic variability, genetic
recombinations and the like), and on the other hand the superior level of phenotypic
properties. The enigma is the following: how is the stability at the superior level
possible (leading to members of the species that are sufficiently similar to be able
to have sex together), given the high variability of the inferior level? In response to
this puzzle, Wimsatt discusses what he calls a “sloppy gappy robustness” or “sta-
tistical robustness” in which the desired result at the higher level must only occur
sufficiently frequently, although not in all cases.

1.9.2 Chapters 4, 5, 6, 7 and 8: Case Studies of the Robustness
of a Single Node

The book continues with five chapters centered on (more or less simple and more or
less prototypical) case studies devoted to the robustness of a relatively simple node
X (a scientific proposition or a scientific image), both in the domain of the empirical
sciences (Chapters 4, 5, 6 and 7) and in mathematics (Chapter 8).

A. In Chapter 4, “Achieving Robustness to Confirm Controversial Hypotheses:
A Case Study in Cell Biology”, Emiliano Trizio takes up a relatively simple
case, although not completely prototypical of the Wimsattian robustness scheme,
and a little bit more complicated than this scheme. The analysis of the case
by Trizio enables us, both to meet the shift between real practices and ideal-
ized schemes, and, in feedback, to understand better the prototypical simple
scheme. Moreover, it provides a clear illustration of the degrees of difference that
might be involved between the multiple derivations constitutive of a robustness
scheme.

The case concerns bacterial endocytosis in mammalian cells. Endocytosis is
a process by which cells engulf and absorb external material such as proteins
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and bacteria. The question at issue is how large these external “particles” can
be. In 2005, some scientists claimed to have shown experimentally, by fluores-
cence microscopy, that endocytosis can involve particles of a very large size.
This claim was in tension with the theoretical beliefs at the time. Many scien-
tists reacted with skepticism to it. They asked for further experiments that use
different techniques from fluorescence microscopy. This amounts to a demand
for robustness, in a situation where the experimentally derived results chal-
lenged previous theoretical postulates about the size of the particles involved.
The demand for robustness is a demand that the results of both practices of flu-
orescence microscopy and electronic microscopy be brought in line with one
another, that is, that they converge toward a common result.

The case study presents several interesting features in addition to the above-
mentioned ones. For one thing, it is an investigation of ongoing research that
is still open. Trizio’s chapter analyzes a contemporary scientific practice in real-
time, thus avoiding the risk of a posteriori reconstructions of robustness schemes
that ignore the uncertainties or forget the messiness of discordant evidence. It
is moreover a fascinating example of broadly wimsattian robustness worries
manifesting themselves in the heated action of scientific research. The demand
of robustness appears as an explicit criterion for the acceptance of experimental
results: the referees of the journal Nature ask for it to be satisfied and reject the
paper that lacks it.

A curious feature of this case is that the old understanding of the limit on
size of particles that can be absorbed by means of endocytosis had gained a kind
of theoretical status, informing much other research, despite its not being part
of a well-confirmed theoretical mechanism or model in biochemistry. Rather,
its provenance is related to technical contingencies: previously used detection
techniques never turned up cases of large particles being absorbed. Some of the
scientists involved in the debate therefore regard it as a “dogma” produced by a
contingent prior history of observation based on older detection methods.24

After laying out the endocytosis controversy, Trizio applies to it an adapted
version of Nederbragt’s classification of the experimental derivations according
to the kind of difference and degree of independence they manifest (see above
Section 1.8.1). As a result, three kinds of experimental derivations appear to be
involved in the historical situation. Some of the experimental actions are cat-
egorized as variations in the parameters of the experiment without essentially
altering it. Other experimental actions are analyzed as cases of significant differ-
ences in experimental techniques but without altering the underlying theoretical
principles. In such a case we are intuitively inclined to say that different but
not independent derivations are involved. Finally, a third configuration is also
found, which corresponds to Wimsatt’s definition of robustness: experimental

24 If they are right we can suspect (although this is not articulated in Chapter 4) that there is
a kind of historico-social entrenchment in operation here. Wimsatt’s own analysis suggests that
entrenchment possesses a historical dimension. On social entrenchment, see Chapter 5.
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actions for which the theoretical principles underlying the experiment and its
techniques are “entirely different” (for example fluorescence microscopy and
electron microscopy).25 In that case we are inclined to say that genuinely inde-
pendent derivations are in presence. Trizio provides diagrammatic symbols to
distinguish these three cases, and using them, he proposes a schematic arrows-
nodes representation of the situation which immediately and very clearly shows
in what respects this case is more complex than the Wimsattian configuration.

Although Trizio bases his analysis on a particular case, it would seem to gener-
alize quite easily. As he says, “This complexity is likely to be widespread across
different scientific disciplines, and the neat, idealized convergence described by
the classical robustness scheme should be an exception rather than the rule (. . .)”.
Most often, the wimsattian scheme is useful as a regulative ideal or (in Trizio’s
suggestive phrase) as a “methodological attractor” for practitioners.

B. Like Trizio, Hubertus Nederbragt, “Multiple Derivability and the Reliability
and Stabilization of Theories,” discusses the problem of robustness in the
biomedical sciences. His central case study is the invasion of cultured cells by
bacteria, but he employs many other examples.

Nederbragt begins by distinguishing three logical situations that are often
lumped together: consilience of inductions, multiple derivability, and triangu-
lation. He argues that these serve different purposes in scientific research. He
spells out the differences he sees, then focuses on multiple derivability and
triangulation in his discussion of cases.

Multiple derivability and triangulation are two different robustness strategies.
More precisely, both are inductive strategies for the purpose of theory improve-
ment. Both strategies make the theory more reliable when they succeed. The
difference lies: (a) in the degree of generality of the targeted theory at stake: for
multiple determination, local theories (for example a specific theory of bacte-
rial invasion applied to the limited domain of particular types of cultural cells);
for triangulation, “interdisciplinary theories or theory complexes”, which “may
even lead to new disciplines”. (b) In the nature of the independent deriva-
tions involved: theoretically and technically independent methods for multiple
determination; theories for triangulation.

With this categorization, Nederbragt adopts a narrower, more restricted sense
of “multi-determination” than the one involved in Wimsatt’s terminology (or in
my own taxonomy as presented above in this introduction – not surprisingly
since my taxonomy has been built from and in continuity with Wimsatt’s). In
Wimsatt’s framework as well as in my conceptualization, Nederbragt’s triangu-
lation would be described as a case of multi-determination. Both Nederbragt’s
multi-determination and Nederbragt’s triangulation would instantiate a robust-
ness scheme defined as ‘convergence under multiple determinations’. Indeed, in
both cases we have several taken-as-solid derivations-arrows converging on one
and the same result R taken-as-robust in virtue of this structural configuration.

25 For problems of individuation that arise here, see Chapter 9.
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The difference lies in the ingredients of the scheme (and hence in the aim
of the strategy if we consider the situation dynamically): R refers either to
a local theory or a theory complex; and the arrow-derivations refer either to
material-experimental methods or to intellectual-theoretical derivations.

Nederbragt’s chapter continues with an analysis of the independence of
the derivations involved in robustness strategies, and develops in this context
a hierarchical classification of different types of derivations and robustness
strategies (summarized and commented above Section 1.8.1). “A hierarchy of
various types of derivations may be discerned in scientific practice”, Nederbragt
writes, from very particular ones to more and more general ones, which,
respectively, lead to more and more robust derived theories. Briefly put: “a hier-
archy of derivabilities” is conceptualized into a “hierarchical model of theory
making”.

Finally, Nederbragt’s chapter discusses what might happen in historical situa-
tions in which robustness strategies like multiple determination and triangulation
fail to work, either because no more than one derivation is available, or because
the multiple available derivations are too weak to achieve genuine robustness. In
such situations there are schematically two possibilities according to Nederbragt.
In the first, the X that was a candidate to robustness is finally abandoned or
rejected as fragile. In the second, the X that was a candidate for robustness
is stabilized through “social anchoring”, that is, “because of social interaction
between method, theory and scientists of the research group”. The contrast
between the two possibilities leads Nederbragt to introduce a distinction between
reliability and stability. An element X of scientific practices can be historically
stabilized because of different kinds of factors: different “ways of anchoring of
knowledge may be distinguished, leading to its stabilization”. Reliability (and
robustness is a case in point) is stabilization “by epistemological arguments and
factors” or “epistemological anchoring”. But stabilization can also occurs “by
social, i.e. non-epistemological, factors”. As a consequence, stability is a more
general category than reliability. According to Nederbragt, all kinds of combi-
nations can be found among actual historical cases: “Theories may be reliable
but not stable because they do not fit in a reigning paradigm. (. . .) Theories may
be stable, although they are epistemologically unreliable.”

C. In “Robustness of an Experimental Result: The Example of the Tests of
Bell’s Inequalities”, Catherine Dufour case study concerns experimental tests
of the inequalities following from Bell’s theorem of 1964. This theorem states
that if standard quantum mechanics (SQM) is correct, then quantum entangle-
ment experiments of the kind first proposed by Einstein, Podolsky, and Rosen
in 1935 should show that physical nature violates the inequalities in specified
circumstances; whereas if local hidden-variable theories (LHVT) is correct, then
nature should satisfy the inequalities. So the experimental tests of Bell’s inequal-
ities amount to tests of SQM over LHVT (or Bohr against Einstein as it is often
said).

Dufour argues that even the apparent convergence of the so many experi-
mental outcomes supporting SQM over LHVT is not quite enough to meet the
wimsattian robustness ideal.
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Over the past several decades, physicists have performed a long series of
such tests of gradually increasing sophistication. However, two notable loop-
holes remain: the so-called “locality loophole” and the “detection loophole”.
The locality loophole can be closed only by guaranteeing that the two separat-
ing ‘particles’ have no means of ‘communicating’ with one another, even by a
speed-of-light signal. The detection loophole is a specific version of a general
problem that affects many kinds of experiments in the sciences. In a typical test
of Bell’s inequalities, only a sampling of the particles (usually ranging from 20
to 80%) are actually detected.

While physicists and technicians have made significant progress in closing
both loopholes, it is exceedingly difficult, perhaps even impossible, to close both
at once. Dufour emphasizes that even the most recent sophisticated experimen-
tal designs still fall short of the EPR ideal. Many, perhaps most, physicists who
care about this issue believe that the tests decisively support SQM, but doubters
remain able to contrive LHVT arrangements that evade this conclusion. Leading
physicists themselves disagree about how much robustness is enough (that is,
about the desirability or the necessity of supplementary experimental deriva-
tions). Accordingly, the robustness debate remains somewhat open in this case.
In other words, it would be premature, according to Dufour, to conclude that
LHVT has been empirically refuted, because questions of robustness remain
unresolved. An element of fragility remains.

The analysis of the case shows how judgments about the robustness of an
experimental result are dependent on and intertwined with judgments about the
solidity of the derivations.

In such a case we can ask why, despite the concordance of the so many
experimental outcomes obtained, physicists did not stop and a so high number
of experiments have been performed. As noted by Dufour, part of the answer
lies in the importance of the theoretical implications for our scientific world-
view. Beyond the particular case, the general moral is, I think, that the number
of derivations deemed sufficient to provide enough robustness to a result on
which they converge depends on contextual factors, ‘external’ to the robustness
scheme itself (here the circumstance that the experimental result is perceived as
especially important).

Another interesting feature of the Bell test experiments is that one experimen-
tal derivation against SQM was developed but never published. Even its authors
(Holt and Pipkin) rejected its conclusion. This result has been set aside almost as
if it never existed. The methodological-philosophical question of how to handle
‘outliers’ is a pervasive problem in the sciences. Given the universal significance
of the debate between SQM and LHVT, the problem is all the more interesting
in this case.

Finally, the historical situation under scrutiny exemplifies a non-prototypical
robustness scheme, non-prototypical but interesting because it is so frequently
instantiated in the history of science. It is a situation in which the multiple exper-
imental derivations involved in the temporal sequence are thought as several
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classes of successive generations of improved experiments of one and a same
kind. Although beyond the scope of Dufour’s chapter, she provides material
toward a future, finer-grained reflection on the kinds of independence required
in a solidity scheme. Clearly, successive experiments thought as improvements
of one and a same kind of experiment are not independent in the same sense as
multiple experiments of different kinds. Nevertheless, there is a sense in which
the experiments involved in the first configuration are considered as indepen-
dent (this sense is related to the “empirico-genetic independence” introduced
above Section 1.8). One manifestation of this independence is that an improved
experiment does not completely ‘cancel’ the anterior ones, as if just the last
one counted. Although the new and old experiments are clearly not on the same
footing, although the new-and-improved one is clearly more important and com-
pelling than the preceding ones, the fact that two (or more) such experiments led
to the same conclusion counts for more than does the last experiment in the
series, standing alone. There is a gain provided by the very fact of a conver-
gent multiplicity. In a sense the more sophisticated (and often more precise)
experiments later in the series confirm the promise indicated by the earlier,
cruder efforts. Scientists get the sense that the entire series is thus ‘on the right
track.’

D. In Chapter 7, Catherine Allamel-Raffin and Jean-Luc Gangloff, informed by
the ethnographic work of the first author at the Harvard-Smithsonian Center
for Astrophysics, analyze in detail the argumentative structure of a single,
recent (2001), frequently cited radio-astronomy paper. The scientific paper pre-
sented two large maps of the CO distribution in the Milky Way Galaxy and the
argumentative justification of their accuracy.

As the title, “Scientific Images and Robustness” of their contribution sug-
gests, Allamel-Raffin and Gangloff argue that images and other nonverbal
features of scientific articles play a more than illustrative role. Their second
major claim is that the procedures employed by the radio astronomers to con-
vince themselves and their readers that the Milky Way maps are accurate satisfy
Wimsatt’s strategy for achieving robustness.

The originality of their case study consists in showing that nonverbal entities –
Images, maps, diagrams, etc. – can be the objects of robustness claims, that is,
the conclusions of converging series of arguments, each constituting a derivation
in the sense defined in this introduction. Moreover, these derivations sometimes
themselves employ images as well.

It is noteworthy that the scientific paper in question is only ten pages long yet
contains twenty images of various kinds. Allamel-Raffin and Gangloff empha-
size the importance of images in the economy of scientific argumentation. A
map containing many points, for instance, is worth more than a thousand words,
for the information it contains could only be expressed in terms of an incredibly
large number of sentences, in which form it would hardly be intelligible.

All this led the authors to see Wimsattian robustness analysis as a bridge
between philosophy and the sciences. They conclude that
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(. . .) the concept of robustness analysis (which is in fact a philosophical concept) gives
a perfect account of the procedures used in the day-to-day activities of a lab to prove
scientific assertions. (. . .) With the robustness concept, we have a perfect example of a
‘working’ concept that can build a bridge between the scientists and the philosophers.

E. Finally, in Chapter 8, “Are we still Babylonians? The structure of the foun-
dations of mathematics from a Wimsattian perspective,” Ralf Krömer
discusses an important but rarely investigated issue, namely, whether and how
robustness is involved in mathematical practice. Does robustness analysis have
anything to contribute to this domain?

A preliminary indication that it does is the fact that several important mathe-
matical results have been proved in multiple ways.26 To be sure, in some cases
the importance of a mathematical proof lies in the connection it forges between
two different domains. But in some of these same, as well as other, cases, addi-
tional proofs apparently add solidity to the theorem asserted and, indirectly, to
the methods by which it was previously proved.

Yet, as Krömer indicates, according to “the mainstream view of the episte-
mology of mathematical proof”, the answer to our opening question seems to
be a clear ‘no’. This is because a mathematical proof, typically conceived as a
deductive proof from a set of explicit axioms and previously proved theorems,
is taken to be absolutely certain and inescapable – quite in contrast to inductive
inferences in the empirical sciences. If you possess such a proof, the resulting
theorem is necessarily established, once and for all, irreversibly. Thus no addi-
tional support is needed: the maximum is already achieved. Adding anything
else would be wasted effort.

If this conception of mathematics does exhaust the practice of mathematical
demonstration, then a robustness strategy, defined as developing multiple inde-
pendent mathematical derivations of one and the same result, gains no foothold
in mathematics. Robustness would neither describe a desired aim of real math-
ematical practitioners, nor would it be a fruitful site for the epistemological
analysis of mathematical practice. Thus we could point to an essential differ-
ence between demonstrational practices in the formal sciences on the one hand
and in the empirical sciences on the other hand. And, as Krömer notes at the
beginning of his chapter, that is precisely the traditional conception of these two
enterprises.

Krömer’s contribution clearly shows that this common view, at the very least,
does not exhaust the situation, which turns out to be more complicated and inter-
esting than anticipated. He advances several challenges to the mainstream view.
First, as soon as one examines actual practices rather than traditional idealiza-
tions, it appears, as a matter of fact, that mathematicians do indeed strive to
re-prove theorems. And when the analyst of science asks why they do so – as

26 More generally, students of history should be curious why, even in wider contexts, such as
‘proofs’ of the existence of God, thinkers thought it necessary to provide more than one proof,
each one supposedly decisive in itself.



1 Introduction: The Solidity of Scientific Achievements: Structure of the Problem . . . 43

John Dawson did independently of any connection to the robustness issue – one
important part of the answer involves a robustness scheme essentially similar
to the one valued by practitioners of the empirical sciences. In fact, the idea of
an absolute necessity attached to mathematical proofs has sometimes appeared
to be an illusion. As the history of mathematics shows, “Proofs can be false,
and errors can pass undetected for a long time”. Thus mathematicians histori-
cally and today experience degrees of confidence in mathematical derivations,
hence their search for different derivations that, taken together, would enhance
the confidence in a given mathematical result. As a consequence – and as already
suggested by Wimsatt (1981), himself inspired by Richard Feynman – the edifice
of mathematics is less “Euclidean” and more “Babylonian” than is commonly
thought. In other words, there exist over-connected mathematical structures:
structures in which many propositions are at the centre of multiple derivations;
in which multiple, non-hierarchical paths are possible from one proposition to
the other; in which no special set of propositions is identified as the ground of
the whole edifice.

From this opening line of thought, Krömer draws a first – in my opinion very
important – conclusion with respect to the desirable re-orientation of the phi-
losophy of mathematics: “we might (and should) be led to feel the need for a
more subtle, and more appropriate, epistemological conception of mathemati-
cal proof and its role for conviction (eventually making use of the concept of
robustness).”27 Just as many philosophers now agree that good philosophy of
the empirical sciences requires close attention to actual scientific practices, so,
philosophers of mathematics need to pay more attention to the actual practices
manifested in mathematical work-in-progress.

Second, there are interesting mathematical propositions for which mathemati-
cians do not possess a formal deductive proof and for which they doubt that they
will ever have one. Typically, such claims are either taken to be independent
of a preferred axiomatic base or else (in some cases) being considered as an
addition to an existing base, whence worries about the consistency of the sys-
tem arise. Krömer considers two mathematical propositions of this kind, one in
the well-known context of century-old set theory, the other in the context of a
less well-known and much younger mathematical framework, namely category
theory.

What processes could secure, or at least enhance, the reliability of such propo-
sitions in the absence of deductive proofs? Schemes akin to robustness are, or
could be, involved in the answer. In the case of set theory, Krömer considers
an answer proposed by Bourbaki: the proposition can be taken as robust in the
absence of a deductive proof since it has been applied so many times in so many
branches of mathematics without producing any contradiction. Krömer discusses

27 In this respect, see Van Bendegem et al. (2012). Krömer’s conclusion just above exactly
expresses the spirit in which this book, entitled From Practice to Results in Logic and Mathematics,
has been impulsed, following a Conference organized by the PratiScienS group and myself in June
2010. See http://poincare.univ-nancy2.fr/PratiScienS/Activites/?contentId=6987.

http://poincare.univ-nancy2.fr/PratiScienS/Activites/?contentId=6987
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the similarities and differences between such a proposal and the Wimsattian
robustness scheme as the latter applies to the empirical sciences. He also points
to difficulties, some of which are specific to the mathematical field, and some
shared with empirical science (for example, the hard problem of the indepen-
dence of multiple derivations). In the case of category theory, where a solution
à la Bourbaki is unavailable because the theory is still in the early stages of its
development, Krömer furnishes reasons why the search for multiple derivability
could be a valuable strategy for mathematicians. This is an especially important
suggestion, given the present situation in which category theory presents us with
foundational problems yet is employed as the only available demonstration of
some important propositions.

1.9.3 Chapter 9: A Systematic Panoramic Analysis
of the Robustness Notion

In Chapter 9 “Rerum Concordia Discors: Robustness and Discordant
Multimodal Evidence”, Jacob Stegenga offers a systematic and rigorous
panoramic analysis of the robustness idea and the main difficulties associated with
evaluating robustness, and provides multiple illustrations relevant to diverse empir-
ical sciences. Hopefully, such an analysis will be better understood, it’s relevance
and usefulness will appear more clearly, once having in mind the multiple concrete
cases considered in the previous chapters.

After having investigated some uses of “robustness” in the philosophy of science
literature, Stegenga builds his own general definition and terminology: “A hypothe-
sis is robust if and only if it is supported by concordant multimodal evidence.” In this
definition, “hypothesis” is used in a broad, generic sense, intended to cover all kinds
of scientific knowledge components about which robustness can be predicated:
experimental results, statistical analyses, models or any kind of scientific method.
In the same spirit, “multimodal evidence” aims to encompass a great diversity of
“way[s] of finding out about the world”: human sensory modalities, experiments,
statistical analyses, comparative observations, mathematical models, heterogeneous
techniques and so on.

Beyond the general definition, “robustness-style arguments” will possibly differ
in many respects: with respect to the kind of modes and the kind of hypotheses
they involve; the number of different modes involved; the strength of the evidence
that each provides; the kind and degree of independence that the multiple modes,
considered together, show; the quality of the concordance they manifest; and how to
handle the existence of discordant evidence. With the elucidation of these different
variables, Stegenga greatly clarifies what robustness-style arguments are made of,
and exhibits by the way all the complexity of the evaluation involved. Moreover, he
distinguishes robustness from “Another way in which multimodal evidence is said to
be valuable”, called “security”, which “is the use of one mode of evidence to support
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an auxiliary hypothesis for another mode of evidence, which is itself evidence for
the main hypothesis of interest”.

Stegenga points to the hopes invested in robustness-style arguments and lists the
numerous valued epistemic tasks that they have been credited to accomplish (see
above Section 1.1). But immediately after, he stresses that these hopes and tasks are
in need of philosophical analysis and justification. And it is clear from Stegenga’s
incisive critical examination that many of them raise questions, to say the least.
Stegenga articulates several difficulties that I take to be deep and often ignored or
minimized.

Although it is indeed a “hard problem”, I pass rapidly over what Stegenga
presents, rightly I think, as two empirical facts, namely, that multimodal concordant
evidence is rare and that most of the time multimodal evidence is discordant, produc-
ing various sorts of incongruity or outright inconsistency. Rather, I shall concentrate
on the analytical difficulties.

First, when we attempt to get beyond vague intuitions, it is not at all easy to spec-
ify what multimodal evidence is. What defines an individual mode as one mode and
distinguishes it as sufficiently independent from another one? Stegenga calls this
difficulty “the individuation problem for multimodal evidence”. We could call it as
well the independence problem. As already noted Section 1.3, this problem is crucial
since its solution determines the number of different modes (or derivations-arrows)
involved in the robustness scheme associated with a given historical situation, and
since the evaluation of this multiplicity is the first logical step of robustness assess-
ments. (I speak here of a ‘logical step’, not ‘temporal step’, because I think that,
in practice, the different difficulties analytically distinguished by Stegenga are not
treated one after the other but mixed all together). This is the problem of describing
the nature of independence, as well as of justifying, on the one hand the degree of
independence the modes should possess in order to count as providers of robustness
(total? partial?), and on the other hand the criteria according to which the inde-
pendence between modes can be assessed. To belong to independent modes, is it
sufficient that the arguments differ only in a single background assumption, while
sharing the rest? At the other extreme, must they have no background assumptions
in common? Or is it enough that they differ in at least one problematic assumption?
These are the kinds of questions that must be addressed. In addition to the choice of
the criteria, their application to concrete cases presupposes that we are able to rec-
ognize all the background assumptions involved in the configuration under scrutiny,
which is a strong – and I would say, in agreement with Stegenga, not very real-
istic – presupposition (just think of the related problem, to which Pierre Duhem
called attention, of identifying all the auxiliary assumptions involved in a typical
experimental test).

I see the independence problem as a part of a second, more general problem
put forward by Stegenga, “the amalgamation problem” (“how multimodal evidence
should be assessed and combined to provide systematic constraint on our belief in
a hypothesis”). This is a balance problem, the solution to which would determine a
global judgment about the robustness of the hypothesis under discussion. Stegenga
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sees the task as the determination of an “amalgamation function” and sketches what
its task would be:

[A]n amalgamation function for multimodal evidence should do the following: evidence
from multiple modes should be assessed on prior criteria (quality of mode), relative criteria
(relevance of mode to a given hypothesis) and posterior criteria (salience of evidence from
particular modes and concordance/discordance of evidence between modes); the assessed
evidence should be amalgamated; and the output of the function should be a constraint on
our justified credence.

One important problem facing the task of constructing such an amalgama-
tion function is that, as a matter of fact, practitioners often disagree about these
evaluations.

The basis of many scientific controversies can be construed as disputes about differential
assessments of these desiderata: one group of scientists might believe that evidence from
some techniques is of higher quality or is more relevant to the hypothesis or has greater con-
firmational salience than other techniques, while another group of scientists might believe
that evidence from the latter techniques is of higher quality or is more relevant or salient.

Stegenga seems to suggest that this kind of problem might be overcome, when
he concludes: “The construction and evaluation of such schemes should be a major
task for theoretical scientists and philosophers of science.” I am not so confident and
suspect, rather, that there is no such general and systematic function. I cannot see
how we could get rid of the intuitive, judgmental, non-computational character of
global estimations of scientists and the historical fact of individually varying appre-
ciations regarding these matters. Although Stegenga’s analysis is immensely helpful
with respect to our conceptualization of the robustness problem, and although such
general schemes as the Wimsatt robustness scheme are analytically clarifying, I am
afraid they will not give us anything like a general, uniform decision algorithm. In
my view, individually-variable intuitions and assessments are an ineliminable part
of real scientific practices.

1.9.4 Chapters 10 and 11: The Solidity of Derivations

A. Léna Soler’s chapter,28 “Robustness of Results and Robustness of
Derivations: the Internal Architecture of a Solid Experimental Proof”, ana-
lyzes in detail an influential scientific paper usually considered as one of those
which have contributed to the discovery of weak neutral currents (one of the
developments discussed by Pickering in Constructing Quarks). The chapter
is based on work done at Gargamelle, the giant bubble chamber at CERN.
This work was important, since the discovery of weak neutral currents (weak
NCs) was consistent with the so-called Standard Model of Glashow, Salam, and
Weinberg, the particle theory that unites the electromagnetic with the weak and
strong nuclear forces. Soler’s focus is on derivations more than final results,
that is, on the “argumentative line” that leads to the result. The Gargamelle

28 This chapter is here presented by Thomas Nickles.
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work was one of three different experimental argumentative lines that con-
verged to robustly constitute the ‘discovery’ of weak neutral currents in the early
1970s, the other two coming from Aachen and Fermilab National Accelerator
Laboratory. Each of these argumentative lines is represented by a single arrow
in Wimsatt’s scheme, with the arrows converging on the same result: neutral
currents exist.

Soler’s strategy is to take Wimsatt’s robustness “panoramic” scheme as her
starting point and then to zoom in on the Gargamelle arrow, with the inten-
tion to look at the detailed practices necessary to produce it. This investigation
shows that, while Wimsatt’s scheme remains useful as an idealization, appre-
ciation for the detailed scientific practices involved in realizing it (themselves
frequently employing that scheme in micro-contexts) somewhat undercuts the
common claim that robustness considerations diminish the contingency of sci-
entific work to the point that we can regard mature scientific results as inevitable.
In short, there remains a leap from ‘robust’ to ‘true’.

Soler shows that, as we zoom in on the Gargamelle arrow, we find that this
simple representation conceals a multitude of black boxes or modules involv-
ing solidity/robustness arguments, some inside the others like a set of Russian
dolls (although with interactions among them). Her purpose is to open these
black boxes. The resulting story (which she insists is still greatly simplified)
becomes a dizzying spiral of complex stories within stories, reaching back into
scientific history, and shows how naïve are familiar philosophical accounts of
scientific experimentation and the corresponding formal confirmation theories.
Although introducing levels of complexity hidden from most philosophers in
their accounts (and from some of the scientists themselves), Soler points out
that her analysis is still located at “a level of scientific practices that is emergent
with respect to laboratory practices themselves.”

The Gargamelle experiment involved making and interpreting photographs
of particle interactions inside the large bubble chamber. The general point to
be made here is that the sought-for weak neutral current reaction, ν + nucleon
→ ν + hadrons, where ν is a neutrino, was very far from something ‘given’
by observing nature. Soler outlines the constructive steps and expert judg-
ments required at every step of the way. The raw data consisted of 290,000
photographs of events of possible interest. But how was this data to be ana-
lyzed and interpreted? One problem is that neutral particles leave no tracks in
bubble chambers or on film, and neutrinos are neutral. Another (related) prob-
lem, the neutron-background problem, was to distinguish pseudo-neutral-current
events from those produced by high-energy neutrons (also neutral particles).
Handling this difficulty required a problem shift: to determine the ratio of NC
events to charged-current events. And this is just the beginning of the story. To
make sense of the complexities, Soler provides an architectural metaphor with
accompanying figures: four floors of data analysis.

The story of the work done on each of these ‘floors’ is, again, quite com-
plicated, with robustness considerations often central. For example, the ground
floor involved four kinds of data filtering, one of them being an energy “cut”
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at 1 GeV to weed out many pseudo-events among the tracks too ambiguous to
decipher.

The filtering operations aim at eliminating some confusions, but they can themselves
be sources of mistakes. For example, if the energy cut at 1 GeV is too severe, real NC-
events might be artificially eliminated, and the risk is to conclude mistakenly that weak
neutral currents do not exist. But if the cut is too permissive, too many pseudos might
be taken for authentic NC-events, and the risk is, this time, to conclude mistakenly that
weak neutral currents do exist.

So the attempt to make the argumentative line solid can actually introduce
new elements of fragility (a theme that Nickles takes up in a different context). A
kind of compromise or equilibrium is sought that makes the result solid enough
to proceed.

On the third floor, the way scientists dealt with another problem, the muon
noise problem, looks at first like it fits the Wimsatt model of robustness, with
three lines of argument converging on the final conclusion that then became
input data to the next level of analysis. But, as is typical in actual research, the
three results were not identical. Finding sufficient concordance required further
work (which in this case is relatively invisible but nevertheless present), work
involving what Soler calls “calibrating re-descriptions” and inferential moves,
based on scientific judgment, that were not logically obligatory. Here Soler’s
chapter intersects Stegenga’s and others. Again at this level of description, the
concordance of results is not simply “given.” Rather, it must be constructed.
There are severe constraints on these constructions, to be sure, but there is also
room for flexibility.

Soler concludes that the solidity of a derivation consists of two components.
One is the internal solidity of that argumentative line, based on the remarkable
amount of detailed work from which it emerges. The other is its relation to exter-
nal or extrinsic circumstances such as the existence of other lines of argument.
Here the solidity comes from something like Wimsatt’s elementary robustness
scheme rather than from the internal detail of a single argumentative line.

In the final sections of her chapter, Soler points to the implications of her
work. One, already mentioned, is the role of expert judgment. She clearly
believes that formal algorithms are insufficient to model scientific practice. “To
account for such judgments (as far as this can be done), the philosopher will
have to take into account the particular content to which the robustness skeleton
is associated in each case.” This point applies also to any attempt to include an
algorithmic version of Wimsatt’s scheme in a formal confirmation theory. There
is no getting around the need for expert judgment – human decision, human
agency – at many stages of research (again, an intersection with Pickering’s
chapter).

The most important implication, in her eyes, is the probable historical path-
dependence of science and the resulting contingency of even the most mature
scientific results. Soler’s picture of the development of science, which she
believes the Gargamelle case supports but does not prove, is that at many,
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many points in their research, scientists manage to establish some degree of
stability, a kind of equilibrium, among the multitude of constraints and contin-
gencies they face; yet we can easily imagine that their decisions at various points
might well, and perfectly legitimately, have been different. Since these histori-
cal decisions become planks in the platform of ongoing science, their influence
ramifies through all future work that depends upon them (here some generative
entrenchment is at stake). The contingent nature of previous decisions and the
reservations then felt are largely forgotten, concealed by later work, erased. Just
as Stephen Jay Gould imagined that the tree of life on earth would look different
each time the tape of biological evolution were replayed (a image that Pickering
himself invokes in his chapter), so Soler imagines that the tree of scientific
developments would look different than it does now, given our same universe
and equally good science, if the tape of the historical evolution of science were
replayed.

Soler takes the Gargamelle case to be emblematic of sophisticated scientific
research. Insofar as this is true, her analysis appears to undercut the inference
from robustness, and solidity more generally, to historical inevitability. A related
issue is scientific realism. Beginning with Campbell, Levins and Wimsatt them-
selves, robustness and its relatives such as triangulation have often been made
the basis of an argument for scientific realism, along the lines of the so-called
miracle argument. According to this argument, were realism false, it would be
a miracle that these independent lines of research should lead to exactly the
same result. Soler argues here (and above in this introduction, Section 1.8) that
the kind of flexibility-exploiting construction involved in making Wimsattian
robustness claims possible in the first place undercuts this argument for strong
realism. “(. . .) if there is a ‘miracle’ here, it seems to be of a different kind than
the one involved in the realist argument”. She refers to the perhaps surprising
fact that scientists are so often able to establish the aforementioned stabilities
within the Jamesian “blooming, buzzing confusion” of historical contingencies
and constraints. But once we appreciate the amount of co-adjustment involved
in somewhat forcing results to cohere, the sense of miracle begins to dissipate.
As Kuhn put his version of the point, to some degree normal scientists have to
“beat nature into line.” This point feeds back into the contingency thesis.

B. Frédéric Wieber’s case study (“Multiple means of determination and mul-
tiple constraints on construction: robustness and strategies for modeling
macromolecular objects”) examines the emergence and stabilization of a new
scientific practice in protein chemistry, namely, a procedure developed in the
1960s and 1970s for modeling the structure of proteins. The problem is a
formidable one, for proteins – those building blocks of all the life forms that
we know – are exceedingly complex macromolecular objects, so complex that
their structure must be described at four different, interacting levels: the amino
acid sequence, the regular subunit arrangement (as in the alpha helix), the three-
dimensional folding that is so crucial to chemical function, and the higher-order
organization of multiple proteins (dimers, trimers, etc.). In principle, quantum
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theory can explain the bonding, protein folding, and so on; but the applica-
tion of quantum theory was (and largely remains today) so far beyond our
computational capability as to be completely intractable.

Given that human scientists are limited beings with limited resources, how
did they go about tackling the problem of modeling proteins back in the 1960s?
Why did the protein chemists develop, and how did they stabilize, a particular
modeling strategy rather than pursue other options? What did it take to convince
the community that a particular modeling procedure was reliable, and how well
do the scientific practices involved fit Wimsatt’s robustness analysis versus an
alternative account of solidity?

Like Wimsatt himself, Wieber begins from population biologist Richard
Levins’ choice of modeling strategy from the 1960s, but Wieber eventually con-
cludes that the solidity of the protein modeling procedure has more to do with
Wimsatt’s concept of generative entrenchment than with the robustness scheme.
What is involved is “a mutual and iterative adjustment” of “the three limited
resources” available to proteins scientists, namely “theoretical, empirical and
technological” (especially computational) resources. Levins had argued that it
is humanly scientifically impossible to provide population models of complex
biological systems that are equally faithful to the demands of generality, real-
ism and precision. Any model must partially sacrifice one of these dimensions.
Levins also argued that robust results may nevertheless be obtained by consid-
ering multiple models (by varying parameters) and looking for convergence of
results. As he famously summed up this strategy, “Our truth is the intersection
of independent lies.”

Since the investigation of protein structure in the 1960s and 1970s presented
a similar challenge to scientists, Wieber uses Levins’ framework as a tool to get
a clearer understanding of the protein case. He shows why and how, in this case,
scientists deliberately sacrificed the representational accuracy of their model to
practical, computational imperatives, while nevertheless maintaining the hope
that sufficient accuracy of the relevant predictions derived from the model would
emerge from their work. Scientists used a patently inaccurate (by their own the-
oretical standards) formula that they had to feed with a high number of empirical
parameters in order to build the model of one particular protein. This is the theo-
retical side of the model. Moreover, since the parameters are different from one
molecule to the other, and since only a few of these parameters for a restricted
number of proteins were experimentally determined (sometimes with discrep-
ancies from one study to the other), scientists had to “exploit creatively” the
existing empirical resources in order to estimate the unknown values. They did
this by means of extrapolations and analogies from one kind of molecule to the
other, and then, for each particular molecule, by adjusting the different parame-
ters to one another in order to produce the so-called “force field” that (unlike
single parameters in isolation) has chemical meaning. Next, these structural
hypotheses had to be tested against the data. This is the empirical side of the
modeling procedure. Finally, in order actually to use a given protein model, the
scientists had to minimize the potential energy of the molecule, by intensively
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calculating a large number of conformations. Had computers not been available,
the task would have been out of reach – which shows the historical dependency
of this modeling procedure on the development of computer technology. This is
the technological, computational side of the model.

Even with the new computational resources, the scientists remained almost
overwhelmed by the complexity of protein chemistry. (This provides another
illustration of Wimsatt’s point that philosophers of science must treat human
investigators (and communities of same) as limited beings, far from perfectly
rational, let alone omniscient. Accordingly, they must make compromises and
develop special methods for dealing with them. That is one of the reasons why
the neglected issues of robustness and of solidity in general are so scientifically
important and so philosophically interesting).

Wieber’s case illustrates and clarifies the central role often played by comput-
ers in the solidification of a modeling procedure. In his protein case, recourse
to computers greatly improved computational efficiency, but not only that. More
fundamentally, it also modified the very content of the modeling procedure. For
storing data in large databanks and partially black-boxing programs in the form
of computer packages made available an increasingly large number of common
parameters to more and more specialists. As a result, a more and more systematic
and uniform process for the choice and estimation of the different parameters
emerged and crystallized, replacing the human skill-dependent and more het-
erogeneous local solutions. Correlatively, an enlarged community of scientists
began to use the procedure to interpret their experimental data about proteins in
terms of molecular structures. This contributed to the refinement and optimiza-
tion of the model parameters themselves through a back-and-forth movement
between the experimental results obtained for more and more molecules on the
one side, and the improvements introduced in the data base and computer pro-
gram packages on the other side. As Wieber writes, “The computerization of the
procedure of modeling is then really fundamental: with more and more models
[of new proteins] constructed and effective calculations executed, scientists have
been able to increasingly test the results produced against empirical data in order
to iteratively optimize the parameters chosen for modeling.”

1.9.5 Chapters 12, 13 and 14: Robustness, Scope, and Realism

The three last chapters widen the scope with respect to the robustness scheme à la
Wimsatt. All three also question strong realism.

A. Mieke Boon’s chapter, “Understanding Scientific Practices: The Role of
Robustness-Notions,” deals with engineering sciences and, more broadly, with
scientific research in the context of practical and technological applications.
Boon is especially concerned with “the production and acceptance of physical
phenomena as ontological entities; the role of instruments and experiments in
their production; and the rule-like knowledge that is produced simultaneously”.
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Her aim is to understand what robustness might mean and how robustness is
achieved in such scientific practices.

One overarching thesis of the whole analysis is that it is illegitimate to jump
from robustness attributions to truth or reality attributions. “robustness, in the
sense of multi-determination, cannot function as a truth-maker”. What scien-
tists achieve when they are successful is reliability. Hence a philosophy of
science that cares about actual scientific practices must replace truth by reliabil-
ity. Nevertheless, Boon endorses a minimal metaphysical realist belief, required,
according to her, “in order to explain why scientific results can travel to other
scientific fields or technological applications”. This minimal realism implies the
existence of an external, independent world that “stably sets limits” “to what we
can do with it and to the regularities, causal relations, phenomena and objects
that can possibly be determined”. This realism is “minimal because it avoids the
idea of a cognizable independent order or structure in the real world”.

Boon distinguishes several “robustness-notions” that correspond to different
uses of the term “robustness”. According to a first, important use, “robust” is
applied to the independent world as a whole. Here “robust” means “real”, “sta-
ble” or the like. It points to an existing something which is supposed to be what
it is once and for all, to resist us and to impose constraints on what we can do
and think about it. This “robustness-notion” is a metaphysical category.

A second crucial robustness-notion that Mieke Boon applies to scientific prac-
tices points to the presupposition (when this sort of robustness obtains) that the
same initial conditions will be followed by the same final conditions. Here, to
say that our scientific practices are “robust” means that they are governed by the
principle “Same conditions – same effects”. This assumption has the status of
a regulative principle: scientists cannot prove it, cannot “find out whether this
principle is an empirical or metaphysical truth”; but practitioners indeed assume
it and need it as a “condition of possibility” and as “a guiding principle” of any
scientific research in the empirical sciences.

This latter assumption (robustness in the sense of “Same conditions – same
effects”) is related to the former assumption that there is an independent, real,
stable world (robustness in the sense of reality and stability) imposing con-
straints on our experimental activities. But these regularities and reproducible
connexions are not given as such, for they must be explored and constructed
as technological achievements. “Experimental interventions with technological
devices will (. . .) produce knowledge of conditions that are causally relevant
to the reproducible production of a phenomenon described by A→B, which is
presented in ‘rule-like’ knowledge in the form: , unless (K and/or X).

How is this achieved? At this stage, a third robustness-notion (familiar to
the readers of Wimsatt) enters the scene: multiple-derivability. Under the reg-
ulative idea of the robustness of scientific practices in the sense of “Same
conditions – same effects”, practitioners look for such kinds of practical recipes
(my terminology). By repeating experiments, they vary their conditions and even
the kinds of experiments. In this process they sometimes succeed in achiev-
ing a practical recipe of the kind “Same conditions – same effects”. When
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this happens, the ‘something’ corresponding to the effects is said to be repro-
ducible, stable, invariant. From this analysis of scientific practices, Boon puts
forward a third robustness-notion: repetition and multiple-determination, which
is a methodological category.

Now, the scientific results that, through this robust method, are built and rec-
ognized to be reproducible, stable and invariant, are also taken to be robust
achievements in a different (although related) sense. In Boon’s terminology,
when the scientific results involved are measured or observed physical occur-
rences, “robust” means “reproducible”, and when the scientific results involved
are interpreted as phenomena described by A→B, robust means “stable” and
“invariant”. This is the fourth robustness-notion of Boon’s taxonomy. It is an
ontological category, because when a result is reproducible, stable or invari-
ant under multiple determinations, not only is it taken as acceptable, but also it
acquires an ontological status.

In scientific practices, reproducibility, stability and invariance work as criteria
for the acceptance that a ‘real something’ has been found. But that is still not all.
As soon as an effect B has been recognized reproducible by the robust method of
multi-determination, the rule-like knowledge of the form: “A+Cdevice, will pro-
duce the same effects, B, unless (K and/or X)” is also recognized to be reliable.
Here we encounter the fifth and last of Boon’s robustness-notion. Here “robust”
means “reliable”, applies to rule-like knowledge, and is an epistemological cat-
egory. (This robustness notion also applies, in other ‘more theoretical’ contexts,
to phenomenological laws, scientific models and even to fundamental theories
– but in that latter case Boon prefers to talk about “empirical adequacy,” here
borrowing van Fraassen’s expression).

These robustness-notions must be analytically distinguished, but in prac-
tice, the robustness attributions of the different kinds are essentially related
and entangled: “Regulative, methodological, and epistemological or ontolog-
ical criteria are used in a mutual interplay”. Robustness in the sense of
reproducibility, stability and invariance works as an ontological criterion (a
criterion for the acceptance of a phenomenon described by A→B as a real
phenomenon: ontological robustness). It also works as an epistemological cri-
terion (a criterion for the acceptance of the rule-like knowledge required for the
(re)production of the phenomenon as reliable rules: epistemological robustness).
These two kinds of robustness are essentially related to robustness in the sense of
multi-determination (methodological robustness), since multiple-determination
works as a methodological criterion for justifying the attributions of invari-
ance (from which the ontological and reliable statuses are in turn attributed).
Methodological robustness rests in turn on the regulative principle ‘Same con-
ditions – same effects’, since the presupposition that our scientific practices
are governed by such immutable regularities justifies the method of repetitions
and variations as the way to delimitate such regularities. Finally, this regulative
robustness is related to the metaphysical robustness, through the presupposi-
tion of the existence one real independent immutable world (a robust world in
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this sense) which imposes fixed constraints, and hence fixed regularities, to our
experience and to what we can do and think about the world.

B. Andrew Pickering’s chapter, “The Robustness of Science and the Dance of
Agency”, is primarily driven by an ontologically-oriented interest rather than
an epistemologically-oriented one. He understands the use of robustness termi-
nology in Science Studies as a means to point to “the otherness of the world”,
with the intention to re-affirm and try to vindicate the existence of a non-human
contribution of this world to our science. This use has to be situated in a given
intellectual context. It expresses the attempt to find a viable middle way between
two antagonist positions: on the one hand, the strongly counterintuitive relativist
thesis that science is merely a social construction (understood as the claim that
human beings can say whatever they want about the world, so that “the otherness
of science vanishes”); and on the other hand, the equally strong and untenable
realist thesis that our physical theories ‘correspond’ to a unique external world
that is what it is once and for all, a conception in which scientists have no choice
and science is “absolutely other to its producers and users”.

So the question is: Does the world constitutively enter into science, how and in
what sense? Or in other words: Is our science ontologically robust? Pickering’s
aim is to articulate his own position with respect to this “ontological sense of
the robustness of science”. To do so, Pickering first focuses on concrete actions
and material aspects of science, convinced that “If there is a certain nonhuman
toughness about scientific knowledge, it is grounded in performative (not cog-
nitive) relations with the material world”. But after having discussed the case
of the first bubble chamber, he enlarges the scope: he examines the case of our
conceptual knowledge about the material performances of instruments (in other
words the case of experimental facts) and makes comments on the conceptual
knowledge issuing from “purely conceptual practice”.

At the end of the day, Pickering’s answer to the initial question is the
same for all of these kinds of scientific achievements, and it is positive: yes,
ontologically robust are both our technological material achievements (the “free-
standing machines and instruments” that “stand apart” from humans, “operate
reliably” and reproduce the same performances independently of the individu-
als involved); and yes, ontologically robust is also our conceptual knowledge
(experimental statements about physical phenomena or “purely conceptual sys-
tems”). In other words, the otherness of the world constitutively enters at all
levels of our science.

Typically, the otherness of the world manifests itself, in some phases of
research categorized as “phases of passivity”, through material, instrumen-
tal performances. These manifestations are unpredictable and uncontrolled by
humans. Practitioners do not know in advance what they will be. They have to
wait for their otherness and to deal with it, and dealing with it, sometimes they
succeed to obtain free standing-machines able to produce and reproduce stable
material performances. This is “the primary sense in which the world enters
constitutively into science – and the primary sense in which science is a robust
enterprise and not a mere construction”. Something similar holds for human
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attempts of conceptualizations: scientists cannot know in advance where this or
that theoretical assumption will lead them. This motivates Pickering to nuance
the metaphor of the plasticity of science he used in previous works: “at the con-
ceptual as well as the material level the plasticity metaphor fails, precisely in that
(. . .) scientists (. . .) have genuinely to find out what the upshot of that will be.”

But if the otherness of the world constitutively enters at all levels of our
science, the ontological robustness of our experimental recipes and scientific
knowledge does not allow us to extract from this knowledge, and to contemplate
apart of it, anything like a ‘pure’ bit of this external and independent world.
The contribution of the world cannot be extracted and separated from the con-
tribution of the human beings who make science and of the societies in which
they evolve. The human and nonhuman contributions are irreducibly “mangled”.
“The material performance of instruments is indeed constitutive of the knowl-
edge they produce, though prior scientific conceptualisations of the world are
constitutive too, and this in an irrevocably intertwined fashion.” Scientists deal
with what Pickering elsewhere calls “symbioses”, that is, complex structures
made of irreducible intertwined human and nonhuman elements. All strive for
“interactive stabilisations”; nobody knows in advance whether the material per-
formances and the conceptual hypotheses will “fit together and interactively
stabilise one another” and with the other scientific pieces already in place; and
sometimes, good interactive stabilisations associated with a powerful “machinic
grip on the world” are achieved. Here lies the manifestation of the otherness of
the world and the robustness of science. But this otherness is not an absolute,
“unsituated otherness”, and this robustness does not mean any inevitability of
the content of human knowledge.

However successful our scientific knowledge is, however satisfying is the
symbiosis, however impressive is our machinic grip on the world and control
on phenomena, we cannot “factor out the human side of the dance of agency”:
it remains “our knowledge” and can never be equated with “something forced
upon us by nature itself” (emphasis added, LS). “We can indeed specify the
source of science’s robustness in dances of agency, especially with the mate-
rial world, and in the production of free-standing machines and instruments”,
but the material performances always occur in the framework of some human
questions, material and cultural resources, beliefs and values (all of which could
have been different). The human reactions to these manifestations in the “active
phases” which follow the passive ones are by no mean something that could
be considered as pre-determined and unique. Different individuals or groups act
differently in the same configuration and often favour different “accommoda-
tions”, as the history of science so often shows. The material performances can
be accommodated in different ways at each stage of the scientific development.
And it happens, according to Pickering who gives examples, that several good
inter-stabilisations and machinic grips are achieved, which all are at the same
time robust and very different in content (sometimes even incommensurable).
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So scientific development is an open, not pre-determined process, and
scientific achievements of all kinds, although truly robust, are genuinely path-
dependent and contingent. In the iterative process of passive and active phases,
any kind of ingredient and dimension can be transformed and reconfigured: the
individual scientists involved; the devices and their tangible performances; the
ideas and practices of proof; the scientific forms of life; the idea of science and
the place of science in our culture; as well as our ideas and commitments about
the world and the kind of place the world is.

Pickering concludes that his account, by providing an alternative explanation,
“somehow defangs realism and makes it a less pressing topic” and “undermine
the intuition of uniqueness that goes along with” realism. The alternative ‘sym-
biotic explanatory scheme’ of solidity (as I would call it) is very general, if not
universal (as Pickering writes: “the mangle is a sort of theory of everything”). It
is assumed to apply to any kind of scientific practice (instrumental, experimen-
tal, purely theoretical, mixed kind of scientific practices). It is assumed to apply
to all scales of scientific research (at the micro-, meso- and macro-levels). And
it is moreover assumed to apply at an even more panoramic scale, since science,
its knowledge and instruments have also to be in symbiosis with the rest of the
society: with respect to different social values, our most beautiful theories could
reduce to noise and our most efficient scientific instruments to “a pile of useless
junk”.

C. Tom Nickles opens his chapter, “Dynamic Robustness and Design in Nature
and Artifact”, by broadening the scope of robustness considerations to
include apparently heterogeneous complex systems, both natural and artificial.
Examples are large-scale industrial systems such as nuclear power plants and
the electric power grid, information technological systems such as the Internet,
but also epistemic systems such as a scientific specialty area and its products.
Nickles is concerned with all “humanly constructed (explicitly or implicitly
designed or engineered), evolved and evolving complex technological systems
of inquiry and their products”, especially “at innovative frontiers”, where the
systems in question are undergoing change at any of several levels (experimen-
tal, theoretical, instrumental, methodological, axiological). The stability of a
Kuhnian paradigm could serve as an example, as we shall see.

Nickles’ central question is whether we can normally hope to obtain an ever-
increasing and cumulative robustness in either our epistemic systems or our
complex material systems, up to something close to a zero-risk stage. And his
answer is no: every attempt to increase robustness in one identified respect may,
as far as we can usually know, create new fragilities in another respect. These
new fragilities are often unexpected, unpredicted, in practice largely unpre-
dictable, especially for innovative and bound-to-evolve systems. Moreover, the
resulting failures can be worse than those prevented by the new robustness
measures.

According to Nickles, this situation is inescapable because it is due to the very
nature of the systems involved, especially owing to their complexity, high degree
of connectivity, “extreme non-linearity” and designed-to-be-dynamic character.
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Hence the new fragilities, accidents or failures subsequent to the robustness
“improvements” should be considered as normal and endogenous, and not, as
is commonly the case, as exogenous avoidable attacks from the outside or
consequences of merely human errors.

Thus the “cumulative fragility-reduction thesis” or “convergent risk-reduction
thesis is false when applied to epistemic systems”. The hope that robustness
analysis will gradually eliminate more and more errors and will bring us closer
and closer to the ideal of invulnerability to major failures must be abandoned,
even as a regulative ideal. Rather, we have to recognize and to prepare for “a
direct coupling of robustness to fragility” and the inevitability of a “robustness-
fragility tradeoff”. “nothing that we can humanly do can prevent occasional,
surprising avalanches of failure”.

For the analysis of the robustness of epistemic systems and the argumentation
of his “robustness-fragility tradeoff” thesis, Nickles exploits recent develop-
ments related to complex systems – all the more interesting for the completeness
of a volume on robustness because these important resources are not represented
elsewhere in the book.

Inspired by social scientist Charles Perrow’s Normal Accidents: Living with
High-Risk Technologies (1984), Nickles extends Perrow’s thesis to epistemic
systems while keeping also in view material and organizational networks such
as the Internet and the commercial airline hub system. Perrow’s qualitative risk
analysis is complemented by more quantitative and technical literature on com-
plex systems, e.g., network theory, the highly optimized tolerance (HOT) model
of physicists Jean Carlson and John Doyle, and the study of system behaviors
that can be described by distributions with so-called “heavy tails”.

Heavy-tailed distributions are potentially relevant to robustness analysis
because some such distributions signal the existence of a so-called “power law”,
and power law distributions have supposedly been found to characterize rele-
vant aspects of systems of various kinds, including the distribution of failures.
Insofar as this is true, it is frightening, because the incidence of failures does not
drop off exponentially with the size of the failure as with a Gaussian distribu-
tion. (Earthquakes have a power law distribution.) Some investigators hope to
discover mechanisms underlying these distributions that can be parlayed into a
general trans-disciplinary “science of order and connectivity” or general com-
plexity theory that would, among other things, help us understand robustness
and fragility in a more theoretically sophisticated manner. Other experts are not
so sanguine.

I should like to mention three other points from Nickles’ chapter.
One that is very important to my eyes, but not often stressed, is that robust-

ness must be relativized to specific kinds of potential threats or failures. It makes
no sense to ask: Is a system robust (tout court)? We must specify: robust with
respect to what feature? What do we want to avoid? For instance (and this also
illustrates the tradeoff between robustness and fragility), an epistemic system of
the axiomatic kind is robust to failures of logical entailment but is highly fragile
to problems at the level of its starting principles, since any failure at this level
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will propagate instantaneously through the whole system and produce “a dis-
astrous cascade of failure” and a collapse. Another example is this. (I choose
this example since, at the end of the chapter, Nickles applies his ideas to Kuhn’s
model of science; although my illustration is freely inspired by his develop-
ments.) If the complex system is a scientific paradigm à la Kuhn, then, among
the kinds of potential failure, we typically think, as Nickles stresses, to “empir-
ical failure”, that is, refuted predictions. But I think we could also count as a
failure any apparently insurmountable barrier to fulfilling the main desiderata
that the adherents of a given paradigm feel it crucial to satisfy, from Kuhn’s “big
five” to more specific requirements such as ‘explain everything in mechanical
terms only’. In sum, robustness is relative to various dimensions, in addition to
be a matter of degree along each dimension.

Nickles also insists that “there is a prospective dimension of robustness” and
that we should take into account “prospective robustness” in addition to the
“purely retrospective conception of robustness”. The retrospective conception
assesses the robustness at a given point on the basis of what has happened up
to now, examining the way the epistemic system has in fact resisted failures and
has been fruitful. (In the case of scientific theories, this is often measured by
philosophers in terms of the degree of justification at a given time.) But because
“human designers of epistemic systems possess a degree of lookahead”, retro-
spective assessments do not exhaust what human designers take into account
when they evaluate the robustness of their epistemic systems. Their evalua-
tions also incorporate judgments about “prospective fertility”, intuitions and bets
about the future fruitfulness of the system, its ability to resist to multiple threats
and to fulfill the most important desiderata imposed on it. A robust system at
the research frontier is one that possesses “a strong heuristic promise”. This
prospective dimension of robustness is “crucial for decision-making”, especially
when choices have to be made between several competing options, including
research proposals. A robust system is a system that has proved to be robust up to
now and that is perceived as promising future robustness. So both past-informed
and future-oriented perspectives must be taken into account in evaluations of
robustness.

Lastly, Nickles provides an interesting insight into ways in which his exten-
sion of Perrow’s thesis and general theories of networks could help us to
understand better some aspects of Kuhn’s famous conception of mature science.
In particular, this approach illuminates Kuhn’s claims that the very nature of
normal science “prepares the way for its own change” (in Kuhn’s words). So
here, too, we find the tradeoff put forward by Nickles between robustness and
fragility, in this case in relation to scientific paradigms.
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Chapter 2
Robustness, Reliability, and Overdetermination
(1981)

William C. Wimsatt

Philosophy ought to imitate the successful sciences in its
methods, so far as to proceed only from tangible premises which
can be subjected to careful scrutiny, and to trust rather to the
multitude and variety of its arguments than to the
conclusiveness of any one. Its reasoning should not form a chain
which is no stronger than its weakest link, but a cable whose
fibers may be so slender, provided they are sufficiently numerous
and intimately connected
Peirce [1868] 1936, p. 141

Our truth is the intersection of independent lies
Levins 1966, p. 423

The use of multiple means of determination to “triangulate” on the existence and
character of a common phenomenon, object, or result has had a long tradition in
science but has seldom been a matter of primary focus. As with many traditions, it
is traceable to Aristotle, who valued having multiple explanations of a phenomenon,
and it may also be involved in his distinction between special objects of sense and
common sensibles. It is implicit though not emphasized in the distinction between
primary and secondary qualities from Galileo onward. It is arguably one of sev-
eral conceptions involved in Whewell’s method of the “consilience of inductions”
(Laudan 1971) and is to be found in several places in Peirce.

Indeed, it is to be found widely among the writings of various scientists and
philosophers but, remarkably, seems almost invariably to be relegated to footnotes,
parenthetical remarks, or suggestive paragraphs that appear without warning and

From M. Brewer and B. Collins, eds., (1981); Scientific Inquiry in the Social Sciences (a festschrift
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vanish without further issue. While I will point to a number of different applications
of multiple determination which have surfaced in the literature, Donald Campbell
has done far more than anyone else to make multiple determination a central focus
of his work and to draw a variety of methodological, ontological, and epistemologi-
cal conclusions from its use (see Campbell 1958, 1966, 1969a, 1977; Campbell and
Fiske 1959; Cook and Campbell 1979). This theme is as important a contribution
as his work on evolutionary epistemology; indeed, it must be a major unappreci-
ated component of the latter: multiple determination, because of its implications
for increasing reliability, is a fundamental and universal feature of sophisticated
organic design and functional organization and can be expected wherever selection
processes are to be found.

Multiple determination—or robustness, as I will call it—is not limited in its rel-
evance to evolutionary contexts, however. Because of its multiplicity of uses, it is
implicit in a variety of criteria, problem-solving procedures, and cognitive heuris-
tics which have been widely used by scientists in different fields, and is rich in
still insufficiently studied methodological and philosophical implications. Some of
these I will discuss, some I will only mention, but each contains fruitful directions
for future research.

2.1 Common Features of Concepts of Robustness

The family of criteria and procedures which I seek to describe in their various uses
might be called robustness analysis. They all involve the following procedures:

1. To analyze a variety of independent derivation, identification, or measurement
processes.

2. To look for and analyze things which are invariant over or identical in the
conclusions or results of these processes.

3. To determine the scope of the processes across which they are invariant and the
conditions on which their invariance depends.

4. To analyze and explain any relevant failures of invariance.

I will call things which are invariant under this analysis “robust,” extending the
usage of Levins (1966, p. 423), who first introduced me to the term and idea and
who, after Campbell, has probably contributed most to its analysis (see Levins 1966,
1968).

These features are expressed in very general terms, as they must be to cover the
wide variety of different practices and procedures to which they apply. Thus, the
different processes in clause 1 and the invariances in clause 2 may refer in different
cases to any of the following:
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a. Using different sensory modalities to detect the same property or entity (in the
latter case by the detection of spatiotemporal boundaries which are relatively
invariant across different sensory modalities) (Campbell 1958, 1966).

b. Using different experimental procedures to verify the same empirical relation-
ships or generate the same phenomenon (Campbell and Fiske 1959).

c. Using different assumptions, models, or axiomatizations to derive the same result
or theorem (Feynman 1965; Levins 1966; Glymour 1980).

d. Using the agreement of different tests, scales, or indices for different traits, as
measured by different methods, in ordering a set of entities as a criterion for the
“validity” (or reality) of the constructed property (or “construct”) in terms of
which the orderings of entities agree (Cronbach and Meehl 1955; Campbell and
Fiske 1959).

e. Discovering invariance of a macrostate description, variable, law, or regularity
over different sets of microstate conditions, and also determining the microstate
conditions under which these invariances may fail to hold (Levins 1966, 1968;
Wimsatt 1976a, b, 1980b).

f. Using matches and mismatches between theoretical descriptions of the same
phenomenon or system at different levels of organization, together with Leibniz’s
law (basically that if two things are identical, no mismatches are allowed), to
generate new hypotheses and to modify and refine the theories at one or more of
the levels (Wimsatt 1976a, b, 1979).

g. Using failures of invariance or matching in a through f above to calibrate or
recalibrate our measuring apparatus (for a, b or f) or tests (for d), or to establish
conditions (and limitations on them) under which the invariance holds or may
be expected to fail, and (for all of the above) to use this information to guide the
search for explanations as to why the invariances should hold or fail (Campbell
1966, 1969a; Wimsatt 1976a, b).

h. Using matches or mismatches in different determinations of the value of theoret-
ical parameters to test and confirm or infirm component hypotheses of a complex
theory (Glymour 1980) and, in a formally analogous manner, to test and localize
faults in integrated circuits.

One may ask whether any set of such diverse activities as would fit all these items
and as exemplified in the expanded discussion below are usefully combined under
the umbrella term robustness analysis. I believe that the answer must be yes, for
two reasons. First, all the variants and uses of robustness have a common theme in
the distinguishing of the real from the illusory; the reliable from the unreliable; the
objective from the subjective; the object of focus from artifacts of perspective; and,
in general, that which is regarded as ontologically and epistemologically trustworthy
and valuable from that which is unreliable, ungeneralizable, worthless, and fleeting.
The variations of use of these procedures in different applications introduce different
variant tools or consequences which issue from this core theme and are explicable
in terms of it. Second, all these procedures require at least partial independence of
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the various processes across which invariance is shown. And each of them is subject
to a kind of systematic error leading to a kind of illusory robustness when we are
led, on less than definitive evidence, to presume independence and our presumption
turns out to be incorrect. Thus, a broad class of fallacious inferences in science can
be understood and analyzed as a kind of failure of robustness.

Nonetheless, the richness and variety of these procedures require that we go
beyond this general categorization to understand robustness. To understand fully
the variety of its applications and its central importance to scientific methodol-
ogy, detailed case studies of robustness analysis are required in each of the areas
of science and philosophy where it is used.

2.2 Robustness and the Structure of Theories

In the second of his popular lectures on the character of physical law, Feynman
(1965) distinguishes two approaches to the structure of physical theory: the Greek
and the Babylonian approaches. The Greek (or Euclidean) approach is the familiar
axiomatic one in which the fundamental principles of a science are taken as axioms,
from which the rest are derived as theorems. There is an established order of impor-
tance, of ontological or epistemological priority, from the axioms out to the farthest
theorems. The “Greek” theorist achieves postulational economy or simplicity by
making only a small number of assumptions and deriving the rest—often reducing
the assumptions, in the name of simplicity or elegance, to the minimal set neces-
sary to derive the given theorems. The “Babylonian,” in contrast, works with an
approach that is much less well ordered and sees a theoretical structure that is much
more richly connected:

So the first thing we have to accept is that even in mathematics you can start in different
places. If all these various theorems are interconnected by reasoning there is no real way to
say “These are the most fundamental axioms,” because if you were told something different
instead you could also run the reasoning the other way. It is like a bridge with lots of
members, and it is overconnected; if pieces have dropped out you can reconnect it another
way. The mathematical tradition of today is to start with some particular ideas which are
chosen by some kind of convention to be axioms, and then to build up the structure from
there. What I have called the Babylonian idea is to say, “I happen to know this, and I happen
to know that, and maybe I know that; and I work everything out from there. Tomorrow I
may forget that this is true, but remember that something else is true, so I can reconstruct it
all again. I am never quite sure of where I am supposed to begin or where I am supposed to
end. I just remember enough all the time so that as the memory fades and some of the pieces
fall out I can put the thing back together again every day” (Feynman 1965, pp. 46–47).

This rich connectivity has several consequences for the theoretical structure and
its components. First, as Feynman (1965, pp. 54–55) observes, most of the funda-
mental laws turn out to be characterizable and derivable in a variety of different
ways from a variety of different assumptions: “One of the amazing characteristics
of nature is the variety of interpretational schemes which is possible. It turns out that
it is only possible because the laws are just so, special and delicate. . . . If you mod-
ify the laws much you find that you can only write them in fewer ways. I always
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find that mysterious, and I do not understand the reason why it is that the correct
laws of physics seem to be expressible in such a tremendous variety of ways. They
seem to be able to get through several wickets at the same time.” Although Feynman
nowhere explicitly says so, his own choice of examples and other considerations that
will emerge later suggest another ordering principle for fundamentality among laws
of nature: The more fundamental laws will be those that are independently derivable
in a larger number of ways. I will return to this suggestion later.

Second, Feynman also observes that this multiple derivability of physical laws
has its advantages, for it makes the overall structure much less prone to collapse:

At present we believe that the laws of physics have to have the local character and also the
minimum principle, but we do not really know. If you have a structure that is only partly
accurate, and something is going to fail, then if you write it with just the right axioms maybe
only one axiom fails and the rest remain, you need only change one little thing. But if you
write it with another set of axioms they may all collapse, because they all lean on that one
thing that fails. We cannot tell ahead of time, without some intuition, which is the best way
to write it so that we can find out the new situation. We must always keep all the alternative
ways of looking at a thing in our heads; so physicists do Babylonian mathematics, and pay
but little attention to the precise reasoning from fixed axioms (Feynman 1965, p. 54).

This multiple derivability not only makes the overall structure more reliable but
also has an effect on its individual components. Those components of the structure
which are most insulated from change (and thus the most probable foci for conti-
nuity through scientific revolutions) are those laws which are most robust and, on
the above criterion, most fundamental. This criterion of fundamentality would thus
make it natural (though by no means inevitable) that the most fundamental laws
would be the least likely to change. Given that different degrees of robustness ought
to confer different degrees of stability, robustness ought to be a promising tool for
analyzing scientific change. Alternatively, the analysis of different degrees of change
in different parts of a scientific theory may afford a way of detecting or measuring
robustness.

I wish to elaborate and illustrate the force of Feynman’s remarks arguing for the
Babylonian rather than the Greek or Euclidean approach by some simple consider-
ations suggested by the statistical theory of reliability. (For an excellent review of
work in reliability theory, see Barlow and Proschan 1975, though no one has, to my
knowledge, applied it in this context.)

A major rationale for the traditional axiomatic view of science is to see it as an
attempt to make the structure of scientific theory as reliable as possible by starting
with, as axioms, the minimal number of assumptions which are as certain as possible
and operating on them with rules which are as certain as possible (deductive rules
which are truth preserving). In the attempt to secure high reliability, the focus is on
total elimination of error, not on recognizing that it will occur and on controlling its
effects: it is a structure in which, if no errors are introduced in the assumptions and
if no errors are made in choosing or in applying the rules, no errors will occur. No
effort is spared in the attempt to prevent these kinds of errors from occurring. But it
does not follow that this is the best structure for dealing with errors (for example, by
minimizing their effects or making them easier to find) if they do occur. In fact, it is
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not. To see how well it handles errors that do occur, let us try to model the effect of
applying the Greek or Euclidean strategy to a real (error-prone) theory constructed
and manipulated by real (fallible) operators.

For simplicity, assume that any operation, be it choosing an assumption or apply-
ing a rule, has a small but finite probability of error, p0. (In this discussion, I will
assume that the probability of error is constant across different components and
operations. Qualitatively similar results obtain when it is not.) Consider now the
deductive derivation of a theorem requiring m operations. If the probabilities of
failure in these operations are independent, then the probability of a successful
derivation is just the product of the probabilities of success, (1 – p0), at each opera-
tion. Where ps stands for the probability of failing at this complex task (ps because
this is a serial task), then we have for the probability of success, (1 − ps):

(1 − ps) = (1 − p0)
m

No matter how small p0 is, as long as it is finite, longer serial deductions (with
larger values of m) have monotonically decreasing probabilities of successful com-
pletion, approaching zero in the limit. Fallible thinkers should avoid long serial
chains of reasoning. Indeed, we see here that the common metaphor for deductive
reasoning as a chain is a poor one for evaluating probability of failure in reasoning.
Chains always fail at their weakest links, chains of reasoning only most probably so.

When a chain fails, the release in tension protects other parts of the chain. As
a result, failures in such a chain are not independent, since the occurrence of one
failure prevents other failures. In this model, however, we are assuming that fail-
ures are independent of each other, and we are talking about probability of failure
rather than actual failure. These differences result in a serious disanalogy with the
metaphor of the argument as a chain. A chain is only as strong as the weakest link,
but it is that strong; and one often hears this metaphor as a rule given for evaluating
the reliability of arguments (see, for example, the quote from C.S. Peirce that begins
this chapter). But a chain in which failure could occur at any point is always weaker
than (in that it has a higher probability of failure than) its weakest link, except if the
probability of failure everywhere else goes to zero. This happens when the weakest
link in a chain breaks, but not when one link in an argument fails.

Is there any corrective medicine for this cumulative effect on the probability of
error, in which small probabilities of error in even very reliable components cumu-
latively add up to almost inevitable failure? Happily there is. With independent
alternative ways of deriving a result, the result is always surer than its weakest
derivation. (Indeed, it is always surer than its strongest derivation.) This mode of
organization—with independent alternative modes of operation and success if any
one works—is parallel organization, with its probability of failure, pp. Since failure
can occur if and only if each of the m independent alternatives fails (assume, again,
with identical probabilities p0):

pp = pm
0
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But p0 is presumably always less than 1; thus, for m > 1, pp is always
less than p0. Adding alternatives (or redundancy, as it is often called) always
increases reliability, as von Neumann (1956) argued in his classic paper on build-
ing reliable automata with unreliable components. Increasing reliability through
parallel organization is a fundamental principle of organic design and reliability
engineering generally. It works for theories as well as it does for polyploidy, pri-
mary metabolism, predator avoidance, microprocessor architecture, Apollo moon
shots, test construction, and the structure of juries.

Suppose we start, then, with a Babylonian (or Byzantine?) structure—a mul-
tiply connected, poorly ordered scientific theory having no principles singled out
as axioms, containing many different ways of getting to a given conclusion and,
because of its high degree of redundancy, relatively short paths to it (see Feynman
1965, p. 47)—and let it be redesigned by a Euclidean. In the name of elegance,
the Euclidean will look for a small number of relatively powerful assumptions from
which the rest may be derived. In so doing, he will eliminate redundant assumptions.
The net effects will be twofold: (1) With a smaller number of assumptions taken
as axioms, the mean number of steps in a derivation will increase, and can do so
exponentially. This increased length of seriation will decrease reliability along any
path to the conclusion. (2) Alternative or parallel ways of getting to a given conclu-
sion will be substantially decreased as redundant assumptions are removed, and this
decrease in “parallation” will also decrease the total reliability of the conclusion.

Each of these changes increases the unreliability of the structure, and both of
them operating together produce a cumulative effect—if errors are possible, as I
have supposed. Not only is the probability of failure of the structure greater after
it has been Euclideanized, but the consequences of failure become more severe:
with less redundancy, the failure of any given component assumption is likely to
infirm a larger part of the structure. I will elaborate on this point shortly. It has not
been studied before now (but see Glymour 1980) because of the dominance of the
Cartesian Euclidean perspective and because of a key artifact of first-order logic.

Formal models of theoretical structures characteristically start with the assump-
tion that the structures contain no inconsistencies. As a normative ideal, this is fine;
but as a description of real scientific theories, it is inadequate. Most or all scien-
tific theories with which I am familiar contain paradoxes and inconsistencies, either
between theoretical assumptions or between assumptions and data in some combi-
nation. (Usually these could be resolved if one knew which of several eminently
plausible assumptions to give up, but each appears to have strong support; so the
assumptions—and the inconsistencies—remain.) This feature of scientific theories
has not until now (with the development of nonmonotonic logic) been modeled,
because of the fear of total collapse. In first-order logic, anything whatsoever fol-
lows from a contradiction; so systems which contain contradictions are regarded as
useless.

But the total collapse suggested by first-order logic (or by highly Euclidean struc-
tures with little redundancy) seems not to be a characteristic of scientific theories.
The thing that is remarkable about scientific theories is that the inconsistencies
are walled off and do not appear to affect the theory other than very locally—for
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things very close to and strongly dependent on one of the conflicting assumptions.
Robustness provides a possible explanation, perhaps the best explanation, for this
phenomenon.

When an inconsistency occurs, results which depend on one or more of the
contradictory assumptions are infirmed. This infection is transitive; it passes to
things that depend on these results, and to their logical descendants, like a string
of dominoes—until we reach something that has independent support. The indepen-
dent support of an assumption sustains it, and the collapse propagates no further. If
all deductive or inferential paths leading from a contradiction pass through robust
results, the collapse is bounded within them, and the inconsistencies are walled off
from the rest of the network. For each robust result, one of its modes of support is
destroyed; but it has others, and therefore the collapse goes no further. Whether this
is the only mechanism by which this isolation of contradictions could be accom-
plished, I do not know, but it is a possible way, and scientific constructs do appear to
have the requisite robustness. (I am not aware that anyone has tried to formalize or to
simulate this, though Stuart A. Kauffman’s work on “forcing structures” in binary,
Boolean switching networks seems clearly relevant. See, for example, Kauffman
1971, where these models are developed and applied to gene control networks.)

2.3 Robustness, Testability, and the Nature of Theoretical Terms

Another area in which robustness is involved (and which is bound to see further
development) is Clark Glymour’s account of testing and evidential relations in the-
ories. Glymour argues systematically that parts of a theoretical structure can be and
are used to test other parts of the theory, and even themselves. (His name for this
is bootstrapping.) This testing requires the determination of values for quantities of
the theory in more than one way: “If the data are consistent with the theory, then
these different computations must agree [within a tolerable experimental error] in
the value they determine for the computed quantity; but if the data are inconsistent
with the theory, then different computations of the same quantity may give different
results. Further and more important, what quantities in a theory may be computed
from a given set of initial data depends both on the initial data and on the structure
of the theory” (Glymour 1980, p. 113).

Glymour argues later (pp. 139–140) that the different salience of evidence to dif-
ferent hypotheses of the theory requires the use of a variety of types of evidence to
test the different component hypotheses of the theory. Commenting on the possi-
bility that one could fail to locate the hypothesis whose incorrectness is producing
an erroneous determination of a quantity or, worse, mislocating the cause of the
error, he claims: “The only means available for guarding against such errors is to
have a variety of evidence so that as many hypotheses as possible are tested in as
many different ways as possible. What makes one way of testing relevantly different
from another is that the hypotheses used in one computation are different from the
hypotheses used in the other computation. Part of what makes one piece of evidence
relevantly different from another piece of evidence is that some test is possible from
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the first that is not possible from the second, or that, in the two cases, there is some
difference in the precision of computed values of theoretical quantities” (Glymour
1980, p. 140).

A given set of data and the structure of the theory permit a test of a hypothesis (or
the conjunction of a group of hypotheses) if and only if they permit determination of
all of the values in the tested entity in such a way that contradictory determinations
of at least one of these values could result (in the sense that it is not analytically ruled
out). This requires more than one way of getting at that value (see Glymour 1980,
p. 307). To put it in the language of the present chapter, only robust hypotheses are
testable. Furthermore, a theory in which most components are multiply connected
is a theory whose faults are relatively precisely localizable. Not only do errors not
propagate far, but we can find their source quickly and evaluate the damage and
what is required for an adequate replacement. If this sounds like a design policy for
an automobile, followed to facilitate easy diagnostic service and repair, I can say
only that there is no reason why our scientific theories should be less well designed
than our other artifacts.

The same issues arise in a different way in Campbell’s discussions (Campbell
and Fiske 1959; Campbell 1969a, b, 1977; Cook and Campbell 1979) of single or
definitional versus multiple operationalism. Definitional operationalism is the view
that philosophers know as operationalism, that the meaning of theoretical terms is
to be defined in terms of the experimental operations used in measuring that theoret-
ical quantity. Multiple means of determining such a quantity represents a paradox
for this view—an impossibility, since the means is definitive of the quantity, and
multiple means multiple quantities. Campbell’s multiple operationalism is not oper-
ationalism at all in this sense but a more tolerant and eclectic empiricism, for he sees
the multiple operations as contingently associated with the thing measured. Being
contingently associated, they cannot have a definitional relation to it; consequently,
there is no barrier to accepting that one (robust) quantity has a number of different
operations to get at it, each too imperfect to have a definitional role but together
triangulating to give a more accurate and complete picture than would be possible
from any one of them alone.

Campbell’s attack on definitional operationalism springs naturally from his falli-
bilism and his critical realism. Both of these forbid a simple definitional connection
between theoretical constructs and measurement operations: “One of the great
weaknesses in definitional operationalism as a description of best scientific practice
was that it allowed no formal way of expressing the scientist’s prepotent aware-
ness of the imperfection of his measuring instruments and his prototypic activity
of improving them” (Campbell 1969a, p. 15). For a realist the connection between
any measurement and the thing measured involves an often long and indirect causal
chain, each link of which is affected and tuned by other theoretical parameters.
The aim is to make the result insensitive to or to control these causally relevant
but semantically irrelevant intermediate links: “What the scientist does in practice
is to design the instrument so as to minimize and compensate for the stronger of
these irrelevant forces. Thus, the galvanometer needle is as light as possible, to
minimize inertia. It is set on jeweled bearings to minimize friction. It may be used
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in a lead-shielded and degaussed room. Remote influences are neglected because
they dissipate at the rate of l/d2, and the weak and strong nuclear forces dissipate
even more rapidly. But these are practical minimizations, recognizable on theoretical
grounds as incomplete” (1969a, pp. 14–15).

The very same indirectness and fallibility of measurement that rule out
definitional links make it advantageous to use multiple links: “[W] e have only other
invalid measures against which to validate our tests; we have no ‘criterion’ to check
them against. . . . A theory of the interaction of two theoretical parameters must be
tested by imperfect exemplifications of each. . . . In this predicament, great inferen-
tial strength is added when each theoretical parameter is exemplified in 2 or more
ways, each mode being as independent as possible of the other, as far as the theoret-
ically irrelevant components are concerned. This general program can be designated
multiple operationalism” (Campbell 1969a, p. 15).

Against all this, then, suppose one did have only one means of access to a given
quantity. Without another means of access, even if this means of access were not
made definitional, statements about the value of that variable would not be inde-
pendently testable. Effectively, they would be as if defined by that means of access.
And since the variable was not connected to the theory in any other way, it would be
an unobservable, a fifth wheel: anything it could do could be done more directly by
its operational variable. It is, then, in Margenau’s apt phrase, a peninsular concept
(Margenau 1950, p. 87), a bridge that leads to nowhere.

Philosophers often misleadingly lump this “peninsularity” and the existence of
extra axioms permitting multiple derivations together as redundancy. The implica-
tion is that one should be equally disapproving of both. Presumably, the focus on
error-free systems leads philosophers to regard partially identical paths (the paths
from a peninsular concept and from its “operational variable” to any consequence
accessible from either) and alternative independent paths (robustness, bootstrapping,
or triangulation) as equivalent—because they are seen as equally dispensable if one
is dealing with a system in which errors are impossible. But if errors are possible, the
latter kind of redundancy can increase the reliability of the conclusion; the former
cannot.

A similar interest in concepts with multiple connections and a disdain for the triv-
ially analytic, singly or poorly connected concept is to be found in Putnam’s (1962)
classic paper “The Analytic and the Synthetic.” Because theoretical definitions are
multiply connected law-cluster concepts, whose meaning is determined by this mul-
tiplicity of connections, Putnam rejects the view that such definitions are stipulative
or analytic. Though for Putnam it is theoretical connections, rather than operational
ones, which are important, he also emphasizes the importance of a multiplicity of
them: “Law-cluster concepts are constituted not by a bundle of properties as are the
typical general names [cluster concepts] like ‘man’ and ‘crow,’ but by a cluster of
laws which, as it were, determine the identity of the concept. The concept ‘energy’
is an excellent sample. . . . It enters into a great many laws. It plays a great many
roles, and these laws and inference roles constitute its meaning collectively, not
individually. I want to suggest that most of the terms in highly developed sciences
are law-cluster concepts, and that one should always be suspicious of the claim that
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a principle whose subject term is a law-cluster concept is analytic. The reason that it
is difficult to have an analytic relationship between law-cluster concepts is that . . .
any one law can be abandoned without destroying the identity of the law-cluster
concept involved” (p. 379).

Statements that are analytic are so for Putnam because they are singly connected,
not multiply connected, and thus trivial: “Thus, it cannot ‘hurt’ if we decide always
to preserve the law ‘All bachelors are unmarried’ . . . because bachelors are a kind
of synthetic class. They are a ‘natural kind’ in Mill’s sense. They are rather grouped
together by ignoring all aspects except a single legal one. One is simply not going
to find any . . . [other] laws about such a class” (p. 384).

Thus, the robustness of a concept or law—its multiple connectedness within
a theoretical structure and (through experimental procedures) to observational
results—has implications for a variety of issues connected with theory testing and
change, with the reliability and stability of laws and the component parts of a theory,
with the discovery and localization of error when they fail, the analytic-synthetic
distinction, and accounts of the meaning of theoretical concepts. But these issues
have focused on robustness in existing theoretical structures. It is also important in
discovery and in the generation of new theoretical structures.

2.4 Robustness, Redundancy, and Discovery

For the complex systems encountered in evolutionary biology and the social sci-
ences, it is often unclear what is fundamental or trustworthy. One is faced with a
wealth of partially conflicting, partially complementary models, regularities, con-
structs, and data sets with no clear set of priorities for which to trust and where
to start. In this case particularly, processes of validation often shade into processes
of discovery—since both involve a winnowing of the generalizable and the reliable
from the special and artifactual. Here too robustness can be of use, as Richard Levins
suggests in the passage which introduced me to the term:

Even the most flexible models have artificial assumptions. There is always room for doubt
as to whether a result depends on the essentials of a model or on the details of the sim-
plifying assumptions. This problem does not arise in the more familiar models, such as
the geographical map, where we all know that contiguity on the map implies contiguity in
reality, relative distances on the map correspond to relative distances in reality, but color
is arbitrary and a microscopic view of the map would only show the fibers of the paper on
which it is printed. But in the mathematical models of population biology, it is not always
obvious when we are using too high a magnification.

Therefore, we attempt to treat the same problem with several alternative models, each
with different simplifications, but with a common biological assumption. Then, if these
models, despite their different assumptions, lead to similar results we have what we can call
a robust theorem which is relatively free of the details of the model. Hence, our truth is the
inter section of independent lies (Levins 1966, p. 423).

Levins is here making heuristic use of the philosopher’s criterion of logical truth
as true in all possible worlds. He views robustness analysis as “sampling from a
space of possible models” (1968, p. 7). Since one cannot be sure that the sampled
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models are representative of the space, one gets no guarantee of logical truth but,
rather, a heuristic (fallible but effective) tool for discovering empirical truths which
are relatively free of the details of the various specific models.

Levins talks about the robustness of theorems or phenomena or consequences
of the models rather than about the robustness of the models themselves. This is
necessary, given his view that any single model makes a number of artifactual
(and therefore nonrobust) assumptions. A theory would presumably be a concep-
tual structure in which many or most of the fundamental theorems or axioms are
relatively robust, as is suggested by Levins’ statement (1968, p. 7) “A theory is a
cluster of models, together with their robust consequences.”

If a result is robust over a range of parameter values in a given model or over a
variety of models making different assumptions, this gives us some independence
of knowledge of the exact structure and parameter values of the system under study:
a prediction of this result will remain true under a variety of such conditions and
parameter values. This is particularly important in scientific areas where it may be
difficult to determine the parameter values and conditions exactly.

Robust theorems can thus provide a more trustworthy basis for generalization of
the model or theory and also, through their independence of many exact details,
a sounder basis for predictions from it. Theory generalization is an important
component of scientific change, and thus of scientific discovery.

Just as robustness is a guide for discovering trustworthy results and generaliza-
tions of theory, and distinguishing them from artifacts of particular models, it helps
us to distinguish signal from noise in perception generally. Campbell has furnished
us with many examples of the role of robustness and pattern matching in visual per-
ception and its analogues, sonar and radar. In an early paper, he described how the
pattern and the redundancy in a randomly pulsed radar signal bounced off Venus
gave a new and more accurate measurement of the distance to that planet (Campbell
1966).

The later visual satellite pictures of Mars and its satellite Deimos have provided
an even more illuminating example, again described by Campbell (1977) in the
unpublished William James Lectures (lecture 4, pp. 89 and 90). The now standard
procedures of image enhancement involve combining a number of images, in which
the noise, being random, averages out; but the signal, weak though usually present,
adds in intensity until it stands out. The implicit principle is the same one repre-
sented explicitly in von Neumann’s (1956) use of “majority organs” to filter out
error: the combination of parallel or redundant signals with a threshold, in which it
is assumed that the signal, being multiply represented, will usually exceed threshold
and be counted; and the noise, being random, usually will fall below threshold and
be lost. There is an art to designing the redundancy so as to pick up the signal and
to setting the threshold so as to lose the noise. It helps, of course, if one knows what
he is looking for. In this case of the television camera centered on Mars, Deimos
was a moving target and—never being twice in the same place to add appropriately
(as were the static features of Mars)—was consequently filtered out as noise. But
since the scientists involved knew that Deimos was there, they were able to fix the
image enhancement program to find it. By changing the threshold (so that Deimos
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and some noise enter as—probably smeared—signal), changing the sampling rate
or the integration area (stopping Deimos at the effectively same place for two or
more times), or introducing the right kind of spatiotemporal correlation function (to
track Deimos’s periodic moves around Mars), could restore Deimos to the pictures
again. Different tunings of the noise filters and different redundancies in the signal
were exploited to bring static Mars and moving Deimos into clear focus.

We can see exactly analogous phenomena in vision if we look at a moving fan or
airplane propeller. We can look through it (filtering it out as noise) to see something
behind it. Lowering our threshold, we can attend to the propeller disk as a colored
transparent (smeared) object. Cross-specific variation in flickerfusion frequency
indicates different sampling rates, which are keyed to the adaptive requirements
of the organism (see Wimsatt 1980a, pp. 292–297). The various phenomena asso-
ciated with periodic stroboscopic illumination (apparent freezing and slow rotation
of a rapidly spinning object) involve detection of a lagged correlation. Here, too,
different tunings pick out different aspects of or entities in the environment. This
involves a use of different heuristics, a matter I will return to later.

I quoted Glymour earlier on the importance of getting the same answer for the
value of quantities computed in two different ways. What if these computations
or determinations do not agree? The result is not always disastrous; indeed, when
such mismatches happen in a sufficiently structured situation, they can be very
productive.

This situation could show that we were wrong in assuming that we were detect-
ing or determining the same quantity; but (as Campbell 1966, was the first to point
out), if we assume that we are determining the same quantity but “through a glass
darkly,” the mismatch can provide an almost magical opportunity for discovery.
Given imperfect observations of a thing-we-know-not-what, using experimental
apparatus with biases-we-may-not-understand, we can achieve both a better under-
standing of the object (it must be, after all, that one thing whose properties can
produce these divergent results in these detectors) and of the experimental appara-
tus (which are, after all, these pieces that can be affected thus divergently by this
one thing).

The constraint producing the information here is the identification of the object of
the two or more detectors. If two putatively identical things are indeed identical, then
any property of one must be a property of the other. We must resolve any apparent
differences either by giving up the identification or locating the differences not in the
thing itself but in the interactions of the thing with different measuring instruments.
And this is where we learn about the measuring instruments. Having then acquired
a better knowledge of the biases of the measuring instruments, we are in a better
position not only to explain the differences but also, in the light of them, to give a
newly refined estimate of the property of the thing itself. This procedure, a kind of
“means-end” analysis (Wimsatt 1976a; Simon 1969) has enough structure to work
in any given case only because of the enormous amount of background knowledge
of the thing and the instruments which we bring to the situation. What we can learn
(in terms of localizing the source of the differences) is in direct proportion to what
we already know.
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This general strategy for using identifications has an important subcase in reduc-
tive explanation. I have argued extensively (Wimsatt 1976a, part II, 1976b, 1979)
that the main reason for the productiveness of reductive explanation is that interlevel
identifications immediately provide a wealth of new hypotheses: each property of
the entity as known at the lower level must be a property of it as known at the upper
level, and conversely; and usually very few of these properties from the other level
have been predicated of the common object. The implications of these predictions
usually have fertile consequences at both levels, and even where the match is not
exact, there is often enough structure in the situation to point to a revised identifica-
tion, with the needed refinements. This description characterizes well the history of
genetics, both in the period of the localization of the genes on chromosomes (1883–
1920) and in the final identification of DNA as the genetic material (1927–1953).
(For the earlier period see, for example, Allen 1979; Moore 1972; Darden 1974;
Wimsatt 1976a, part II. For the later period see Olby 1974.) Indeed, the overall
effect of these considerations is to suggest that the use of identities in a structured
situation for the detection of error may be the most powerful heuristic known and
certainly one of the most effective in generating scientific hypotheses.

Also significant in the connection between robustness and discovery is
Campbell’s (1977) suggestion that things with greater entitativity (things whose
boundaries are more robust) ought to be learned earlier. He cites suggestive support
from language development for this thesis, which Quine’s (1960) views also tend to
support. I suspect that robustness could prove to be an important tool in analyzing
not only what is discovered but also the order in which things are discovered.

There is some evidence from work with children (Omanson 1980a, b) that com-
ponents of narratives which are central to the narrative, in that they are integrated
into its causal and its purposive or intentional structure, are most likely to be remem-
bered and least likely to be abstracted out in summaries of the story. This observation
is suggestively related both to Feynman’s (1965, p. 47) remark quoted above, relat-
ing robustness to forgetting relationships in a multiply connected theory, and to
Simon’s (1969) concept of a blackboard work space, which is maintained between
successive attempts to solve a problem and in which the structure of the problem
representation and goal tree may be subtly changed through differential forget-
ting. These suggest other ways in which robustness could affect discovery processes
through differential effects on learning and forgetting.

2.5 Robustness, Objectification, and Realism

Robustness is widely used as a criterion for the reality or trustworthiness of the thing
which is said to be robust. The boundaries of an ordinary object, such as a table, as
detected in different sensory modalities (visually, tactually, aurally, orally), roughly
coincide, making them robust; and this is ultimately the primary reason why we
regard perception of the object as veridical rather than illusory (see Campbell 1958,
1966). It is a rare illusion indeed which could systematically affect all of our senses
in this consistent manner. (Drug induced hallucinations and dreams may involve
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multimodal experience but fail to be consistent through time for a given subject, or
across observers, thus failing at a higher level to show appropriate robustness.)

Our concept of an object is of something which exemplifies a multiplicity of
properties within its boundaries, many of which change as we move across its
boundary. A one-dimensional object is a contradiction in terms and usually turns
out to be a disguised definition—a legal or theoretical fiction. In appealing to the
robustness of boundaries as a criterion for objecthood, we are appealing to this mul-
tiplicity of properties (different properties detected in different ways) and thus to a
time-honored philosophical notion of objecthood.

Campbell (1958) has proposed the use of the coincidence of boundaries under
different means of detection as a methodological criterion for recognizing entities
such as social groups. For example, in a study of factors affecting the reproductive
cycles of women in college dormitories, McClintock (1971, and in conversation)
found that the initially randomly timed and different-length cycles of 135 women
after several months became synchronized into 17 groups, each oscillating syn-
chronously, in phase and with a common period. The members of these groups
turned out to be those who spent most time together, as determined by sociolog-
ical methods. After the onset of synchrony, group membership of an individual
could be determined either from information about her reproductive cycle or from
a sociogram representing her frequency of social interaction with other individu-
als. These groups are thus multiply detectable. This illustrates the point that there is
nothing sacred about using perceptual criteria in individuating entities. The products
of any scientific detection procedure, including procedures drawn from different
sciences, can do as well, as Campbell suggests: “In the diagnosis of middle-sized
physical entities, the boundaries of the entity are multiply confirmed, with many
if not all of the diagnostic procedures confirming each other. For the more ‘real’
entities, the number of possible ways of confirming the boundaries is probably
unlimited, and the more our knowledge expands, the more diagnostic means we
have available. ‘Illusions’ occur when confirmation is attempted and found lacking,
when boundaries diagnosed by one means fail to show up by other expected checks”
(1958, pp. 23–24).

Illusions can arise in connection with robustness in a variety of ways. Campbell’s
remark points to one important way: Where expectations are derived from one
boundary, or even more, the coincidence of several boundaries leads us to pre-
dict, assume, or expect that other relevant individuating boundaries will coincide.
Perhaps most common, given the reductionism common today, are situations in
which the relevant system boundary is in fact far more inclusive than one is led
to expect from the coincidence of a number of boundaries individuating an object
at a lower level. Such functional localization fallacies are found in neurophysiol-
ogy, in genetics, in evolutionary biology (with the hegemony of the selfish gene
at the expense of the individual or the group; see Wimsatt 1980b), in psychology,
and (where it is a fallacy) with methodological individualism in the social sciences.
In all these cases the primary object of analysis—be it a gene, a neuron, a neural
tract, or an individual—may well be robust, but its high degree of entitativity leads
us to hang too many boundaries and explanations on it. Where this focal entity
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is at a lower level, reductionism and robustness conspire to lead us to regard the
higher-level systems as epiphenomenal. Another kind of illusion—the illusion that
an entity is robust—can occur when the various means of detection supposed to be
independent are not in fact. (This will be discussed further in the final section of
this chapter.) Another kind of illusion or paradox arises particularly for function-
ally organized systems. This illusion occurs when a system has robust boundaries,
but the different criteria used to decompose it into parts produce radically differ-
ent boundaries. When the parts have little entitativity compared to the system, the
holist’s war cry (that the whole is more than the sum of the parts) will have a
greater appeal. Elsewhere (Wimsatt 1974), I have explored this kind of case and its
consequences for the temptation of antireductionism, holism, or, in extreme cases,
vitalisms or ontological dualisms.

Robustness is a criterion for the reality of entities, but it also has played and
can play an important role in the analysis of properties. Interestingly, the distinction
between primary and secondary qualities, which had a central role in the philoso-
phy of Galileo, Descartes, and Locke, can be made in terms of robustness. Primary
qualities—such as shape, figure, and size—are detectable in more than one sen-
sory modality. Secondary qualities—such as color, taste, and sound—are detectable
through only one sense. I think it is no accident that seventeenth-century philoso-
phers chose to regard primary qualities as the only things that were “out there”—in
objects; their cross-modal detectability seemed to rule out their being products of
sensory interaction with the world. By contrast the limitation of the secondary qual-
ities to a single sensory modality seemed naturally to suggest that they were “in
us,” or subjective. Whatever the merits of the further seventeenth-century view that
the secondary qualities were to be explained in terms of the interaction of a per-
ceiver with a world of objects with primary qualities, this explanation represents
an instance of an explanatory principle which is widely found in science (though
seldom if ever explicitly recognized): the explanation of that which is not robust in
terms of that which is robust. (For other examples see Wimsatt 1976a, pp. 243–249;
Feynman 1965).

Paralleling the way in which Levins’ use of robustness differs from Feynman’s,
robustness, or the lack of it, has also been used in contexts where we are unsure
about the status of purported properties, to argue for their veridicality or artifactu-
ality, and thus to discover the properties in terms of which we should construct our
theories. This is the proposal of the now classic and widely used methodological
paper of Campbell and Fiske (1959). Their convergent validity is a form of robust-
ness, and their criterion of discriminant validity can be regarded as an attempt to
guarantee that the invariance across test methods and traits is not due to their insen-
sitivity to the variables under study. Thus, method bias, a common cause of failures
of discriminant validity, is a kind of failure of the requirement for robustness that
the different means of detection used are actually independent, in this case because
the method they share is the origin of the correlations among traits.

Campbell and Fiske point out that very few theoretical constructs (proposed
theoretical properties or entities) in the social sciences have significant degrees of
convergent and discriminant validity, and they argue that this is a major difference
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between the social and natural or biological sciences—a difference which generates
many of the problems of the social sciences. (For a series of essays which in effect
claim that personality variables are highly context dependent and thus have very
little or no robustness, see Shweder 1979a, b, 1980.)

While the natural and biological sciences have many problems where similar
complaints could be made (the importance of interaction effects and context depen-
dence is a key indicator of such problems), scientists in these areas have been
fortunate in having at least a large number of cases where the systems, objects, and
properties they study can be effectively isolated and localized, so that interactions
and contexts can be ignored.

2.6 Robustness and Levels of Organization

Because of their multiplicity of connections and applicable descriptions, robust
properties or entities tend to be (1) more easily detectable, (2) less subject to illusion
or artifact, (3) more explanatorily fruitful, and (4) predictively richer than nonro-
bust properties or entities. With this set of properties, it should be small wonder that
we use robustness as a criterion for reality. It should also not be surprising that—
since we view perception (as evolutionary epistemologists do) as an efficient tool
for gathering information about the world—robustness should figure centrally in
our analysis of perceptual hypotheses and heuristics (in Section 2.4 and in Section
2.7). Finally, since ready detectability, relative insensitivity to illusion or artifact,
and explanatory and predictive fruitfulness are desirable properties for the compo-
nents of scientific theories, we should not be surprised to discover that robustness
is important in the discovery and description of phenomena (again, see Section 2.4)
and in analyzing the structure of scientific theories (see Section 2.2).

One of the most ubiquitous phenomena of nature is its tendency to come in levels.
If the aim of science, to follow Plato, is to cut up nature at its joints, then these lev-
els of organization must be its major vertebrae. They have become so major, indeed,
that our theories tend to follow these levels, and the language of our theories comes
in strata. This has led many linguistically inclined philosophers to forgo talk of
nature at all, and to formulate problems—for example, problems of reduction—in
terms of “analyzing the relation between theoretical vocabularies at different lev-
els.” But our language, as Campbell (1974) would argue, is just another (albeit
very important) tool in our struggle to analyze and to adapt to nature. In an ear-
lier paper (Wimsatt 1976a, part III), I applied Campbell’s criteria for entification to
argue that entities at different levels of organization tend to be multiply connected
in terms of their causal relations, primarily with other entities at their own level,
and that they, and the levels they comprise, are highly robust. As a result, there are
good explanatory reasons for treating different levels of organization as dynami-
cally, ontologically, and epistemologically autonomous. There is no conflict here
with the aims of good reductionistic science: there is a great deal to be learned about
upper-level phenomena at lower levels of organization, but upper-level entities are
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not “analyzed away” in the process, because they remain robustly connected with
other upper level entities, and their behavior is explained by upper-level variables.

To see how this is so, we need another concept—that of the sufficient parameter,
introduced by Levins (1966, pp. 428 and 429):

It is an essential ingredient in the concept of levels of phenomena that there exists a set of
what, by analogy with the sufficient statistic, we can call sufficient parameters defined on
a given level. . . which are very much fewer than the number of parameters on the lower
level and which among them contain most of the important information about events on
that level.

The sufficient parameters may arise from the combination of results of more limited
studies. In our robust theorem on niche breadth we found that temporal variation, patch-
iness of the environment, productivity of the habitat, and mode of hunting could all have
similar effects and that they did this by way of their contribution to the uncertainty of the
environment. Thus uncertainty emerges as a sufficient parameter.

The sufficient parameter is a many-to-one transformation of lower-level phenomena.
Therein lies its power and utility, but also a new source of imprecision. The many-to-one
nature of “uncertainty” prevents us from going backwards. If either temporal variation or
patchiness or low productivity leads to uncertainty, the consequences of uncertainty alone
cannot tell us whether the environment is variable, or patchy, or unproductive. Therefore,
we have lost information.

A sufficient parameter is thus a parameter, a variable, or an index which, either for
most purposes or merely for the purposes at hand, captures the effect of significant
variations in lower-level or less abstract variables (usually only for certain ranges of
the values of these variables) and can thus he substituted for them in the attempt to
build simpler models of the upper-level phenomena.

Levins claims that this notion is a natural consequence of the concept of levels of
phenomena, and this is so, though it may relate to degree of abstraction as well as
to degree of aggregation. (The argument I will give here applies only to levels gen-
erated by aggregation of lower-level entities to form upper-level ones.) Upper-level
variables, which give a more “coarse-grained” description of the system, are much
smaller in number than the lower-level variables necessary to describe the same
system. Thus, there must be, for any given degree of resolution between distin-
guishable state descriptions, far fewer distinguishable upper-level state descriptions
than lower-level ones. The smaller number of distinguishable upper-level states
entails that for any given degree of resolution, there must be many-one mappings
between at least some lower-level and upper-level state descriptions with many
lower-level descriptions corresponding to a single upper-level description. But then,
those upper-level state descriptions with multiple lower-level state descriptions are
robust over changes from one of these lower-level descriptions to another in its set.

Furthermore, the stability of (and possibility of continuous change in) upper-level
phenomena (remaining in the same macrostate or changing by moving to neighbor-
ing states) places constraints on the possible mappings between lower-level and
upper-level states: in the vast majority of cases neighboring microstates must map
without discontinuity into the same or neighboring macrostates; and, indeed, most
local microstate changes will have no detectable macrolevel effects. This fact gives
upper-level phenomena and laws a certain insulation from (through their invariance
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over: robustness again!) lower-level changes and generates a kind of explanatory
and dynamic (causal) autonomy of the upper-level phenomena and processes, which
I have argued for elsewhere (Wimsatt 1976a, pp. 249–251, 1976b).

If one takes the view that causation is to be characterized in terms of manipu-
lability (see, for example, Gasking 1955; Cook and Campbell 1979), the fact that
the vast majority of manipulations at the microlevel do not make a difference at
the macrolevel means that macrolevel variables are almost always more causally
efficacious in making macrolevel changes than microlevel variables. This gives
explanatory and dynamic autonomy of the upper-level entities, phenomena, laws,
and relations, within a view of explanation which is sensitive to problems of com-
putational complexity and the costs and benefits we face in offering explanations.
As a result, it comes much closer than the traditional hypotheticodeductive view to
being able to account for whether we explain a phenomenon at one level and when
we choose to go instead to a higher or lower level for its explanation (see Wimsatt
1976a, part III, and 1976b, particularly sections 4, 5, 6, and the appendix.)

The many-one mappings between lower- and upper-level state descriptions men-
tioned above are consistent with correspondences between types of entities at lower
and upper levels but do not entail them. There may be only token-token mappings
(piece-meal mappings between instances of concepts, without any general mappings
between concepts), resulting in the upper-level properties being supervenient on
rather than reducible to lower-level properties (Kim 1978; Rosenberg 1978). The
main difference between Levins’ notion of a sufficient parameter and the notion
of supervenience is that the characterization of supervenience is embedded in an
assumed apocalyptically complete and correct description of the lower and upper
levels. Levins makes no such assumption and defines the sufficient parameter in
terms of the imperfect and incomplete knowledge that we actually have of the
systems we study. It is a broader and less demanding notion, involving a relation
which is inexact, approximate, and admits of both unsystematic exceptions (requir-
ing a ceteris paribus qualifier) and systematic ones (which render the relationship
conditional).

Supervenience could be important for an omniscient Laplacean demon but not for
real, fallible, and limited scientists. The notion of supervenience could be regarded
as a kind of ideal limiting case of a sufficient parameter as we come to know more
and more about the system, but it is one which is seldom if ever found in the models
of science. The concept of a sufficient parameter, by contrast, has many instances
in science. It is central to the analysis of reductive explanation (Wimsatt 1976a, b,
pp. 685–689, 1979) and has other uses as well (Wimsatt 1980a, section 4).

2.7 Heuristics and Robustness

Much or even most of the work in philosophy of science today which is not closely
tied to specific historical or current scientific case studies embodies a metaphysical
stance which, in effect, assumes that the scientist is an omniscient and computation-
ally omnipotent Laplacean demon. Thus, for example, discussions of reductionism
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are full of talk of “in principle analyzability” or “in principle deducibility,” where
the force of the “in principle” claim is held to be something like “If we knew a
total description of the system at the lower level, and all the lower-level laws, a
sufficiently complex computer could generate the analysis of all the upper-level
terms and laws and predict any upper-level phenomenon.” Parallel kinds of assump-
tions of omniscience and computational omnipotence are found in rational decision
theory, discussions of Bayesian epistemology, automata theory and algorithmic
procedures in linguistics and the philosophy of mind, and the reductionist and
foundationalist views of virtually all the major figures of twentieth-century logical
empiricism. It seems almost to be a corollary to a deductivist approach to problems
in philosophy of science (see Wimsatt 1979) and probably derives ultimately from
the Cartesian vision criticized earlier in this chapter.

I have already written at some length attacking this view and its application to
the problem of reduction in science (see Wimsatt 1974, 1976a, pp. 219–237, 1976b,
1979, 1980b, section 3; and also Boyd 1972). The gist of this attack is threefold:
(1) On the “Laplacean demon” interpretation of “in principle” claims, we have no
way of evaluating their warrant, at least in science. (This is to be distinguished
from cases in mathematics or automata theory, where “in principle” claims can be
explicated in terms of the notion of an effective procedure.) (2) We are in any case
not Laplacean demons, and a philosophy of science which could have normative
force only for Laplacean demons thus gives those of us who do not meet these
demanding specifications only counterfactual guidance. That is, it is of no real use
to practicing scientists and, more strongly, suggests methods and viewpoints which
are less advantageous than those derived from a more realistic view of the scientist
as problem solver (see Wimsatt 1979). (3) An alternative approach, which assumes
more modest capacities of practicing scientists, does provide real guidance, better
fits with actual scientific practice, and even (for reductive explanations) provides a
plausible and attractive alternative interpretation for the “in principle” talk which so
many philosophers and scientists use frequently (see Wimsatt 1976a, part II; 1976b,
pp. 697–701).

An essential and pervasive feature of this more modest alternative view is the
replacement of the vision of an ideal scientist as a computationally omnipotent
algorithmizer with one in which the scientist as decision maker, while still highly
idealized, must consider the size of computations and the cost of data collection, and
in other very general ways must be subject to considerations of efficiency, practical
efficacy, and cost-benefit constraints. This picture has been elaborated over the last
twenty-five years by Herbert Simon and his coworkers, and their ideal is “satisficing
man,” whose rationality is bounded, by contrast with the unbounded omniscience
and computational omnipotence of the “economic man” of rational decision theory
(see Simon 1955, reprinted as chapter 1 of Simon 1979; see also Simon 1969, 1973).
Campbell’s brand of fallibilism and critical realism from an evolutionary perspective
also place him squarely in this tradition.

A key feature of this picture of man as a boundedly rational decision maker is
the use of heuristic principles where no algorithms exist or where the algorithms
that do exist require an excessive amount of information, computational power,
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or time. I take a heuristic procedure to have three important properties (see also
Wimsatt 1980b, section 3): (1) By contrast with an algorithmic procedure (here
ignoring probabilistic automata), the correct application of a heuristic procedure
does not guarantee a solution and, if it produces a solution, does not guarantee that
the solution is correct. (2) The expected time, effort, and computational complex-
ity of producing a solution with a heuristic procedure is appreciably less (often by
many orders of magnitude for a complex problem) than that expected with an algo-
rithmic procedure. This is indeed the reason why heuristics are used. They are a
cost-effective way, and often the only physically possible way, of producing a solu-
tion. (3) The failures and errors produced when a heuristic is used are not random
but systematic. I conjecture that any heuristic, once we understand how it works,
can be made to fail. That is, given this knowledge of the heuristic procedure, we
can construct classes of problems for which it will always fail to produce an answer
or for which it will always produce the wrong answer. This property of systematic
production of wrong answers will be called the bias of the heuristic.

This last feature is exceedingly important. Not only can we work forward from
an understanding of a heuristic to predict its biases, but we can also work backward
from the observation of systematic biases as data to hypothesize the heuristics which
produced them; and if we can get independent evidence (for example, from cognitive
psychology) concerning the nature of the heuristics, we can propose a well-founded
explanatory and predictive theory of the structure of our reasoning in these areas.
This approach was implicitly (and sometimes explicitly) followed by Tversky and
Kahneman (1974), in their analysis of fallacies of probabilistic reasoning and of the
heuristics which generate them (see also Shweder 1977, 1979a, b, 1980, for further
applications of their work; and Mynatt, Doherty, and Tweney 1977, for a further
provocative study of bias in scientific reasoning). The systematic character of these
biases also allows for the possibility of modifications in the heuristic or in its use to
correct for them (see Wimsatt 1980b, pp. 52–54).

The notion of a heuristic has far greater implications than can be explored in this
chapter. In addition to its centrality in human problem solving, it is a pivotal concept
in evolutionary biology and in evolutionary epistemology. It is a central concept in
evolutionary biology because any biological adaptation meets the conditions given
for a heuristic procedure. First, it is a commonplace among evolutionary biologists
that adaptations, even when functioning properly, do not guarantee survival and pro-
duction of offspring. Second, they are, however, cost-effective ways of contributing
to this end. Finally, any adaptation has systematically specifiable conditions, deriv-
able through an understanding of the adaptation, under which its employment will
actually decrease the fitness of the organism employing it, by causing the organism
to do what is, under those conditions, the wrong thing for its survival and repro-
duction. (This, of course, seldom happens in the organism’s normal environment,
or the adaptation would become maladaptive and be selected against.) This fact is
indeed systematically exploited in the functional analysis of organic adaptations. It
is a truism of functional inference that learning the conditions under which a system
malfunctions, and how it malfunctions under those conditions, is a powerful tool
for determining how it functions normally and the conditions under which it was
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designed to function. (For illuminating discussions of the problems, techniques, and
fallacies of functional inference under a variety of circumstances, see Gregory 1958;
Lorenz 1965; Valenstein 1973; Glassman 1978.)

The notion of a heuristic is central to evolutionary epistemology because
Campbell’s (1974, 1977) notion of a vicarious selector, which is basic to his con-
ception of a hierarchy of adaptive and selective processes spanning subcognitive,
cognitive, and social levels, is that of a heuristic procedure. For Campbell a vicar-
ious selector is a substitute and less costly selection procedure acting to optimize
some index which is only contingently connected with the index optimized by the
selection process it is substituting for. This contingent connection allows for the
possibility—indeed, the inevitability—of systematic error when the conditions for
the contingent concilience of the substitute and primary indices are not met. An
important ramification of Campbell’s idea of a vicarious selector is the possibility
that one heuristic may substitute for another (rather than for an algorithmic pro-
cedure) under restricted sets of conditions, and that this process may be repeated,
producing a nested hierarchy of heuristics. He makes ample use of this hierarchy in
analyzing our knowing processes (Campbell 1974). I believe that this is an appropri-
ate model for describing the nested or sequential structure of many approximation
techniques, limiting operations, and the families of progressively more realistic
models found widely in progressive research programs, as exemplified in the devel-
opment of nineteenth-century kinetic theory, early twentieth-century genetics, and
several areas of modern population genetics and evolutionary ecology.

To my mind, Simon’s work and that of Tversky and Kahneman have opened up a
whole new set of questions and areas of investigation of pragmatic inference (and its
informal fallacies) in science, which could revolutionize our discipline in the next
decade. (For a partial view of how studies of reduction and reductionism in science
could be changed, see Wimsatt 1979.) This change in perspective would bring phi-
losophy of science much closer to actual scientific practice without surrendering a
normative role to an all-embracing descriptivism. And it would reestablish ties with
psychology through the study of the character, limits, and biases of processes of
empirical reasoning. Inductive procedures in science are heuristics (Shimony 1970),
as are Mill’s methods and other methods for discovering causal relations, building
models, and generating and modifying hypotheses.

Heuristics are also important in the present context, because the procedures for
determining robustness and for making further application of these determinations
for other ends are all heuristic procedures. Robustness analysis covers a class of
powerful and important techniques, but they are not immune to failures. There are
no magic bullets in science, and these are no exception.

Most striking of the ways of failure of robustness analysis is one which produces
illusions of robustness: the failure of the different supposedly independent tests,
means of detection, models, or derivations to be truly independent. This is the basis
for a powerful criticism of the validity of IQ scales as significant measures of intel-
ligence (see McClelland 1973). Failures of independence are not easy to detect and
often require substantial further analysis. Without that, such failures can go unde-
tected by the best investigators for substantial lengths of time. Finally, the fact that
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different heuristics can be mutually reinforcing, each helping to hide the biases of
the others (see Wimsatt 1980b, sections 5 and 8), can make it much harder to detect
errors which would otherwise lead to discovery of failures of independence. The
failure of independence in its various modes, and the factors affecting its discovery,
emerges as one of the most critical and important problems in the study of robustness
analysis, as is indicated by the history of the group selection controversy.

2.8 Robustness, Independence, and Pseudorobustness:
A Case Study

In recent evolutionary biology (since Williams’ seminal work in 1966), group selec-
tion has been the subject of widespread attack and general suspicion. Most of the
major theorists (including W.D. Hamilton, John Maynard Smith, and E.O. Wilson)
have argued against its efficacy. A number of mathematical models of this phe-
nomenon have been constructed, and virtually all of them (see Wade 1978) seem to
support this skepticism. The various mathematical models of group selection sur-
veyed by Wade all admit of the possibility of group selection. But almost all of
them predict that group selection should only very rarely be a significant evolution-
ary factor; that is, they predict that group selection should have significant effects
only under very special circumstances—for extreme values of parameters of the
models—which should seldom be found in nature. Wade undertook an experimen-
tal test of the relative efficacy of individual and group selection—acting in concert
or in opposition in laboratory populations of the flour beetle, Tribolium. This work
produced surprising results. Group selection appeared to be a significant force in
these experiments, one capable of overwhelming individual selection in the opposite
direction for a wide range of parameter values. This finding, apparently contradict-
ing the results of all of the then extant mathematical models of group selection, led
Wade (1978) to a closer analysis of these models, with results described here.

All the models surveyed made simplifying assumptions, most of them different.
Five assumptions, however, were widely held in common; of the twelve models
surveyed, each made at least three of these assumptions, and five of the models
made all five assumptions. Crucially, for present purposes, the five assumptions are
biologically unrealistic and incorrect, and each independently has a strong negative
effect on the possibility or efficacy of group selection. It is important to note that
these models were advanced by a variety of different biologists, some sympathetic
to and some skeptical of group selection as a significant evolutionary force. Why,
then, did all of them make assumptions strongly inimical to it? Such a coincidence,
radically improbable at best, cries out for explanation: we have found a systematic
bias suggesting the use of a heuristic.

These assumptions are analyzed more fully elsewhere (Wade 1978; Wimsatt
1980b). My discussion here merely summarizes the results of my earlier analysis,
where (in Section 2.5) I presented a list of nine reductionistic research and modeling
strategies. Each is a heuristic in that it has systematic biases associated with it, and
these biases will lead to the wrong answer if the heuristic is used to analyze certain
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kinds of systems. It is the use of these heuristics, together with certain “perceptual”
biases (deriving from thinking of groups as “collections of individuals” rather than
as robust entities analogous to organisms), that is responsible for the widespread
acceptance of these assumptions and the almost total failure to notice what an unre-
alistic view they give of group selection. Most of the reductionistic heuristics lead
to a dangerous oversimplification of the environment being studied and a dangerous
underassessment of the effects of these simplifications. In the context of the per-
ceptual bias of regarding groups as collections of individuals (or sometimes even of
genes), the models tend systematically to err in the internal and relational structure
they posit for the groups and in the character of processes of group reproduction and
selection.

The first assumption, that the processes can be analyzed in terms of selection
of alternative alleles at a single locus, is shown to be empirically false by Wade’s
own experiments, which show conclusively that both individual and group selec-
tion is proceeding on multilocus traits. (For an analysis of the consequences of
treating a multilocus trait erroneously as a single-locus trait, see Wimsatt 1980b,
section 4) The fifth assumption, that individual and group selections are opposed
in their effects, also becomes untenable for a multilocus trait (see Wimsatt 1980b,
section 7).

The second assumption is equivalent to the time-honored assumption of pan-
mixia, or random mating within a population, but in the context of a group selection
model it is equivalent to assuming a particularly strong form of blending inheri-
tance for group inheritance processes. This assumption is factually incorrect and, as
Fisher showed in 1930, effectively renders evolution at that level impossible. The
third assumption is equivalent to assuming that groups differ in their longevity but
not in their reproductive rates. But, as all evolutionary biologists since Darwin have
been aware, variance in reproductive rate has a far greater effect on the intensity of
selection than variance in longevity. So the more significant component was left out
in favor of modeling the less significant one. (The second and third assumptions are
discussed in Wimsatt 1980b, section 7.) The fourth assumption is further discussed
and shown to be incorrect in Wade (1978).

The net effect is a set of cumulatively biased and incorrect assumptions, which,
not surprisingly, lead to the incorrect conclusion that group selection is not a signif-
icant evolutionary force. If I am correct in arguing that these assumptions probably
went unnoticed because of the biases of our reductionistic research heuristics, a
striking analogy emerges. The phenomenon appeared to be a paradigmatic exam-
ple of Levinsian robustness. A wide variety of different models, making different
assumptions, appeared to show that group selection could not be efficacious. But the
robustness was illusory, because the models were not independent in their assump-
tions. The commonality of these assumptions appears to be a species of method
bias, resulting in a failure of discriminant validity (Campbell and Fiske 1959). But
the method under consideration is not the normal sort of test instrument that social
scientists deal with. Instances of the method are reductionistic research heuristics,
and the method is reductionism. For the purposes of problem solving, our minds can
be seen as a collection of methods, and the particularly single-minded are unusually
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prone to method bias in their thought processes. This conclusion is ultimately just
another confirmation at another level of something Campbell has been trying to
teach us for years about the importance of multiple independent perspectives.
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Chapter 3
Robustness: Material, and Inferential,
in the Natural and Human Sciences

William C. Wimsatt

3.1 Robustness Introduced: Historical Background
and Stage Setting

When I came to Chicago as a post-doc in the summer of 1969, to work with Richard
Lewontin, I also met Richard Levins, a deeply reflective, politically active, and
strikingly creative mathematical ecologist. Both were to have a deep influence on
how I saw science. Levins was the author of a remarkable paper that I had read
as a graduate student, published in American Scientist in 1966, “The Strategy of
Model Building in Population Biology”. Among several other innovative ideas,
sketched there and then further elaborated in his 1968 book, Evolution in Changing
Environments, Levins proposed a methodology of looking for “robust theorems.”

Levins’ title was immediately arresting. Philosophers then didn’t talk about
(heuristic) strategies, model-building or population biology. This was totally vir-
gin territory. Model-building was a new topic for both biologists and philosophers.
Both talked about theory—and treated their equations as completed edifaces.1 For
philosophers, the only relevant contrast was between observation (or empirical evi-
dence) that was given from nature and trusted, and theory—which was constructed
by humans, and the best that we had, but still suspect. Theories were confirmed,
disconfirmed, or yet to be tested. The context of justification gave the only subject
matter then deemed appropriate for philosophers. Discovery or problem-solving was

1 The first textbook in this area that explicitly recognized that the equations presented were models
and not established theories, and self-consciously discussed their shortcomings and idealizations,
was Wilson and Bossert’s (1971) A Primer of Population Biology. An inexpensive paperback,
designed as a supplement to “main” biology texts, it was also the first book published by Andy
Sinauer’s new firm which targeted and became the premier publisher in this area.
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held to be idiosyncratic and unsystematic. Models (insofar as they were spoken of
by philosophers at all) were interpreted instanciations of theory—in a formal-logic
driven account that gave us “the semantic conception of theories”—an idea that as
far as I can tell has borne no fruit outside of philosophy. The ideas that there might
be different kinds of theory or levels of theoretical activity, that theory was full of
(non-deductive) heuristic approximations and articulations, and that model-building
might be a structured and heuristic, but particularly tentative and exploratory activ-
ity with known false or oversimplified conceptual tools (Wimsatt 1987) were all
beyond the pale. And that investigators tried to model phenomena (rather than the-
ories) was thought to be conceptual incoherence (a view forcefully pushed by both
Donald Davidson and Patrick Suppes).2 From my experience at the time, topics con-
nected with problem-solving and discovery were thought to be inappropriate or at
best marginal for philosophers in any case.

But here were Lewontin, who had written a thought provoking paper on mod-
eling in 1963 discussing his pioneering computer simulations of group selection
(the t-allele in the house mouse, Mus musculus) and another particular 2-locus
evolutionary problem (with fitness interactions between chromosome inversions
in the Australian grasshopper, Moraba scurra) and Levins for whom theoretically
informed (but more loosely connected) mathematical structures could be qualita-
tively analyzed without solving them—even if one had only partial information
about the system (Levins 1974). For both of them, modeling was the cutting edge in
the investigation of nature. They were the best in the business, and their work was
fascinating. The philosophers had to be wrong.

Population biology was also a new subject—crafted by a number of innovative
biologists—then young turks, but now almost legendary for the theoretical, empir-
ical, and conceptual innovations they have spawned in the last 50 years. The group
included Levins, Lewontin, Robert MacArthur, Ed Wilson, Egbert Leigh, and Leigh
van Valen. The new perspective was crafted when they spent summers together in
Vermont in the 1960s. They had concluded that ecology and the population genet-
ics dominated evolutionary theory of the New Synthesis needed to be more closely
articulated. These two fields, though in principle connected, had developed with at
best weak links between them. There were no inter-level derivational or deductive
relations to unify them. Community ecology had developed with conceptual tools
derived for modeling the interactions of populations of diverse species who were
born, lived, and died, (perhaps with multiple age-classes with age-specific birth and
death rates), and who predated, parasitized, cooperated, and competed with one
another in ways symbolized by one-dimensional lumped interaction coefficients.
(Levins’ diagram of the structure of population biology was more complex—it
contained 25 boxes of local models connected in a directed graph impinging on

2 I was surprised at the vehemence they showed in defending this belief. I remember describing
scientific practice to Davidson, and saying that biologists must have meant something different
by models than he did. His response was simply to say angrily: “Well, they’re wrong!” (end of
conversation). Such hubris! This strange excursion from the real world is no-where better described
and criticized than in Downes (1992).
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community structure—the core model of ecology). To look just at how the sim-
plifications in this area were related to population genetics, they didn’t: in these
models members of the same species were treated as genetically and behaviorally
identical, and genetic variation was supposed to be irrelevant because any evolution
was supposed to take place over much longer time spans.

Population genetics had correspondingly developed to emphasize only (a mini-
malist description of) the genetic structure of individuals, and simple models of who
mated with whom. Fitnesses were add-ons to the models—generally postulated or
measured in laboratory experiments and (very occasionally) in nature. But basically
the phenotype was just treated as a black-box scalar multiplier for gene frequen-
cies with (often arbitrarily assigned) selection coefficients. There were genes and
chromosomes (or rather linkage coefficients) but nothing more complex than genes
at 2 loci, and most theory and applications were pursued with single-locus models.
Changes were assumed to take place over many generations, far longer than the
seasonal fluctuations of ecological populations. There was no development and no
physiology in such models, no ecology, no temporal variation of the environment,
and a population structure not realistically hooked into the real spatial and temporal
heterogeneity of the environment. So though basically of the same processes on dif-
ferent time scales, the relevant rates of change were held to be so different that they
could be treated as decoupled. Both areas were grossly oversimplified.

The conviction that the articulation had to be made grew out of several things.
Levins, MacArthur and Wilson were convinced that multiple components of fitness
that keyed into diverse ecological and organizational conditions could show inter-
esting tradeoffs (reflected most strongly in Levins’ fitness set analysis and Wilson’s
ergonomics of castes and tasks in social insects) which they wanted to articulate
with population genetic models. The theory of island biogeography of MacArthur
and Wilson put more qualitative substance into local colonizations and extinctions
in patchy environments that gave evolution an ecological time scale and popula-
tion structures that also put Sewall Wright’s population genetic theories involving
small populations and a metapopulation structure into natural focus. And Leigh Van
Valen, a polydisciplinary paleontologist urged a view of evolution as “the control
of development by ecology” (Van Valen 1989). The gel electrophoresis applied by
Hubby and Lewontin to sample protein (and thus genetic) variation in natural pop-
ulations in Drosophila was rapidly diffused to other studies that showed seasonal
variations of gene frequencies in voles, and spawned a whole range of studies in a
similar vein. More recently, three generations of work by Rosemary and Peter Grant
and their many talented students integrated ecology, seasonality, and mating his-
tory in multiple species of Galapagos finches and their vegetable and insect prey as
measured in rich genetic, demographic and ecological detail, producing perhaps the
most integrated studies in population biology to date—though much of this occurred
well after the founding conceptual changes that brought the new hybrid discipline
into being (Grant 1999).

This situation generated two important stimuli. First, phenomena in two fields
were shown to be significantly coupled to each other. And second, mathematical
ecology, demography (for age structure of populations) and population genetics,
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then the three most mathematized fields in what were to become the Darwinian sci-
ences, had a new need for comparability and articulation. But the complexity that
had to be dealt with was potentially overwhelming. What to do? Many things, but the
field was set for Levins’ search for “robust theorems” that were true across multiple
models that made different assumptions about a given phenomenon or relationship.
In the face of incomplete data, with many practically unmeasurable key parameters,
and the fear that many outcomes might be very sensitive to values of these vari-
ables or to as yet undetermined unrealistic descriptions in the models, the idea of
an analytic comparison of models that might possibly span the range of possible
states, relationships, and outcomes to look for robust results seemed both ingenious
and attractive. But we needed to be at as much interested in models where the results
broke down, since these showed the limits of robustness for the result. “Randomness
and Perceived-Randomness in Evolutionary Biology” (Wimsatt 1980a) was in part
a study of certain kinds of uncertainty (that Levins had used as an example of a “suf-
ficient parameter” in search of a robust theorem) and also a study of and argument
for the robustness of chaotic behavior in ecological systems.

I discussed Campbell’s explicit writings developing what he called “triangula-
tion” (e.g., Campbell 1966) more extensively in my 1981 paper on robustness, but
the main distinguishing feature of his analysis was to emphasize the use of multiple
perceptual methods to “triangulate” on the properties of objects not immediately
known (things that were “distal”). He wrote far more on it than Levins, and had to
deal with what was apparently a far more challenging context—namely the assess-
ment of human characteristics using a variety of social science measures. For this
he drew on analogies with perception—then a familiar area to psychologists. He
also sought to argue for the “entitativity” of social collectives in terms of the agree-
ment of multiple criteria for individuating them—or more generally on the reality of
social factors that were insufficiently recognized by methodological individualists
using the same criteria—multiple independent means of detection or measurement.
His main challenge, I believe was the greater difficulty of distinguishing between
parts of the detection instrument, or its effects and parts of the capability of object
under study in the human sciences, although it is arguable that many artifacts in the
natural science share exactly this feature. Indeed, I believe that this was just what
characterized the “bacterial mesosome”—an artifact of preparation that was mis-
taken for a feature of cellular ultrastructure—discussed by Rasmussen (1993), Culp
(1994, 1995), and Hudson (1999).

At the time I wrote the paper on robustness analysis for the Campbell festschrift,
I tried to systematize the method, recognizing that robustness analysis proceeded
from analysis of failures and limits of robustness as well as successes. I tried to
draw together every methodological variation I could find that shared the use of
multiple means of access, detection, inference or deduction to secure a more sub-
stantial handle on the phenomenon, object, process, or result under study, and found
confirmations of it in some unexpected places. The resulting collection was very
heterogeneous, but that was part of the point. All of these practices had some inter-
esting things in common, despite their differences, and I wanted to mark these. But
any comparative analysis must look to the differences as well as the similarities.
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Others since (Weisberg 2006, Weisberg and Riesman 2008, Willinger and Doyle
2005, and Nickles, this volume) have noted the variety, and distinguished and elab-
orated some important sub-classes of robustness (Calcott 2010, and Raerinne 2010).
I will make summary remarks on what are plausibly three main sub-types of robust
inference, and then turn to a fuller commentary on the fourth, which is to look for
and assess the significance of and use robustness in material systems.3

In my survey of eight kinds of applications in 1981, I specifically included three
classes of cases:

(1) Multiple means of empirical access or interaction with the target of investiga-
tion, in which I would include both different sensory modalities, and different
instrument mediated paths to convergent or complementary result(s). This is in
accord with our normal intuitions of regarding detection instruments as exten-
sions of our sensory systems. Some of these amplify or magnify our existing
senses to different size, time, or sensitivity scales, while others exploit different
sensory modalities (e.g., magnetic anomaly detection) or sensory capabilities
beyond the frequency range of our senses (e.g., UV or infra-red, or ultrasonic
transmissions.) I had been thinking of radio-telescopic and light telescopic
observation of the same objects, but I also included the possibility of theory-
mediated analysis of the signal, such as an appropriately time-lagged correlation
required to pick orbiting Phobos out of successive Mars images rather than have
it averaged out as noise). The lovely study by Allamel-Raffin and Gangloff
(Chapter 7) documenting robustness analysis with multi-spectral images using
different instruments with different frequency filters and spatial resolutions
elaborates the richness of this kind of analysis. Their analysis also involved
a kind of calibration and also showed the use of theoretical knowledge of what
kinds of emissions should covary in their robustness arguments. My original
analysis argued for the importance of (the at least partial) independence of the
detection channels, and this analysis was carried significantly further through
the first-hand expertise of the talented and prematurely deceased Culp (1994,
1995).

(2) A second important means is the use of different analytical methods. Here I
included multiple derivational paths within a single multiply connected theory
(Feynman 1967) and also multiple independently motivated and constructed
models from which a common result could be derived (Levins 1966). Glymour
(1980) clearly envisioned the possibility of the former kind of relationship

3 Brett Calcott (2010) has since produced a nice three-way classification in terms of multiple means
between formal methods, detection, and material robustness (lumping the 1st and 3rd senses of the
4 discussed here). I agree with his classification: the distinction between my 1 and 3 can be seen
as a distinction between kinds of detection methods, though it is also true that a model (from the
“false model” perspective) can be seen as a kind of selective filter for the kind of pattern explored
in the model. With that, only the kinds of exploration of the functions of multiple derivational
pathways in a single formal system (like those investigated by Kromer here and by Corfield 2010)
would stand out as a distinct kind. But to regard models as kinds of selective pattern detectors
might violate too many intuitions!
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though his network connections are ambiguous between analytic and empirical
links. Ralf Krömer’s (Chapter 8) work here breaks new ground in the richness
of the functions he found for robustness analysis in mathematics, and how it
made sense of existing mathematical practice and values. In this he has more
than delivered on what for me were just at the time suspicions, and I look for-
ward to more productive work in mathematics. An independent exploration of
uses of robustness in category theory (developed in a somewhat different way)
has recently been published by Corfield (2010).

(3) Also empirically based, but quite different in character from physically or
biologically based detectors are those that make intensive use of intentional
responses, such as questionnaires and various kinds of more passive survey data.
Derived from these are the kind of multi-dimensional index construction uti-
lized in the social sciences, and still nowhere better expounded than in Campbell
and Fiske’s classic 1959 paper: “Convergent and Discriminant Validation via
the Multi-trait Multi-method Matrix”. This mode has not been discussed here,
but it also appears to be more treacherous ground.4 (But see Trout 1998, who
urges and uses robust methodologies in the human intentional sciences).

Each of the first two of the above categories have seen expansive and creative
discussion substantially increasing both the reach and qualifications on the use of
robustness concepts both in this volume and in the intervening years in the literature,
mostly initiated by rediscoveries of Levins’ work by Odenbaugh (e.g., 2006) and
Weisberg (2006)5.

In that survey I did not consider some of the social structures and interactions
that give robustness, from multiple eyewitness testimony to the structure of juries
although I have explored some of them in teaching. Reproducibility in different
labs (which are never exactly the same conditions (Waters 2008)) and with different
preparations secures some robustness, as (ideally) does peer review—though the

4 Twenty years after Campbell and Fiske (1959), that paper was the most cited in the journal,
which asked Fiske to review the 2000+ citations it had received to assess the role the methodology
might have had in generating progress. Most citations were obligatory “field” reviews that cited
but made no use of it, and the success from the much smaller number that did discuss or use it
was very disappointing. (The original was in the domain of personality theory, which has been a
minefield for attempts at “objective” or “valid” classification scales, so perhaps it would have been
better in other areas.) I wondered whether a particularly severe problem in the studies reviewed
was in separating the phenomenon being investigated from the tools of analysis, and Fiske agreed
(in conversation, 1982). We usually have clearer conceptions where one leaves off and the other
begins in the biological and natural sciences, but when this fails, it should be problematic for any
robustness analyses.
5 In Wimsatt (1991), I discuss how multiple views (in this case, 4 different graphical representa-
tions of a chaotic phenomenon) were required to understand it. These views are not independent
(they are analytically related), but the different representations are crucial to being able to see
different aspects of the phenomenon. This is a kind of visual robustness, made relevant by the
limitations of our visual and cognitive apparatus.
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latter may more often serve to indicate things that should be done to check or to
investigate robustness than confirm it. Similar things are represented in the decision
to assemble investigators with diverse experience in a single lab to work on a class
of problems, and different styles of investigation in different disciplines or different
national styles in different countries may lead to investigation of a phenomenon
under different conditions that we need to understand the larger picture. Thus it is
probably no accident that the character of the lac-operon which gave us the first
insight as to the mechanisms of gene control and gene expression, would have been
disentangled in France, where there was much more emphasis on the physiological
dimensions of genetics than in the structurally dominated traditions in England and
biochemical hegemony in the U.S. (Burian and Gayon 1991; Morange 1998).

I also considered “pseudo-robustness”—cases where the presumed independence
of means necessary for robustness was compromised in ways that were not obvious
to the investigators, and where later investigations could show that the arguments
for robustness were unsound. The most striking case of this I discussed at length in
1980b—the fallacious arguments against group selection, where the ineffectiveness
of group selection appeared to be a robust result across 12 mathematical models.
These were shown by Wade (1978) to depend upon 5 false simplifying assump-
tions. I argued then that the culprit was a common set of heuristics in reductionistic
model building, and proposed a systematic corrective in the form of inter-level cross
checking of assumptions. (Thus things that looked plausible at a lower level that
made simplifying assumptions about the environment could be more easily seen to
be unrealistic when one went up one level and considered what were the major rel-
evant organizational features of the environment. And of course, for symmetry, one
had better check at lower levels to see that the properties supposed in the model
at a given level are indeed robust under the conditions supposed). It seemed to me
then, and does so even more now, that demonstrating independence, or characteriz-
ing its range and limitations (which also indicates the range of robustness claims),
and analyzing any systematic biases in the perspective of existing models, however
caused, is a crucial and difficult activity, and indicates again that robustness is no
silver bullet. Also left out of my characterization at the time was any attempt to
characterize the strength of robustness claims in ways that indicates that different
links or paths might have different force or bearing on the central claim said to be
robust. This has since been pursued by others—e.g., Stegenga (2009), and by Soler
in her introduction to this volume.

3.2 Material Robustness

The methods discussed so far can all be characterized as “inferential robustness.”
They do not primarily touch on the robustness of phenomena or behavior of objects,
except peripherally. In that original sweep of the family of methods relating to
robustness, I reached as far as multi-level mapping between states (such as one
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might find between micro-states and macro-states in statistical mechanics, or molec-
ular and classical characterizations of the gene),6 and the processes involved in
looking at matches and mismatches between descriptions for things that needed to
be changed to improve the fit and to develop interlevel explanatory accounts. Rich
connectivity has played a crucial role in the development of inter-level mechanistic
explanations in genetics and elsewhere (Culp 1994, 1995; Wimsatt 1992).

Robustness and reliability have been deep and entrenched biological design prin-
ciples in nature throughout evolutionary history. It is not surprising that we should
naturally use multi-modal calibration, checking, and inference as an adaptation. Not
only does it improve the reliability of our inference and action in the world, but the
world itself would not be one in which complex organization could have evolved but
for a rich fabric of robust and stable interactions on different size and time scales.
This was a central focus of my analysis of levels of organization in 1976, 1994, and
2007b. The analysis of levels of organization using robustness is particularly inter-
esting for philosophy because it would appear that with it, one is getting interesting
ontological claims out of broader empirically grounded relationships. Philosophers
have of late tended to deny bases of metaphysical claims in empirical relations, no
matter how general.

In attempting to analyze what a level of organization was, I moved away from
the then universal tendency to discuss such topics as reduction as a relation between
theories, which came in levels, and argued that we needed to understand reductive
explanations in terms of relationships between phenomena, objects, and regularities
at different levels of organization (themselves characterized in terms of robustness).
Theories came in levels because levels in nature were the loci of multiple regular-
ities and stabilities among objects and relationships, and one could get a “bigger
bang for a buck” by building theories about the entities and relationships one found
there (Wimsatt 1976, 1994, 2007a). This would lead naturally to an investigation of
material robustness of properties and phenomena in systems, rather than to robust-
ness in our inferential means of determining their properties. This (and the natural
robustness of objects in our world) could have been seen as primarily to indicate
why it was adaptive that we use robust inference. The discussion in the 1981a paper
focused primarily on robust inference rather than robustness in material objects,
although my earlier discussion in 1980a considered an important case study, the
robustness of chaotic dynamics in ecological systems.

In the intervening years, attention has turned much more intensively to inves-
tigations of robustness of natural objects, or of behaviors or properties of natural
objects. This has turned out to be particularly useful, as Tom Nickles’ (Chapter 14)
work has indicated, in the analysis of networks, which might to a prior generation
have been seen as rather problematic objects. (Thus Campbell went to great pains to
argue that social groups could be seen as entities in terms of the robustness of their

6 The relation between molecular and classical conceptions of the genes is heterogeneous on both
sides, and much more complex than between micro-state and macro-state descriptions in classical
mechanics—roughly because there are many mechanisms between micro- and macro- in genetics
and many more kinds of anomalies possible (see, e.g., Beurton et al. 2000).
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boundaries—generated in terms of their properties as a social network.) With the
development of theory, by Watts and Strogatz, Barbasi, and others, for describing
the connectivity properties of networks and their consequences, it has emerged in
these analyses that some properties of these networks are both interesting and robust.
This work in turn can be seen as a conceptual development in a lineage pioneered
earlier by Rosenblatt (1958) in ensembles of idealized neural networks (his “per-
ceptrons”) and the later development of connectionist networks in the mid-1980s.
Both looked for properties common throughout the ensemble of networks meeting
certain conditions, and the work beginning in 1969 by Stuart Kauffman looking
or self-organizing or generic properties of gene-control networks (things like mean
length of cycles as a function of number of nodes and connection density) has this
same feature.

3.3 A Central Biological Example: How Is Sex Possible?

A major driver of this interest has been to understand the architectural features char-
acterizing biological organisms that allowed them to be so tolerant of and able to
maintain behaviors or states or their characteristic features across generations in the
face of environmental or genetic perturbations. I describe here what I take to be
the most interesting (and indeed most focal) problem involving robustness in bio-
logical organisms. I have taught this case for nearly 30 years as a general puzzle
for the architecture of genotype-phenotype mapping that needed solution (Wimsatt
1987, 2007b, Chapter 10), and was long surprised that it was not discussed. This
has changed—it is now recognized as important, and I regard it as at least partially
solved by the discussions of Wagner (2005). This is what I would call “the paradox
of sex”, or

“How is sex possible?”
The developing organism is systematically tuned (as a matter of design) so that

small differences can have effects on a variety of size scales including the very
large, in which context dependence of effects is a common phenomenon, but where
it is crucial that most differences do not have significant effects most of the time.
Thus the organism can be very responsive to small genetic differences or differences
in environmental stimuli or resources, but it is crucial that these not disturb cru-
cial remarkably stable and regulatory species specific developmental and behavioral
patterns. (Those used to inter-level relations of the sort characteristic of classical
statistical mechanics, where “law of large number” averaging is a reasonable mode
of moving from one level to the next, will find the complex interplay of sensitivities
and regularizing equilibrations of the relations between genotype and phenotype to
be quite remarkable.)

This is a kind of “sloppy gappy” robustness, which can be full of exceptions and
where what is required is just that the desired result occur sufficiently frequently—
the normal state of affairs in evolutionary contexts. This is because selection works
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on performance that is only sufficiently regular. Because of the complexity and con-
text dependence of the desired states, crisp regularities are unattainable, but also
unnecessary.

Consider the following:

(1) We are given the genetic variability at many loci (of the order of 5%) character-
istic of virtually all species of organisms. With a genome size of 25,000 genes,
this would mean that 1250 genes are segregating. With just 2 alleles per locus,
(since 210~103) this yields on the order of 10375 possible genotypes, and this
is an underestimate, since there are often more than 2 alleles per segregating
locus.

(2) We also have the scrambling effects of genetic recombination, so that each
offspring is essentially without precedent in the specification of its genotype.
Offspring of the same parents (save for identical twins) should characteristically
differ at many hundreds of loci or more.

(3) Furthermore, we know that small genetic changes can and often do have large
effects, and that interaction between genes in producing their effects is the
rule rather than the exception. Indeed, characterized biochemically, almost all
interactions are epistatic or non-linear in their effects.

Given these three facts, it is remarkable that any regularity in heredity ensues
at all. It would be plausible to expect almost no correlation in phenotypic prop-
erties between different members of a species (within the range of properties
defined by that species), or between parents and their offspring, and espe-
cially to expect frequent lethal interactions. But this would render evolution
impossible.

(4) Yet offspring commonly inherit their parents’ traits, as well as their fitnesses—
not perfectly, but much better than random. The frequency of spontaneous
abortions among women of peak reproductive age (25–30 years old) has widely
divergent estimates but appears to be somewhere between 15 and 60% (with
the higher estimate arising from sub-clinical abortion events undetected by
the mother).7 Many of these involve chromosomal anomalies, with predictably
severe results for missing or added chromosomes. But just given the normal
genetic variability, even without chromosomal abnormalities, how come mor-
tality is not 99% or more for a normal genomic complement of alleles that have
never appeared together? How come all of the nonlinear interactions don’t just
produce gobbledegook?

For evolution to be possible, there must be heritability of fitness, and to adapt
successfully in different environments, it must be possible to select for diverse
sets of characters giving adaptation to those diverse environments. This requires
not only the heritability of fitness but the heritability of characters or character
arrays. Both require the general stability of the species-specific phenotype at many

7 There are surprisingly few papers estimating this, and fewer recently. Roughly 15% of eggs fail
to implant. Estimates of the frequency of first trimester abortions varies substantially between 15
and 30%. Boue et al. (1975) is the most common citation.
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levels. Not only must elephants breed elephants, humans humans, and Drosophila
Drosophila, but the variability and systematic and independent inheritance of indi-
vidual survival-relevant characters from parents to offspring within each species
must be preserved—not glued together with a thicket of epistatic and linkage
interactions, or commonly shattered when they are broken up—if temporally and
spatially local adaptation to changing environments is going to be possible. We are
constantly told of cases where a single base change in a gene or a single amino acid
change in a protein has enormous consequences for adaptation and function at a
variety of higher levels of organization. But this must be the exception rather than
the rule for evolution as we know it to be possible. (Sickle-cell anemia remains the
classic case here, and there still aren′t many cases known as yet, though these should
increase with our knowledge of developmental genetics.) Nonetheless, the plain fact
remains that most genetic changes that happen under biologically normal conditions
have no readily discernible effects. (See Lewontin 1978 on “quasi-independence”—
the ability to select for one character in evolution without transforming or dragging
along a number of other characters, and Wimsatt 1981b for further discussion.)

Wagner (2005) surveys robustness in biological organization in multiple adaptive
systems at multiple levels, from the mappings in the genetic code (both the redun-
dancies, and the non-random higher frequency of 3rd position mutations to another
amino acid that preserves hydrophilic or hydrophobic interactions at that position)
up through various cellular and developmental processes showing multiple path-
ways and canalizations. I believe that these multiple piecemeal robustnesses and
canalizations go a long way to explaining a deep puzzle: the possibility of the heri-
tability of characters and fitness in sexual species with normal degrees of genetic
variability. Since there is significant genetic variability in natural populations, a
great deal of epistatic (non-linear) interaction between them, and sexual recombi-
nation produces genetic combinations that have never arisen before, the heritability
of characteristics is a mystery. But given the surveys of robustness discussed by
Wagner, in effect, we are exaptively prepared for sexual recombination with the
causes of robustness arrayed in a diffuse and distributed manner.

But these may just as well be an effect as a cause, or over time, co-causal
with resultant population genetic dynamics. Livnat et al. (2008) urge that under
some conditions, in sexual species, the ability of an allele to perform well across
diverse genetic backgrounds will be selected for, and model this alternative arrange-
ment. They conclude that selection for this would be especially strong in transient
conditions—i.e., those with mixing of populations having a diversity of alleles some
of which do not mix well. So it would seem that starting with enough exaptive
robustness for sex to be viable (as noted by Wagner), this process should drive
evolution to a state in which there is widespread heritability of fitness of alleles
across backgrounds.8 Livnat et al. also note that this process would increase additive

8 This raises questions about Wagner’s assumption that environmental fluctuations should be a
stronger driver than genetic compatibilities. As I noted in (2006) he considered only mutation and
ignored recombination, which could produce variances that would be orders of magnitude higher
than those produced by mutation—though of course not necessarily larger than environmental
variance.
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components of fitness in such alleles, a possibility I raised in 1981b, p. 146, as a
product of selection for the arguably equivalent “quasi-independence” of characters
noted as a requirement for evolution by Lewontin (1978).

There are interesting possible parallels here with the evolution of standardization
for machine parts, or cross-platform compatibility of software in the evolution of
technology, or training for professionals that require certain competencies. In all
three cases, things that transport better to other contexts should be selected for, and
this applies not only to things like absolute compatibility but to convergent pressures
to adopt a common interface, where the cost here is in the steepness of the learning
curve for divergent applications.

To return to the biological case, we have robustness apparently increasing evolv-
ability. Wagner addresses the apparent conflict here: shouldn’t robustness decrease
pressures and potential for evolution by increasing stability of the phenotype and not
showing alternative states to selection? His answer is to argue that if robustness, by
allowing the accumulation of greater redundant complexity, also generates a larger
state space, with more variability that may be expressed under different conditions,
then robustness increases the possibility of normally unexpressed variability that
may emerge under new conditions. This plausibly involves an increase in evolv-
ability. In so doing he is supposing that robustness—despite first appearances—is
context sensitive, urging something that Nickles has emphasized in his contribution
for this volume.

3.4 Qualifications on Robustness

Tom Nickles’ suggestion that robustness should actually be regarded as a 4 place
predicate: “system S is robust to perturbation p in degree d except where c” seems
exactly right. These or some such similar qualifications seem appropriate. Any piece
of detection machinery can obviously break down in ways that are suggested by its
architecture, and any tool must be used in a way appropriate to its organization.
And any specific kind of linkage will be sensitive to some kinds of stimuli and
perturbations and insensitive to others, and usually, to various degrees. Material
robustness calls for a study of these qualifications. I argued above for a kind of
statistical robustness in adaptive organization which is “sloppy gappy” driven by
the characteristics of selection processes. But there are others.

There are some potential ambiguities in the arguments Tom has accepted (from
Doyle et al. 2005) that selection for increases in robustness will tend to increase
complexity, and that in turn will increase fragility. He has referred to a common
occurrence in the evolution of technology. But here we need to distinguish between
potential fragility and actual or probable failure. While it is true that adding new
linkages or mechanisms to a system to increase robustness can also introduce new
failure modes, this does not mean that probability of failure would be increased
over the range of conditions where such a system is normally used. The characteri-
zation I gave of robustness was purely topological—it pointed to the ways in which
alternative parallel paths would increase reliability if there were no changes in the
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reliability of component linkages, either due to their architectural redesign or to base
reliabilities in the components. Changes in these may increase or decrease overall
reliability.

Anyone driving a car 50 years ago could expect far more failures than they would
now, even though with the increased complexity of a car’s operating control sys-
tems and their dependence on micro-processors, we have given up even the ability
to identify necessary repairs, much less make them, although to someone having
the appropriate computer diagnostic tools that utilize all of the imbedded sensors
in the cars’ control systems, the chances of correct diagnosis may be significantly
increased. Obviously there are now many more ways in which such a system can
fail, but the net reliability and usability of a computer-controlled injection and
ignition system (improving cold weather starting and eliminating hot weather vapor-
lock) is apparent to anyone who has to start a car on a cold morning. Note that here
we have increased the robust operating range of the engine—something often found
with continual design refinements. Finer machine tolerances have decreased oil con-
sumption, while computer controlled ignition and valve timing, and the introduction
of 4 valves per cylinder have increased combustion efficiency and reduced fuel con-
sumption while increasing specific power output. Synthetic oils have increased the
time between oil changes and the mean lifetime of engines has increased. While
it is true that the use of electronic components means that they can fail in several
new ways (they could be burned out by the electromagnetic discharges induced by
a nuclear explosion,9 there are new possibilities for programming errors (appar-
ently the cause of anomalous acceleration found in 2008 in a variety of Toyota
automobiles) or hardware wiring errors. Indeed, the increasingly smaller size of
integrated circuits generates an increasing chance of cosmic-ray induced errors. For
all of this, the net effect has been significant increases in the reliability, tractability,
and efficiency of running engines.

And this reticulate complexity also infects inferential robustness in complex
experimental and detection systems. All of this is suggestive of the reticulate com-
plexity of nested analytical and control procedures documented by Lena Soler
(Chapter 10) in her rich and beautifully detailed discussion of analytical and exper-
imental robustness in the demonstration of weak neutral currents. But the very
complexity allows inferences that would not have otherwise been possible. So is
this increased fallibility, or robustness over a greater performance range? Probably
both.

What has happened with the technology of automotive engines is that the engines
in question have evolved so that they would now be characterized by a state-space
with more dimensions. If at a molar level, they still have the same number of func-
tional systems however, we can say that there is a mapping from the later larger

9 When I worked at the National Cash Register Company (NCR) in 1962 designing adding machine
components, there was a sudden interest in hydraulic logic computers, which mimicked electron
flows with water streams, exhibited by the defense department. These would be isomorphic to
electronic ones (with diodes, adders, and registers), but would not be sensitive to electromagnetic
fields induced by nuclear weapons. Their multiple other disadvantages ruled them out however.
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number of variables of the newer state space into the smaller number of variables
characterizing the functional organization in the older one. And the net lumped fail-
ure probabilities in the older (or lower resolution) state space may have decreased
even though there are now more ways to fail. So while increases in complexity
may generate new kinds of failure modes in systems, this is quite consistent with
net increases in overall system robustness. In addition, of course, if we learn more
about the system and how its links interact with each other and with inputs to the
system, we may better understand its proper calibration and limitations of its use.
How much of this also affects the instrumentation and experimental checks of the
apparatus for detecting weak neutral currents?

3.5 Robustness and Entrenchment

Finally, robustness, canalization, or other forms of stabilization in biological orga-
nization, whether genetic or environmental, and however secured, should provide
a primary target for generative entrenchment. Generative entrenchment of an ele-
ment is a state in which the action or presence of that element has many and diverse
consequences for the further development of the phenotype or system in which it
is embedded. Things that are deeply entrenched are things that are very conserva-
tive in evolution because their change or disruption has a high probability of having
far reaching negative fitness consequences. In an evolutionary process, changes are
made that act in ways that are modified by the existing dynamical structures in the
system. For heritability of effect, mutations would be favored that plug into ele-
ments of the developing system that are stable—i.e., robust elements or behaviors,
and other things build on these. As a result increasing chains of dependencies are
constructed that act in ontogeny, and the more deeply entrenched elements acquire a
longer history. Also as a result entrenchment (as “pleiotropy”) becomes a powerful
tool to analyze developmental architectures, and is widely used to construct phylo-
genies. So robustness acquires indirectly yet another critical role in the analysis of
biological systems. But this is another story (Wimsatt 2001, 2007b, Chapter 7).

Acknowledgement I wish to thank Lena Soler for her imaginative conception of a conference on
robustness, for inviting me, and for the productivity of her resulting vision and Tom Nickles for
continuing productive interactions over many years.
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Chapter 4
Achieving Robustness to Confirm Controversial
Hypotheses: A Case Study in Cell Biology

Emiliano Trizio

4.1 Introduction

Wimsatt’s robustness scheme1 and Nickles’ notion of multiple derivability2 should
be seen as attempts to capture the logical structure of a variety of strategies aimed
at strengthening the reliability of a scientific result. Within experimental sciences,
multiple derivations are to be preferred to a single one, and producing multiple inde-
pendent derivations, whenever possible, is widely regarded as the most effective way
to warrant the conclusions of a scientific enquiry. In these disciplines robustness is
sought for mainly as a means to counter the epistemically potentially harmful conse-
quences of the fact that something counts as evidence in favor or against a hypothesis
only under a number of assumptions, whether explicit or implicit. Some of these
assumptions constitute the general theoretical background of the experiment, some
others, less general or even contextual, are necessary for justifying the correctness
of the experimental technique and for the interpretation of its result. Hence, there is
always room for the doubt that the experiment has produced pseudo-evidence deriv-
ing from wrong assumptions and that what is attributed to the object of the enquiry
is but an artifact created by the experimental activity. Wimsatt’s scheme, as it stands,
describes the logical structure of the fortunate and wished-for situation in which a
multiplicity of different procedures based on independent theoretical assumptions
yield the very same result. Arguably, it is unlikely that two or more utterly different
techniques should be essentially flawed and yet agree by chance on one result out

1 Wimsatt (1981), Reprinted in this volume, chapter 2.
2 Nickles (1989).
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of countless possible ones.3 Robustness can thus become, to some extent, a remedy
for the highly indirect and theory-laden character of scientific evidence. However,
as it is to be expected, one thing is an idealized methodological scheme and its
in-principle logical grounding,4 but quite another is its actual implementation in
specific examples of real scientific practices. That is why cases studies can cast
light on several sides of the issue. In what follows, I will focus on two aspects of
the role of robustness in contemporary laboratory science by analyzing a case of
ongoing research on bacterial endocytosis in mammalian cells, in which robustness,
in the sense of multiple convergent derivations of the same result, is explicitly tar-
geted. A group working at the Institut Pasteur in Paris is presently carrying out this
research. The first aspect to be investigated is that robustness has to be situated in
the dynamic context of the debates surrounding a specific research. The fact that in
principle multiple independent derivations enhance the degree of confirmation of a
hypothesis does not tell us much about how the scientific community, in the context
of a given debate, values the quest for robustness. As we shall see, robustness plays
a specific role whenever the available evidence is insufficient to settle a scientific
controversy. More precisely, robustness, in this case, will appear to constitute an
essential and explicit requirement, for the result to be established contradicts stan-
dard scientific views. The second aspect that I will investigate is the relation between
the very structure of Wimsatt’s logical scheme and actual scientific practices. In par-
ticular, I will focus on the theoretical independence between derivations and on the
identity of the results. It will appear that real situations offer, in general, a more com-
plicated pattern in which a multiplicity of derivations are indeed combined, but their
independence comes in degree and the results they yield stand with one another in a
relation of partial overlap rather than identity. The analysis will proceed as follows:
in Section 4.2 I will recall some basic notions about endocytosis; in Section 4.3 I
will reconstruct how recent findings have brought into question some standard views
about endocytosis, and in what way robustness has been seen as a strategy to settle
the issue. This will help us putting robustness in the dynamic context of an actual
scientific research. Section 4.4 will present an analysis of the interplay between
multiple means of determination in this particular case. Different schemes will be
introduced to account for partial independence of the experimental techniques and
the complex relations existing among their results. Moreover, these examples will be
discussed in the framework of Nederbragt’s taxonomy of experimental strategies.5

3 A classical argument of this type is to be found in Hacking (1985). Although this article will focus
on the notion of theoretical independence only, it is worth mentioning that a careful historical
analysis may in principle reveal that a convergence between two or more theoretical techniques
has been at least partly due to a mutual adjustment between them perhaps taking place at the
level of their implementation or of the interpretation of their results. Whenever this is the case,
the techniques in question would still be theoretically independent while not being genetically
independent (see Chapter 1, Section 1.8), and this would render problematic the chancy character
of their convergence.
4 For the different interpretations of which see Chapter 9.
5 Nederbragt (2003).
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In the conclusion I will sum up the results obtained throughout the analysis and sug-
gest that the simple logical situation portrayed by Wimsatt’s robustness scheme is
often to be regarded as an aim to be pursued through a long and stepwise process or
even as a regulative ideal directing the researchers’ efforts, rather than as a readily
available option in their methodological tool-box.

4.2 Theoretical Background of Endocytosis

The plasma membrane, i.e. the interface between a cell and its environment, can
both uptake nutrients and communicate with other cells of its environment in virtue
of a variety of mechanisms. Ions and small molecules (e.g. amino-acids and sugar)
can enter the cell through a membrane channel or via the action of membrane
pumps; macromolecules and larger objects (even viruses and bacteria) are inter-
nalized via a process termed endocytosis. The study of endocytosis is of crucial
scientific significance for (1) investigating the relation between a single-cell organ-
ism and its environment, (2) casting light on the evolution of cells, (3) understanding
the way in which a complex organism, somehow conceived as a large colony of cells,
constitutes a unity in virtue of frequent interaction among its cells (for instance,
endocytosis occurs in the signaling among neurons), (4) understanding the viral and
bacterial invasion of cells and the resulting pathologies.

There are several different types of endocytosis. Figure 4.1 presents a recent
taxonomy of these mechanisms in mammalian cells.

This taxonomy bears a great significance for the present case study, for it is based
on the size of the cargo being internalized by the cell: indeed each specific type
of endocytosis appears to act for cargos whose size varies within a certain range.
Endocytosis processes fall into two main categories: phagocytosis (cell eating) and
pinocytosis (cell drinking). Both phagocytosis (the uptake of large particles con-
ducted only by specific types of cells) and macropinocytosis (occurring with cargos
whose size does not exceeds 1 μm) involve the formation of membrane exten-
sions via the assembly of actin filaments, see Fig. 4.1. The remaining three types

Phagocytosis
(particle-dependent)

Macropinocytosis
(>1μm)

Pinocytosis

Clathrin-
mediated

endocytosis
(~120 nm)

Caveolin-
mediated

endocytosis
(~60 nm)

Clathrin-and
caveolin-independent

endocytosis
(~90 nm)

Fig. 4.1 A taxonomy of endocytic mechanism in mammals. Reprinted by permission from
Macmillan Publishers Ltd: Nature, Conner, S.D., and S.L. Schmid “Regulated Portals of Entry into
Cell”, 422:37–44 © 2003. http://www.nature.com/nature/journal/v422/n6927/abs/nature01451.
html

http://www.nature.com/nature/journal/v422/n6927/abs/nature01451.html
http://www.nature.com/nature/journal/v422/n6927/abs/nature01451.html
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of endocytosis take place, according to this taxonomy, only at smaller scales, and
require the formation of various types of vesicles making possible the uptake of
external material.

Let us focus on clathrin-mediated endocytosis (CME), which is the object of
the researches analyzed in this case study. As it is indicated in Fig. 4.1, clathrin-
mediated endocytosis was believed to occur only when the size of the cargos does
not exceed 120 nm (or perhaps 150 nm), and at a far smaller scale than those inter-
nalized via phagocytosis and macropinocytosis. Thus, it was believed that clathrin
did not play an important role when bigger external objects enter the cells. Figure 4.2
schematizes as an example the subsequent steps of CME.

Clathrin coated vesicles are formed via the invagination of the cell membrane.
The vesicles act as vehicles carrying cargos of external material into the cell. There
are three main actors in the formation of clathrin-coated vesicles: (1) clathrin triske-
lia, (2) adaptor protein complexes AP, and (3) a GTPase called dynamin. Clathrin
is originally present in three-legged structures called triskelia. In vitro studies have
showed that clathrin triskelia can assemble into polygonal cages without the inter-
vention of other factors.6 However, within the cell environment, that is, under
physiological conditions, clathrin triskelia assemblage into polygonal coats requires
the presence of another constituent: the heterotetrameric adaptor protein complex

Clathrin
triskelia

Adaptor
complex 2

Dynamin

Transferrin

Transferrin receptor

Ear

Core

μ2

σ2

β2 α

CHC

CLC

GTPase middle PH GED PRDGTPase middle PH GED PRD

Fig. 4.2 A scheme of clathrin-mediated endocytosis (CME). Reprinted by permission from
Macmillan Publishers Ltd: Nature, Conner, S.D., and S.L. Schmid “Regulated Portals of Entry into
Cell”, 422:37–44 © 2003. http://www.nature.com/nature/journal/v422/n6927/abs/nature01451.
html

6 Keen (1987, p. 1997).

http://www.nature.com/nature/journal/v422/n6927/abs/nature01451.html
http://www.nature.com/nature/journal/v422/n6927/abs/nature01451.html
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called AP2. As Conner and Schmid say, clathrin, due to its capacity to create curved
lattices, acts as the “brawn” determining the invagination of the membrane, while
the protein AP2 acts as the “brain” directing the assemblage of clathrin.7 The third
main actor in CME, the GTPase dynamin, plays a central role in the endocytic
vesicle formation by forming collars around the neck of a coated invagination and
controlling its fission from the membrane (perhaps acting as a sort of pinchase sev-
ering the neck8). Finally, the coat of the vesicle disassembles and the cell can reuse
its constituents.

4.3 Some Recent Findings Concerning Clathrin-Mediated
Endocytosis and the Conflict with the Dominant Views

Having reconstructed the dominant views about endocytic processes, we are now in
the position to better appreciate the disruptive effect of some recent experimental
results. We have already seen to what extent the study of endocytosis can enhance
our understanding of the mechanisms of bacterial and viral infection, for both bacte-
ria and viruses exploit the machinery of entry into cells in order to invade them and
reproduce. In an article published in 20059 Esteban Veiga and Pascale Cossart, two
researchers working at the Institut Pasteur in Paris, announced that invasive bacte-
ria (for instance, Listeria monocytogenes) enter cells in clathrin-dependent manner.
This study was conducted with the technique of fluorescence microscopy, which
allowed filming the different phases of the invasion of mammalian cells by Listeria.
The striking character of this research becomes apparent if only one thinks that
Listeria is a bacillus reaching 2–6 μm in length, that is up to twenty times more
than the supposed upper limit for CME. It has also been claimed that ligand-coated
tags whose size varies between 1 and 6 μm can be internalized in a clathrin-
dependent way. Consequently, if these results were confirmed, it would appear that
the taxonomy presented in Fig. 4.1 is fundamentally wrong, for clathrin-mediated
endocytosis would take place even at larger scale than macropinocytosis! Further
theoretically independent evidence for Veiga and Cossart’s conclusions derives from
indirect biochemical tests:

The possible role in bacterial entry of the major proteins involved in the clathrin-dependent
endocytosis (. . .) was tested by small interfering RNA (siRNA), which resulted in great
reduction in bacterial entry. Moreover, the relevance of other components of the endocytic
machinery (. . .) was shown by siRNA knock-down. Decreased expression of these proteins
strongly inhibited L. monocytogenes entry, demonstrating a major role of the clathrin-
dependent endocytic machinery during L. monocytogenes infections. (Veiga and Cossart
2006, p. 502)

7 Conner and Schmid (2003, p. 40).
8 But see Kelly (1997) for doubts about this hypothesis.
9 Veiga and Cossart (2005).
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In other words, it was possible to induce a measurable decrease in bacterial entry
by reducing, via biochemical means, the ability of the cell to produce clathrin. This
is, of course, an indirect test that is based on theoretical principles different from
those underlying any kind of microscopy.

It is also clear that, if Listeria can invade mammalian cells in a clathrin-dependent
way, clathrin must be able to assemble to form far larger vesicles than previ-
ously imagined. Indeed, Veiga and Cossart consider the architecture of the large
clathrin structures observed around entering bacteria as “the key issue that remains
unsolved”.10

The fact that the old taxonomy of endocytic process was deeply entrenched and
almost taken for granted is highlighted by the skepticism with which the scientific
community has reacted to these findings. The article describing the role of clathrin
in the endocytosis of Listeria was not accepted by the journal Nature, whose ref-
erees demanded further independent evidence and, in particular, evidence based on
electron microscopy. In other words, the results obtained by means of fluorescence
microscopy alone were not deemed to confer enough reliability to the result, even
though, as we have seen, biochemical tests provided them with a theoretically inde-
pendent, albeit indirect, support. Crucially then, the demand of multiple derivability
was an explicit one. The reason for this skepticism is two-fold: on the one hand, as
we shall soon see, fluorescence microscopy does not provide enough details about
the role and architecture of clathrin in this kind of phenomena, and, on the other
hand, further independent derivation was judged necessary to enhance the reliabil-
ity of the result. In sum, multiple derivability appears as an explicit criterion for the
acceptance of scientific results, precisely because the results in question are in sharp
contrast with the dominant views about these phenomena.

Before turning to the analysis of the experimental strategies adopted to enhance
the reliability of the experimental results, it is worth trying to understand what
exactly the nature of this scientific controversy is. What does support the claim that
clathrin-coated vesicles cannot exceed 120–150 nm?

An analysis of part of the relevant literature11 indicates that there is no “no go
theorem” showing the impossibility of large clathrin structures put forward by bio-
chemists. Moreover, the authors of the publications do not explicitly aim at showing
that such structures do not exist. The situation is rather the following: in vitro cryo-
EM and X-ray studies performed since the 1980s have never detected such large
structures. This has motivated a general agreement on the validity of the previ-
ously mentioned taxonomy of endocytosis processes and, consequently, a number
of research projects that do not take into account the possible role of clathrin
in the internalization of large objects. Coherently enough, also the possible co-
involvement of clathrin and actin has not been taken into account, precisely because

10 Ibid., p. 503.
11 See Zaremba and Keen (1983), Keen (1987), McMahon (1999), Marsh and McMahon (1999),
Conner and Schmid (2003), Ehrkich et al. (2004), Veiga and Cossart (2005, 2006), Veiga et al.
(2007), Cheng et al. (2007).
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actin was considered to intervene only in the internalization of large particles, which
requires the formation of membrane extensions. Figure 4.1 clearly illustrates this
belief, for the presence of actin filaments is indicated only in the case of phagocyto-
sis and macropinocytosis, while it now seems to intervene also in CME. The absence
of an explicit and articulated theory about the size of clathrin-coated vesicles prob-
ably explains why Veiga and Cossart talk of a “dogma” that has to be challenged
and not about an established theory. This “dogma” has become deeply entrenched
among cell biologists, and the available evidence about the role of clathrin in the
internalization of large objects is not strong enough to justify a revision of the
currently accepted taxonomy.

In the next paragraph I will try to characterize the logical structure of the research
being carried out in order support Veiga’s and Cossart’s claim.

4.4 The Experimental Strategies Implemented to Achieve
Robustness: A Type of Robustness Scheme and Its Peculiar
Features

The research presently being conducted at the Institut Pasteur in Paris is based on the
joint implementation of different types of microscopic techniques. In this specific
case, the researchers study Listeria infection by combining fluorescence microscopy
with electron tomography. There are four different techniques (two variants of fluo-
rescence microscopy and two variants of electron microscopy) that can be combined
in a variety of ways in order to enhance the reliability of the results. Of course, each
of them might introduce different artifacts due to the specific sample preparation.
The two types of fluorescence microscopy are:

FM1 The sample is prepared with chemical fixation + biochemical techniques.
The plasma membrane is then permeabilized; primary antibodies detect
clathrin molecules and secondary antibodies, carrying the fluorescent tags,
adhere to the primary antibodies. The cells are dead and only static images
can be obtained. In this case, it is the procedure of the chemical fixation and
permeabilization that is suspected to produce artifacts.

FM2 The cells are kept alive, and made to express clathrin plus fluorescent
tags by means of a modification of the cell’s DNA. As the cells remain
alive throughout the observation, this technique allows making videos repre-
senting the infection dynamic sequence. The potential artifacts affecting this
technique might be due to the fact that the experimenters have intervened on
the very mechanism controlling the expression of fluorescent clathrin. The
clathrin thus obtained may not behave exactly in the same way as the ordi-
nary one. In technical terms, the artifacts may result from the non-naturality
of clathrin.
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These two variants of fluorescence microscopy have already been implemented
to find evidence for the claim that Listeria can enter cells in a clathrin-mediated way.
The researchers’ efforts now focus on the implementation of two types of electron
microscopy:

EM1 Classic electron microscopy (room temperature): chemical fixation, dehy-
dration and resin embedding. Possible labeling with antibodies carrying gold
particles that are attached to other antibodies, which can in turn adhere to
the sample. Once more, the cells are dead, and only static images can be
obtained. Potential artifacts are due to the fixation technique and to the
labeling.

EM2 Cryo-fixation followed by cryo-electron microscopy: in order to maintain
the cells in their native state, the sample is frozen alive. The cryo-fixation
is performed in such a way that the formation of crystals is avoided, for
crystals might damage the sample. At the moment, it is not yet clear what
kind of artifacts might affect the results of this advanced version of electron
microscopy, which has the advantage of avoiding the potential interference
of chemicals used for fixing the sample and allows the observation of the real
mass distribution.

One might think that these four techniques in addition to biochemical tests would
be used to achieve an experimental configuration of the classical robustness type. A
look at how the situation would appear, if this were the case, will help us to explore
the specificities of this example.

There are several reasons why the experimental procedures applied to the study
of clathrin cannot be represented in the way Fig. 4.3 does, and I will now examine
some of them in detail. Indeed such a robustness scheme is often inadequate to rep-
resent the real complexity even of a simple experimental investigation, let alone of
one involving sophisticated combinations of techniques. To begin with, the arrows
indicating the different attempted derivations of the result do not signal in any way

R = Listeria enters cells via CME

FM1 FM2 EM1
Fluorescence 
microscopy
(chemical fixation)

Fluorescence 
microscopy 
(DNA modification)

Classic electron 
microscopy

EM2
Cryo-electron 
microscopy

BC
Biochemical tests

Fig. 4.3 An inaccurate picture of the experimental researches on CME
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the reliability of each of them taken per se, and hence the amount of evidential sup-
port it can confer to the result, regardless of the more or less strong convergence
with its fellow derivations. This is not, however, the problem I will try to inves-
tigate here.12 I will instead focus on two related issues: the independence of the
different derivations on the one hand, and the actual relationships among their sup-
posedly identical results on the other. In order to discuss the first problem, I will
resort to the classification of types of experimental reasoning proposed by Hubertus
Nederbragt13 in a study mainly devoted to a methodological analysis of research
about bacterial invasion. Nederbragt suggests a hierarchy of three different types
of reasoning: (1) reliable process reasoning, (2) variation of independent methods,
(3) multiple derivability.14 To each level of the hierarchy there corresponds a step
forward in the confirmation of a local hypothesis. The first level consists in a thor-
ough and systematic check of all the steps included in an experimental procedure
whose reliability or application is being questioned. Systematic errors and possible
artifacts are taken into account, but only minor modifications of the experimental
protocols are performed at this stage. In the case of the bacterial invasion exper-
iments, one might, for instance, modify “the cultivation times of mammary gland
cells before the bacteria are added”.15 This stage of theory confirmation is ubiq-
uitous in science and aims at enhancing the solidity of a single derivation, and, as
I said, will not concern us here. The second strategy consists in performing small
modifications of the experimental procedure without changing the theoretical prin-
ciples on which it is based. In the case of microscopy, an example of this type of
variation is given by the adoption of a different fixation technique for the sample. To
appreciate the difference between (1) and (2), one should recall that no experimental
procedure is entirely fixed or completely specified, and that even without changing
any piece of equipment, or technique of data analysis, the experimenters can vary
certain parameters of the experimental protocol (just as in the previously mentioned
example of the cultivation times). The second level of the hierarchy, instead, implies
the deliberate attempt to modify the protocol, for instance, by using different mate-
rials or procedures, but without resorting to techniques that are based on different
theoretical principles. Only at the third level do we find the implementation of two
or more techniques that are based on different theoretical bodies of knowledge. The
difference between (2) and (3) can be better understood by considering that while
every modification of an experimental procedure implies a certain change in the
overall set of background theoretical hypotheses underlying it (in principle, also
a modification taking place at the level of reliable process reasoning), only at the
third level of the hierarchy do the experimenters turn to experimental techniques

12 For an analysis of the intrinsic solidity of a single derivation and its impact on the overall
resulting robustness, see Chapter 10.
13 Nederbragt (2003).
14 In the following chapter of this volume, Nederbragt will further develop his taxonomy by adding
a fourth level (triangulation), which I won’t discuss here (See Chapter 5, Section 5.2.3).
15 Ibid., p. 609.
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whose theoretical principles are entirely different. In keeping with our example, one
thing is to change a fixation technique while implementing the same type of micro-
scope, and quite another is to switch, say, from fluorescence microscopy to electron
microscopy. In the latter case, the very theoretical principles of the experimental
techniques are completely different.

The reliability of a hypothesis increases with the subsequent application of each
method.16 It is noteworthy that Nederbragt does not equate multiple derivability
with robustness, for, after presenting this hierarchy of strategies, he claims: “At
each level, robustness is the result of a dynamical process of reasoning and the-
ory making”17 and, already in the discussion of the example of the mesosome, we
find the following statement: “Both, multiple derivability and variation of indepen-
dent methods produce robustness but on different levels.”18 Robustness is therefore
intended as a generic property of reliability/solidity obtainable with different strate-
gies among which by far the most effective in enhancing the reliability of a result
is multiple derivability. Robustness could be seen, by arguing along these lines, as a
synonym of “invariance under different derivations”. Indeed, even the minor changes
adopted at the level of reliable process reasoning can show the invariance of a result
under these changes.19 Now, in this analysis, while adopting Nederbragt’s hierarchy
of experimental reasoning, I will talk of “robustness” only when a number of con-
vergent derivations based on different theoretical principles are performed, that is
in the situation corresponding to Nederbragt’s “multiple derivation” (level 3). This
choice is more coherent with Wimsatt’s terminology and will help us to highlight
the specificity of the present case study. Further, given that, at the second level of
the hierarchy, one cannot really talk of theoretically independent derivations in the
sense I have specified above, I will call the second level “variation of experimental
techniques” instead of “variation of independent methods”.

By applying Nederbragt’s classification to our case study, we immediately rec-
ognize a major inadequacy of Fig. 4.3. That scheme treats on an equal footing,
as convergent derivations, two variants of fluorescence microscopy, two variants
of electron microscopy, and the biochemical tests. This might not be incorrect in
principle, but in this way we are left without an indication of what derivations are
based on different theoretical principles and jointly build up robustness proper. It is
clear that only groups of derivations of the type fluorescence microscopy/electron
microscopy/biochemical tests could potentially yield a real case of robustness in the
sense previously specified, for between the two variants of fluorescence microscopy
on the one hand, and between the two variants of electron microscopy on the other,

16 According to Nederbragt, the hypothesis of the mesosome (a supposed cytoplasmatic organelle
of bacteria, whose existence seemed to be proved by observations carried out with electron
microscopy) was abandoned because it failed to pass tests at level 2 and 3.
17 Nederbragt (2003, p. 609).
18 Ibid., p. 606.
19 The idealized situation of an experiment being repeated several times exactly in the same way
could be seen as a limiting unrealistic case showing independence with respect to space, time and
perhaps to the experimenters.
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there is only a difference in the preparation of the samples. In short, Fig. 4.3 does
not allow us to tell apart what groups of derivations can be considered as belonging
to level 2 of Nederbragt’s classification (variation of experimental techniques in my
terminology) or to level 3 (multiple independent derivations). I will therefore adopt
the convention of indicating the groups of derivations constituting only variations
of experimental techniques with parallel arrows. Bundles of arrows with different
directions will correspond in turn to groups of derivations based on different the-
oretical principles. In short, robustness will correspond only to the convergence of
arrows having different directions, which is tantamount to saying that, from the
point of view of a robustness analysis, the parallel arrows indicating the variants of
a fundamental type of derivation are seen as belonging to an equivalence class and
can be thus, in a sense, identified.

Complexifying the classic robustness scheme in the light of Nederbragt’s classi-
fication helps us dealing with the second problem too, namely that of the identity
of the results obtained with the various derivations. Let us first notice that differ-
ent techniques often yield completely different experimental outputs. For instance,
a colored film realized with fluorescence microscopy will have, at first sight, little
in common with a black and white picture obtained by means of an electron micro-
scope. In most cases, the identity is achieved only at the level of the judgments
expressing the final results based on the interpretation of the experimental outputs.20

This is one of the main reasons why the convergence of different experimental tech-
niques can be (and often is) questioned by different groups of experimenters. This
case at hand, however, shows that the experimenters cannot limit themselves to com-
paring the interpretations of the various experimental outputs in the hope of bringing
to light their convergence (or even identity), because the different experimental tech-
niques do not all render accessible the same aspects of the object of the enquiry. Let
us first consider fluorescence microscopy. Both variants of this technique have the
great advantage of intervening on clathrin itself by rendering it clearly detectable.
In one case antibodies carrying fluorescent tags adhere to clathrin molecules, in the
other case the cell is made to express a modified form of clathrin carrying fluores-
cent tags. It follows that the presence of clathrin is clearly signaled by a certain
color in the images thus obtained. However, owing to the limited resolution power
of the currently available fluorescence techniques, these images have a very lim-
ited resolution. At the moment, they can only reveal the presence of clathrin where
and when bacteria invasion takes place (localization of clathrin), but say little about
the role of clathrin and the shape it assumes. Hence, there is no way, on the basis
of these images alone, to conclude that the bacterium is actually recruiting clathrin
to invade the cell, and that the entry mechanism involves a certain architecture of
clathrin triskelia. Unlikely though it might seem, the presence of clathrin may be
due to other phenomena occurring during the bacterial invasion. On the other hand,
purely biochemical methods do provide evidence for the causal role of clathrin

20 I will not consider here cases in which images can be seen themselves as final results of an
experiment. For an analysis of this interesting situation, see Chapter 7.
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in this type of endocytosis, but fail to give information about its localization and
shape. Biochemical tests are in a sense “blind”, and can only allow the observation
of more or less strong functional correlations between the knock-down of certain
RNA sequences and the number of cells that are infected by Listeria. The best
technique available at the moment is doubtlessly electron microscopy, for it can pro-
duce extremely high-resolution images. If successfully implemented, this technique
would give at once information about the localization and the shape of the clathrin
structure. The observation of a clathrin structure enveloping an entering bacterium
and the realization of a series of images corresponding to each major stage of the
internalization would in turn constitute evidence for the causal role of clathrin.

This being the situation, we realize that we are not in the presence of a num-
ber of different derivations of the result R, as one might have thought at first sight.
Of course, one should also avoid the opposite mistake of thinking that the differ-
ent techniques simply provides disjoint bits of knowledge about the phenomena in
question, which the experimenters would only need to put together as pieces of a
puzzle. If this were the case, no robustness at all would be achieved. I will argue
that the real logical structure of these experimental researches can be grasped only
by considering the successive partial overlaps of different results. For this purpose,
besides the total result R (= Listeria invade mammalian cells via CME), we have to
consider two partial results (1) the core result that is the mere localization of clathrin
where the invasion takes place, (2) the intermediate result that is the causal role of
clathrin in the invasion. For the purposes of this analysis, we can assume that the
second partial result implies the first, for it is implausible that clathrin should play a
causal role in the entry of Listeria, without being localized around it. In short,

R → Rint → Rcore

Where:

Rcore = clathrin is localized where Listeria enters the cells
Rint = clathrin has a causal role in the entry of Listeria
R = clathrin exerts this causal role by assuming a certain shape (= Listeria

enters cells via CME)

Having reformulated the result in this way, we see that FM1 and FM2 establish
Rcore, BC establishes Rint and hence also Rcore, and, finally, EM1 and EM2, were the
current researches to be successful, should be able to achieve the total result.

There is, though, a further complication making the case at hand more intricate
(and more inadequate the scheme presented in Fig. 4.3). In practice, it is extremely
hard to use EM1 and EM2 without the aid of either FM1 or FM2, because clathrin is
too small a molecule to directly identify and only when it assembles in large basket
structures, can we identify it by the shape and size of the basket.21 However, in this

21 Clathrin coated vesicles have been imaged with EM for many years.
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specific case, we still ignore what the size and shape will look like. As we have seen,
an advantage of FM techniques consists in the fact that they modify clathrin itself,
either by adherence of antibodies (FM1) or by intervention on the DNA sequences
controlling the production of clathrin (FM2). Thus, the colorful images and videos
obtained by means of FM are, at present, the best available means of localizing
clathrin structures. In contrast, an experimenter using EM alone would have to be so
lucky as to size an image of a bacterium at the very moment in which it enters a cell:
countless attempts would thus be necessary. Furthermore, the architecture of clathrin
surrounding it would have to show a characteristic and recognizable aspect. It is for
these reasons that experimenters resort to the technique of correlative microscopy,
which involves the joint implementation of FM and EM. For instance, a sample is
first prepared with chemical fixation for FM1. The fixation technique implemented
is a sophisticated one, suitable also for electron microscopy. The resulting images
allow recognition of clathrin assembling and, only at that moment, the sample is
prepared for observation with EM1 (case FM1 + EM1) or frozen for observation with
cryo-electron microscopy (case FM1 + EM2). Of course, in this way, the potential
artifacts of technique FM1 may influence the results of electron microscopy too.
That is why the researches crosscheck the results thus obtained with the two other
possible correlative techniques: case FM2 + EM1 and FM2 + EM2. It is clear that,
in this way, any potential artifact due to one of the four initial techniques would not
affect the results of at least two of the correlative techniques thus obtained.

Summing up the results of this analysis, it becomes now possible to propose
a scheme representing the experimental configuration that the researchers of the
Institut Pasteur are trying to obtain.

In Fig. 4.4, the thick arrows stand for relations of logical entailment between
results, whereas the thin arrows indicate, as usual, the different experimental deriva-
tions. I have adopted the previously introduced convention according to which
parallel arrows represent the derivations based on the same theoretical principles,
whereas major differences in theoretical principles are indicated by changes in the
direction of the arrows. It is important to stress that the four correlative techniques
that should eventually converge on R do not by themselves build up any robust-
ness proper, because their results are all based on the body of knowledge supporting
EM. This is the reason why they are represented by parallel lines. In other words,
correlative microscopy does not provide multiple independent derivations.

Rcore Rint R

BC

FM2 + 
EM2

FM2 + 
EM1

FM1 + 
EM2

FM1 + 
EM1

FM1 FM2

Fig. 4.4 A scheme of the experimental configuration that researchers are currently trying to obtain
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A certain number of considerations follow from the analysis of this scheme. In
the first place we can appreciate to what extent the joint implementation of different
experimental techniques in order to strengthen the reliability of a result can differ
from the idealized scheme of multiple independent convergent derivations. In this
case, as neither FM nor BC can establish the total result R, the experimenters would
not obtain the total result R in a number of independent ways even if they succeeded
in realizing the situation portrayed by Fig. 4.4. Nevertheless, one would be wrong
in thinking that robustness does not play a role here, for the derivations of a result
are ipso facto derivations of the sub-results entailed by it. From Fig. 4.4 we can
therefore extract, by shifting all the arrows towards the left, a classic robustness
scheme involving three independent types of derivations of the partial result Rcore
(see Fig. 4.5).

To be sure, the convergence of FM and BC on Rcore is already achieved, while the
convergence of correlative techniques remains, at present, a hope. If this research
succeeded, also Rint (that is the causal role of clathrin) would be a robust result
obtained with two independent techniques (see Fig. 4.6).

By decomposing the total result in different sub-results, we come to understand
that, in the course of an investigation, the experimenters work, whether consciously
or not, on different superimposed layers of result enjoying different degrees of reli-
ability. It may not be easy, as in this case, to develop a full multi-modal access to
the phenomenon under scrutiny, but there can still be a more or less extended core
of robustness lying at the heart of the final comprehensive result.

One might object that the techniques based on correlative microscopy rely also on
the workings of FM, and that, therefore, Fig. 4.5 is incorrect in that it assumes that
FM derivations (on the left) and correlative derivations (on the right) are mutually
independent. This objection, however, can be countered by pointing out that the role

Rcore

BC

FM2 + 
EM2

FM2 + 
EM1

FM1 + 
EM2

FM1 FM2
FM1 + 
EM1

Fig. 4.5 A classic robustness
scheme involving three
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of FM in the correlative techniques is a merely auxiliary one. FM is used only to
localize clathrin, and in no way interferes with the images obtained by means of an
electron microscope. The sample preparation, as we have seen, is performed in two
completely different manners, thus rendering extremely unlikely that an artifact due
to both preparation techniques may affect the result. Finally, as I said, only practical
considerations lead the experimenters to avail themselves of FM as a “pointer” for
electron microscopes, given that there is no reason in principle preventing them
for trying to spot an entering bacterium by means of EM alone. At present, there
are indeed other teams of researchers trying to locate clathrin baskets with a huge
number of random observations based on EM, and their researches might lead to an
experimental configuration structurally equivalent to that portrayed in Fig. 4.5, but
without the auxiliary role of FM.

4.5 Conclusions: Robustness As a Methodological Attractor

The present study has focused on a specific case of scientific research in which
experimenters explicitly aim at the achievement of robust results, that is of results
that can be derived in different theoretically independent ways. Once this research
is situated in the dynamic context of the debates surrounding it, it appears that
the strategy of looking for multiple independent derivations becomes an explicit
demand when a new result challenges the views previously enjoying the consensus
of a scientific community. This is due to the fact that the amount of reliable evidence
needed for the establishment of a scientific result (in the sense of “establishment”
implying the consensus of the scientific community) is proportional to the extent
to which the result in question calls for a revision of pre-existing bodies of knowl-
edge. Presumably, the reaction of the scientific community to the new findings about
CME would have been far warmer, if these findings had not been in contradiction
with widespread and almost taken-for-granted beliefs.

With the analysis of the underlying logical structure of this ongoing and still
open-ended research in cell biology, I have tried to show to what extent the pattern
governing the quest for robustness can be more complicated than the simple situ-
ation described by a multiple convergence of independent derivations of the same
result. This complexity is likely to be widespread across different scientific disci-
plines, and the neat, idealized convergence described by the classical robustness
scheme may well be an exception rather than the rule, for different techniques often
cannot yield the very same result. Nevertheless, the quest for robustness still moti-
vates the researchers’ efforts. In this specific case, the decomposition of the final
aim of the research into partial results has shown that robustness can be achieved at
the level of a core-result, more easily derivable in a variety of independent ways. But
this is not yet the end the story. Fluorescence microscopy is still unable to produce
detailed images of the entry of bacteria, but, at present, several attempts are being
conducted to improve the technique so as to gain a significantly higher resolution.22

22 See, for instance, Betzig et al. (2006).
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Should these technical advances be successful, it might be possible, one day, to
obtain more detailed optical images of bacterial invasion, which could be usefully
compared with those obtained by means of electron microscopy. Results that are
richer and richer in content could be thus derivable in different independent ways.
In this sense, robustness can be characterized as a “methodological attractor”, an
idealized logical scheme guiding the efforts of experimenters and technicians, and
at the same time, playing a crucial role in the acceptance of a result by the scientific
community.
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Chapter 5
Multiple Derivability and the Reliability
and Stabilization of Theories

Hubertus Nederbragt

5.1 Introduction

Ever since philosophers of science started to show interest in experimentation the
discussion of the inductive processes by which theories may be inferred from
experiments has been addressed as well. The claim that experiments may serve justi-
ficatory purposes has been defended by Nickles (1989); in his view experimentally
obtained phenomena may lead to reasoning to a theory instead of reasoning from
a theory to a prediction. This view has enabled new approaches to the study of
reasoning in experimental settings.

One of the fields which may profit from such new approaches is that of biomed-
ical science, the field in which diseases are investigated with the use of laboratory
experiments that are performed to obtain more knowledge of pathogenesis, diagno-
sis and therapy of diseases. But although the study of the history and sociology of
biomedical sciences is well under way, the study of the epistemology of biomedical
sciences is still in its infancy.

As a contribution to ameliorate this situation I adopted Nickles’ notion of mul-
tiple derivability (1989, p. 308) to illustrate the use of an inductive strategy for
improving a theory in a biomedical experiment (Nederbragt 2003). Multiple deriv-
ability is an inductive strategy in the process of theory making. It may be defined
as the process in which a theory may be inferred from two or more observations
or premises that have been obtained by theoretically different and independent
methods. According to Nickles

[r]eliability is enhanced when a result can be derived in more than one way. . . . A single
‘proof’ is nice, but multiple derivations are naturally preferred in science because they are
robust. . . . For example, if very different theoretical models or research techniques yield the
same result, we have robustness. This robustness can be of several kinds. . . . In the form of
multiple derivability, discoverability itself can be robust.
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The concept of robustness had been discussed in detail earlier by Wimsatt (1981)
who also, in passing, used the terms multiple determination and multiple derivability
for this concept; he placed it in the tradition of such concepts as triangulation and
consilience of inductions.

The case I described to illustrate the strategy of multiple derivability was that of
the experiment of invasion of bacteria into cultured animal cells (Nederbragt 2003). I
will return to this experiment later, but the philosophical question of this experiment
was how we are justified that seeing an agar plate with bacterial colonies makes us
infer that the bacteria have invaded the cultured cells with which the experiment was
started.

Remarkably, biomedical students and scientists do not consider this as a great
problem. For them it is obvious that making pictures of the cells with an electron
microscope is the next step to make the theory that the bacteria have invaded the cells
more reliable. Apparently, strategies of multiple derivations seem unproblematic for
scientists in an experimental context, but they have not been analyzed sufficiently
in a philosophical context. This may warrant the more detailed analysis presented
here.

Before I proceed I have to clarify some of the terms I use to prevent possible
confusion. My use of the term “multiple derivability” refers to local theories; this
is due to my reading of Nickles (1989) who seemed to place it in the practice of
experiment (see quotation above). Therefore, for me multiple derivabiliy is a proce-
dure, a way of improving theories (although the term linguistically suggests an end
result of the process). The same goes for the term robustness as used by Wimsatt
(1981, p. 126) who stated that robustness may involve, among others, problem-
solving procedures (although here again the term refers to an end result). For my
use of the term robustness I will consider it as the outcome of a strategy: something
is robust when it remains invariant under a multiplicity of independent derivations.
Thus, as I will show later, the outcome of multiple derivability is a more robust
theory.

A similar clarification is necessary for my use of the terms “reliability” and “sta-
bility”. Reliable and stable may be two different features of a theory. I consider
reliability as epistemological stability but some theories may not become stabilized
by epistemological arguments alone (e.g. because they are weak) but also by social,
i.e. non-epistemological, factors. Thus my use of the term “stabilization” is broader
than stabilization by epistemological strategies alone.

This study is divided into three parts, each containing reflections on aspects of
multiple derivability that are only loosely connected to each other. The first part
will describe and discuss the family of comparable strategies, including multiple
derivability, triangulation, and consilience of inductions. The question I will address
is whether those strategies bear different names for good reasons, or whether they
are basically the same. I analyse them against the context of scientific practice and
therefore it will appear that, although all three have been loosely defined as variants
of the same principle, in scientific practice they have served different purposes. In
the subsequent parts of this paper I will concentrate on multiple derivability and
triangulation.
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The second part shows several cases, mainly of biomedical origin, which I will
use to investigate in more detail what it means when we talk of independent deriva-
tion. The cases will also give more insight in the strategy of multiple derivability
and show that a theory, that cannot sufficiently be supported by multiple derivabil-
ity because of lack of independence of derivations, may become reliable due to
triangulation. Because in several cases the problem is raised of independence in
relation to reproducing evidence, the question of repeatibility and reproduction will
be addressed in a separate section.

The third part will address the problem that theories may lack sufficient reliability
because of the absence of both multiple derivability and triangulation. Nevertheless
they may become stabilized within the science community because of social inter-
action between method, theory and scientists of the research group. In this part a
biomedical research project where this was the case will be analyzed.

5.2 A Family of Strategies

Three strategies have been proposed that may lead us to robustness. Although they
belong to a single class of robustness strategies, I will show that these three strategies
may be applied to different conditions of theory formation.

The oldest is Whewell’s consilience of inductions and is described as taking place
“when an Induction, obtained from one class of facts, coincides with an Induction,
obtained from another different class. This Consilience is a test of the truth of the
Theory in which it occurs” (Whewell 1847, aphorism XIV, p. 469).

A related strategy is triangulation which is discussed by Star (1986) and may
be described for the moment, in her words, as the strategy that refers to the use of
different methods, taken independently, to describe the same object.

The third is multiple derivability, which I defined as “the strategy by which a the-
ory is supported by the evidence obtained through two or more independent methods
that differ in the background knowledge on which they are based” (Nederbragt
2003). I preferred the name because it represented the dynamic principle of a
strategy for making a more reliable theory by converging methods.

Now I want to address the question whether different names are justified because
they refer to different principles or whether the three names are only different names
for the same principle.

5.2.1 Multiple Derivability

First I shall analyse multiple derivability in more detail. I use a case from biomedical
research to illustrate the features of the strategy. Milk gland epithelial cells of a cow
were cultured in vitro as a monolayer in the presence of mastitis (inflammation of
the udder)-causing bacteria. The principle of the experiment is that after removing
and killing bacteria outside the cultured cells the contents of the cells are plated on
agar plates and that the resulting bacterial colonies on the agar make it possible to
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infer that the bacteria have invaded the cultured cells (Nederbragt 2003). Scientists
are aware that this is not a sufficient argument; after the paper of this experiment
had been published (Döpfer et al. 2000) I was told by a bacteriologist that another
strain of bacteria, cultured on intestinal cells, had been shown to hide under the
monolayer of cells instead of inside the cells, which could have been inferred from
our experiment as well for our bacteria. Philosophers of science are also aware that
the finding of bacterial colonies is not a sufficient argument for a theory of invasion
but they call it underdetermination. Thus, the experimental results may make us infer
one or more alternative theories, or, in other words, the results may be explained by
more theories than the one under study. One of the aims of my paper of 2003 was
to show that biomedical scientists, working on bacterial invasion into cultured cells
since 1955, have used more than one test to demonstrate this type of invasion; in
those cases in which they applied an independent method, different in theoretical
and technical background, they used the strategy of multiple derivabilty.

I have now the opportunity to bring forward some additional points that were not
discussed in my previous paper.

(a) I introduced electron microscopy (EM) as an independent and different method
to show that bacteria had invaded the cultured cells. But as was pointed out to me
later,1 in the case that EM is a standard, unambiguous method to show invasion,
the colony count method is validated by EM and its outcome is made dependent
on the EM outcome, and therefore derives its justification as giving reliable
evidence from the EM method. After such a justification the only reason to use
the method of colony counting is, that it is cheap and simple compared to EM,
not that it gives a more robust theory. Thus, no multiple derivability is taking
place then. However, it may be argued that the invasion theory derived from
EM experiments is also underdetermined, e.g. because from the EM pictures it
is also possible to infer that the bacterium is only partly surrounded by cellular
material and is in fact still outside the cell. Thus, both methods make us infer
the same theory, each of them underdetermined, albeit for different reasons.
The scientist may be aware that in both cases alternative explanations may be
invoked for his findings, different from the one he was testing. But considering
both outcomes of the two different experiments together, i.e. using multiple
derivability, a theory of bacterial invasion is inferred that is more robust than
each of the two separate theories of bacterial invasion taken in isolation.

(b) In so far as multiple derivability is seen working in my example of cell cul-
ture and bacteria, the range of the strategy is limited. It gives robustness to a
theory that deals with these particular types of cultured cells and bacteria only
and therefore I called it “local”. Thus, multiple derivability is a strategy for local
theories. This is in contrast to triangulation, which I will discuss in the next para-
graph, in which bodies of knowledge may be locked into each other (the term is
from Nickles 1989) and thereby may give robustness to theory complexes.

1 I thank Wouter Meijs for discussing this point with me.
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(c) Multiple derivability is a strategy that is seen as useful and even necessary by
scientists. Commenting on my explication of multiple derivability a colleague
remarked that this is the way science should be done. Biomedical bache-
lor students reacted spontaneously that EM was the method of choice when
the invasion studies with bacterial colonies left room for doubt. In addition I
received a long comment (A. Glauert, personal e-mail communication, 2004)
on my 2003 publication, describing how electron microscopists proceeded with
their studies:

the scientists . . . . who started to use the electron microscope . . . in biology in the late
1940s, followed the general practice of all types of microscopist[s] and have always
used ‘the strategy of multiple derivability’. However, we call it ‘examination by a
number of different methods’, and the more the better.

This was followed then by a number of examples of multiple derivability with
regard to light microscopy and EM. Therefore, multiple derivability is a strategy
that is chosen intentionally, to improve arguments for the certainty of a finding,
a hypothesis, a description or a picture, i.e. to obtain more robustness.

Thus, to conclude, multiple derivability is a strategy applied in the practice of
improving a local theory by support of evidence from two or more independent
different methods.

5.2.2 Triangulation

Although triangulation is a word that is frequently used in passing as if it were
clear what is meant, more detailed analyses of what it is are scarce. I will use three
publications in which the authors tried to explain in more detail what the features of
triangulation may be. I shall treat them in chronological order.

Star (1986) described triangulation as a methodological tool in social and biolog-
ical sciences, for improving validity and reliability. She gave it two meanings: “it
can refer to the same method employed independently to describe the same object,
or it can refer to the use of different methods, also taken independently, to describe
the same object”. The first use compares independent users; since my aim is to com-
pare triangulation and multiple derivability as a strategy of independent approaches
against different background theories, I will concentrate on Star’s second meaning
only. The aim of her analysis was to “empirically examine the conditions and con-
sequences of combining evidence”. She used as a case for this examination the field
of brain research at the end of the 19th century in which clinical and basic research
were the “realms” from which evidence was combined. Her analysis concentrated
on the sociological and historical aspects of this case of triangulation. In the end
her conclusion about biases in triangulation was that all participating disciplines,
such as physiology and pathology, and the tools with which they were equipped,
such as taxonomies and theoretical models, had serious limitations but nevertheless
converged to a theory of brain function.

Another, more detailed analysis of triangulation is given by Gaudillière (1994);
he uses a case study of the role of cellular transfection studies in the finding of viral
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and cellular oncogenes. He sketches a network of relations between experimenters
and experimental groups in which triangulation takes place. In this process methods
and objects are mutually defined. Gaudillière follows Star’s view of triangulation
as an interplay of actors of different social contexts but expands the concept to a
process also occurring in single social space in which experimental cultures have
to reach agreement on laboratory strategies. The main purpose and consequence
of these triangulations is to deal with uncertainties. He made it clear that it may
be possible to distinguish several types of triangulation, depending on the types of
actors, sources or situations we have to consider.

The last analysis of triangulation I want to refer to is given by Risjord (2001).
It concerns a discussion of the contribution of quantitative and qualitative methods
in health care research. Risjord discussed whether triangulation of the two types of
methods really give confirmation or whether they are only useful for completeness
and inspiration. According to him, opponents to the confirmation view hold that
both methods are embedded in different paradigms, meaning that natural (quan-
titative) and social (qualitative) sciences can not be “blended”. Risjord analysed
different arguments and concluded that “[a] theory may be composed of a number
of questions for which different kinds of methods are suitable. Where this is the
case, methodological triangulation will be necessary.” The most important feature
of triangulation in his analysis is when qualitative data (e.g. data from question-
naires and interviews) are supported by quantitative results (physiological data) and
vice versa.

Overviewing the three analyses above it becomes clear that triangulation is the
process in which different cultures, realms and disciplines converge on each other,
leading to new insights. The insights may include more reliable theories with a wider
scope, and confirmations and epistemological stabilizations of such theories when
they depend on varying, not necessarily related, research activities. It has a broad
application, ranging from laboratory methods (Gaudillière) and methodological cul-
tures (Risjord) to research traditions (Star). It may even lead to new disciplines such
as that of in vitro protein synthesis in the context of the development of modern
molecular biology (Rheinberger 1997). Despite the broadness of scope which seems
to be part of the definition of triangulation as given by the authors (by definition even
the results obtained by two different experimenters may triangulate), when looking
at the way it is applied by the authors it seems to be mainly used for obtaining con-
vergence of theories in larger theory complexes. Multiple derivability makes local
theories, triangulation may make broader theories form the more local ones; multi-
ple derivability goes from methods to theories, triangulation goes from theories to
theory complexes.

5.2.3 Consilience of Inductions

Most of the authors who deal with triangulation and multiple derivability give
credit to Whewell (1847) for his consilience of inductions. This is the term that
Whewell introduced to describe the particular feature of established theories that
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were reached by the jumping together of inductions from different classes of facts.
His emphasis is on “unexpected and wonderful” coincidences which is “one of the
most decisive characteristics of a true theory”.

Despite its age, the term consilience of inductions is not often applied in philo-
sophical studies of scientific practice; this may have to do with the views philoso-
phers of science bring forward when discussing this strategy. A few examples may
illustrate this.

In a paper in which he defended inference to the best explanation Thagard (1978)
used consilience of inductions as one of the three criteria for determining the best
explanation, the other two being simplicity and analogy. Consilience is a “notion”
that

is intended to serve as a measure of how much a theory explains, so that we can use it to
tell when one theory explains more of the evidence than another theory. Roughly, a theory
is said to be consilient if it explains two classes of facts. Then one theory is more consilient
than another if it explains more classes of facts than the other does.

Thagard then went on, as Whewell did, to discuss historical examples of con-
silience, among them Snell’s law of refraction, Lavoisier and oxygen, Huygens and
light, the mechanics of Newton and Darwin’s theories of evolution. The main point
of Thagard’s discussion was that consilience of inductions serves to explain with
hindsight why, in the history of great theories, one theory was accepted rather than
an other.

Laudan (1981), in explicating Whewell’s notion of consilience of inductions and
trying to clarify it in the context of Whewell’s ideas about philosophy of science,
described consilience of inductions to occur under the following circumstances:

1. When an hypothesis is capable of explaining two (or more) known classes of facts; 2.
When an hypothesis can successfully predict “cases of a kind different from those that were
contemplated in the formation of our hypothesis” [this quotation is from Whewell]; 3. When
an hypothesis can successfully predict or explain the occurrence of phenomena which, on
the basis of our background knowledge, we would not have expected to occur.

Laudan admitted that there is some overlap between the three and argued that
they have in common their contribution to maximizing the confirmation of a hypoth-
esis. However, in my view the most important point is Laudan’s emphasis on the
historical character of consilience: “the deduction as to whether a given theory has
achieved consilience of inductions can only be reached via a careful study of those
other theories with which it is competing at a given time. Without a thorough knowl-
edge of historical context . . . it is usually impossible for us to decide whether a given
theory achieves a consilience or not.” In this emphasis on historical context Laudan
seemed to agree with Thagard.

A third analysis of consilience of inductions I want to refer to is that of Fisch
(1985). He wanted to find out what Whewell really could have had in mind when
he proposed his consilience and in addition he wanted to examine the intuition that
gives us more confidence in a consilient theory. He made a distinction between “the
non-consilient case in which a theory is successfully conjectured to jointly explain
two correlational generalizations, each over a different class of phenomena” and
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“the consilient case in which the theory is successfully conjectured as an explana-
tion of one such generalization, and then it surprisingly turns out to apply equally
successfully to the other.” Fisch states that from the point of view of predictive
and explanatory power alone, and in my view we may read “robustness” here, both
cases are the same; the difference between the two “would have to lie in their case
histories, that is, in the two different processes by which the theory arrived at its
final state.” Fisch then continued with a detailed analysis of genuine consilience
and pseudo-consilience, the latter being characterized by one of the generalizations
becoming less different from the other by reinterpretation. The power of the real
consilience is that the two generalizations retain their different meanings and this
maintenance of difference gives considerable support to the theory.

Although the three analyses are rather different in aim and approach they have
in common that they try to formalize what consilience of inductions is and what it
does: criterion for theory choice (Thagard), contribution to maximizing the confir-
mation of theories (Laudan) and the features of real consilience (Fisch), all this in
a philosophical context. They also agree in the importance of looking back in the
history of theories to make consilience traceable. In addition, they seem to empha-
size the deductive power of a theory, whereas triangulation and multiple derivability
concentrate on the inductive power of evidence.

This short summary of consilience makes it possible to contrast it with triangu-
lation and multiple derivability.

Consilience of inductions is a strategy to find out what makes theories good theo-
ries. Philosophers of science who perform such an analysis use theories made in the
past; their interest is how theories became accepted. The daily practice of science is
of no direct concern in consilience of inductions.

Triangulation is a strategy used to find out how theories came into being; how,
to borrow a phrase of Rheinberger (1997), things became epistemic. The context in
which it is applied is that of social interactions of scientists and scientific groups
in different cultures and traditions in past and present. However, triangulation also
refers to scientific practice. It occurs, or is deliberately applied, when researchers
of different fields join forces and combine insights to gain better explanations of
seemingly unrelated experimental data.

Multiple derivability describes what practicing scientists do who want to make
their theories more reliable. I have called these theories “local” because they are
made in a setting of a laboratory or small research group and because they are not yet
supported enough to submit in the form of a manuscript to the wider science com-
munity. These scientists do not look back, they look forward; multiple derivability
is their strategy of choice.

Therefore, concentrating on scientific practice may be more helpful to make dis-
tinctions between the three strategies. One of the features of triangulation is that
groups or disciplines converge to a robust theory. For consilience of inductions
groups do not play a clear role; most authors of analyses of consilience are interested
in theories, not the persons, groups or laboratories who found them; they seem to
consider history, coincidence and surprise as the main features of consilience. In the
concept of triangulation groups, networks and cultures are the actors in the process.
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But nothing is defined a priori about the number of people involved and nothing
forbids that different cultures try to converge deliberately with the aim to make a
theory more robust. As an example the context of the bacterial invasion experiment
(Nederbragt 2003) may be used: the PhD student who did these experiments was
stimulated to start these because of her work on epidemiological investigations and
mathematical modeling from which a hypothesis could be deduced that bacteria may
survive within the milk gland epithelial cells. Thus, setting up invasion experiments
was meant to make a theory of the presence of bacteria in epithelial cells of the
udder more robust. Neither the mathematical modelling nor the invasion experiment
were demonstrating that bacteria really could survive inside the milk gland cells of
cows, but because of these two converging approaches the theory that bacteria could
survive gained more robustness. Clearly, in this example two disciplines converged
in one person and triangulation may be seen at work here.

The qualitative and quantitative methods described by Risjord (2001) are also
placed in a context of triangulation. In a personal communication (2009) he
explained that the two groups using the qualitative and quantitative methods respec-
tively may be characterized as focus groups. The investigations described in his
paper used the traditions of both groups intentionally. Accordingly, Risjord called
his triangulation “methodological”. What is important here is that the examples of
triangulation have an aspect of prescription, of a deliberate choice. For this reason
I propose that triangulation should be given a place in the hierarchy of robustness
strategies that I developed previously (Nederbragt 2003). Depending on the level of
theory making I distinguished “reliable process reasoning” (in the experimental set-
up), “variation of independent methods” (modifications of procedure within a fixed
theoretical background) and finally “multiple derivability” (different methods with
different theoretical backgrounds), all three aiming at making a local theory more
reliable. I now want to add triangulation as an overarching strategy in which local
theories are made more encompassing because of convergence of local theories of
different disciplines in one theory or theory complex.2

I conclude that, when comparing consilience of inductions, triangulation, and
multiple derivability it is justified to consider them as different. Consilience is more
directed to the analysis of the historical background of theory choice. Multiple
derivability and triangulation are concerned with scientific practice, the latter being
the strategy for obtaining robustness of interdisciplinary theories or theory com-
plexes and the former for obtaining robustness of local theories in the experimental
environment. This difference in dealing with theories is reflected in the analysis of
Thagard (1978), in which he used consilience of inductions as a general, overarch-
ing concept in which he analyzed several strategies, including a strategy that may be
called triangulation and strategies that may be applied at the level of making reliable
methods. I consider these as different when analyzing scientific practice. Since I am

2 In the same paper I used the case of establishing the function of mitochondria by the joined
efforts of electron microscopists and biochemists as an example of multiple derivability; based
on the newer views I have of multiple derivability and triangulation I now prefer to classify the
mitochondria case as an example of triangulation.
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partial to science in daily practice I propose that we concentrate on triangulation
and multiple derivability when we try to understand how theories are obtained in
the practice of (biomedical) research.

5.3 Reflections on Independence

Above I have defined multiple derivability as being “obtained by theoretically inde-
pendent methods”. In his analysis of robustness Wimsatt (1981) also points out that
independence of derivations is an important feature of the process in which a robust
result has to be obtained. In this respect, it may be useful to consider what indepen-
dence means for multiple derivability at work in biomedical experiments. I want to
discuss five cases that may help us to get a clearer view of independence of methods
and I will also discuss the problem of repeatability of experiments because it may
teach us more about what kind of independence we need.

5.3.1 The Case of Perception of an Object

I am sitting at a table and I see a pencil lying on it. Can I trust my eyes? Is that what
I see really a pencil? The principle of multiple derivability requires that I infer the
same “theory”, i.e. I see a pencil lying there, by using another, independent method
with a different background theory. I may try my tactile senses. Whereas vision is
based on colours, dimensions, form etc. that excitate my retinal cells through the
lenses of my eyes, touch is based on texture, dimensions and form (moderately hard
material with an elongated hexagonal form) excitating impulses in the nerve ends of
my fingers. So there is a difference. Intuitively we may find multiple derivability at
work when we do a play of guessing blindfolded the identity of an unknown object.
By touch alone we may conclude that the object we perceive is a pencil, and after
taking off the bandage we see with relief that the conclusion was right. So multiple
derivability is what helped us here. However, we may have been hallucinating. In
that case, our whole mind may be confused and since vision and touch are connected
by the operations of one brain, both may be affected simultaneously and in the
same way when the brain is affected. Therefore, vision and touch may be different,
but they seem to be insufficiently independent. However, we may consider them
independent when we limit our “theory” of perceiving the pencil to the operation of
one mind only, whatever its state.

Wimsatt (1981) discussed such a case to argue that we may regard perception as
a criterion for robustness when more than one sensory modality is used to perceive
an object; such robustness “is ultimately the primary reason why we regard per-
ception of the object as veridical rather than illusory”. In dreams or hallucinations
robustness may be obtained in a similar way, but Wimsatt indicates its failure
because consistency cannot be obtained through time or across observers.
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I conclude from this discussion that robustness is limited to the context in which it
is found; the context of my dreams is different from the context of when I am awake
and in both situations the reality of an object may be robust because of multiplicity
of perception. Therefore derivations may be independent within a certain context,
but their independence is also restricted to this context. To establish the reality of
objects across contexts, another step of multiple derivability is necessary, at a higher
hierarchical level.

5.3.2 The Case of the Investigation of a Crime

A crime has been committed in a house and a person has been accused of the crime
because of the following evidence: his handkerchief has been found in the room
where the crime was committed, fibers of his clothes were found in the same room
and a witness had seen him leave the house at the supposed time of the crime.

The local theory of this case is that the suspect is guilty of the crime. Three types
of evidence (observation) are available. The two objects may be identified on chemi-
cal analysis of the handkerchief, e.g. DNA investigation, and on forensic physics for
identifying the origin of the fibers; they are therefore based on theoretically differ-
ent methods. The third type of evidence is testimony which is a completely different
type of observation, and in view of the discussion in the former section we may
conclude that triangulation is the strategy here. However, it can easily be seen that
the evidence is unsufficient: the objects may have been left at the site of the crime
on purpose by a person who wanted to manipulate the evidence in a certain direc-
tion. To make things worse: the witness may have been the person who left those
objects at the site of the crime. Therefore, it cannot be concluded that the observa-
tions are really independent. This case must be considered as an example of lack of
background knowledge and it is of course the purpose of the crime investigators to
collect more data to establish the background knowledge that makes it possible to
decide on the independence of the observations.

This case and the first one teach us that independence of derivations is valid
within and defined by a certain context and that it is necessary to understand
the background knowledge of this context to decide how independent the deriva-
tions are.

5.3.3 The Case of the Invasion Experiment

Above, I used this experiment for explaining what multiple derivability is. I use
it again here, because more can be learned from it with regard to the problem of
independence of method and background knowledge. As I explained above, the
experiment was directed at demonstrating bacteria in cultured bovine mammary
gland cells. To this end the bacteria were cultured for a short time on top of those
cells; subsequently all non-invaded cells were killed with an antibiotic and after
lysing the still intact cells, in which the bacteria had not been accessible to the
antibiotic, the resulting living bacteria were made visible by culturing them on agar
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on which each bacterium gives rise to a colony. The central question was how we
can reliably conclude from a colony count that bacteria had invaded the cultured
cells. It appeared then that multiple derivability was the strategy of choice. A lit-
erature search (Nederbragt 2003) showed that for the study of bacterial invasion
many different methods had been applied in the past: colony counts as in my exam-
ple above; electron microscopy; light microsopy after staining bacteria with dyes;
marking the bacteria with a radioactive label or with a fluorescent antibody. Two or
three of these methods were used in each of the studies in which experiments with
bacterial invasion were performed. This is most explicitly shown in a study of Hale
et al. with Shigella cultured with Henle intestinal cells, described in two subsequent
publications (Hale and Bonventre 1979; Hale et al. 1979) in which they used three
methods (chemical staining with light microscopy, fluorescent labeling and a colony
count method such as ours) for the purpose of multiple derivability, although they
described the purpose of the use of these different methods as validation of their
methods.

It may be easily seen that the methods I mentioned above are independent of
each other. The theoretical background of electron microsopy is in physics: ultra-
thin slices of cultured cells, perpendicular to the plastic support on which the cells
were growing, are cut after rigorous fixation with glutaraldehyde, and the slices are
then brought into a beam of electrons; the different degrees of electron density cor-
respond with morphological structures in the cells, including bacteria, and are made
visible on a photographic film or on a computer screen. The bacterial colony count
is based on microbiological methods and theories regarding the growth of bacte-
ria in colonies on agar plates. The other methods in the literature mentioned above
have other background theories, such as (radio)chemistry, optics and immunology in
varying combinations. In fact, in biomedical investigations in the laboratory, multi-
ple derivability seems to be a standard strategy for the construction of local theories,
but this is a claim that needs to be investigated further.3 In the end of this paper I
will present a case in which stabilization of biomedical knowledge is reached by a
different strategy.

5.3.4 The Case of Criteria for Causation in Epidemiology

Epidemiologists have made efforts to make causal inferences from data of epidemi-
ological investigations; generally these data have been obtained from population
studies and deal with risk factors and their statistical association with specific

3 It should be added here that two independent methods may give us more robustness, but sloppy
methods, although independent, will not be accepted. Let us, as an example, imagine that an effect
of an intervention in an experimental system gives a positive response compared to an untreated
control system and that this may lead us to a hypothesis of the system, but the result is not sta-
tistically significant; the second, independent, derivation to the same hypothesis is also based on
a non-significant experimental result. Although the investigator may feel that she has obtained
robustness here she will not be able to get it published in a refereed journal.
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diseases, for instance between dietary components and certain types of cancer.
Although the associations themselves do not tell us about causal relations between
risk factor and disease, considerable efforts have been made to enable a causal con-
clusion from such data. These have been extensively discussed by Evans (1993) and
I will use his “unified concept” of criteria for causation (Table 9.5, p. 174) as my
starting point, although I have simplified the list of criteria somewhat for practi-
cal reasons. The idea behind these criteria is that the claim for a causal connection
between the risk factor and the disease is reinforced each time one of the criteria
can be shown to be satisfied in addition to a previous one.

The list may contain the following criteria.

1. prevalence of the disease (i.e. the percentage of individuals with the disease in
a population) should (in a statistically significant way) be higher in the group of
individuals exposed to a putative cause than in the unexposed group.

2. exposure to the putative cause should be present more commonly in the group
with the disease than in the group without the disease.

3. incidence of the disease (i.e. the number of individuals with the disease in a
defined time period) should be significantly higher in the individuals exposed to
the putative cause than in those that were not exposed.

4. temporally the disease should follow the putative cause.
5. a spectrum of host responses should follow the putative cause, varying from mild

to severe.
6. elimination or modification of the putative cause should decrease the incidence

of the disease.
7. experimental reproduction of the disease should occur in higher incidence in man

(volunteers) or (laboratory) animals when exposed to the putative cause than in
individuals not exposed.

8. the relation between putative cause and disease should be biologically plausible.

The criteria 7 and 8, the experiment and the biological plausibility, are indepen-
dent from the others, mainly because they do not apply to epidemiological analyses
but to experimental intervention studies (criterion 7) or are derived (or cannot be
derived) from background knowledge (criterion 8) in research performed in disci-
plines other than those of epidemiology. The main problem of epidemiological data
and their analysis in isolation is that, since no intervention is involved, no basis for
causal arguments is present.

Two questions are important here: has the idea that the causal claim is reinforced
each time one of the criteria is fulfilled anything to do with multiple derivability;
and are those criteria independent?

To start with the latter question: when we look at the nature of the research prac-
tice from which the criteria may be obtained we find that the criteria 1–6 apply to
population studies of spontaneous disease cases or spontaneous exposures. Criterion
6 applies to an intervention study, performed in a population in which an exposure is
modified, such as iodine addition to table salt to modify iodine deficiency (a “nega-
tive exposure”), as a putative cause of goitre, 7 is a criterion for an experiment under
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controlled circumstances with animals or volunteers, and 8 is a criterion based on
studies in the discipline of pathogenesis, i.e. pathology, cell biology, toxicology, bio-
chemistry or several others, connected to the type of risk factor and the particular
disease under study.4 Since all of the studies related to 1–6 are performed by mathe-
matical analyses of epidemiological databases they should be considered as having
low independency, even if different databases have been used; when some of them
are combined they still may lead to overestimation of the causal claim. This lack of
independence is due to their sharing many methodological and theoretical aspects
which may not help to get rid of possible errors in the databases and biases in the
outcome of their analysis. In this respect criterion 6 seems to have a higher degree of
independence of the other five than these have of each other, because it is a manip-
ulation study instead of a correlation study. But even if a new population survey is
performed, say an intervention study by analysis of a database for finding an effect
of modifying a lifestyle factor in a population, the theoretical and methodological
assumptions are not sufficiently different from those of other surveys to warrant that
multiple derivability is a strategy here.

However, when we look at criterion 7 the situation changes considerably when
we combine it with one or more of the criteria 1–6. This is because a study with
volunteers or experimental animals is performed with the purpose of finding an
effect of an alleged risk factor. Assuming that such an effect is obtained it is still
not certain that the factor under study is the causal factor in the population too,
but when it is combined with a epidemiological study the causal claim is certainly
made more likely. However, in my view multiple derivability is not involved here,
which answers the first question asked above; I think that we deal here with the
combined theoretical evidence of two studies from different fields or disciplines
and according to my hierarchical scheme proposed in the former part we see here
triangulation at work.

I conclude from this theoretical epidemiological case that multiple derivability
in the sense as I described before was not applicable here but that the causal claim
may be justified by triangulation.

5.3.5 The Case of the Diagnosis of Acute Myocardial Infarction

A diagnosis is a statement of the condition of an individual. A diagnostic test, and
this may be physical examination, a blood test or a CT scan, aims at reducing uncer-
tainty about the condition of the individual. This condition may be a disease state
but many other conditions may be tested as well by diagnostic tests. The outcome
of a test may have a prognostic aspect, such as when a malignant tumour has been
diagnosed, pointing to the presence of a life-threatening situation. An analysis of the
epistemology of a diagnostic test may also demonstrate why, when using multiple

4 However, after more critical analysis of the criteria, it may be argued that criterion 8 has more
to do with background knowledge and that it is difficult to see it as an independent derivation.
Therefore, I shall omit it from further discussion.
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derivability as a strategy, independence of derivations is necessary: the inference
may lead to overestimation of or unjustified trust in the hypothesis or theory when
the different methods are not independent. This will be made clear below.

A diagnosis is made by inductive reasoning and may be considered as an infer-
ence to the best explanation. It is inferred from certain symptoms. As such, a
diagnosis is a hypothesis that may be tested, e.g. by autopsie after the death of the
patient, by a therapy, by waiting what will happen to the patient in course of time,
or by any other outcome of a decision taken about treatment or non-treatment of the
individual.

How do we know a diagnosis is correct? In a clinical situation this depends on the
characteristics of the diagnostic test. All diagnostic tests may result in diagnosing
a person with a disease she does not have (false-positive) or diagnosing a person
free of the disease although she actually has it (false-negative). New tests should
have been validated for their accuracy in a comparative setting in which the true
positive of all positive scoring individuals or true negative of all negative scoring
individuals are determined, the result being called the sensitivity resp. specificity of
the test. Such validation studies relate the outcome of the new test to a so-called
gold standard, i.e. the reference test that is supposed to determine the disease state
unambiguously.

In practice, tests with a specificity and sensitivity of 1.0 do not exist and therefore
a diagnosis made on a single individual may be wrong. In case of doubt of the
outcome of the diagnostic test, it may be improved by performing a second test.
Because of the risk of overestimation it is easy to see that when the second test has to
improve the diagnosis it should be different from the first, both in its methodological
and theoretical background. Suppose we have performed a blood test; unless we are
interested in the reproducibility of the test result (which does not help the patient)
it is not useful to repeat the test with the same blood sample and the same machine
because the conditions responsible for the result of the first test have not changed. It
is better to take a new blood sample and, in case of doubt of the quality of the test
conditions, to use another but similar test system, e.g. in another laboratory. When
a diagnosis may have severe consequences a greater difference may be required. A
new blood sample is slightly more different than the old blood sample used for the
second time; a urine sample is far more different than a new blood sample. Physical
examination is completely different from chemical tests on blood or urine, but may
much more easily lead to false positive or negative results and can therefore not be
used as an alternative. In fact, this problem of how to repeat the diagnosis is similar
to the replication problem described by Collins (1992) and I will return to it later.

When two tests, methodologically and theoretically independent of each other,
point to the same target condition we have more confidence in the correctness of
the diagnosis than with one test only. It is therefore a clear example of multiple
derivability. This is the strategy which is chosen when blood test and physical exam-
ination are combined: both outcomes may be underdetermined, but the overall result
is more robust.

The example of acute myocardial infarction may illustrate the principles
described above. I make use of the description of the disease as given by Rubin
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and Farber (1999, p. 560). One of the early symptoms of acute myocardial infarc-
tion is severe substernal pain, which may simulate indigestion and may be preceded
by symptoms of angina. However, one fourth to one half of all non-fatal cases occur
without symptoms. In addition, the symptoms may also occur in cases of slid-
ing hiatal hernia, an innocent defect in the diaphragm around the esophagus. The
probability of a false positive or false negative diagnosis using these symptoms is
relatively high. The diagnosis of acute myocardial infarction may be confirmed (this
is the word used by Rubin and Farber) by either electrocardiography or the deter-
mination of certain enzymes and proteins which may appear in the blood. Without
going into the details of the methods used for both there is no doubt that they are
based on different theoretical and methodological principles: electrophysiology and
biochemistry respectively. A fourth method, not mentioned by Rubin and Farber,
is of course the finding at autopsy of myocardial necrosis (heart muscle death) that
can be related to the time of the onset of the symptoms, but this can not be used in a
living patient. It may be used to confirm the diagnosis in a deductive way (a test of
the hypothesis).

In essence, the confirmation of the symptoms of chest pain by either electrocar-
diography or blood proteins is inductive confirmation and is a process of multiple
derivability. The special feature of this type of confirmation is the more or less pre-
scribed order of the test events; physical examination or any other test with a greater
probability of false positive results are followed by tests with an overall higher sen-
sitivity and specificity. This sequence is dictated by such conditions as the place
where the test is done (at home at the bedside or in the hospital) and the costs and
the simplicity of the test.

The case of the myocardial infarction is interesting for another reason. In gen-
eral, a patient with a complaint of angina pectoris (substernal pain) will be sent by
his family doctor to a see a cardiologist. The latter will make the laboratory deter-
mine enzyme levels in the blood and an electrocardiogram of the alleged patient
will be made during physical exercise. When both tests are negative the diagnosis of
heart problems will be rejected and the patient will be advised to consult a special-
ist in internal medicine, because sliding hiatic hernia has become a more probable
diagnosis. In this example a diagnostic hypothesis degenerates because of lack of
multiple derivability. This type of (lack of) inference is related to Thagard’s criteria
(1978) for inference to the best explanation: consilience of inductions, or multiple
derivability, is one of these criteria. This seems to warrant the conclusion that lack
of multiple derivability is lethal to a theory, but I shall argue below that this is not
necessarily the case.

5.3.6 Some Thoughts About Reproducing and Replicating Tests,
or How does a Difference Make a Difference?

Why do we not accept that mere repetition or exact replication of observations is
sufficient evidence for a local theory (making us go to multiple derivability instead)?
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The first answer to this question is an intuitive one: we may have made an error in
the observation and by repeating the observation the error may be repeated as well.
Several of the foregoing cases point in that direction. We may know we have been
hallucinating and therefore we cannot trust the observations we have made. We have
made a diagnosis but, due to low sensitivity and specificity of the diagnostic test, it
may be wrong; we have to improve our diagnosis and repeating the same test will
not help us in this case. We find fingerprints of the suspect in the room where the
crime has been committed but finding more of the same fingerprints will not help us
in improving the evidence of the guilt of the suspect.

Nevertheless, repeating the observation is a necessary step in the process of
theory-making when the observation is made for the first time. The case of the
invasion experiment is a good illustration. Suppose we do an invasion experiment
with a new strain of bacteria, we count the colonies of bacteria on the agar plate
and find surprising results (we neglect here why it is surprising). Three responses
to this result are possible: cherish the result as the start of a new and promising
research project, discard the result because it is surprising and does not conform to
the core of our knowledge, or repeat the experiment to see whether the result is not
in some way a coincidence; when the result will turn up again and again each time
the experiment is repeated the possibility of a surprising novelty may be taken more
seriously: apparently the new strain of bacteria is a source of new insight in the
invasion process. The third response to the unexpected result is considered to be the
choice that scientists usually make. In addition, repeating an experiment is essential
in the process of acquiring practical skills: a student who has to learn to do inva-
sion experiments has to show his skill by repeating the experiment and obtaining
the same result as his predecessors.

The second answer to the question of why we do not accept that repetition of
observations is sufficient evidence for a theory is that we may make a mistake in our
inference. This is a problem of underdetermination and can be illustrated by using
the invasion experiment again. Because of the way the experiment is performed it
can be concluded that the colonies we count on the agar plate are representing the
bacteria that were protected against the antibiotics because they were intracellular.
However, at least two alternative explanations are available. (1) that the bacteria
adhering to the cells may have induced the cells to produce an enzyme in the imme-
diate vicinity of the bacteria that may protect the latter against the antibiotic, e.g.
by degrading it; (2) that the bacteria have migrated between two cells to the under-
side of the cell layer where, after closure of the space between the two cells, the
antibiotics cannot reach them. These extracellular bacteria may then be counted as
colonies on the agar plate. Thus, a new and different experiment, that does not make
use of killing extracellular bacteria by antibiotics, is necessary.5

5 With regard to the question how many independent derivations are needed, it may be remarked
that underdetermination may be infinite but in the practice of laboratory experiments or diagnostic
tests two or three are thought to give sufficient arguments, because other alternative hypotheses,
which are found too light when weighing on the basis of plausibility are discarded without testing.
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How different should this new experiment be? Collins has shed light on this prob-
lem in his Changing order, where he discussed the principle of replication with a
difference (Collins 1992, see especially Chapter 2). He opens the paragraph dealing
with this principle with the statement that “[f]or an experiment to be a test of a previ-
ous result it must be neither exactly the same or be too different.” He then goes on to
make the difference between a first and a second experiment greater step by step: do
it the next day yourself again, let the experiment be done by a colleague, or by a col-
league using a similar apparatus built by someone else, or rather using an apparatus
built for different purposes, and so on, until he arrives at a gipsy, reading the same
result from the entrails of a goat. He then goes back again, from the gipsy and using
old-fashioned equipment via a high school student to a first-rate physicist, all giving
different confirmation depending on what apparatus they used. He then concludes
that somewhere, i.e. at a certain degree of difference between the exact replication
of the first experiment and the gipsy with his goat, an optimum in confirmatory
power might be found; Collins shows a curve for this relation between experimental
difference and degree of confirmation (p. 37). Beyond this optimum, where the dif-
ference gets gipsy-like dimensions, confirmatory power decreases gradually again.
More importantly, when such differences present themselves pseudo-science may
have cropped up.

My objection to this description is that confirmatory power does not increase or
decrease gradually but that large parts of it turn up or disappear en bloc. This can be
made clear by using the hierarchical model of theory making given before. In this
hierarchy confirmation may take place at each of the levels of the hierarchy. The
first type of confirmation is confirmation of the observation when it is made for the
first time and is new and surprising. In this case it is essential that the second exper-
iment is as similar to the first experiment as is possible, to exclude the possibility
that the observation is a coincidental artefact of the experimental manipulation of
the objects of study. In a second stage the experiment may be repeated by varying
the methods, but not so varying as to change the bulk of background theories of the
experiment. This variation is directed at confirming the observation, to ensure that
it is generalisable and that it can be made under different circumstances. The steps
described by Collins, such as doing it with an apparatus built for other purposes may
sometimes be part of this strategy. Another example is the application of different
procedures for fixation of tissues for their examination with the electron microscope
(Nederbragt 2003; Culp 1994). The third type of confirmation is not directed at
testing the observation but at testing reliability of the inference from the observa-
tion to the local theory. According to the strategy of multiple derivability which
is applicable here, this experiment should be independent of the first with regard
to methodological and theoretical principles. Studying the entrails of a goat fulfills
this criterion of methodological and theoretical differences (it may therefore be seen
as triangulation), but here we reject immediately and with force the whole body of
background knowledge of this method, making Collins’ curve falling abruptly back
to the level of zero confirmation instead of sloping gradually downward.

It appears that repeating experiments contributes to making theories, either at
the level of the observation or at the level of the inference from the observation to
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the theory. However, my hierarchical approach does not help in solving Collins’
complaint (p. 38) about the difficulties with judgements of similarity or difference:
experimenters may regard the difference of a new method unsatisfactory for the
strategies of multiple derivability because they do not accept the background theory
of that method.

The third answer to the question of why we do not accept that repetition of obser-
vations is sufficient evidence for a theory, turns up when we consider the theory
under study as local and we want to reach the situation in which the theory, based
on this experiment, has a more general meaning, not restricted to the experiment per-
formed by this particular experimenter, in this particular laboratory. Radder (2003)
has discussed this aspect and called this type of support for theories replication,
“an experimental result [being] replicable, if it has been successfully applied to a
certain domain and if it might be realized in one or more new domains”. Again mul-
tiple derivability is at work here, although in a somewhat different form compared
to that discussed above under the heading of the second question. In the former
case difference and independence of methods was chosen to deal with the prob-
lem of underdetermination of the local theory, and the methods were different in
background theories. In the latter case, difference and independence were chosen to
make a theory leave its context, but not its background theory, since the new exper-
iments accept the theory, but try to find robustness for this theory as it is, including
its possible underdetermination, in a process of triangulation as I described it above.

With regard to the question of how much difference and independence we need
for making theories more robust by multiple derivability we now may come to some
conclusions.

1. There exists a hierarchy of derivabilities. Several cases point to this. We may
be able to become more certain of the capability of bacteria to invade cultured
cells but the question whether bacteria may be present inside the milk epithelial
cells of living cows needs triangulation. This is, as it were, hierarchically one
step higher and the in vitro experiments of invasion together form only one of
several derivabilities on this new level. For the answer to the question whether
invasion of bacteria into the udder cells of cows contributes to the pathogenesis
of mastitis another set of derivabilities is required, again one step higher in the
hierarchy.

2. Multiple derivability as a strategy only works in the context in which it is sup-
posed to make use of two independent methods. We may question the context
and investigate the background knowledge of that context. In the invasion exper-
iment a local theory was addressed; multiple derivability could only be used for
this local theory, i.e. the theory that bacteria may have invaded the cells cultured
in vitro. In the epidemiology case no independent derivations ware available that
helped us to conclude with more certainty based on database analysis alone that
the alleged risk factor was the cause of the disease in question; triangulation was
the convincing strategy here. In the diagnosis a theory is made about the disease
of a patient; multiple derivability helps us to improve that theory, but it still is a
theory of that patient alone.
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3. What the case of the crime shows us is that background knowledge may help
us to decide on the independence of methods. As soon as it is concluded that
the background knowledge of one piece of evidence has an overlap with another
piece of knowledge independence is reduced, and the theory may be overesti-
mated. In the case of the invasion experiment it appeared that underdetermination
of the theories that result from both methods has a role to play. When one of the
methods can or has been used to validate the alternative method (or parts of it)
then it is of no (or less) concern whether one or the other is used and the theory
in question is not improved. Thus, absence of overlap in background knowledge
of both methods and no validation of one method by the other seem to be crucial
to decide on independence.

4. We may consider the repetition of an observation as an effort to obtain robustness
through more derivabilities. When the observation is done by an independent
observer we may conclude that she and I have seen a real pencil on the table
although investigation of the mental state of both of us should elucidate whether
hallucination might have played a role. In scientific practice, however, repeating
an observation is used to test the observer (see Star 1986), which is not multiple
derivability but validation, such as is done in the validation of laboratory methods
by sending standard samples to different institutes that use the same machine and
protocol for the analysis of patient samples.

5. Robustness may come gradually and in degrees. According to Wimsatt (1981)
“different degrees of robustness may confer different degrees of stability”.
The case of the criteria for causation may be an example. The criteria 1–6
are all defined in statistical terms, to be applied to data sets of population
parameters. Each time one of the criteria is fulfilled, the trust in the hypoth-
esis that the factor under study causally contributes to the disease incidence
increases, and this is a gradual process. However, the trust increases consid-
erably when criterion 7 of the experimental approach is met. Reversely, when
criterion 7 cannot be shown to be applicable the trust based on 1–6 may
collapse. Perhaps we should not trust theories that we gradually arrived at
by derivabilities that are not independent; these may be biased, as Wimsatt
(1981) has shown for theories of group selection in evolutionary biology. It
may be difficult to decide whether or not derivations are sufficiently indepen-
dent; in daily practice scientists discuss experimental methods and their results
but in their evaluations independence is, I think, a hidden criterion, applied
intuitively.

5.4 Stabilizing Knowledge Without Robustness

In the preceding paragraph I introduced the question whether local theories that
were not arrived at by multiple derivability or other strategies of robustness might
degenerate by lack of stabilization. Here I will argue that this is not necessarily the
case. In doing so I have to make a distinction between reliability and stabilization
of theories. Reliability is the outcome of epistemological strategies alone whereas
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stabilization, e.g. within a scientific community, is a mixture of epistemological
reliability and social acceptance, in which negotiations between actors involved in
the theory have played a role.

In the earlier paper I referred to and in which I discussed strategies for obtaining
more certainty for theories (Nederbragt 2003) I proposed that three ways of anchor-
ing of knowledge may be distinguished, leading to its stabilization. I suggested that
these ways of anchoring may reduce the impact of the problem of the experimenter’s
regress. The first is epistemological anchoring, for instance by multiple derivability
or triangulation, leading to more robustness of the theory. The second is historical
anchoring, i.e. the theory may be rooted in a much older but stable theory that, in
a coherent way, became transformed into a different but more recent theory that
derives it stable character from the older theory; my example was the older theory
of phagocytosis of bacteria by cells giving rise to a more recent theory of invasion
of bacteria into cells which was later shown to be a different process. The third
anchoring was social anchoring which I will discuss in more detail here.

Although Rheinberger (1997, p. 91) thinks that scientists do not accept socio-
logical solutions for problems such as the experimenter’s regress and that they try
to stabilize their facts by improving their experimental systems, I will nevertheless
argue that social processes do play a role in stabilization of theories when these are,
at first sight, not sufficiently reliable in an epistemological sense.6

Social anchoring is the process in which the stabilization of a piece of knowledge
is based on the mutual interaction of theory, method (machine, protocol), scientist
and scientific community. In my view social anchoring may also be seen as a strat-
egy that may be used to overcome the problem that turns up when theories cannot
be stabilized by robustness. In cases in which only one derivation to a theory is pos-
sible the theory may degenerate by lack of support from a second derivation (see
my discussion of the bacterial mesosome in Nederbragt 2003) or it may be stabi-
lized by social interactions. An example of the latter stabilization is obtained from
the discipline of immunohistochemistry (for a detailed description of this case, see
Nederbragt 2010).

The case is an experiment in which tissue samples of tumours of dogs are fixated,
prepared and sliced in such a way that a very thin section of the tissue, glued onto
glass, can be studied with the light microscope. The aim of the study was to stain a
special protein in the tissues, tenascin-C in this case, in order to make it possible to
investigate the pattern of its distribution in normal mammary glands and malignant
mammary tumours and to find a possible correlation of this tenascin-C pattern with
the benign or malignant behaviour of the tumour, i.e. its growth, infiltration and
metastasis into other tissues. Tenascin-C is a protein that may accumulate outside
cells of normal tissues and tumours and may be present in microscopically visible

6 Epistemological arguments lead to more reliability of a theory, whereas social arguments lead to
stability of that theory. Theories may be reliable but not stable because they do not fit in a reigning
paradigm (see Gillies (2005) for an analysis of the case of Semmelweis’s childbed fever). Theories
may be stable, although they are epistemologically unreliable. Historical anchoring may contribute
to both.
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fibers and bands. In this study the findings of a tenascin-C pattern could be compared
to that of human tissues and tumours, which were well studied at that time; in dogs
this had never been done before.

Three important stabilization steps may be distinguished in this research project:
the stabilization of the method as a personal achievement of the investigator, the
stabilization of the pattern (or patterns) as an achievement of the investigator and
the group of which he is member, and the stabilization of this pattern as an accepted
theory in the wider science community.

The method for detection of the protein is based on applying an antibody against
tenascin-C, marked with a chemical stain, on the tissue slices that reacts specifically
with tenascin-C where it is present in the tissue and that consequently is visible in
the light microscope. There is no alternative method available for detecting the pro-
tein that is theoretically independent. A biochemical method for measuring tenascin-
C gives loss of the tissue structure; with electron microscopy a comparable antibody
has to be used, albeit with a different marker attached to it, and the high magnifi-
cation prevents getting an overview of the complete tissue. Thus, when we consider
the protocol for tenascin-C staining of canine tissues as some local hypothesis, this
is then based on a single derivation; multiple derivability seems impossible here.

The same holds for the evaluation of all the tissue slices to detect and construct
one or more patterns of tenascin-C distribution: it can only be performed by micro-
scopic investigation of the tissues and the patterns are constructed in a process of
recognition of the individual tenascin-C distribution in each of the slides and their
subsequent grouping by the investigator. Multiple derivability does not play a role.

It may be argued that both the method of detection of tenascin-C and the pat-
tern of its distribution are strongly rooted in the background knowledge available
from studies with human tumours. This is certainly the case. However, it cannot
be decided a priori that tenascin-C in dogs and humans have the same biochemical
features and have similar distributions in both species. Besides, although mammary
tumours of dogs and women share many characteristics they are different in many
other respects. In addition, the first efforts to detect tenascin-C in human tissues
were part of a triangulation process of immunohistochemistry and biochemistry,
but this type of triangulation was not available for canine tenascin-C. At most, the
local theory of canine tenascin-C derived some reliability from the analogy with the
human protein.7

How then became method and pattern stabilized knowledge? In my opinion this
is achieved by a process which is described by Fleck (1979) for the Wassermann test
as a tool for diagnosing syphilis; it can be summarized in Flecks words as follows:
“[The] thought collective . . . standardized the technical process with genuinely
social methods, at least by and large, through conferences, the press, ordinances
and legislative measures.” Knowledge becomes stabilized in the social interaction

7 The possibility to anchor a local theory into the background knowledge of a related field because
of analogy may be an important epistemological argument in daily practice of research (see
Thagard 1978). In the discussion of causal criteria in the former section the plausibility of criterion
8 seemed to play a comparable role.
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between investigator, his research group, the science community and society. A
similar but smaller-scale and more local process took place during standardizing
immunohistochemical tenascin-C detection and the study of its distribution in tis-
sues. Initially the development of a proper protocol for tenascin-C staining of tissue
slices was the “private” work of a single biomedical scientist. He checked all the
steps of the protocol by evaluating the staining of the tissues with the microscope.
By comparing several different slides he became aware of the repeatability of the
protocol and therefore he could start with the search for a pattern of distribution of
the protein. Arranging all the individual different distribution findings into groups
of different types of distribution and constructing a pattern from this was also a new
step in stabilizing the protocol: these patterns could be found with this protocol as
developed by this investigator; protocol, pattern and investigator formed as it were
a coherent unit.

In the next step the pattern as an interpretation of all the findings of the different
slides had to become a theory that had to be made part of the set of theories of
the research group. The investigator had to discuss the outcomes of representative
individual slides with other members of this group, including his supervisor, and
to defend his arguments and adapting his groupings when he could not convince
his colleagues. When he finally succeeded in proposing a pattern of tenascin-C
distribution that was acceptable for the whole group the knowledge of this pattern
was incorporated into the “group knowledge”, thereby stabilizing the theory of this
pattern and further stabilizing the knowledge of the protocol. The knowledge that
was initially only knowledge of a single investigator was now knowledge of the
research group.

Similarly, by publication of this pattern, and its correlation to the knowledge
of the clinical and morphological features of canine mammary tumours, the the-
ory, including pattern and protocol, became stabilized knowledge in the science
community in which the research group participates.

It cannot be denied that a certain degree of epistemological stabilization has taken
place too, although it is difficult to decide in what degree; my suggestion of analogy
and plausibility may be relevant here. But contrary to what happens when robustness
is obtained by multiple derivability, in this case a considerable proportion of stabi-
lization is obtained by social interaction. It may be an interesting study to investigate
why some theories degenerate and others survive, although both groups of theories
may have been anchored initially by social interactions, and whether the survival
of robust, more epistemologically stabilized theories, is better than those that have
been socially stabilized.

5.5 Conclusions

I started with discussing the characteristics of consilience of inductions, triangu-
lation and multiple derivability and I concluded that there is a certain fluidity in
the definitions of each; however in the way the concepts are applied there seem
to be sufficient differences to make it possible to consider them as three different
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strategies, each having a place in the process of the development and analysis of the-
ories. Consilience of inductions does not seem to be important as a strategy of daily
scientific practice since, because of its emphasis on the coincidence and surprise,
it seems to be connected to deductive reasoning after theories have become made
reliable or stable. Triangulation and multiple derivability are strategies of practice,
the former aiming at making better theories by the convergence of more local the-
ories from various disciplines or fields, the latter aiming at better theories by the
convergence of independent (experimental) derivations from different methods.

Next I investigated the problem of independence of derivations. Independence
is necessary because, when derivations are somehow dependent on each other, they
may lead to a theory that is overestimated and may reach a state of reliability that,
on closer inspection, appeared to have been an illusion. I have argued that, to learn
more about the independence of derivations, investigations of the degree of over-
lap in background knowledge on which they are based is necessary and that it is
also important to find out whether the methods for the derivations are not validated
by each other. The case of causal claims in epidemiological research, analyzed in
this section, also demonstrated that when derivations are insufficiently independent
triangulation may help to establish the claim with more certainty.

In the subsequent discussion about why experiments should be repeated and
how different they should be it became clear that a hierarchy of various types of
derivations may be discerned in scientific practice, each representing strategies for
problems of theory improvement at its specific level. The strategy of triangulation
fits nicely into such a hierarchical structure.

Theories may be reliable because of epistemological justification but in scien-
tific practice something more is needed to give it stability in a scientific or social
environment. A typical case is analyzed shortly in the third section. The social fac-
tors which are addressed here are derived from the interaction between protocol,
scientist, research group and science community. The local theory, developed by
the scientist interacting with the protocol, cannot gain sufficient robustness with the
strategies described above: multiple derivability could not be applied because of
lack of independent methods, nor could the theory be triangulated on theories of
another discipline. Only analogy with theories based on background knowledge of
other disciplines could be invoked. I argued that a subordinate theory at one level
may become stabilized by its fitting into a more overarching theory at a higher level.
In this process from one level to the next, a local theory may transform into a theory
with a wider scope, although the contents may not change.

Both robustness strategies to reach reliability and social interactions to reach
stability seem to be hierarchically structured. It may be interesting to investigate to
what extent these structures are related to each other.
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Chapter 6
Robustness of an Experimental Result:
The Example of the Tests of Bell’s Inequalities

Catherine Dufour†

6.1 Introduction

The general aim of this chapter is to discuss the robustness of physics experiments,
more precisely, the robustness of the result of experimental tests of a given theoret-
ical question. The chosen example is the result of the experimental tests of Bell’s
inequalities. These tests provide a quantitative criterion for discriminating exper-
imentally between local hidden variable theories (LHVT) and standard quantum
mechanics (SQM).

This introduction begins with a short historical background and then presents the
aim of the chapter and its contents.
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6.1.1 Historical Background

To improve our understanding of nature, a number of scientists think that it is crucial
to answer the following questions:

Is nature intrinsically probabilistic (the SQM point of view) or do quantum mechani-
cal properties derive from our ignorance of some hidden parameters and, therefore, an
underlying deterministic theory is conceivable (the LHVT point of view)?

The first point of view is largely accepted by the physics community today.
(However, its assimilation by the wider culture is very limited.) In fact, given
that a large number of theoretical predictions deriving from this theory have been
confirmed by very accurate experiments, SQM is one of the pillars of modern
physics.

The second point of view was originally suggested in 1935 by Einstein, Podolsky
and Rosen (EPR).1 They claimed that SQM is not complete in the sense that not
every element of reality has a counterpart in the theory. Their argument employed a
by now well-known “gedanken experiment”, the so-called EPR experiment.

In 1964, Bell2 proved a famous theorem that made it possible to test LHVT
against SQM quantitatively. According to this theorem, any realistic LHVT must
satisfy certain inequalities (the so-called Bell inequalities) that can be violated in
SQM, thus allowing an experimental test of the validity of SQM versus LHVT.

Since the end of the 1960s, several generations of experiments have been per-
formed in order to try to reproduce an EPR type “gedanken experiment” and thus to
test Bell’s inequalities.

The total number of experiments that have been carried out by now is very large.
All but one of these tests are in substantial agreement with SQM and strongly dis-
favour LHVT. In the following, this statement will be considered as the result of
the experimental tests of Bell’s inequalities. That is, we have good agreement with
the SQM predictions and disagreement with the LHVT predictions, or, for short,
experimental confirmation of SQM and refutation of LHVT.

6.1.2 Aim of the Chapter

Following Soler,3 the different experimental tests of Bell’s inequalities can be des-
ignated “experimental lines of argument”, lines that correspond to the multiple
derivations invoked in Wimsatt’s seminal 1981 paper on robustness.4

In the following, we will address the question of robustness at two different
levels:

1 Einstein et al. (1935).
2 Bell (1964).
3 Soler (Chapter 10).
4 Wimsatt (1981), Reprinted in this volume, chapter 2.
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(a) We will first consider the whole set of experiments that have been performed
since the 1970s and their respective outcomes. We shall discuss independence
of this large number of experiments performed during the last 40 years and
the invariance of their outcomes. We will argue that, at a first glance, one can
assert that the result of the experimental tests of Bell’s inequalities is robust
if one follows the statement of Wimsatt5 (1981): the robustness of a result is
characterized by its invariance with respect to a great number of independent
derivations.

(b) We will then consider the individual experimental derivations and discuss their
internal solidity. From an experimental point of view, the individual derivations
can be considered accurate and reproducible. So one can be tempted to conclude
that they are solid. However, the important point is that these derivations are not
ideal. They do not exactly reproduce the “gedanken experiment” used to derive
the Bell’s theorem, even if, since the end of the 1960s, they have evolved closer
and closer to the ideal EPR scheme. Despite these continuous improvements,
all of them, taken individually, present conceptual failings or biases, or (to use
the vocabulary of the scientists working in the field) “loopholes.” Two kinds of
problems are mainly emphasized:

• In all the experiments, an additional assumption is necessary, due to the fact
that a part of the experimental set-up is not 100% efficient. This leads to “the
detection loophole.”

• The experiments do not fulfil completely one of the requirement of the
theorem, the locality condition. This leads to “the locality loophole.”

Consequently, strictly speaking (especially for practitioners who take these loop-
holes seriously), one cannot conclude that experimental tests have ruled out the
LHVT. The occurrence of these loopholes will lead us to question the solidity of
all the individual derivations and consequently the robustness (in Wimsatt’s sense)
of the result of the tests. The main question can be summarized as follows: Do the
loopholes constitute a failure to achieve robustness?

6.1.3 Contents

The next section of this chapter will present the ideal entanglement experiment,
Bell’s theorem, and its experimental tests. Then, in a third section, we shall con-
sider the whole set of experiments that have been performed since the 1970s with
regard to the robustness of their overall result (in Wimsatt’s sense). Section 6.4 will
question the solidity of the individual derivations and investigate the influence of
the loopholes on robustness. Finally, in a fifth section, we shall attempt to achieve a
deeper understanding of the robust character of an experimental result by discussing

5 Wimsatt (1981).
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the following questions: Have some of the aforementioned experiments been con-
sidered more crucial than others? Are the two kinds of loopholes equally important?
Are they both crucial? Is an ultimate experiment that closes both loopholes simul-
taneously desirable and/or necessary to conclude that the result favouring SQM is
robust? Or, are a couple of experiments, each one closing a given loophole, enough?

6.2 Bell’s Theorem and Its Experimental Tests

6.2.1 The Ideal Entanglement Experiment (“Gedanken
Experiment”)

An experimental test of the Bell’s inequalities requires the use of entangled systems.
In fact, as pointed out by EPR, for certain quantum states (called entangled states),
SQM predicts a strong correlation between distant measurements.

An entangled system is constituted of two (or more) particles previously in
interaction for a finite time and now separated and moving in different directions.
Before a measurement, the values of a given observable are unknown. The mea-
surement of the observable of one particle instantaneously fixes the value of the
correlated observable of the second particle, independently of the distance between
the particles. The optical variant of David Bohm’s version of the EPR “gedanken
experiment” is presented in Fig. 6.1.

A source S emits a pair of photons with different frequencies ν1 and ν2, coun-
terpropagating along Oz. Suppose that the polarization part of the state vector
describing the pair is: ψ (1, 2) = 1√

2

[
Ixx > +Iyy >

]
where x and y are linear polar-

ization states. This means that if the polarisation of the first particle is measured
along x, then the polarisation of the second one will be also along x.

This state is noteworthy in that it cannot be factored into a product of two states
each associated with a different one of the two photons; so we cannot ascribe any
well-defined state to each photon. In particular, we cannot assign any polarization
to each photon. Such a state, describing a system of several objects that can only be
thought of globally, is an entangled state. Linear polarization measurements are now
performed on the two photons, with analysers I and II. Analyser I, in orientation a,
is followed by two detectors, giving results A = +1 or A = –1, corresponding to a

Fig. 6.1 EPR experiment with photons. S is the photon source, I and II are analysers used to
perform polarization measurements, and a and b are the orientations of each polarizer
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linear polarization found parallel or perpendicular to a. Analyser II, in orientation
b, acts similarly. The outcome of the measurement is now B = 1.

In summary, the global state of an entangled quantum state of two particles is
perfectly defined, whereas the states of the separate particles remain totally unde-
fined. The information contained in an entangled state is all about the correlation
between the two particles. Nothing is said (can yet be known) about the states of the
individual particles.

6.2.2 Bell’s Theorem

Introducing a locality condition, Bell’s theorem states that:

1) LHVTs are constrained by Bell’s inequalities.
2) Certain predictions of SQM violate Bell’s inequalities and therefore refute the

claim that SQM is compatible with LHVT.

On the one hand, Bell’s inequalities are inequalities between correlation coeffi-
cients. They are valid if we assume the occurrence of local hidden variables. On
the other hand, the correlation coefficients can be easily calculated using the SQM
formalism. In some situations, the result of the calculations using SQM violates
Bell’s inequalities. Up to the present there has been no criticism of the derivation
of Bell’s theorem. In fact, according to several authors,6 Bell has translated the the-
oretical and philosophical question about the nature of reality into a problem for
experimental physicists.

The fundamental assumptions absolutely necessary to obtain Bell’s inequalities
and consequently a conflict with SQM are:

• the existence of supplementary parameters (hidden variables) that yield an
account of the correlation at a distance

• the locality assumption: (a) the outcome of a measurement A with I does not
depend on the orientation b of II and vice-versa; (b) the way the pair is emitted
by the source does not depend on a and b.

This is why one often claims that SQM conflicts with local realism.
It is easy to generalize the formalism to Stochastic Supplementary Parameter

Theories: the deterministic measurement functions of the polarisations are then
replaced by probabilistic functions. Bell’s inequalities still hold, conflict does not
disappear; and so the deterministic character of the formalism is not the reason for
the conflict.

6 Percival (2000a), Aspect (2004). Abner Shimony forged the now famous expression “experimen-
tal metaphysics” in order to characterize the situation.
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For a more detailed presentation of Bell’s theorem and further discussions, the
author invites the reader to refer to the papers of Aspect7 and Berche et al.8

6.2.3 Experimental Tests of Bell’s Inequalities

The aim of the experimental tests is to reproduce an EPR type “gedanken experi-
ment”, to measure the correlation coefficients, and to compare the outcomes with
the prediction of SQM. Many experiments have been performed in the past 40 years
or so (see Fig. 6.2).

Usually, one considers that there are two groups of experiments: experiments
performed with photons and experiments performed with massive particles. The first
group is then divided in two subgroups: the one using γ photons and the one using
optical photons. The optical photons group again can be divided in two subgroups:

Results in favour

 of SQM

Photons

Massive particles

Optical photons
γ Photons

Mesons
Ions

Kaons

Atomic
Cascade PDC

Ca: 1972  1976

2004
2001  2008

2002

Results in favour 
of LHVT

1981 1982 1982b

Hg: 1973

1990 1990b  1992 1975  1976
 1977 1992

1994 1997  1998

Fig. 6.2 Classification of a large number of experiments performed in order to test Bell’s inequal-
ities (the numbers are the years of publication). The ellipses contain groups or sub-groups of
experiments using the same particles, or the same way to produce the particles. The arrows show
the kind of result obtained (either in favour of SQM or in favour of LHVT). The widths of the
arrows represent the importance of the paper in question

7 Aspect (2004).
8 Berche et al. (2006).
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• experiments performed with optical photons produced using atomic cascade
decay, including the first generation experiments and the experiments of the
Orsay group that led to substantial improvement, mainly an improvement toward
meeting the locality condition.9

• experiments with pairs of photons produced by parametric down conversion.10

Figure 6.2 presents a sketch of a large portion of the experimental tests of Bell’s
inequalities performed between 1972 (see Freedman and Clauser 1972 for the first
experiment performed) and 2008. The diagram will provide an iconic point of depar-
ture with respect to further discussion of independent derivations, of the invariance
of the result and of crucial experiments. For a more detailed description of the
experimental tests of Bell’s inequalities, the reader is invited to refer Genovese’s
paper.11

6.3 Invariance of the Outcomes of Bell’s Inequalities Tests
with Respect to a Great Number of Determinations

According to Wimsatt’s 1981 paper, the robustness of a result is synonymous with
invariance with respect to a sufficiently large number of independent derivations.
Accordingly, we are now going successively to address the following questions: Do
we have multiple means of determination in the case of Bell’s inequalities? Are
the various experimental tests independent? Are the multiple derived experimental
outcomes invariant? These three questions can be summarized in one basic question:
Are we in presence of a robust result in Wimsatt’s sense?

6.3.1 Multiple Means of Determination

According to the above definition of robustness, the use of multiple means of
determination is needed to triangulate on the existence and character of a result.
Concerning the test of Bell’s inequalities, we definitely have multiple means of
determination, since dozens of experiments have been performed up to now. It is
necessary to underscore that the list presented above (Fig. 6.2) is not exhaustive
at all.

At this point a subsidiary question can be addressed. One can note that the num-
ber of experiments has greatly increased in recent years. Why has such a large
number of experiments been performed over the last 40 years or so in order to

9 This improvement has been achieved by changing the settings during the flight of the particles.
10 The parametric down conversion (PDC) is a quantum effect and consists in a spontaneous decay,
inside a non-linear crystal, of a photon from a pump beam (usually generated by a laser) into a
couple of photons. This process obeys to energy conservation (phase matching laws).
11 Genovese (2005).
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test Bell’s inequalities, and why are they still being performed now? Here are the
answers.

(1) First of all, because the underlying question (local realism) appears as a very
crucial question (to the physicists as well as to the philosophers of science); it
has a large conceptual relevance.

(2) Moreover, because of the occurrence of loopholes in the experiments.

Other reasons could also be called for to explain the occurrence of such a large
number of experiments testing Bell’s inequalities. For instance:

• entanglement seems fascinating
• the experimental know-how concerning creation and manipulation of quantum

systems has hugely increased during the last decade
• entanglement phenomena are closely linked to quantum computation. For

example, many groups are involved in this research area because of possible
applications.

6.3.2 Independence of the Various Experiments

According to Wimsatt we need to analyse a variety of (at least partially) indepen-
dent measurement processes in order to draw conclusions regarding robustness.
Are the experimental tests of Bell’s inequalities independent? Following Soler’s
introduction of this book, we can distinguish content-independence and genetic-
independence.

Let us consider first the content-independence. Most of the experimental tests
performed are entanglement experiments. All of them involve particles and include
their source, an analyser of a given observable, a detection system and additional
experimental set-ups. So one can conclude that we are not in the presence of strong
independence. However, we can state that there are groups of experiments that
are independent, because all the above elements are different from one group of
experiments to the other:

• The various experiments use different particles: photons (γ and visible photons)
and massive particles (protons, mesons, ions, kaons);

• For a given particle, several means of production involving different physical
phenomena have been used: for example optical photons are produced either by
atomic cascade, or by parametric down conversion in non linear crystals;

• The experiments measure different observables: for example, for optical photons
we obviously think of polarisation measurements, but also energy and time,
position and momentum have also been measured;

• They use different types of detection.
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With respect to genetic independence, we will only stress that the experiments
have been performed by different teams of physicists all around the world, belong-
ing to different communities (human independence12). However, in each group,
some experiments are only partially content-independent. In fact, some experi-
ments are taken to be an improvement of the previous one and some of them are
performed by the same group of researchers, or by researchers connected to a
previous group.

6.3.3 Invariance of the Result

All the outcomes of the experimental tests of Bell’s inequalities, except for one,
substantially agree with SQM and strongly disfavour LHVT. So in a sense, ignor-
ing the unique exception, or, more exactly, dismissing it as unsound and physically
insignificant (as most practitioners tend to do today), one can state that the outcomes
of the multiple experiments lead to one and the same invariant result: ‘confirmation
of SQM and refutation of LHVT’. However, since the experiments are different,
their outcomes are actually not identical, and according to me, it is more appro-
priate to talk about convergent, compatible outcomes rather than about an invariant
result.

The exception (i.e. the test that favours LHVT) merits a special discussion. The
philosophical point is that established theories (here SQM) are protected. This was
mainly stressed by Lakatos.13 A good example of this behaviour happened in the
early atomic cascade test of Bell’s inequalities. As already noted, a first experiment
performed by Freedman and Clauser (1972) was in agreement with SQM, and a sec-
ond experiment made by Holt and Pipkin disagreed with the SQM predictions, since
it did not violate the inequality tested. The consequence is that the latter experimen-
tal results were never formally published and many people (including the authors)
made a careful search for possible sources of errors. The Holt experiment has two
differences from the Freeman one: the source (a Hg cascade instead of Ca) and the
analysers (calcites polarisers instead of piles of plates polarisers). An experiment
using an Hg cascade was performed later and came out in favour of SQM. However,
an experiment using calcite polarisers has never been reproduced, despite the fact
that there are arguments supporting the claim that these polarisers present interesting
properties.14

12 This is of course not a necessary condition to warrant genetic independence. But a complete
discussion of genetic independence is beyond the scope of this paper.
13 Lakatos (1980).
14 Santos (2005).
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6.3.4 A Possible Conclusion at This Point

If one holds with Wimsatt that invariance under multiple independent determina-
tions (or, more exactly, convergence) is synonymous with robustness, then one can
conclude that the result of the experimental tests of Bell’s inequalities is robust.
And, in fact, as we will comment later in Section 6.5, many scientists agree with
this conclusion.

6.4 Loopholes: A Failure in Robustness

From an epistemological point of view, the solidity of each individual derivation is
crucial for the robustness of the derived result. Following Soler,15 we state that the
examination of this solidity is an additional necessary condition for the discussion
of the robustness of the result. Thus, complementary investigations are needed.

At a first glance, the accuracy and the reproducibility of each individual exper-
imental test can be considered as a synonym for the solidity of the corresponding
derivation. This point will be discussed in the next section. However, in my judg-
ment accuracy and reproducibility are not the only conditions needed to achieve the
solidity of the individual derivations: an additional condition is the ability of the
actual experiment to instantiate the ideal EPR scheme. This point will be examined
in Section 6.4.2.

6.4.1 Accuracy and Reproducibility of the Outcomes of the Various
Independent Experimental Tests

In order to determine the accuracy and thus the reproducibility of a given experi-
ment, one uses the standard deviation16 σ in order to estimate the error on the set
of experimental results, (in this case a result is a correlation coefficient or a com-
bination of correlation coefficients). Then to estimate the accuracy (that is here in
fact the ability to violate the Bell’s inequalities), one compares the experimental
value with the theoretical value. The difference is converted into standard deviation
σ units. The larger σ is, the more convincing is the violation of equality, thus the
greater is the inequality.

We can note that even in the 1970s the results were accurate (the violation was by
4 or 5σ ) and that the accuracy has increased with time, mainly because of improve-
ments of the technology. The best violation was obtained in 1998. The Weihs result
violated the Bell’s inequalities by 100σ . However, it is necessary to emphasize
that, when there is a first attempt to close a loophole, a decrease in the accuracy

15 Soler (Chapters 1 and 10).
16 The standard deviation of a set of outcomes is defined as the root-mean-square deviation of the
values from their mean, or as the square root of the variance.
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of the result can be observed. Consider the third Aspect experiment,17 for exam-
ple. This experiment was an attempt to close the locality loophole, and it violated
Bell’s inequalities by 4σ ; whereas the previous one, which did not close the locality
loophole, violated them by 40σ .

Thus the statement of accuracy and reproducibility of the individual derivations
can be accepted. This statement in turn supports the robustness of the outcomes of
these derivations. Moreover, if one considers that publication in a prestigious journal
is an indicator of solidity, one has to note that most of the papers concluding that
SQM is valid have been published in top journals such as Physical Review Letters
and Nature. All this strongly supports the robustness of the result of the experimental
tests of Bell’s inequalities.

6.4.2 The Loopholes

It is important to note a distinction between the accuracy and the reproducibility
of the outcome of each individual experimental test on the one hand, and, on the
other hand, the ability of this test to actually reproduce the “gedanken experiment”.
Concerning this last point, we state that real experiments, up to now, differ from the
ideal experiment in several respects. There are two kinds of problems:

• a part of the experimental set-up is inefficient (or not 100% efficient)
• the experiment does not fulfil one of the requirements of Bell’s theorem, for

example the locality condition.

So a given experiment can fail as a genuine test of Bell’s inequalities even though
it is accurate and reproducible, and even though the experimentalists can be right to
claim that their experiment is correct.

In fact, the performed experiments either do not test Bell’s inequalities alone
but instead test them plus additional assumptions, or else they test them with miss-
ing crucial assumptions. This is due to the fact that genuine Bell’s inequalities are
extremely difficult to test. In general, one considers that two main loopholes for the
refutation of LHVT occur: the locality loophole and the detection loophole.

6.4.2.1 The Locality Loophole

One of the central premises of Bell’s theorem – locality – is not easily experimen-
tally verified. In fact, many of the test experiments have been static. For example,
in the case of optical photon experiments before 1980, the positions of the polariser
were fixed long before the detection events took place. Therefore, the experiment
could not test locality, in the sense of relativistic causality.

17 Aspect (1982).
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To quote Bell: “the settings of the instruments are made sufficiently in advance
to allow them to reach some mutual rapport by exchange of signals with velocity
less or equal to that of light”. Bell insisted upon the importance of experiments in
which the settings are changed during the flight of the particles.18

The locality condition can be split in two conditions:

• the distant measurements on two subsystems must be space-like separated
• the choices of the quantities measured on the two separated subsystems must be

made at random and must be space-like separated.

The second condition is obviously difficult to fulfil.
In 1982, in order to try to close the locality loophole, Aspect19 and co-workers

performed a new atomic cascade experiment where (in some sense) the polarisers’
positions were chosen when the photons were already in flight. Aspect’s experi-
ment has for a long time been presented as the definitive refutation of local realism.
However, it is not definitive – and for several reasons:

• lack of angular correlation because of using atomic cascade sources
• low efficiency of the detector for optical photons (see next section)
• optical switches driven by a periodic generator and thus not random.

In my view the condition of locality was largely satisfied for the first time only
in 1998 by Weihs20 and co-workers. In their experiment, the necessary space-like
separation of the observations was achieved by:

• sufficient physical distance between the measurement stations (440 m)
• ultra-fast and random settings of the analysers
• completely independent data registration using local atomic clocks.

They observed a violation of the inequalities of 100 standard deviations.
This experiment has been considered as crucial (in Francis Bacon’s sense) by

a number of physicists. It became possible because of the development of new
sources of correlated photons: in these sources a pair of red photons is produced
by a parametric down conversion (PDC) of a UV photon in a nonlinear crystal. This
experiment has been quoted as demonstrating weak non-locality or as a final re-
enforcement of SQM, and has given to many the impression that the experimental

18 Bell (1987).
19 Aspect et al. (1982).
20 Weihs et al. (1998).
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quest is over.21 Other experiments with great distances between the source and the
measuring apparatus have been performed (4 km22 and 10 km23).

However, recently (in 2008), the Gisin group24 in Geneva emphasized that “none
of the tests of Bell inequalities that have been performed so far involve space-like
separated events”. Why? Because, in these tests, no one has considered the so-called
measurement problem. The common view among quantum opticians is that a quan-
tum measurement is finished as soon as the photons are absorbed by the detector.
The alternative view is that in quantum optics the measurement is finished once
the alternative result would have led to the displacement of a sufficiently massive
object. The authors assume a connection between quantum measurement and grav-
ity: the measurement time is related to gravity-induced state reduction. This group
performed an experiment with space-like separation large enough (18 km) to include
a hypothetical delay of the quantum state reduction until a macroscopic mass had
significantly moved.

6.4.2.2 The Detection Loophole

In most of the experiments an additional assumption is employed, due to the low
total detection efficiency, namely, that the observed sample of particle pairs is a
faithful subsample of the whole. This additional assumption is called the fair sam-
pling assumption. Its use can be considered as opening a loophole, one called the
detection loophole.

In fact this loophole is due to the use of less-than-ideal devices, here low-
efficiency detectors. The situation is very different depending on the particle used
during the experiment. For optical photons the efficiency of the detector is very
low (10–30%). It is larger for gamma rays. The detectors for massive particles are
generally more efficient.

In 2001, Rowe25 et al. claimed that their experiment was the first one to close the
detection loophole, and many authors26 came to agree with them in the following
years. Rowe et al. measured the quantum correlation between two Be ions with
nearly perfect detection efficiency. But note that while the efficiency was 80% (large
compared to photon detector efficiency), the locality loophole remained largely open
in this experiment since the ions were separated by only 3 μm!

Since 2001, more experiments with massive particles have been performed.
Recently, a violation of Bell’s inequalities between a quantum state of two remote
Yb+ ions separated by a distance of about 1 m was shown.27 However, a much

21 Aspect (1999).
22 Tapster et al. (1994).
23 Tittel et al. (1998).
24 Salart et al. (2008).
25 Rowe et al. (2001).
26 Grangier (2001).
27 Matsukevitch et al. (2008).
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larger separation between the ions or a shorter detection time is necessary for a
loophole-free test of a Bell inequality. For example, a realistic 50-μs detection time
will require 15 km separation between the ions.

6.4.2.3 Some General Considerations Concerning the Closure
of the Loopholes

When a significant improvement is reached towards the closure of a given loophole,
new problems (very few of which have been taken into consideration in the past)
are pointed out by some authors, leading to a new course for technical improve-
ments. This is typically the case when, after closing the locality loophole, people
suddenly became aware of the detection loophole, or, more recently, when people
suddenly began taking gravity into account. When one loophole seems to be closed
in a given experiment, the second one remains open. For technological reasons, the
simultaneous closure of both loopholes seems difficult.

6.4.3 Another Conclusion at This Point

The robustness of an experimental result (here the violation of Bell’s inequalities)
inevitably raises the question of the solidity of the individual experimental deriva-
tions. In the case of the test of Bell’s inequalities, the discussion of the solidity of
the individual derivations includes a discussion on the ability of the real experimen-
tal test to reproduce the ideal “gedanken experiment”. In fact, up to now, the real
experiments have all been too far from the ideal one; and this leads to the loopholes
described in the previous sub-sections.

The problem is that the experiments are either based on additional assumptions
compared to the ideal experiments or else they do not fulfil all the requirements of
Bell’s theorem. Because of these loopholes, the various individual experiments, even
if accurate and reproducible, can’t be considered as correct (valid) experimental
tests of Bell’s theorem. Thus, some scientists think that the so-called locality and
detection loopholes constitute a failure in the robustness of the conclusion that the
Bell’s inequality are indeed violated, and hence a failure in the robustness of the
conclusion that SQM is indeed corroborated and LHVT refuted by the available set
of experiments.

We are in fact presented with a large number of (partially) independent experi-
ments with convergent outcomes and with different assumptions (related to different
loopholes). The important point here is the problem of the assumptions. Levins28

discusses the robustness of a biological assertion that is validated by a large num-
ber of independent models that give invariant results. According to him, the fact
that the models are based on different but more-or-less correct, precise but imper-
fect assumptions is not incompatible with the robustness of the biological assertion.

28 Levins (1966).
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But, as we will see in the next section, as far as imperfections are recognized in the
assumptions involved in the different experimental derivations, the robustness of the
experimental result hangs on an evaluation of the importance of such imperfections,
and this evaluation is not always uniform among practitioners. In the case of the
experimental tests of Bell’s theorem, it is not. We can reconstruct the position of
some scientists as a judgment of failure in robustness because of the imperfection in
the assumptions used in the experiments.

6.5 Some Philosophical Questions Related to the Robustness
of the Result of Tests of Bell’s Inequalities

6.5.1 Are Some of These Experiments More Crucial
Than the Others?

Considering Bell’s inequalities tests, we are presented with several groups of experi-
ments, every group using a particular experimental set-up or family of experimental
set-ups (Fig. 6.2): the atomic cascade group, or PDC group or the massive parti-
cles group. In each group several experiments are performed successively, each new
one being in general an improvement of the preceding ones. What is noticeable is
that the successive authors claim that they have done a better experiment than the
previous one.

Considering each loophole separately, it seems that, among the large number of
experiments performed, there are experiments that are considered more crucial than
the others as a step towards the closure of a given loophole. These experiments are
considered as the “best ones” – until another one shows a significant improvement
towards the closure. The arrows linking these experiments to their outcomes are the
bolder arrows in Fig. 6.2 (the bigger the arrow, the most decisive is the experiment
according to most physicists today).

Concerning the locality loophole, Aspect’s experiment in 1982 and Weihs’ in
1998 have successively been considered as decisive. It is noteworthy that today in
the French physics community, the Aspect experiment is still presented as “the cru-
cial experiment”,29 the following work amounting to just “small” improvements.
For many physicists, this experiment has solved the locality loophole, and the
detection loophole doesn’t need consideration. However, Aspect himself claimed
in 199930 that the locality loophole was in fact closed only in 1998 by Weihs and
co-workers. His argument was that this experiment exactly follows the scheme of an
ideal timing experiment.31

29 Les dossiers de la Recherche (2007).
30 Aspect (1999).
31 Aspect (2004).
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Concerning the detection loophole, the Rowe experiment done in 2001 has been
considered decisive by a large part of the community of physicists.

6.5.2 Is the Detection Loophole as Relevant as the Locality One?
Do We Need to Close It?

What is the position of scientists concerning the detection loophole? In fact, depend-
ing on the physicist or on the philosopher, and depending on the time, little or great
importance is devoted to the loopholes.

The low efficiency of optical-photon detectors has always been widely recog-
nized, but it has been generally considered a minor practical problem. One of the
reasons is that Bell himself considered it acceptable to make a fair sampling assump-
tion, that is, to extrapolate the results actually obtained in the experiment with low
efficiency detectors to detectors 100% efficient. The fair sampling assumption was
justified by Bell in 1981 with the following frequently quoted sentence: “It is hard
for me to believe that SQM works so nicely for inefficient practical set-ups and is
yet going to fail badly when sufficient refinements are made”. Naturally, this official
position of a famous physicist had a great influence on the judgment of the scientific
community.

Let’s quote Aspect, as an illustration of a physicist’s position (probably influ-
enced by Bell) on the question of the detection loophole:32

This experiment [the Weihs’ experiment] is remarkably close to the ideal ‘gedanken’ exper-
iment, used to discuss the implications of Bell’s theorem. Note that there remains another
loophole, due to the limited efficiency of the detectors, but this can be closed by a technolog-
ical advance that seems plausible in the foreseeable future, and so does not correspond to a
radical change in the scheme of the experiment. Although such an experiment is highly
desirable, we can assume for the sake of argument that the present results will remain
unchanged with high-efficiency detectors.

Another reason why the detection loophole is considered a minor loophole by
physicists is that it is a usual loophole, a usual problem that exists in many physics
experiments. Considering the detection loophole to be a serious problem in the
case of Bell’s inequalities tests would have an important consequence: a loss of
confidence in the results of a lot of experiments.

However, the detection loophole presents some specific issues when considering
the experimental tests of Bell’s inequalities, and some authors have considered this
problem serious. Among them, Santos33 argues that the core of hidden variable the-
ories is that systems that are identical according to SQM are actually not identical.
Each of them has its own hidden variable. Obviously, particles with different hidden
variables will behave differently, and this includes the whole process of crossing

32 Aspect (1999).
33 Santos (1992).
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the polariser and being detected. Santos concludes that, although a linear extrapola-
tion of the measured polarization correlation to higher efficiency would violate the
Bell’s inequalities, this fact does not imply that a violation will be produced if the
experiments are actually performed with more efficient detectors.

In the same way, Clauser and Horne, Gisin and Percival34 underline the fact that
we have to make an additional assumption in order to obtain the probabilities that
appear in the inequalities: this assumption is that the detector efficiency is inde-
pendent of the local hidden variables. In any case, as underlined in Section 6.4,
some experimentalists have considered the detection loophole serious enough to
undertake specific experiments with massive particles in order to close it.

6.5.3 Is an Ultimate Experiment Closing Simultaneously Both
Loopholes Desirable? Is It Necessary?

Many people obviously think a loophole-free test is still desirable. To be convinced
of this assertion, one has to remark that over the years several experimental schemes
for a loophole-free test of Bell’s inequality have been proposed35 in the literature.
In fact, a proposal for a loophole-free test with electron spins of donors was made
as recently as March 2008.36 And recently a new experiment with a Yb ion was
performed with the aim of closing both loopholes.37

Among physicists and philosophers, three different positions are found with
respect to the necessity of a loophole-free experiment: an intermediate position (i)
according to which an ultimate experiment is desirable but not necessary, a strong
position (ii) from people open to the LHVT possibility and a weak position (iii)
from people convinced that the LHVT is already refuted and that new experiments
will inevitably lead to the same conclusion as the already performed ones.

(i) Some scientists think that an ultimate experiment is desirable although not
necessary. These scientists are very confident that such an experiment would
favour SQM. This intermediate position is well illustrated by the writings of
Genovese:38

A conclusive experiment falsifying in an absolutely uncontroversial way local realism
is still missing... In the 40 years various experiments have addressed this problem:
strong indications favouring SQM have been obtained, but no conclusive experiment
has been yet performed, mainly due to the low efficiency that demands for additional
assumptions. Nevertheless, relevant progresses have been made in the last ten years
and in my opinion an ultimate experiment could be far in the future.

34 Percival (2000b).
35 Kwiat et al. (1994), Huelga et al. (1995), Fry et al. (1995), Garcia-Patròn et al. (2004).
36 Hong et al. (2008).
37 Matsukevitch et al. (2008).
38 Genovese (2005).
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Ph. Grangier,39 a famous physicist involved in performing an experimental
test of Bell’s inequalities, also defends an intermediate position:

Closing both loopholes in the same experiment remains a challenge for the future, and
would lead to a full, logically consistent rejection of any local realistic hypothesis.
Even so, the overall agreement with quantum mechanics seen in all the experimental
tests of Bell’s inequalities is already outstanding.

Moreover, each time a parameter is changed that was considered to be crucial (for
example, using time-varying measurements, or increasing the detection efficiency),
the experiments show that these changes have no consequence: the results continue
to agree with quantum-mechanical predictions. This appears rather compelling evi-
dence to me that quantum mechanics is right, and cannot be reconciled with classical
physics.

As we have seen above, this position is also shared by Aspect. However, this
intermediate position is not shared by everyone.

(ii) On one side, some authors claim that the lack of a conclusive experiment after
40 years could indicate the practical impossibility of falsifying LHVT and that
in any case, we don’t have enough elements to endorse a neat and definitive
conclusion at this stage. For example, according to Santos,40 a researcher in
theoretical physics, the fact that loopholes appear in every experiment is an
argument in favour of adopting a position open to local realism (instead of the
widespread position that the issue is already settled):

A serious attention to the loopholes in the empirical tests of the Bell’s inequalities,
rather than their uncritical dismissal, may improve our understanding of nature. In
any case, the validity of local realism may be either refuted by a single loophole free
experiment or increasingly confirmed by the passage of time without such an experi-
ment. The extreme difficulty to make a loophole free test, proved by its unsuccessful
effort of 40 years does not support the common wisdom that the question of local
realism is settled. On the contrary the conclusion is that further research is needed.

So advocates of both the intermediate position and the strong position think
that a loophole-free experiment is desirable. Both extrapolate the outcome of
this possible future experiment but in different directions: Grangier is confi-
dent the outcome will again support SQM (so even if desirable, the ultimate
experiment is not necessary), whereas Santos imagines that the outcome could
favour LHVT and thus that such an experiment is necessary.

(iii) On another side, some authors deem that the large amount of experimental data
disfavouring LHVT is already largely sufficient to exclude LHVT. In particular,
they don’t think that the detection loophole merits additional attention. They
don’t think an ultimate experiment is necessary or even desirable. This is the
position of John Bell, among others.

39 Grangier (2001).
40 Santos (2005), p. 562.
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6.5.4 The Ultimate Experiment and Robustness

At the end of the day, is the result of the multiple experiments performed so far
in order to test Bell’s inequalities and SQM against LHVT robust, and is it robust
enough to dismiss the need of further improved experiments? Actually, as shown in
the previous section, the answer to this question varies according to the scientists.
Advocates of the intermediate position (i) and of the weak position (iii) think that
the result of the experimental tests of Bell’s inequality is robust in Wimsatt’s sense.
However, the degree of robustness they attribute to the experimental result is not the
same. The scientists of the first group think that the robustness of the result might be
increased and that this increase (and hence a loophole-free experiment) is desirable.
Whereas scientists of the second group think that the result is solid enough that an
additional experiment is useless. As for advocates of the strong position (ii), they
don’t agree with the idea that the result of the multiple experimental derivations is
robust. To their eyes, the result is still fragile. They claim that only a loophole-free
experiment, if its outcome were indeed convergent with the outcomes of the already
performed experiments, would lead to a robust result.

6.6 Conclusion

From the early 1970s to the present day a large number of experimental tests of
Bell’s inequalities have been performed. The outcomes – except one – favour SQM
and are inconsistent with LHVT.

At a first glance, the result of the experimental tests of Bell’s inequalities is robust
if we follow the initial statement41 of Wimsatt: a result is robust if it is invariant
under a great number of independent derivations. However, in the present case, we
could argue that we are in presence of an ‘apparent robustness’. This is because real
experiments differ from the ideal experiment used to derive the Bell’s theorem in
several respects. To recall the two main kinds of problems:

1) In all the experiments an additional assumption is used due to the fact that a
part of the experimental set-up is not 100% efficient. This leads to the detection
loophole.

2) The experiments do not fulfil one of the requirements of Bell’s theorem, for
example the locality condition. This leads to the locality loophole.

Consequently, strictly speaking, one cannot conclude today that the experimental
tests have ruled out the LHVT. And as we have seen, some scientists consider that
the result of the multiple experiments performed so far is not robust, or not robust
enough: they call for an ultimate experiment that will increase the robustness of the
result.

41 Wimsatt (1981).



166 C. Dufour

Our conclusion is that a failure of the robustness of the result of the Bell’s
inequalities experimental tests is induced by the loopholes. We state that, in order
to conclude that an experimental result is robust (here conceived as a test of a given
theoretical question), one has also to consider the solidity of the various independent
individual derivations carefully. The solidity of the individual derivations includes
their accuracy and reproducibility, but also the ability of the real experiment to be
a good instantiation of the “gedanken experiment”, without additional or missing
assumptions with respect to the ideal experiment.

We would like to emphasize that the above failure of robustness is completely
different from the prototypical failures usually put forward in relation to Wimsatt’s
robustness scheme. The prototypical case corresponds to the three following possi-
bilities: a discrepancy between (or a lack of convergence of) the multiple outcomes
of the multiple derivations; or too few derivations; or a lack of independence
between the derivations. The type of failure we have stressed in this chapter occurs
at the level of the individual derivations, because the available derivations, although
indeed multiple, convergent and in several important respects independent, are
perceived as not solid enough.

An additional conclusion of this chapter concerns the lack of convergence of
the scientists’ own stated positions. From the analysis of the numerous comments
of both experimental and theoretical physicists and of philosophers, one can con-
clude that they do not agree on several questions: on the importance of the detection
loophole; on the decisive character of experiments and hence on the necessity to
perform an ultimate experiment. Thus, depending on the authors, the results of the
experimental tests of Bell’s inequalities are today more or less robust.

A similar discrepancy of the judgments inside the scientific community about
the validity of an experimental result has already been emphasized, for example by
Harry Collins.42

Finally, I would like to recall that we have been concerned here with the battle of
SQM against LHVT, that is local hidden variable theories. We need to keep in mind
that non-local hidden variable theories still remain a possible alternative to SQM.
For example, Bohmian mechanics and stochastic approaches are not invalidated by
the above experimental tests, since they are non-local theories.

Acknowledgement The author would like to thank Soler and Trizio for helpful comments.
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Chapter 7
Scientific Images and Robustness

Catherine Allamel-Raffin and Jean-Luc Gangloff

As Léna Soler1 has emphasized:

(. . .) the term ‘robustness’ (. . .) is, today, very often employed within philosophy of science
in an intuitive, nontechnical and flexible sense that, globally, acts as a synonym of ‘reliable’,
‘stable’, ‘effective’, ’well established’, ‘credible’, ‘trustworthy’, or even ‘true’.

But in parallel, William C. Wimsatt has developed a specific sense (Wimsatt
1981, 2007), which, while preserving the common association with the ideas of
reliability and effectiveness, is more precise and more technical, and refers to the
idea of the invariance of a result under multiple independent derivations. In this
paper, we argue that “robustness analysis” (in Wimsatt’s sense) is nothing less than
the guiding principle of the argumentative structure of many papers published in
natural sciences. We base our analysis on the methodology of ethnographic stud-
ies. Our aim is to take into account the actual practices which occur in laboratories
(Allamel-Raffin 2004, 2005).2 Our approach is mainly descriptive, although it does
not exclude a normative perspective; for we conceive norms to be elaborated in
the research process. In other words, we believe that norms are historically set up.
Besides, we think that problems raised by philosophers are also faced by scientists.
For example, “the experimenter’s regress” or “the theoretical underdetermination
by the data”, as Kitcher (2001) observed are not only issues identified by philoso-
phers but also by scientists themselves. Our argument is based on the examination
of a 2001 astrophysical paper: “The Milky Way in molecular clouds: a new com-
plete CO survey”.3 One of our purposes is to link the “robustness analysis” with the
use of images in scientific papers. We shall see how images can never be reduced to
mere illustrations but are an important component of the argumentation, and thereby

1 See Chapter 1, p. 3.
2 Our study relies on an ethnographic investigation conducted in an astrophysics lab: the Harvard-
Smithsonian Center for Astrophysics (CfA), Cambridge, USA.
3 Dame et al. (2001).

C. Allamel-Raffin (B)
IRIST, University of Strasbourg, Strasbourg, France
e-mail: allamelraffin@unistra.fr

169L. Soler et al. (eds.), Characterizing the Robustness of Science, Boston Studies
in the Philosophy of Science 292, DOI 10.1007/978-94-007-2759-5_7,
C© Springer Science+Business Media B.V. 2012



170 C. Allamel-Raffin and J.-L. Gangloff

of the robustness of the results. First, we shall focus on the various discourses on
robustness in philosophy of science in order to show that Wimsatt’s “robustness
analysis” concept is better able to capture laboratory practices but also the structure
of a scientific paper (Sections 7.1 and 7.2). In a second part, we study how gener-
ally a scientific paper is not a demonstration, strictly speaking, but rather a sequence
of arguments (Section 7.3). For that purpose, we examine the argumentation of the
aforementioned astrophysical paper and especially the role played by images in the
argumentation (Sections 7.4, 7.5, and 7.6). Finally, insofar as the notions of inde-
pendence and invariance are crucial to the concept of “robustness analysis”, we shall
comment on them relying on our case study on the Milky Way (Section 7.7).

7.1 Robustness Analysis of Philosophers

The concept of “robustness” has been explicitly thematized in philosophy of science
for three decades. As with any concept, it’s a “working” concept, and we can use it
in different contexts. And as with most empirical concepts, this one has an “open
texture”, as argued by Waismann (1945). Empirical concepts are not defined as a
set of characteristics established once and for all (as in the formal sciences). They
change over time, and one can imagine that their new characteristics are influenced
by new practices or new conceptual frames. This is probably the reason why “robust-
ness” has generated different definitions. Several authors have proposed different
versions of the concept of “robustness” and illustrated them by different examples.
For example, in a case study of DNA sequencing, Culp (1995) shows how two com-
pletely different methods led to comparable results. Nederbragt (2003) presents a
case study of the invasion of cells by microorganisms. He also shows that scientists
have used two or three different methods or instruments in order to confirm their
theory. In a historical study about the reliability of thermometers, Chang (2001,
p. 283) explains that the use of several thermometers – based on different princi-
ples: air, carbonic acid, hydrogen – led the physicist Regnault to close the debate
about temperature. Chang insists on showing that in this case there was no appeal
to any theory to close the discussion. Ian Hacking, for his part (1981, pp. 144–145;
1983, pp. 324–332) takes the example of the dense bodies in red blood platelets. He
shows that these entities can be detected by two different microscopes relying on
different properties of light, namely, the transmission electron microscope and the
fluorescent microscope. Hacking4 terms this “the argument from coincidence”.

4 He also develops another concept: the “robust fit”. In a sense, this concept is close to robust-
ness analysis. What is a “robust fit”? We will mainly rely on the definition proposed by Hacking
(1992). According to this view, the “robust fit” is the adjustment, in the laboratory, between three
fundamental categories (ideas, things and marks) that enable scientists to obtain the reliability and
the repeatability of the results. The concept of “robust fit” is slightly different from the robustness
analysis, but what is in common, is the procedure consisting in crossing several elements (theories,
instruments, know-how, etc.) to obtain robust scientific results.
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Taking into account all these analyses, Nederbragt affirms that several names
were given to the same procedures consisting in ‘using different methods to confirm
an hypothesis’. These denominations can be: “robustness analysis” (Wimsatt 1981),
“triangulation” (Culp 1995; Wimsatt 1981), and “independence of the routes”
(Hudson 1999). In our eyes, all these definitions have something in common: they
fit Wimsatt’s definition, which is:

The family of criteria and procedures which I seek to describe in their various uses might
be called robustness analysis. They involve the following procedures: 1/ To analyse a vari-
ety of independent derivation, identification, or measurements processes. 2/ To look and
analyse things which are invariant over or identical in the conclusions or results of these
processes. 3/ To determine the scope of the processes across which they are invariant and
the conditions on which their invariance depends. 4/ To analyse and explain any relevant
failures of invariance. I will call things which are invariant under this analysis “robust”.
(Wimsatt 1981, p. 126)

For us, this definition is by far the more precise and technical. It’s the reason why
we will rely our analysis on it.

7.2 Robustness Analysis in Scientific Laboratories

What was extremely striking during our ethnographic studies is how the robustness
analysis is entrenched in the day-to-day activities of an astrophysical laboratory
such as the Center for Astrophysics in Harvard. Robustness analysis is a fundamen-
tal methodological principle because the astrophysicists’ enquiry has to deal with
two dimensions of observability: directness and amount of interpretation (Kosso
1989). According to Peter Kosso, directness can be understood as a dimension of
observability: there are more or fewer interactions from the source X observed con-
veying an information to the final human receptor. Directness, according to Kosso,
is a measure of the physical closeness between the source and the final receptor. In
contemporary astrophysics, the chain of interactions included in an observation is
often long and complex and the observation consequently hugely indirect. Another
dimension of observability is the amount of interpretation: how many distinct phys-
ical laws are needed to get from the source X to the final receptor. The amount of
interpretation is a measure of epistemic closeness between this source and the final
receptor. The number of such laws, in astrophysical observations, is often very high.
In absolute terms, for one observation, the scientists should be able to make explicit
what kind of physical interactions occurred and which physical laws are involved in
the observation. They should also be able to make explicit how they identified and
quantified the noise. What makes things a lot more difficult is the possible existence
of artefacts (the sources of certain of these artefacts being unknown) and the exis-
tence of tacit knowledge due to the fact that this information is produced by human
beings. To reduce these difficulties, one can think that the solution must be found in
instrumentation, in the sense that instruments perform a lot of tasks automatically.
But that would be too simple. . . The old ninenteenth century ideal of “mechani-
cal objectivity” (Daston and Galison 1992, 2007) and consequently the hope that
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scientists’ subjectivity could be eliminated, has vanished. We know that we can’t
avoid the presence of human subjectivity in the use of instruments. We know that
the use of each instrument includes subjective choices and also skills, the canonical
example being in this case photographical techniques. Idiosyncratic characteristics
are always present and cannot be definitively eliminated. The only way to get out of
this impasse is to recognize that objectivity comes in degrees (Culp 1995) and has
to be conceived more as a continuum (Putnam 2003). For those who agree with this
view, the goal is then to reduce idiosyncratic characteristics as much as possible.

In the end, we can recognize especially if we stay a long time in a lab,5 that we
have an interpretative flexibility of the data as Harry Collins (1981) describes in his
papers, but:

a) we can notice that the scientists are perfectly aware of this interpretative
flexibility of the data;

b) Therefore, the scientists try to reduce this interpretative flexibility. The robust-
ness analysis seems for them a practical necessity. They aim above all to produce
‘robust’ results.

7.3 Argumentation in Scientific Papers

It follows from these ideas that numerous scientific papers do not “demonstrate”,
but propose an argumentation. The astrophysicists get with their data or images only
what we can call “pieces of evidence” or “elements of proof”. They do not start with
true premises to get in the end, by following the rules of formal logic, absolutely true
conclusions. Thereby, they are forced to propose in their papers the more convincing
way to expose their pieces of evidence or elements of proof. What is argumenta-
tion? Briefly, it includes the following features6: any argument contains a claim, an
assertion put forward publicly for general acceptance. This claim is supported by
grounds or statements specifying particular facts about a situation. These facts are
already accepted as true and can therefore be relied on to clarify and make good the
previous claim (establish its truth or correctness). Sometimes, we need warrants,
statements indicating how the grounds or facts on which we agree are connected
to the claim. These connecting statements draw attention to the previously agreed
general ways of arguing applied to the particular case and so are implicitly relied on

5 This conclusion is drawn from our ethnographic studies. We spent three months in the Harvard-
Smithsonian Center for Astrophysics (USA), six months in a nanoscience laboratory (France)
and three months in a pharmacology laboratory (France). In each case, we observed numerous
times this phenomenon of interpretative flexibility, especially when the scientists work on scientific
images. For example: see Allamel-Raffin (2005).
6 Our main references concerning the question of argumentation are the following books: Toulmin
(1958) and Janik et al. (1984). We are perfectly aware that a lot of literature exists on the argu-
mentation topic, but we have chosen to use the concepts of Toulmin & al., because they are useful
enough to help us to understand the general argumentation of a scientific paper.
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as those whose trustworthiness is well established. In scientific papers, the critics
can focus on the grounds, the data itself (arguing that it is false). But they can also
ask questions about the use of a given instrument or a given technique employed
to obtain this data. Sometimes, the warrant has to be justified, and that is the func-
tion of the backing, the generalization making explicit the body of experience relied
on to establish the trustworthiness of the ways of arguing applied in any particular
case. With this definition, we’ll examine in our two next sections the astrophysical
paper’s argumentation.

7.4 A Case Study7: A New Complete CO Survey
in the Milky Way

The paper’s title is: “The Milky Way in molecular clouds: a new complete CO
survey”. The paper is a perfect illustration of the work done in a context of nor-
mal science activity. It’s a radio astronomy8 paper, one of the most cited papers in
radio astronomy since it was published in 2001. The article includes two big maps
(1.5 m long). These maps constitute the main result of the paper and represent the
CO distribution in our galaxy (Fig. 7.1).

Fig. 7.1 Two big radio maps of the Milky Way (1a and 1b)
Source: Dame et al. (2001, CfA)

7 Our analysis relies not only on the paper itself. It also includes some ethnographic material
collected during our stay in the Center for Astrophysics at Harvard: interviews recorded with one of
the paper’s authors (Thomas Dame) and observation reports of the day-to-day activities in the lab.
8 Radio astronomy is a subfield of astronomy that studies celestial objects in the radio frequency
portion of the electromagnetic spectrum, that is to say the wavelength between 0.3 and 2500 mm.
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Why is it interesting to study the presence of CO in the Milky Way? In fact, CO
detection is a mean to study dust clouds. These dust clouds are very interesting for
many reasons. One of these reasons is that they are the birthplace of new stars. Dust
clouds are made of molecular gas and atomic gas. There are many molecular gases,
H2 being the most important. But H2 is extremely difficult to detect from the earth.
CO is also a molecular gas, and many studies show that it’s mixed with H2 in dust
clouds. So CO is a tracer of H2 and of the dust clouds in the interstellar medium.
CO is relatively easy to detect (its wavelength is 2.6 mm). The purpose of the two
maps in the paper is to be useful for many other studies such as the aforementioned
studies of the birth of stars, studies of the source of the cosmic rays, studies on the
structure of our galaxy, etc.

Two associated claims are defended in the paper: the CO maps of the Milky Way:

(1) are constituted of reliable data
(2) are complete (there is no lack of data concerning the Milky Way).

The scientists want to argue that they have good quality data (no noise, no arte-
fact). In other words, they argue that the data in the maps corresponds to reliable
data. In the case, the data is about CO clouds. Furthermore, they argue that their two
maps are complete (a map with some missing pieces would be useless). Our first
preliminary analysis will focus on the arguments presented to support those two
claims. What are the arguments exposed in the subsections of the paper in order to
defend what we call the ‘reliability claim’?

In Sections 7.4.1 and 7.4.2, we shall briefly analyze the structure of the paper and
show that it fits very well with the robustness analysis of W. C. Wimsatt.

7.4.1 The Reliability Claim

7.4.1.1 First Argument: Analysis of the Instrumentation and of the Data
Processing in Order to Justify Their Reliability

The paper begins with a description of the two telescopes used, including a brief his-
tory, and a discussion of the data acquisition and reduction employed in the various
surveys. The scientists detail carefully the calibration procedures. A central point
is constituted by the synthesis of the data. The survey was constructed from 37
individual surveys. It was crucial for the astrophysicists to explain how they man-
aged to synthesize all these surveys, and more specifically, how they managed to
reduce the noise included in these different studies. The way they suppressed noise
is especially explained here because they didn’t use the usual procedure to reduce
noise in radio astronomy. If we compare the selected paper with other papers in
astrophysics, this section is more developed than the same section in a current astro-
physics paper. Briefly, the telescopes are two small millimeter-wave telescopes (1.2
m telescopes), one at the CfA (Cambridge Massachussetts), the other at the Cerro
Tololo InterAmerican Observatory in Chile.
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About the data acquisition, a first survey was realized between 1979 and 1987.
This survey was published in 1986. The data acquisition9 went on until 2000, always
using the same two telescopes. The results (the maps) of the first survey were inte-
grated to the new survey. The final result here is the CO maps. Theses maps are in
fact the combination of 37 different small surveys. How did the scientists get their
data ? It was a meticulous activity lasting more than 20 years. One of the researchers
told us what they actually did in order to obtain their data. We quote him:

So, we look at one spot in the sky at a time in order to build up these images. Each observa-
tion, because the signal is very weak, typically takes 2 or 3 minutes. So, that is why it takes
such a long time.

The result of these observations is data cubes, in other words files in FITS format.
The data files tell you all you need to know: when the data was taken, what part of
the sky, what range in velocity, what frequency, etc. If the data stays in that format,
it would be unexploitable. This raw data has to be converted into images.

Once the data collected with the FITS format,10 the scientists have to manage
the noise. Because they wanted to put all 37 surveys into one map, the sensitivity
should have been limited by the worst survey, and in particular by the noise of this
worst survey. Generally, in radio astronomy, astrophysicists show a little bit of noise
on the map because human eyes are good at picking out real things from noise.
Sometimes, the most interesting features are almost in the noise. One way to deal
with the noise and to reduce it is to smooth the maps. To smooth a map means to
take, for each pixel, a weighted average of the pixels around. The same thing must
be done for each pixel. As a consequence, the researcher gets a fuzzier image, but it
is more sensitive to anything that is extended. On the other hand, he can lose some
very strong sources. That is a problem because what the scientists want in our case
is to obtain a map – including very weak and very strong CO radio sources. So
they couldn’t use the traditional method of reducing noise. In order to resolve this
problem, the astrophysicists employed a technique called “moment analysis”. They
took the whole data cube, and they first smoothed it quite heavily. What they did then
was to degrade the resolution. This gave them a greater sensitivity for anything that
is extended. They then used this smoothed data cube to reduce the noise: in any place
in the data cube where there is no emission or where they think there is no significant
emission, they blanked it in the original data cube. Basically, they used the smoothed
data cube to tell them the regions of the data cube where there might be real emission

9 In this section of the article, a special part is dedicated to the calibration procedures. In order to
be sure that their calibration was correct, the scientists chose two different methods of calibration.
These calibration choices are justified by referring to other studies in radio astronomy. These cal-
ibration procedures have nothing special in regard of the calibration procedure used in other radio
astronomy studies of the same kind.
10 FITS stands for ‘Flexible Image Transport System’ and is the standard astronomical data format
endorsed by both NASA and the IAU. FITS is much more than an image format (such as JPG or
GIF) and is primarily designed to store scientific data sets consisting of multi-dimensional arrays
(1-D spectra, 2-D images or 3-D data cubes) and 2-dimensional tables containing rows and columns
of data. http://heasarc.gsfc.nasa.gov/docs/heasarc/fits.html.

http://heasarc.gsfc.nasa.gov/docs/heasarc/fits.html
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or significant emission. And where there is no emission, they just blanked out every
pixel in the original data cube. What they got was a moment cube, which had the
original resolution as they hadn’t degraded the resolution, but the noise was reduced.
After that, they could integrate all the way through for all velocities without picking
up much noise. Thus they obtained a map where the noise is reduced and where the
sensitivity is non-uniform. All this required an enormous amount of work! After that
the radio astrophysicists checked many of the weaker features of the integrated maps
to assure that they corresponded to identifiable spectral lines in the corresponding
spectra and not to base-line fluctuations or statistical noise.

After these calibration procedures and data processing, why did the scientists
persist in their activities? At this point they had thoroughly detailed the conditions
of the data collected and the way they processed it. Isn’t that enough to convince
the readers of the paper? The claim that the points on the maps correspond to reli-
able data is supported by the description they made of the instrumentation, data
acquisition and reduction. But that’s not enough.

The warrant isn’t strong enough: the warrant, here, consists in asserting that the
instrumentation and the data processing are reliable. But only the quality of the
data could certify these points. So, we are in the experimenter’s regress. . . (Collins
1992; Collins and Pinch 1993). The data is good if the instrumentation and the data
processing are correct, but to certify that the instrumentation and the data processing
were correctly done, you have to look at the data!

In fact, as Peter Winch says, the scientific investigator is involved in two sets
of relations: first, with the phenomena he investigates and second with his fellow-
scientists and the rules of his scientific community (Winch 2007, p. 84). The authors
of this paper know perfectly well that even if they are confident in their result
because the instrumentation and the data processing are correct, it will be not enough
to convince their fellows. They know that because they have internalized that culture
through training in their field. As Gingras and Godin (2002) notice, “this is why sci-
entists can anticipate criticism” and in our case, they know perfectly that good use of
instrumentation and correct data processing is far from being a sufficient argument
to convince their peers. It is why the argumentation must go on: four arguments, all
related to the robustness analysis, are presented.

7.4.1.2 Second Argument for the Reliability Claim

In the same region of the Milky Way, the astrophysicists compare their data with
other data obtained with a much bigger radiotelescope, with a ten times better res-
olution. The name of this telescope is the FCRAO.11 This study was carried out by

11 FCRAO stands for Five College Radio Astronomy Observatory. It was founded in 1969 by the
University of Massachusetts, together with Amherst College, Hampshire College, Mount Holyoke
College and Smith College.
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Heyer et al. in 1998. The data is concordant. Here we have an independent12 survey,
but the same type of instrumentation with better resolution.

7.4.1.3 Third Argument for the Reliability Claim

This argument is a comparison of the data obtained by the astrophysicists on well
known celestial regions as Orion, Centaurus, etc. with data obtained on the same
regions by other teams of scientists using either radiotelescopes or other telescopes
like optical, X-rays, gamma rays telescopes. Here we have several independent
surveys13 and various instruments characterized by independent physical principles.

7.4.1.4 Fourth Argument for the Reliability Claim

Finally, they compare their data pertaining to the center of the galaxy with data
obtained with an optical telescope. Indeed, the CO is one of the gases present in
the dust clouds. Other studies showed that dust blocks the distant starlight emitted
in the optical wavelength. If they took an image of the center of the Milky Way
in optical wavelength, they should observe obscure areas corresponding to the dust
clouds made partially of CO gas. In this case we have an independent survey made
by various instruments characterized by independent physical principles.

7.4.2 The Completeness Claim

The scientists aim to present a ‘complete’ CO survey of our galaxy, that is to say,
they ignore only an infinitesimal part of the CO existing in our galaxy. To support
that claim, they appeal to other studies of the galaxy:

• the first is a radio survey. This study was a survey of H I in the galaxy. H I is an
atomic gas very easy to detect in radio astronomy (21 cm of wavelength)

• the second one is an infrared survey using the IRAS14 telescope, looking at the
dust clouds

Why should they use these surveys? Dust clouds are made of atomic gas and
molecular gas. If you know the dust distribution, you know the gas distribution. CO
is well represented in molecular clouds. If you have the distribution of dust clouds15

in our galaxy and you subtract from that the atomic gas,16 you will get a map of the
molecular gas that you can consider as a predictive map of the CO in the galaxy. The

12 ‘Independent’ means here that the survey was made by a different team.
13 ‘Independent’ means here, once again, that the survey was made by different teams. We shall
elaborate on the notion of independence in Section 7.7.1.
14 IRAS stands for Infrared Astronomical Satellite. It’s the first ever space-based observatory to
perform a survey of the entire sky at infrared wavelengths.
15 Astrophysicists get the dust clouds data using the IRAS survey.
16 Astrophysicists get the atomic gas data thanks to the radio survey on HI.
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scientists compare their data to those. So in this case we have independent surveys,
instrument with the same physical principle/instrument with independent physical
principle.

If we examine the five arguments presented in that paper, it appears that four of
them are clearly a matter of robustness analysis. Each argument corresponds to a
new derivation and each derivation gives new information about the phenomenon
under study. Logically, on the basis of their own argumentation, the scientists con-
clude that results are robust, that is to say the maps represent only “reliable data”,
and the maps are complete. This first quick analysis has been done to illustrate,
through this particular example that seems to us representative of many others, that
robustness analysis is indeed a widely used, effective guiding principle of argu-
mentation in scientific papers. Scientific papers are often a sequence of arguments
organized according to a robustness scheme.

7.5 The Role of the Images in Scientific Papers’ Argumentation

The images in scientific papers have traditionally been considered as mere illus-
trations. It is the propositional content, in contrast, which has been considered as
essential and self-sufficient. Philosophers in particular have often underestimated
the place of the images in scientific activities and results, victims of their “language-
using ethnocentrism” as William C. Wimsatt has called it in his paper “Taming the
Dimensions – Visualisations in Science” (1990). We believe that we must reconsider
the role of images and their epistemic value in scientific papers. We must rethink
their function in the composition and presentation of the robustness of results. In
fact, we shall see that they play “a central role in the structure and the organisation
of the scientific text. They are in fact the core of the scientific text” (Jacobi 1985).
By “image”, we take into account all what is non-textual in a scientific publication.
That includes pictures, maps, graphs, histograms and so on.

Can an image constitute an argument? An image is not an argument if we take
into account only its content and its internal structure. To be an argument, an image
needs a textual support. The text actualizes some of the predication’s virtualities
contained in the image. The scientist who argues establishes some constraints that
are guidelines for the final interpretation made by the reader. If the images structure
the argumentation of a scientific paper, the text is complementary in two senses:

– The text reviews all the processes used to produce the image (instruments, data
acquisition and data reduction). This is the “relay function” as defined by Roland
Barthes (1964).

– The text limits the sense/meaning of an image in the caption. This is the
“anchorage function” (Barthes 1964).

Let us return now to the analysis of our astrophysics paper and focus on the role
of the images in the argumentation.
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7.6 The Role of Images in the Milky Way Paper

At this point of our paper, we wish to focus more precisely on the details of the
argumentation. The Milky Way paper has 10 pages. We find 20 figures which are
either maps or curves. Basically, when we read the paper, what do we notice? It is
made of text and images. We can ask now, what are the exact functions of the images
in the argumentation we’ve briefly presented in Section 7.4.

7.6.1 The Role of the Images in the Reliability Claim

7.6.1.1 First Argument: The Role of Images in the Analysis of the
Instrumentation and Data Processing in Order to Justify Their
Reliability

There are no images in this section except one, showing the spatial position in the
sky of the 37 studies. This is purely informative. There are no images of instrumen-
tation. If the telescopes present anything out of the ordinary, they would probably
have shown it on a photograph or a scheme. But this is not the case here, the tele-
scopes used are very common in radio astronomy. For the data processing, there is
no need for images because these procedures are common in astrophysics. In this
section, the only real problematic point is the processing of the noise. The scientists
dedicate the next section to this point.

7.6.1.2 Second Argument: The Role of Images in Comparing FCRAO Data
with the CfA Data

As we said, the general claim to support here is the reliability claim. However,
as soon as the scientists adopt one more derivation – here the FCRAO data – this
general claim entails a more specific claim. The comparison between FCRAO data
and CfA data aims to show that the particular noise processing done by the CfA
scientists hasn’t distorted the information obtained from the celestial sources. But
they immediately face a problem: how can they compare the huge quantities of data
acquired with the two telescopes? The challenge here is to find a relevant way to
be able to compare them. In order to convince their reader, the scientists decided to
associate three images.

These three images with the associated text are the argument (“grounds” in
Toulmin’s words). The caption stabilizes the meaning, in accordance with the
anchorage function defined by Barthes.

Figure 7.2 enables a comparison between:

– dissimilar images (a) and (b).
– similar images (b) and (c)

It’s not an isolated image that builds the argument but the joint use of a num-
ber of images. Images are juxtaposed so that they can be seen together. This is an
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Fig. 7.2 (a) is the CO map of a specific celestial region. This map has been done by another
team of researchers working with another radio telescope, the FCRAO, which has a ten time better
resolution. (b) is the CO map of the same celestial region realized by the CfA radio telescope. (c) is
the FCRAO map smoothed at the resolution of the CfA map. In accordance with its relay function,
the main text describes the data processing from image (a) to image (c)
Source: Dame et al. (2001, CfA)

important point as emphasized by Tufte in his books (1990, 1997, 2007). Looking
for differences and similarities requires this sort of comparative analysis. In our
case, the argument consists in the visual similarities when one compares the images
(b) and (c). Among the representational constraints, we have those relative to the
best visualization. Using images enables:

– a better grasp of a huge number of data at the same time. It is necessary because
of the overwhelming amount of data generated by the instruments.

– a better visualization of similarities or differences.

As one of the astrophysicists said about these images:

This was my very first question about whether we analysed the data properly. (. . .) So, here
is a comparison of the same region observed with two telescopes, independent telescopes.
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What I wanted to show is: everything that is on the map is real. (. . .) And then, you can
see, amazingly well, these maps agreed. Even very small things, it’s extraordinary. Better
than I thought actually it would be. So, this was mainly to convince people that we’ve done
everything right, because this is clearly independent data analysis. When you see that map,
you believe it.

It would be unfeasible to compare directly the two sets of data produced by the
two telescopes if they remain in numerical form. No one has the cognitive capacity
to hold all items in the list in short-term memory, and then to do the calculations
needed to extract conclusions about clouds’ spatial localization and velocity. Taking
some particular points on the map wouldn’t be suitable either: in this case, one
can always ask, what about the next point? Is it reliable? It would also be unfea-
sible to convert the relevant informational content of the map into a corresponding
propositional content. Each map contains a huge number (potentially infinite) of
predication’s virtualities: there are the characteristics of each point and the links of
each point with the others. Kitcher has stressed the same point about the Manhattan
map (2001, p. 58):

(. . .) the map is equivalent to a truly enormous number of claims about spatial relations: a
picture is not worth a thousand words, but rather a staggering infinity of sentences. Further,
although the map says many things that are incorrect, it also expresses an infinite number
of true statements, for there are infinitely many truths of the form ‘A is within � of being θ

from due North of B’, where A, B are places on the Manhattan shore and �, θ are angular
measurements.

The fact that images can be potentially converted into a list of numerical data or
into a propositional content doesn’t mean that they are effectively converted in this
kind of article. This is related to our limited cognitive abilities.

What is the strength of the astrophysicists’ second argument?
If someone doesn’t agree with the transition from these grounds (here the

maps) to the claim (the reliability claim), he could ask for the warrant: the war-
rant here is that the different maps have been generated with two different radio
telescopes in normal conditions of use. We find here a perfect example of the
robustness’ scheme in the sense of Wimsatt. This type of data processing is com-
mon in radio astronomy. If someone is not yet convinced by the warrant, he
could ask for other general information to back up his trust in this particular
warrant.

These telescopes and these procedures of data processing rely on well known
physical theories. They are used in numerous studies without any problem. In the
case of these three images, what is argued is: “Our data processing (and especially
the processing concerning the noise) has not distorted the information you can see
on the map”.

7.6.1.3 Third Argument: The Role of Images in Comparing Optical Data
with the CfA Data

Again, the general claim to support is the reliability claim. The comparison
between the optical telescope and the CfA radio telescope aims to show that the
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Fig. 7.3 (a) is a map created from 16 optical raw images of the galaxy. Like in radio astronomy,
the procedure to put them together is called “mosaic”. (b) is the same map as Fig. 1a, but it’s
zoomed on the center of the galaxy and put into grey scale
Source: Dame et al. (2001, CfA)

astrophysicists immediately meet the same problem: what can they do to compare
the huge quantities of data acquired with the two telescopes in order to compare
them effectively? They choose to create maps. In the Fig. 7.3, one can compare two
reprocessed images.

The scientists zoomed into the center of the galaxy because it’s the brightest
region in which emissions are at their highest level in optical wavelengths. The
aim is to show that the optical light is obscured by dust clouds, so it is the best
region to do that. Usually in astrophysics, to compare two images with two different
wavelengths, the researchers place an image over another image using, for example,
contours. They didn’t do that here. Why? Using contours was not a good way for
representation, the visualization of the great similarities between these two images
was not enhanced. Here is what one of the authors said:

This was very challenging. It’s just a mass of dark clouds. I tried white contours, coloured
contours, nothing worked because anything you put on top of this, because it is a great
correlation, you’re getting CO emission where optical waves are. So I put a grid to help the
eye, I couldn’t do it another way.

The grid here is very useful to understand how good the similarities are between
these two maps. To enhance the strong correlation between the two maps, the sci-
entists use grey scales. The association of the two maps together with the caption is
the argument.

Claim: Our radio map is similar to the optical one. This argues that our map
shows only reliable features (as we know that CO is present in dust clouds).
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Grounds: To assert this claim, we rely on the following observational data:

– one map in optical wavelength of the center of the galaxy
– our radio map of the same region

Warrant: the different maps have been created by means of two different tele-
scopes in normal conditions of use. This type of data processing is current in radio
astronomy and in optical astronomy.

Backing: These types of telescopes and these procedures of data processing rely
on well known physical theories. They are used in numerous studies without any
problems.

7.6.2 The Completeness Claim

The last argument we will examine is the one that supports the “complete-
ness claim”: “Our survey of carbone monoxyde in the Milky Way is complete”.
Astrophysicists used several independent surveys:

– IRAS infrared survey who detected the dust clouds in our galaxy
– A radio survey of HI gas in our galaxy. HI is an atomic gas.

Why should they use these surveys? As we already described in Section 7.4.2,
dust clouds are made of atomic gas and molecular gas. From dust distribution, you
know the gas distribution. A way to obtain a predictive CO map is to subtract the
atomic gas data from the dust clouds data (cf. Section 7.4.2).

The argument here takes place in two figures: Figs. 7.4 and 7.5. The basic
procedure here is again to show similarities in the maps.

To enhance the predicted CO, they turn it in white on the map for a better
visualisation you can see the details much better.

The argument goes on in Fig. 7.5.
If you look at this figure, you can compare easily and understand that there is a

strong correlation between the two maps. Again, in this figure, the scientists tried to
enhance the similarities. They chose the same colour scale for the maps, they chose
to reprocess their maps to extract a profile to be even more persuasive.

7.7 Some Remarks on Independence and Invariance

Independence and invariance are two notions that turn out to be very important in
the concept of robustness analysis. Indeed, without a precise definition of these two
notions, the concept of robustness analysis loses its significance. What could we say
about these two notions if we take into account our present analysis?
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Fig. 7.4 (a) A radio map of the atomic gas (HI) in Milky Way done by another team with two
other radio telescopes. (b) An infrared map of the dust clouds in the Milky Way done by another
team with IRAS. (c) The IRAS map minus the atomic map (HI). It is in fact a CO predicted map
Source: Dame et al. (2001, CfA)

7.7.1 Independence

Independence has to be understood in two different ways:

a) from a human perspective: From what the astrophysicist says in the inter-
view, it is crucial that the data is produced by other teams of scientists. Why?
Because scientists are aware of their own subjective choices. For example, in the
noise treatment in our paper, it was crucial for the astrophysicists that the data
processing didn’t distort the data. So the fact that the radio data produced with
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Fig. 7.5 (a) this is the CfA radio map. (b) the predicted CO map (the same that Fig. 4c but in
another color scale). (c) is a more quantitative comparison. In gray: predicted CO and in black:
observed CO. The curves are extracted from the two maps below
Source: Dame et al. (2001, CfA)

a better telescope (FCRAO) is similar allows them to be more confident in their
own choices.

b) from an instrumental perspective: Astrophysicists use data produced by different
types of telescopes (radio, infrared, optical telescopes). What does independence
exactly mean when we talk about these different telescopes? In the case revealed
in the Milky Way paper, telescopes record different wavelengths of the elec-
tromagnetic spectrum from radio wavelengths to gamma rays. One could say
that the physical principles of these telescopes are not independent because they
all allow the recording of electromagnetic radiations in the form of waves or
particles. Each telescope allows the study of different properties of these molec-
ular clouds: radio telescopes give information about the chemical properties of
the molecular clouds; optical telescopes give information about the morphology
of the molecular clouds, etc. In fact, the recording techniques and the techni-
cal problems are very different. These telescopes detect different properties of
light (waves or particles). Each derivation (here different telescopes) enriches
our understanding of the entity which is supposed to be the invariant under these
multiple derivations.
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7.7.2 Invariance

What is supposed to be invariant in our case? The localization and the velocity of
the molecular clouds in the Milky Way, and more precisely, the localization and the
velocity of CO which is located in these clouds. The spatial localization and the
velocity are properties of an entity – molecular clouds – which are known by the
detection of their properties. Different parts of the electromagnetic spectrum give
us knowledge about different properties possessed by molecular clouds. So these
clouds could be considered as entities which are clusters of properties. In fact, we
could say that it is always properties and not objects that we primary observe – and
not only in astrophysics. “Properties are primary, both metaphysically and epistemo-
logically.” (Humphreys 2006, p. 23). For Paul Humphreys, the ontological priority
of properties suggests that the appropriate kind of realism to adopt here is property
cluster realism. That kind of conceptualization seems to be a correct way to under-
stand the way the scientists work. “The discovery of scientific entities thus involves
a process rather like geographical discovery”.

(. . .) first an indistinct property is seen on the horizon; then some of the properties com-
posing the coastline are discovered (. . .) then more and more details are filled in as further
exploration takes place. We can be wrong about some of those properties – just look at the
early maps of America, for example – (. . .) but we are rarely wrong about all of them. (ibid.,
p. 25)

We have neglected a central point: the content of any image of the studied paper
can be seen as determined by the causal relations involved in producing the data.
Images cannot be understood only as symbols standing for something else. They
are objects that have a causal relationship to the thing under study. Causal relations
are relevant to understanding their role as evidence. Can the concept of robustness
be fully developed without thinking about that point? This is a topic for another
study.

7.8 Conclusion

As one can see, the argumentation in the astrophysics paper under study takes the
form of a robustness analysis, in Wimsatt’s sense: multiple derivations are mobilized
to establish if the results are robust or not. In our example, the results are the two
big maps. It is astonishing to consider as we did, at the same time, images as results
and as arguments. In fact, they can have both functions depending on the role they
play in the argumentation. For example, the two big maps of the article mentioned
above are the results of this publication, and of course, as results, they must be,
if possible, very robust. In order to increase this robustness, the scientists use a
robustness analysis by exploiting other images published in other papers. But we
can notice that if in the present argumentation these images are used as arguments,
in the original papers where they come from, the same images were considered as
results! One of the difficulties encountered by the researchers is precisely to find
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the best way to compare the data obtained with different detectors. This is done
through data processing methods that can be extremely problematic. The arguments
consist in the association of several images whose meaning, context and production
procedures are stabilized by the text (caption or main text). Recognizing the similar-
ities between the images lead to the conclusion that results independently produced
converge.What the scientist aims to produce is a kind of Peircean cable constituted
with many fibers (each fiber is an argument). A cable is robust because it is made
of many fibers and, unlike a chain, the solidity of which depends on its weakest
link, the cable remains robust even if one or two of its fibers break. (Callebaut 1993,
p. 57).

To close this paper we would like to make some brief remarks about the rela-
tion between robustness analysis as we have characterized it through our example,
and the realist/constructionist issue. If we remain at an epistemological level, our
analysis could fit with the constructionist or the realist point of view. But if we con-
sider the ontological level, it is certain that the astrophysicists use the robustness
procedures in order to claim the existence of the entities/properties they studied.
As philosophers, are we forced to endorse the point of view of the astrophysicists?
Nothing is less certain. But nevertheless, as philosophers we have to take into con-
sideration that the concept of robustness analysis (which is in fact a philosophical
concept) gives a perfect account of the procedures used in the day-to-day activities
of a lab to prove scientific assertions. That is what we wanted to show; the con-
vergence here between the philosophical concept and concrete scientific practices.
With the robustness concept, we have a perfect example of a “working” concept that
can build a bridge between the scientists and the philosophers. We need that kind
of “working” concept if we want to progress in our philosophical investigations of
scientific practices.
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Chapter 8
Are We Still Babylonians? The Structure
of the Foundations of Mathematics from
a Wimsattian Perspective

Ralf Krömer

8.1 Introduction1

Wimsatt in his seminal paper on robustness2 devoted a paragraph to the study of the
role of robustness in the structure of theories. In this study, he relied on Feynman’s
distinction between “Euclidean” and “Babylonian” structure of theories (Feynman
1965). Here, a theory is said to have a Euclidean structure roughly if it is presented
axiomatically, with some basic propositions from which the other propositions of the
theory can be deduced by serial processes; it is said to have a Babylonian structure
if there are no propositions considered as basic, but if the propositions rather form
an overconnected system where the various pieces admit multiple determinations
by parallel processes, and one can start from various points.3 Wimsatt applied the
statistical theory of reliability to the two types of structure, thus showing that a

1 I wish to thank my colleagues Amirouche Moktefi, Léna Soler and Emiliano Trizio for comment-
ing in detail on this chapter and helping me considerably improve it and clarifying the main points.
Several passages in the chapter have been taken more or less verbally from this discussion. More
generally, I am very grateful for the opportunity of collective work inside the PratiScienS group,
and for the patience and the valuable help.
2 Throughout this chapter, I will feel free to make use of the ideas contained in Wimsatt (1981), and
paraphrase them without giving always precise quotations. This practice is justified by observing
that the reader is supposed on virtually every page of the present volume to have a good knowledge
of chapter 2.
3 See Wimsatt (1981), p. 129 (see Chapter 2); I will adopt the terminology throughout the chap-
ter. I decided to stick with this terminology mostly because I find it charming, even though one
could argue that labelling these two types of structure of a theory “Euclidean” and “Babylonian”,
respectively, is not entirely satisfactory in that it seems to draw upon a historical context which
isn’t really existing. It is historically justified to label the first type “Euclidean”, but this usage can
conflict with other established usages of the term when axiomatization of geometry is concerned;
choosing the term “Babylonian” for the other alternative seems historically not very motivated.
One could simply say “over-connected” for what is meant by “Babylonian”.
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theory with a Babylonian structure is more reliable (or less vulnerable) than one
with a Euclidean structure. Wimsatt’s analysis concerns the practice of science, in
the sense that he doesn’t ask what an ideal infallible scientist could do in principle,
but what real fallible scientists actually do, and how they can minimize the total
error probability.

This amounts to a certain notion of the vulnerability of a theory. A theory is
vulnerable by errors committed by the fallible scientists. The vulnerability of math-
ematical theories discussed in the present chapter is of a different kind: a theory
is vulnerable by the discovery of formerly unknown inconsistencies. This sec-
ond notion of vulnerability obviously doesn’t admit of any probability analysis.
Nevertheless, as is shown in the chapter, scientists seem to rely on a Wimsattian
line of argument concerning the reliability of their theories also with respect to the
second notion of vulnerability.

More generally, it is the aim of the chapter to analyse the ways mathemati-
cians organize the structure of their theories and look at their reliability. Here, we
might think of a theory in mathematics naively as some collection of mathemati-
cal propositions, all concerning some “field” of mathematics. As a rule, in modern
mathematics such a theory is presented with a Euclidean (namely axiomatic) struc-
ture: in various fields of mathematics, one singled out, following the model of
Euclid’s elements, some assumptions as “basic” for the theory of the field and tried
to deduce the other propositions from them.

But the discovery of various results concerning axiomatics has forced mathemati-
cians to think about the consequences of this standard approach. First of all, some
propositions turned out to be logically independent of (i.e. not deducable from) the
assumptions considered as “basic” for the theory of the field concerned. One way
out of this situation is to enlarge one’s axiom system.

But then (and especially with the discovery of several possible enlargements con-
tradictory one with another), the next question came to the fore, namely whether a
given axiom system is consistent (or, if it is not, leads to a contradiction and thus to
a “total collapse”, in Wimsatt’s terms).4

And now, mathematicians faced the situation that on the one hand, the propo-
sition expressing the consistency of the axiom system can be spelled out in the
vocabulary of the field in question and that on the other hand, one can show that this
proposition can’t be deduced from the axioms. As is well known, this was the case
in axiomatic set theory.

The next section of this chapter contains some general remarks on the role of
proof (and of the search for multiple proofs) in modern mathematics. Sections 8.3,
8.4, 8.5, and 8.6 present evidence for the presence of Wimsattian perspectives in
the debate on the foundations of mathematics of the last two centuries, running
from the foundations of geometry, set theory, and category theory, respectively,
through the status of Grothendieck’s proof techniques. In Section 8.3, I uncover
some elements of “Babylonian” methodology in the history of modern axiomatics.

4 See Wimsatt (1981), p. 134 (see Chapter 2).
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In Section 8.4, some utterings of mathematicians are presented which can be read
as making appeal to something like Wimsattian robustness in the case of consis-
tency of set theory, and these utterings are submitted to a thorough discussion. In
Section 8.5, I present some other utterings which seem to suggest that at least in
the case of one mathematical theory (namely category theory), one rather comes
back to a “Babylonian” structure.5 Section 8.6 contains some remarks on the vul-
nerability (in both the Wimsattian and the logical senses) of famous proofs using
category theory. In conclusion, robustness and Babylonian structure turn out to be
of some relevance in the ways mathematicians look at the reliability of their theo-
ries, but these concepts are not always used in a way appropriate to actually enhance
reliability.

In this case study, two propositions which are logically independent of the rel-
evant base of deduction will repeatedly be encountered (and thus deserve to be
denoted in abbreviated form):

1. the proposition P1 asserting the consistency of Zermelo-Fraenkel set theory (base
of deduction: ZFC)

2. the proposition P2 asserting the relative consistency of a certain large cardinal
axiom called Tarski’s axiom (base of deduction: ZFC + P1).

The role played by P2 in the context of category theory will be explained below.
Still, this example will look quite technical, but on the other hand it will turn out
that the discussion related to it is particularly useful for judging the relevance of
“Babylonian” structure and robustness for mathematics.

8.2 Some Remarks on the Role of Proof in Mathematics

In mathematics, the only way to establish a result is proof (in the sense this term
is usually employed in mathematical discourse, namely meaning deductive proof
establishing the validity of the result once and for all). Thus, there seems not to be
much room for multiple determination. But there are at least two problems with this
opinion:

1. Proofs can be false, and errors can pass undetected for a long time. This is one
of the reasons why confidence in a proof can be larger or smaller, such that
reliability theory is an issue.

2. Call a mathematical statement important if it has many applications to other
mathematical problems or if it affects the structure of various mathematical the-
ories or both. In this sense, many important mathematical statements are still

5 Category theory is a mathematical discipline which has proved very useful in some of the ‘cen-
tral’ mathematical disciplines like topology, algebraic and differential geometry, number theory
and functional analysis. The few things readers of the present chapter need to know about category
theory will be explained below.
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unproven. Now, it makes a difference in which of the two following situations
we are with respect to such an unproven statement. As long as the only thing we
know about it is that it is unproven, we will not think about multiple determina-
tion in the sense of the empirical sciences as a possible substitute for proof (even
if such multiple determination could make the statement more “plausible”). But
we can happen to know more about the statement. The statement might be known
to be logically independent from the relevant base of deduction. In this situation,
there is no point in continuing to look for a proof in that framework; rather, we
know that we will never have such a proof (at least if we maintain our conviction
that the base of deduction considered is the “relevant” one) and we need to take
our decision on other grounds than proof.

Let us discuss the first point first. Following Wimsatt, a proposition of empirical
science is robust if it admits of a large number of independent and converging con-
firmations (where one has to make clear in the particular context what it means for
a number to be large and for confirmations to be independent).

According to the mainstream view of the epistemology of mathematical proof,
this concept of robustness is not useful to mathematics, for as soon as you have one
proof, it doesn’t matter to have fifty. A proof is seen as something stronger than a
mere ‘confirmation’ in empirical science.6

But it is well known that “since ancient times the presentation of new proofs of
previously established results has (. . .) been an esteemed and commonplace mathe-
matical practice” (Dawson 2006, p. 269). Whence the question why mathematicians
do re-prove theorems. This question has found an exhaustive treatment by John
Dawson. Dawson in particular enumerates a variety of reasons to reprove theorems;
his last reason is the following:

(. . .) the existence of multiple proofs of theorems serves an overarching purpose that is
often overlooked, one that is analogous to the role of confirmation in the natural sciences.
For just as agreement among the results of different experiments heightens credence in
scientific hypotheses (and so also in the larger theories within which those hypotheses are
framed) different proofs of theorems bolster confidence not only in the particular results
that are proved, but in the overall structure and coherence of mathematics itself. (p. 281;
Dawson’s emphasis)

And, while not citing Wimsatt, Dawson goes on by paraphrasing the very passage
from Peirce on chains and cables which opens Wimsatt’s chapter.7

6 When I call this the mainstream view of the epistemology of mathematical proof, I do not make
any effort to underpin the implicit claim that this is really the view of some majority; I don’t even
discuss which group of people whose individuals hold competing views about mathematical proof
is relevant to such a statement of majority. I just have the impression that this view is widespread.
7 See Wimsatt (1981), p. 124 (see Chapter 2). Note that when Dawson speaks about “different”
experiments and proofs, this is close to what Wimsatt labels “independent” determinations, as is
clear from Dawson’s discussion of “criteria for differentiating among proofs” (p. 272ff). Moreover,
let me stress again that the quoted paragraph contains only one reason for multiple proofs among
several which Dawson listed.
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The bolstering of confidence described by Dawson is justified, for as Wimsatt
has pointed out in his study of failure probabilities of derivations, “with indepen-
dent alternative ways of deriving a result, the result is always surer than its weakest
derivation” (Wimsatt 1981, p. 132 see Chapter 2, p. 66). As soon as error is possible,
it is better to have more confirmations.

Summing up, mathematical proofs seem to play the same role as confirmations
in the sense used in the empirical sciences here, and re-proving theorems amounts
to giving a Babylonian structure to a theory. From these reflections, we might (and
should) be led to feel the need for a more subtle, and more appropriate, epistemolog-
ical conception of mathematical proof and its role for conviction (eventually making
use of the concept of robustness).

In the next three sections of the chapter, I will however step aside from the dis-
cussion of cases where the need for further proofs for an already proven proposition
has been felt. I rather focus on the case where several confirmations for an unproved
proposition have been proposed. I intend to show that Babylonian structure plays an
important role in the theories concerned in this second case.8

8.3 Logical Independence and the History of Geometry

Before starting the discussion of P1 and P2, note that what the two propositions
have in common is that they are not only useful (or would be useful if indeed they
were known to be valid propositions) but moreover are logically independent from
(that is, outside the deductive scope of) the respective deductive systems considered
as relevant for their deduction. In analysing the behaviour of mathematicians with
respect to this situation, it will prove useful to have a look at the history of the
concept of logical independence in mathematics. We will see that a possible reaction
on the discovery of the logical independence of some proposition with respect to its
relevant base of deduction was to abandon the idea of that proposition’s having a
definite truth value. While in my opinion this would certainly be the right attitude
in the case of set-theoretical statements like Tarski’s axiom (see Section 8.5 below),
I will argue that this is not the case with proof-theoretical statements like P1 or P2
(and we will see in Section 8.4 that this actually wasn’t the reaction in the case of
P1). Another outcome of the historical discussion will be that the feature of logical
independence has been turned into a possibility for reducing vulnerability inside
axiomatics, hence inside the Euclidean structure of the corresponding theory.

It took some time in the history of mathematics until mathematicians realized
that there is something like logical independence. The crucial historical example is
the axiom of parallels in Euclidean geometry. This axiom, after enormous efforts to

8 Let me point also to a paper by McLarty treating a particularly interesting example of the search
for an alternative proof (McLarty 2010). I shall briefly come back on the issue of this paper in
Section 8.6; moreover, I made some hints concerning the problem of multiple proofs in my book
(Krömer 2007), especially concerning Lefschetz’s fixed point theorem (in this case, see p. 19 and
the sections indicated there).
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prove or to refute it from the other axioms, turned out to be independent of them.
This event challenged the conception of geometry as a unique science of real, phys-
ical space. Mathematics hadn’t any longer the purpose to make true assertions about
empirically given matters.

Moreover, the discovery of the independence of the axiom of parallels moti-
vated a new methodological focus of looking for independence of axiom systems
in Hilbertian axiomatics and some of its derivatives: an axiom system (for geome-
try or some other part of mathematics) was submitted not only to the demands to
be complete and consistent, but the axioms had to be mutually logically indepen-
dent as well. It is well known how Hilbert used this criterion in his Grundlagen der
Geometrie in order to pass instantly to a different geometry by exchanging particular
axioms. More elaborate (and, we might say, nearly perverse) uses of it can be found
in the efforts towards an axiomatiziation of mechanics by Hamel and Schimmack
(Moore 1995, pp. 273–275), and in early axiomatizations of linear algebra.9 These
developments soon ran into a dead end, and logical independence is not any longer
a real issue in usual axiomatizations in modern mathematics. But nevertheless, the
phenomenon deserves some words of interpretation.

The idea to look for logical independence in axiomatics presumably was rooted
in the very idea of axiomatizing (and thus was related to the project of giving mathe-
matics a Euclidean structure). For to axiomatize means to go down (in the deductive
chain)10 to propositions which can’t be proved but have to be taken for granted.
Since a proposition is called dependent of others if it can be proved from them, it
is clear that such a proposition is a bad candidate for an axiom – whence the search
for independence of the axioms.

But the criterion – maybe accidentally, maybe not – also reduces the vulnerability
of an axiom system, much like a Babylonian structure reduces the vulnerability of
a theory. For by rendering one’s axiom system independent, one limits the damage
possibly produced by the occurrence of contradictions. If one axiom turns out to
be problematic, this does not necessarily harm the other axioms, provided they are
independent of it. But recall that we are concerned here with a different notion of
vulnerability, compared to Wimsatt’s analysis. So it would be a bit misleading to say
that we uncovered a feature of Hilbert’s axiomatics which might be said to make up
a Babylonian structure in mathematics. Rather, the feature of logical independence
here has been turned into a possibility for reducing vulnerability inside axiomatics,
hence inside the Euclidean structure of the corresponding theory.

The historical impact of logical independence on the foundations of mathematics
is not limited to the case of the axiom of parallels. The 20th century saw the famous
independence results of Gödel and Cohen (including the consistency of set theory,
the axiom of choice, and the continuum hypothesis). At this stage, we can refine

9 See Krömer (2003) for references.
10 Wimsatt stressed that the metaphor of a chain is misleading in the context of deduction of
propositions, and I think he did this convincingly. It is in the absence of a better terminology that I
stick with the metaphor.
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our analysis of the different roles multiple determination could play in the case of
conjectures and of logically independent statements, respectively. There are actually
two types of logically independent statements. There is a fundamental difference
between the axiom of parallels on the one hand and the statement of the consistency
of axiomatic set theory on the other. Since the discovery of noneuclidean geome-
tries, the axiom of parallels is not any longer supposed to have a definite truth value.
Its truth value depends on the meaning which is given to the words point, line etc.
in the geometric model chosen. An average mathematician will however believe, I
think, that the statement P1 which states the consistency of axiomatic set theory has
a definite truth value, even if we don’t know this value and never will know it, pro-
vided it is “true”.11 For the axiom system is an artefact completely at our disposal,12

and the rules of inference which can be used in some deduction are equally definite,
and we are convinced that either in this formal system one can infer a contradiction
or not, and that this property of the formal system is independent of which meaning
is given, by some model, to the ∈-relation.

And I think that it is for this reason that mathematicians tend, as we will see, to
make appeal to some idea like multiple determination in the case of P1 and not (any
longer) in the case of the axiom of parallels.

8.4 Bourbaki and the Robustness of the Consistency
of Set Theory

Given that consistency of mathematical axiom systems is often unprovable, robust-
ness of the claim of consistency could be a valuable alternative to formal proofs of
consistency as a criterion for the acceptability of such an axiom system. According
to Bourbaki, this robustness provides empirical instead of mathematically conclu-
sive evidence and thus another kind of conviction (having another source than a
formal proof). This opinion, and in particular the sense in which Bourbaki speaks
about empirical facts here, will be inspected more thoroughly in what follows.

Let us inspect the case of P1, the statement of the consistency of ZF. It follows
from Gödel’s classical paper (Gödel 1931) that P1 cannot be decided inside ZF. In
particular, ZF could be inconsistent; but this could only be proved by finding one
day a contradiction.

Now, if there is no proof, are there other ways to increase confidence in P1?13

Here is what seems to be Bourbaki’s reaction14: if there is no consistency proof for a

11 Maybe an intuitionist will not accord P1 a definite truth value for this reason.
12 Here, the case of the axiom scheme of replacement is surely debatable.
13 In the view of Kreisel, expressed on p. 110 of the German version of his article on the formalist-
positivist doctrine (Kreisel 1974), Zermelo provided a compilation of evidence for the consistency
of ZF (Zermelo 1930).
14 I express myself rather carefully here since Leo Corry once challenged me with the question
whether there really is such a thing like a philosophical position of Bourbaki. On the one hand,
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system, it is considered as “secure” if it has been applied over and over again without
producing a contradiction; when problems occur, one looks for ad hoc solutions.

This position is explicitly adopted in the 1954 introduction of Ensembles (my
translation):

In the 40 years since one has formulated with sufficient precision the axioms of [set theory]
and has drawn consequences from them in the most various domains of mathematics, one
never met with contradiction, and one has the right to hope that there never will be one.
(. . .) We do not pretend that this opinion rests on something else than experience. (Bourbaki
1954)

as well as in the talk Foundations of mathematics for the working mathematician
delivered by André Weil:

Absence of contradiction, in mathematics as a whole or in any given branch of it, (. . .)
appears as an empirical fact, rather than as a metaphysical principle. The more a given
branch has been developed, the less likely it becomes that contradictions may be met with
in its further development. (Bourbaki 1949)

I think that the argument is to be criticised for several reasons. In order to express
my criticisms, I shall try to elaborate the argument a bit. In my opinion, it rests
on the fact that the use of the axioms in the various domains didn’t (visibly) lead
to a contradiction so far. We can then interpret each such use as a certain test of
P1, and we might think of the (alleged) multiplicity of such tests as independent
confirmations of P1. In view of the terminology (initiated by Wimsatt) of calling a
result robust if there are multiple independent confirmations, P1 could hence be seen
as robust. More precisely, the more of these confirmations we have, the greater is the
probability of the correctness (or the degree of robustness) of our assertion. (It goes
without saying that Bourbaki doesn’t explicitly refer to Wimsatt, but their trust in
their argument seems to rest implicitly on a similar conception.) Clearly, Bourbaki
doesn’t think of replacing the mathematical proof by these multiple confirmations;
rather, they consider this multitude as a sufficient justification in practice.

Now, my criticisms of this argument concern the following points:

1. A consideration like Wimsatt’s is only applicable in situations where parallel
processes result in a reduction of a total failure probability. It is not clear to me
which kind of probability analysis would be possible in the present case.

Bourbaki has several published accounts on his (or their) position; besides the two cited below,
I think of the article “L’Architecture des mathématiques”, presumably by Dieudonné (Bourbaki
1948), the article “Les méthodes axiomatiques modernes et les fondements des mathématiques”
(Dieudonné 1939) (see also (Dieudonné 1951)) and the article “Sur le fondement logique des
mathématiques” (Cartan 1943). On the other hand, Bourbaki is a collective, and no member has
exactly the same opinions as the others (the most striking example among the founding members
is probably Chevalley); and worse, one can raise doubts about whether Bourbaki took serious
the philosophical problems of mathematics at all, and even whether they took serious their own
solution to them; finally, it is doubtful that the various ingredients of this solution (structuralism,
empirical consistency) are coherent, but this is not a question to be attacked in the present chapter.
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2. Moreover, Wimsatt’s conclusion rests on the independence of the multiple con-
firmations – and such an independence is at least debatable in the present
case.

3. Bourbaki seems to suggest a certain way in which contradictions are met with in
the everyday work of mathematicians, but I am not convinced that this is indeed
the usual way in which they have been met with, at least historically.

Let me elaborate each of these criticisms a bit. As to the first issue, I think that
we are confronted here with a notion of the vulnerability of a theory different from
the one used by Wimsatt. And I actually don’t see how to get a clue for any serious
probability analysis in this situation.

Weil speaks about the likelihood of the future discovery of contradictions in a
branch of mathematics, and about this likelihood’s being antiproportional (in some
sense) to the rate of development of the branch. His statement would require some
preliminary discussion in order to be made precise: how can the rate of develop-
ment of a branch of mathematics be measured? Weil apparently does think of such
a branch as something with a finite potential of development, at least if likelihood
means probability in any mathematical sense. For the statement would only be cor-
rect if it meant “the closer the development of the branch comes to its end, the less
likely etc.” But how can one think about the totality of consequences which can be
drawn from a set of, e.g., first order axioms as something finite? In the Bourbaki
quotation, on the other hand, the process to be analyzed consists in drawing con-
sequences, and failure would mean to meet with contradiction. But what shall we
understand by the “probability of meeting a contradiction”?

Now to the second problem: At least in the first quotation, the argument seems
to rest not just on the sheer number of consequences drawn from the axioms of
set theory without meeting with contradiction, but also on the idea that the “most
various domains of mathematics” wherein these consequences have been drawn are
independent of each other in some sense. One might debate two things here: in
which sense they are indeed independent, and: how weak can the (sense or degree
of) independence be in order that the argument still works. Since the first question
will turn out to be the hard one, let us first discuss the second question. If we take
Wimsatt’s idea of parallel processes very verbally, the multiple processes need to
be independent with respect to the failure probabilities one investigates, otherwise
failure probabilities wouldn’t multiply, and we couldn’t prove in the way Wimsatt
does that the total failure probability reduces. (It is clear at this stage that we should
take for granted for the sake of discussion that my first criticism about the very exis-
tence of failure probabilities in the present case doesn’t apply.) One could say here
that there might be subtler probability considerations, allowing partially dependent
processes and still arriving at a reduction of the total failure probability. This is a
mathematical question which Wimsatt explicitly skipped by corresponding simpli-
fications of his mathematical argument and which I will not discuss here (since I am
believing in my first criticism, after all).

Be this as it may, let us now discuss the actual “independence” of the various
particular contexts or tests. Bourbaki at least seems to believe (apparently without
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giving a justification for it) that the different applications of set theory in the differ-
ent contexts are sufficiently different to be considered as “several” (and not just “the
same”). But we only have a very naive vision of this independence. For instance, it
is questionable proof-theoretically whether “set theory” (as a whole, in the whole
strength) has been applied (which means: consequences have been drawn from it)
without producing contradictions in a great number of different and separated con-
texts. For as Georg Kreisel has pointed out, it may very well be that in each particular
context one only applies a particular portion of the whole strength of set theory,
thus installing a new brand of “independence” amounting to a loss of comparability
between these applications.15

The problem of independence seems to be even more serious than that. When
we speak about the drawing of consequences from the axioms of set theory in var-
ious branches of mathematics, we are concerned with the use of set theory as an
axiomatic foundation of mathematics, i.e. as a Euclidean structure of (the whole
of) mathematics. From the viewpoint of those who believe that the various domains
of mathematics can all be reduced to these axioms, these domains just can’t be
independent (since they all depend on their common axiomatic foundation). They
are just different branches of the same tree with the same roots. But this picture
is too simple-minded. It describes mathematics as composed of some “branches”
or “domains” which, while not having been known to be for a while, in fact are
nothing but special parts of set theory. But we could also think of these domains as
having been there (in many respects independent of each other) before set theory
came along and was imposed on it all a posteriori.

The problem of the independence of contexts seems to me a difficult one to the
solution of which at present I offer no further contribution. The first idea would
certainly be to inspect the methodology used in the empirical sciences for deciding
the independence of confirmations and to try to transfer appropriate parts of it to
our situation, but unfortunately, it doesn’t seem that Wimsatt has developed anything
like a thorough methodology allowing to make such decisions in a systematic way.16

Anyway, there is a third problem with the Bourbaki approach, in my opinion.
This problem is rather a historical (or methodological) one. The quotations sug-
gest that the typical way contradictions in mathematics are found is that “they are
‘met with’” (so to say by coincidence) when doing “ordinary” mathematics (i.e. not
studying questions like the consistency of one’s axiom system, but using the axioms
in order to study the field of mathematics they’re supposed to axiomatize). But look
at the ways contradictions in the history of mathematics have actually been arrived
at. Recall that there is a difference between a natural and a contrived development
(or, as I once called it, a reasonable and a pathological use of concepts (Krömer
2007)). The Russell antinomy was not discovered by doing ordinary mathematics,

15 See Krömer (2007) Section 6.6 for references. See also McLarty (2010) for a discussion of
similar problems occurring in the analysis of A. Wiles’ proof of Fermat’s last theorem.
16 Nor does it seem that someone else so far succeeded in doing so. There are a few studies on
what independence of confirmations precisely means in the case of empirical sciences, but so far
they leave open many questions. See Chapter 1 for a discussion and references.
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but by doing reflexive mathematics in the sense of Corry (1996). Compare the
following quote by Gödel:

As far as sets occur and are necessary in mathematics (at least in the mathematics of today,
including all of Cantor’s set theory), they are sets of integers, or of rational numbers (. . .),
or of real numbers (. . .), or of functions of real numbers (. . .), etc.; when theorems about all
sets (or the existence of sets) in general are asserted, they can always be interpreted without
any difficulty to mean that they hold for sets of integers as well as for sets of real numbers,
etc. (. . .). This concept of set, however, according to which a set is anything obtainable from
the integers (or some other well defined objects) by iterated application of the operation
“set of”, and not something obtained by dividing the totality of all existing things into two
categories, has never led to any antinomy whatsoever; that is, the perfectly “naive” and
uncritical working with this concept of set has so far proved completely self-consistent.
(Gödel 1947, p. 518f)

It seems as if Gödel much like Bourbaki wishes to conclude from this observation
that a future discovery of a contradiction in the natural domains of mathematical
activity becomes less and less likely (where the term “natural” does not refer, pace
Gödel’s views, to some platonist universe of sets but to the products of the typical
operations of mathematical practice). But the actual history of the antinomies of
naive set theory indicates that this by no means excludes the discovery of contra-
dictions if only one looks at the right place for them! (As we will see, Gödel’s
observation rather shows that “ordinary” mathematics has a quite Babylonian
structure.)

Summing up, we find that Bourbaki’s argument for confidence in the consistency
of set theory can’t claim to have the strength of Wimsatt’s argument in favor of paral-
lel processes. Nevertheless, it is a matter of fact17 that many mathematicians believe
in P1, be it for the reasons given by Bourbaki or for other reasons. Consequently,
proofs of relative consistency (proofs that to make such and such assumption is con-
sistent with ZF) became quite important. In the Feynman terminology, this focus
clearly is Euclidean: streamline everything to our trusted basis.

What to do, however, if one adopts new axioms which have not yet been subject
to any testing and which do not admit a proof of relative consistency? Are there
other possibilities to increase our conviction in these cases?

8.5 The Foundations of Category Theory: Another Case
for Robustness?

Category theory is a rather recent mathematical discipline which started with
work by Eilenberg and Mac Lane (1945). Originally introduced in order to
resolve some particular conceptual problems in algebraic topology, the theory later

17 Again, I claim this in the absence of statistical evidence, just from the impression I have got
from my discussions with mathematicians.
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became an important tool for algebraic geometry and other disciplines in the hands
of Grothendieck and others.18

However, the reader of the present chapter doesn’t need to know much about cat-
egory theory, let alone about the mathematical problems resolved with its help. The
naive idea is to consider totalities of sets bearing a certain structure (the ‘objects’
of a category) together with the functions defined on these sets respecting the struc-
ture (the ‘arrows’ of a category). For example, there is a category of groups and
group homomorphisms, one of topological spaces and continuous functions and so
on; there is an algebraic operation on such a category, namely the composition of
arrows.19

This idea is quite simple, and one hardly sees how it can be made into such
powerful a tool. But again, we don’t need to see that here. What we need to know
about is that this naive conception comes with some foundational problems to be
resolved before any results about categories can be considered as established. The
foundational problems involved essentially are of the type of the set of all sets. For
if you want to consider the category of all topological spaces, for instance, you have
the problem that every set can be endowed with at least one topology, such that the
class of objects of your category would include the (nonexisting) set of all sets.

Obviously, this and similar problems have been recognized very early in the his-
tory of category theory, and various solutions have been presented for them. Most of
the solutions include some restriction of the ‘all’ in ‘all groups’ etc. to the needs of
practical purposes. However, even such restrictions necessitate to take for granted
some form of the following set-theoretical axiom about large cardinals:

For any set N, there is a set M having the properties

(1) N ∈ M,
(2) ∀X, Y :X ∈ M ∧ Y ⊂ X ⇒ Y ∈ M,
(3) ∀X :X ∈ M ⇒ ℘(X) ∈ M,
(4) ∀X :X ⊂ M ∧ card(X) �= card(M) ⇒ X ∈ M.

This axiom has been introduced by Tarski (1938) in the context of the theory of
so-called strongly inaccessible cardinals. He proved that card(M) is strongly inac-
cessible if and only if M has the properties (2)–(4) above. His axiom thus asserts
that there are arbitrarily many strongly inaccessible cardinals.

In the foundations of category theory, the axiom often appears in the form of
Grothendieck universes. These are sets having a definite place in the hierarchy of
sets, but having strong closure properties with respect to some basic operations of
forming new sets from the subsets of the universe. The cardinality of such a uni-
verse turns out to be strongly inaccessible, whence the connection with Tarski’s

18 See Krömer (2007) for a detailed analysis of the history of category theory, and for more details
on the problems discussed in this section.
19 This picture is naive, for there are categories (models of the formal definition of the notion
of category) whose objects can’t be seen as structured sets and whose arrows can’t be seen as
functions on them. But the picture serves the present introductory purpose.
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axiom. The postulation of infinitely many universes doesn’t allow to speak about the
category of all groups, but for every group whatsoever, an appropriate universe (and
thus an appropriate category of groups in the universe) can be found. The device of
Grothendieck universes is by now the most often used set-theoretical foundation for
category theory.

Jean Bénabou discussed criteria for the acceptability of a solution of the
foundational problems of category theory. In particular, in order to be acceptable,

“foundations” (. . .) for category theory [should be] consistent, or at least relatively
consistent with a well-established and ‘safe’ theory, e.g. (. . .) ZF. (Bénabou 1985, p. 10)

(Note that Bénabou relies on the same argument as Bourbaki here.)
How about this in the case of Grothendieck universes? Can Tarski’s axiom be

deduced from ZF, or can one at least prove its relative consistency with ZF? As to
the first point, it turns out that the axiom is independent of ZF; more precisely, it is
consistent with ZF to assume that there is only one inaccessible cardinal (namely ω)
(Drake 1974, p. 67). (This comes as no great surprise since the axiom actually has
been introduced as a strengthening of ZF, ZF being inappropriate both for the theory
of strongly inaccessible cardinals and the needs of category theory.) But what about
the second point? Let us call P2 the statement of relative consistency of Tarski’s
axiom with ZF; then P2 is undecidable (Kunen 1980, p. 145).

This fact was not yet known to early workers in the field. In 1965, relative consis-
tency was “suspected with conviction” (Kruse 1965, p. 96). In an appendix to SGA
4 (Artin et al. 1972) concerning universes (authored by Nicolas Bourbaki), we read
(my translation):

it would be quite interesting to show that the axiom (. . .) of universes is not offensive. This
seems difficult, and it is even unprovable, Paul Cohen says. (SGA 4 exposé I p. 214)

It is possible that Bourbaki encountered the problem already in the late 1950s
when discussing foundations of category theory in view of writing a chapter on
the topic in the Éléments de mathématique. The undecidability result (or rather,
from Bourbaki’s perspective in the late 1950s, the fact that the question is open)
might very well have played a role in Bourbaki’s rejection of categories; however, no
explicit evidence for this has been found so far in the sources covering the Bourbaki
discussion.20

Let us come back to our discussion of robustness in mathematics. We see now
why the example of P2 is worth the technical trouble: because it concerns a rather
young mathematical theory.21 Bourbaki’s claim (that once a discipline has reached
a certain state of development, the future discovery of contradictions becomes
unlikely) is not useful in such a case. The last remaining “warrant” is perhaps that
the axiom was adopted precisely to avoid (known) contradictions arising from naive
category theory.

20 See Krömer (2006).
21 Category theorists already trusted in P2 when it still was quite young, namely in the late 1950s.
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Here are two more utterings from workers in the field which help us to analyze
the source of confidence at issue here.

The well known fact that some basic constructions applied to large categories take us out
of the universe seems to me to indicate that the constructions are not yet properly pre-
sented. The discovery of proper presentations is too difficult, though, for all work on these
constructions to wait for it. (Isbell 1966)

Categoricians have, in their everyday work, a clear view of what could lead to contradiction,
and know how to build ad hoc safeguards. (Bénabou 1985)

These quotations suggest that the trust of the workers in the field is not so much
in P2 in the absence of proof, but in category theory in the absence of properly
presented foundations (P2 being part of an unproper presentation). The search for
a Euclidean structure of category theory is postponed in favour of a Babylonian
structure, as it comes along with the everyday work on the problems to the solution
of which category theory has proved helpful. Let us thus inspect this helpfulness
more closely.

8.6 Grothendieck’s Algebraic Geometry, Fermat’s Last Theorem
and “Theoretical Organization”

Grothendieck’s rewriting from scratch of algebraic geometry (making essential use
of concepts and results of category theory) is an ingredient of the most important
progress made in number theory in the last 30 years (conjectures of Weil, Mordell,
Fermat. . .). It is not clear whether this use of category theory is indispensable; up to
now, no alternative proof of Fermat’s last theorem is known, for instance. McLarty
discusses in detail the proof-theoretical aspects of this situation, the directions in
which alternative proofs are currently searched for and the epistemological signifi-
cance they could possibly have (McLarty 2010). McLarty in particular stresses that
the strength of the existing proofs is not that they use minimal assumptions from a
logical point of view, but to the contrary that they attack the problem in a highly
developed conceptual framework, thus being convincing by what McLarty calls
“theoretical organization”. It is worthwhile to investigate how these proofs man-
age to be convincing, given the fact that they use the controversial assumptions
discussed in the last section (and thus just aren’t proofs in the standard Euclidean
framework based on ZF). Did the workers in the field just switch to another set of
basic assumptions, giving rise to a Euclidean framework based on something else
than ZF? Or has the high level of development of the conceptual framework, the
“theoretical organization”, the effect of giving a Babylonian rather than Euclidean
structure to the theory?

Note first that in Grothendieck’s practice, the search for theoretical organization
is more important than the actual working out of the proofs. Here is what Bénabou
says about Grothendieck’s work on fibered categories in SGA 1:
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The proofs are long and tedious, but straightforward verifications, mostly left to the reader
because they would add nothing to our understanding of fibrations, and moreover one is
convinced from the beginning that the result has to be true. (Bénabou 1985)

Once again: how can the “theoretical organization” provide this conviction? The
structure of the theory apparently is not Euclidean, at least not in every respect, since
according to Bénabou’s statement, the insight into the truth of a result (and actually,
the understanding of the corresponding mathematical objects) is not achieved by
a decomposition of a line of deduction into elementary steps (Descartes’ chains
dismissed, to take up Wimsatt’s picture).

On the other hand, what seems to be claimed is that this insight and this under-
standing are achieved by transition to appropriate levels of synthesis. You have to
know prohibitively many things about Grothendieck’s conceptual framework (many
of them having nothing to do with category theory proper, but coming from other
parts of mathematics like Galois theory, topology and so on) in order to appreciate
the snowslide-like culmination of the proof of such and such famous conjecture after
thousands of pages. Again, to check such a proof is difficult, let alone to produce
alternative proofs using different if not simpler concepts in order to install some
Babylonian structure in the theory. The conceptual framework is highly organized
and thus interconnected, but this does not imply that the theory is overconnected in
Wimsatt’s sense.

To the contrary, such a highly organized and interconnected framework is likely
to give rise to a rather vulnerable theory, both in the logical and in Wimsatt’s sense of
vulnerability: if the various pieces of the theory, instead of being kept independent
of each other in some respect, are all unified by the same conceptual apparatus,
occurring problems are not likely to stay local; if the scientists need an exceedingly
huge amount of expert knowledge to master the theory, they are likely to commit
errors.22 (No trace of Peirce’s cables either.)

From a foundationalist point of view (favoring Euclidean structure), it is the fact
that category theory has in the last analysis unresolved foundational problems which
makes fragile the known proofs of the conjectures of Weil, Mordell, and Fermat. In
the last section, I discussed the attitude of workers in the field towards these prob-
lems; this discussion suggested that they try to give category theory a Babylonian
rather than a Euclidean structure, which, from a Wimsattian perspective, would
make category theory robust, not fragile. But still the results proved with the help
of category theory in algebraic geometry seem vulnerable: given the huge expert
knowledge needed, error is quite probable, and alternative proofs making the the-
ory as a whole less vulnerable are highly desirable. If mathematicians in the future
engage in some systematic search for alternative proofs of these conjectures, then
this could be motivated by the desire to increase confidence in the existing proofs,
in the sense of Dawson.

22 I am aware of speaking about likelihood here as naively as Weil did; at least in the second place,
I feel secured by the fact that I refer to something finite, namely the mental capacity of researchers.



204 R. Krömer

8.7 Conclusion

What is the outcome of our attempt to use a Wimsattian language in the philoso-
phy of mathematics? On the one hand, it seems that this language turned out to be
quite appropriate to describe the behaviour of mathematicians in various parts of
the recent discussion of the foundations of mathematics; moreover, the case study
presented suggested that the structure of mathematical theories sometimes is more
Babylonian (and deliberately so) than one would expect. On the other hand, the
reader might have got the impression that we arrived at somewhat diverging results
in Sections 8.4 and 8.5, respectively.23 In Section 8.4, I tried to show that Bourbaki
gave a Wimsatt style argument in favor of the reliability of some basic assumption in
the foundations of mathematics but that their argument failed, while in Section 8.5
I suggested that the effort (visible in my opinion in the debate on the foundations
of category theory) to give the theory a Babylonian structure indeed might reduce
the vulnerability of this theory (pace Section 8.6 where I stressed that still impor-
tant mathematical progress made with the help of this theory is vulnerable by the
absence of alternative proofs). What is the difference of behaviour in the two cases?

I pointed out the reasons for which Bourbaki’s argument fails in my opinion.
Actually, part of these reasons could be subsumed under the heading that they tried
to do it inside a Euclidean rather than a Babylonian framework. And it is clear that
in a Euclidean framework, a Wimsatt style argument just can’t apply. In the debate
on the foundations of category theory, on the other hand, one deliberately chose to
give the theory a Babylonian structure. Still, this has in common with Bourbaki’s
strategy that one just stops to care about resolving the foundational issues once
and for all. But Bénabou’s sentence that categoricians “have a clear view of what
could lead to contradiction, and know how to build ad hoc safeguards” stresses that
mathematical work is no longer supported by pseudo-empirical trust in consistency
(of naive category theory in this case), but that one thinks to have learned to live
with the problems and how to keep their scope local.

Now, once we have seen that Wimsatt’s analysis of reliability is relevant to math-
ematical practice, we might ask how convincing the lines of argument uncovered in
the thinking of the workers in the field are to philosophers. Mathematicians faced
with propositions considered as useful but admitting no proof in accepted deduc-
tive systems exhibit a behaviour similar to that of experimental scientists. In such
a situation, they find multiple confirmations relevant. But they rely mostly on their
experience as workers in the field; they don’t have a thorough methodology to assure
independence of the confirmations. They rely on the robustness of certain proposi-
tions, but they can’t claim to have checked whether these propositions really are
robust. Similarly, they rely on the overconnectedness of the structure of their the-
ory, but they can’t claim to have checked whether it really is overconnected in some
relevant sense. Thus, there is work left to be done.

23 I wish thank one of the anonymous referees for having pointed me to that problem.
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Chapter 9
Rerum Concordia Discors: Robustness
and Discordant Multimodal Evidence

Jacob Stegenga

But to stand in the midst of this rerum concordia discors and of
this whole marvelous uncertainty and rich ambiguity of
existence. . .
Nietzsche, Gay Science I.2

A symphony of Beethoven presents to us the greatest confusion,
which yet has the most perfect order at its foundation, the most
vehement conflict, which is transformed the next moment into
the most beautiful concord. It is rerum concordia discors, a true
and perfect picture of the nature of the world which rolls on in
the boundless maze of innumerable forms. . .
Schopenhauer, Metaphysics of Music

Quid velit et possit rerum concordia discors. Empedocles deliret
acumen?
What does the discordant harmony of things mean, and what
can it do? Is Empedocles crazy?
Horace, Epistles I.12.19

9.1 Introduction: Multimodal Evidence

We learn about particular aspects of the world with multiple methods. Galileo’s
defense of heliocentrism was based on late-sixteenth century astronomical nov-
elties, Brahe’s naked-eye observations of Mars and Kepler’s accounting of them
with elliptical orbits, and Galileo’s own telescopic observations of Jupiter’s moons
and shifting sunspots. Evidence mustered to support Wegener’s theory of con-
tinental drift included paleontological parallels between continents, stratigraphic
parallels between continents, and the jigsaw-puzzle fit of continents. When Avery
and his colleagues suggested that genes might be composed of deoxyribonucleic
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acid (DNA), their evidence included chemical analysis, enzymatic experiments,
ultraviolet absorption, electrophoresis, and molecular weight measurements.1 When
Tom Ridge was the governor of Pennsylvania he signed the death warrant of Mumia
Abu-Jamal, who is accused of shooting a police officer and now sits on death row;
Abu-Jamal’s purported guilt is supported by testimony of four direct witnesses, and
the retrieval of his gun and spent cartridges at the murder scene, which matched the
bullets extracted from the murdered officer.

Galileo also had to consider contrary evidence: that bodies fall straight to earth,
for example, and evidence of an altogether different kind – the authority of sacred
texts – since Ecclesiastes tells us that “the sun also rises.” There was evidence
against continental drift: for example, data indicated that the Earth’s mantle is rigid.
Evidence that proteins are the functional basis of genes, rather than DNA, was also
manifold: proteins are sufficiently diverse in structure and function to be the basis
of heredity, in contrast to the supposed simplicity of DNA in the 1940s, and it was
highly probable that Avery’s samples of DNA also included undetected contami-
nating protein. The purported innocence of Abu-Jamal was supported by testimony
from multiple witnesses, and after the original guilty verdict (but before Ridge’s
condemnation) the admission of someone else as the killer, and other information
that suggested that much of the original prosecution evidence was flawed.

Galileo, Wegener, Avery, and Ridge relied on “multimodal evidence.” Some call
this “evidential diversity” (e.g. Fitelson 1996). That term is fine with me. It is a
noun. Mine is an adjective – multimodal – and my modified noun is “multimodal
evidence”. This is a useful neologism because it allows talk of individual modes
of evidence and their various relations to each other and to different hypotheses. It
is also a salient neologism because it calls to mind our sensory modalities; much
sensation is literally multimodal evidence. Locke argued that we are more likely to
believe in primary qualities because we observe them with multiple sensory modal-
ities, as when we observe extension with both touch and sight, whereas secondary
qualities, like color, we observe only with a single sensory modality. What I mean
by “mode” is a particular way of finding out about the world; a type of evidence; a
technique or a study design. The total set of evidence that is relevant to a hypothesis
of interest and that is generated by multiple modes I call multimodal evidence.

When multimodal evidence for a hypothesis is concordant, that is often said to
be epistemically valuable.2 Evidence that is varied is said to provide more sup-
port to a hypothesis than does homogeneous evidence. This is how Hempel put it:
“The confirmation of a hypothesis depends not only on the quantity of the favorable
evidence available, but also on its variety: the greater the variety, the stronger the

1 See Westman (2011); Oreskes (1999); Stegenga (2011).
2 Many philosophers of science have claimed that concordant multimodal evidence is useful,
including Hempel (1966), Wimsatt (1981), Horwich (1982), Cartwright (1983), Hacking (1983),
Franklin and Howson (1984), Howson and Urbach (1989), Trout (1993), Mayo (1996), Achinstein
(2001), Staley (2004), Chang (2004), Douglas (2004), Allamel-Raffin (2005), Weber (2005),
Bechtel (2006), Kosso (2006). The contributions to this volume are some of the first to critically
evaluate such arguments.
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resulting support” (1966, p. 34). Conversely, when multimodal evidence is discor-
dant, that is often said to be conducive to uncertainty – there are several responses
one hears: the evidence is too messy to know what to believe; or, the ‘weight of
the evidence’ more strongly suggests this hypothesis over that; or, more research is
required. Hempel, in the passage above, only mentioned the quantity and variety of
“favorable” evidence, but surely confirmation must depend on both favorable and
unfavorable evidence. Without a method of systematically assessing and combining
multimodal evidence, both views – that concordant multimodal evidence is a Good
Thing, and that discordant multimodal evidence is a Bad Thing – are, as I argue in
Section 9.6, unsatisfactory.

Multimodal evidence is an exceptionally important notion: it is ubiquitous in sci-
ence and law; it elicits both certainty and dissent amongst practitioners; and yet it
is poorly understood. The above remarks suggest three questions: (1) determining
what multimodal evidence is; (2) specifying why multimodal evidence is valuable;
and (3) describing how multimodal evidence should be assessed and combined to
provide systematic constraint on our belief in a hypothesis. There is little literature
addressing the first question; there have been several answers suggested for the sec-
ond question, one of the most prominent of which is the notion of robustness; and
there are several disputed approaches to the third question.

In Section 9.5 I address the first question, and conclude that determining criteria
for defining a mode of evidence is a difficult conceptual problem, the solution to
which will likely be relative to the way one wishes to use multimodal evidence (this
is what I call the individuation problem for multimodal evidence). First, though, I
discuss two of the prominent answers to the second question: the notion of ‘robust-
ness’ is one account of how multimodal evidence is said to be valuable (Section 9.2),
and ‘security’ is another (Section 9.3). My explication of multimodal evidence
ends in Section 9.6, where I discuss the challenge of assessing and amalgamating
multimodal evidence.

9.2 Robustness

One of the primary ways in which multimodal evidence is purported to be valu-
able is because concordant multimodal evidence is said to be better evidence for a
hypothesis, ceteris paribus, than evidence from a single mode; hypotheses supported
by concordant independent multimodal evidence are said to be robust. Robustness
is a recent term that undergirds a common platitude: hypotheses are better supported
with plenty of evidence generated by multiple techniques that rely on different back-
ground assumptions. A simple example of this was given by Ian Hacking when he
argued that if a cellular structure is observed with different types of microscopes,
then there is more reason to believe that the structure is real (1983). I have seen the
term “robustness” first used as a methodological adage by the statistician George
Box in 1953 – a robust statistical analysis is one in which its conclusions are consis-
tent despite changes in underlying analytical assumptions. In philosophy of science
I have seen the term first used with respect to models: results consistent across
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multiple models (with different background assumptions) are ‘robust’ and so more
likely to be true (Levins 1966; Wimsatt 1981); Levins’ infamous quip is that “our
truth is the intersection of independent lies.” Nearly every philosopher of science
interested in evidence has, at least in passing, extolled the virtues of robustness.

Thus, robustness can be a feature of statistical analyses, models, and hypotheses.
My concern in this chapter is with empirical hypotheses.

Robustness: A hypothesis is robust if and only if it is supported by concordant multimodal
evidence.

Another name that concordant multimodal evidence has gone by is “independent
determinations” (see, for example, Wimsatt 1981 and Weber 2005). The common
presumption is that robustness is epistemically valuable, since concordant multi-
modal evidence provides greater confirmational support to a hypothesis than does
evidence from a single mode of evidence. My definition above has an element of
independence between lines of evidence, or ‘determinations’, built in, since the
notion of multimodal evidence is assumed to have a criterion of individuation for
modes of evidence. However, as suggested in Sections 9.2 and 9.5, determining both
how and if modes of evidence are independent is difficult. The value of robustness
is often simply assumed or left implicit, but one way to understand robustness is as
a no-miracles argument: it would be a miracle if concordant multimodal evidence
supported a hypothesis and the hypothesis were not true; we do not accept miracles
as compelling explanations; thus, when concordant multimodal evidence supports a
hypothesis, we have strong grounds to believe that it is true.

Robustness is often presented as an epistemic virtue that helps us achieve objec-
tivity. Champions of robustness claim that concordant multimodal evidence can
demarcate artifacts from real entities, counter the “experimenter’s regress,” ensure
appropriate data selection, and resolve evidential discordance. Consider the worry
about artifacts: if a new technique shows x, the observation of x might be due to
a systematic error of the technique rather than due to the reality of x. Response:
if x is observed with concordant multimodal evidence it is extremely unlikely that
x is an artifact (Hacking 1983). Consider the “experimenter’s regress”: good evi-
dence is generated from properly functioning techniques, but properly functioning
techniques are just those that give good evidence (Collins 1985). Response: this
vicious experimental circle is broken if we get the same result from concordant
multimodal evidence (Culp 1994). Consider the concern about data selection: sci-
entists use only some of their data, selected in various ways for various reasons,
and the rest is ignored – but how do we know that the selection process gives true
results? Response: vary the selection criteria, and invariant results are more likely
to be true (Franklin 2002). Finally, consider discordant data: multiple experimental
results do not always agree – which results should we believe? Response: simply
conduct more experiments until they yield concordant multimodal evidence.

Robustness has been used as an argument for realism. The canonical exam-
ple is Jean Perrin’s arguments for the reality of atoms (described in Nye 1972
and discussed in Cartwright 1983; Salmon 1984; and Mayo 1996). Jean Perrin
calculated Avogadro’s number consistently, using different kinds of experiments:
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Brownian motion, alpha particle decay, X-ray diffraction, blackbody radiation, and
electrochemistry, and the common-cause for this consistency is the existence of
molecules.

Given the variety of epistemic tasks placed on robustness, and given the fre-
quency with which the notion is appealed to, it has received surprisingly little direct
philosophical evaluation; the chapters in this volume are an important contribution
towards understanding the value and challenges of robustness. I will discuss several
problems with robustness, in an attempt to provide needed constraints on the con-
cept. Robustness is valuable in ideal evidential circumstances, when all available
evidence is concordant. One major difficulty for robustness is that in many cases
multimodal evidence is not concordant. When multimodal evidence is available for
a given hypothesis, the evidence is often discordant; that is, evidence from various
modes supports competing hypotheses. The general applicability of robustness is
mitigated by the problem of discordant evidence. Moreover, scientists have some
methods for assessing and combining multimodal evidence, but without using such
methods in a robustness-style argument, such an argument is at best a pump of one’s
intuitions justifying a vague or qualitative conclusion.

9.2.1 Three Preliminary Challenges

Prior to discussing what I consider to be the ‘hard’ problems of robustness – dis-
cordance and individuation – I discuss three preliminary challenges. First, scientists
do not always have multiple modes of evidence with which to make a robustness-
style argument; second, knowing that multiple modes are independent is difficult
or impossible (as is knowing in what way multiple modes should be indepen-
dent; I discuss this in Section 9.5); and finally, concordant multimodal evidence
will not necessarily give a correct conclusion. None of these problems taken alone
completely repudiates the value of robustness. Indeed, it is a (trivially) impor-
tant methodological strategy which scientists frequently use. However, the value of
robustness is mitigated, and its extent of application constrained, upon consideration
of these three preliminary challenges.

Generating concordant multimodal evidence is difficult. Scientists need evidence
from independent modes to make a robustness claim, but they do not always have
multiple independent modes of evidence to study the same subject. New modes are
introduced into scientific practice for good reason: they give evidence on a new
subject, or on a smaller or larger scale, or in a different context, than do exist-
ing modes. Even if multiple modes do exist, it is not always clear that they are
independent. Bechtel (2006) argued that since new techniques are often calibrated
to existing techniques even when both techniques provide concordant results the
techniques might fail to be independent (see also Soler’s discussion on ‘genetic non-
independence’ in the introduction). Furthermore, determining what criteria should
be used to determine independence between modes is a difficult problem; this is
what I call the “individuation problem” for multimodal evidence (Section 9.5).
Simply put, the following challenges must be met to make a robustness argument:
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one must have independent modes of evidence, one must have a criterion to which
one can appeal in order to demarcate modes of evidence, and one must know that
the available modes meet this criterion so that we can be confident that the modes
are properly independent. Since robustness requires multiple modes of evidence,
an incomplete or vague individuation of evidential modes will render robustness an
incomplete or vague notion, and hence robustness-style arguments will be vague or
inconclusive.

One might think that multiple invalid arguments that reach the same conclu-
sion give no better reason to believe this conclusion than a single invalid argu-
ment reaching the same conclusion. Similarly, multiple methodologically mediocre
experiments, or multiple epistemically unrelated experiments, or multiple modes of
evidence with implausible background assumptions, give no better reason to believe
a hypothesis than does a single mode (let alone a single well-performed mode
with more plausible background assumptions). A detailed case-study discussed
by Nicolas Rasmussen provided an instance of this problem: multiple methods
of preparing samples for electron microscopy demonstrated the existence of what
is now considered an artifact (1993). Although this case study generated a good
amount of controversy – see responses from Culp (1994), G. Hudson (1999), and
others – the fact that such evidential diversity was used as an argument for the reality
of an artifact mitigates the epistemic value of robustness. The problem demonstrated
by Rasmussen can be generalized: concordant multimodal evidence can support an
incorrect conclusion.

In short, to make a compelling robustness argument, one needs evidence from
multiple modes for the same hypothesis, while ensuring that such modes are suffi-
ciently independent. Scientists are often adept at grappling with these challenges.
However, the problem raised by Rasmussen indicates that arguments based on
robustness can generate incorrect conclusions. In other words, robustness requires
having multiple modes of evidence, knowing that multiple modes of evidence are
independent and knowing how they should be independent, and yet remains falli-
ble. Knowing that multiple modes of evidence are independent depends on knowing
how multiple modes of evidence must be independent to be sufficient for a robust-
ness argument. The former obviously depends on the latter. In Section 9.5 I discuss
the latter problem: what I call the individuation problem for multimodal evidence.

9.3 Security

It is a familiar platitude that data is only evidence with respect to a hypothesis,
and to think that data is relevant to a hypothesis we must accept certain back-
ground assumptions. The confirmation relation should be construed as a three-place
relation between a hypothesis, evidence (from multiple modes), and the various
background assumptions required to relate evidence from each mode to the hypoth-
esis. Background assumptions are like any belief: they have varying degrees of
plausibility. Some are dodgy. A mode of evidence can provide independent evidence
for a background assumption of another mode of evidence. Thus, one evidential
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mode can support a background assumption which is necessary to relate evidence
from another mode to the hypothesis; of course, the evidential support for the first
background assumption will require its own background assumptions. Staley (2004)
has argued that this is an important use of multimodal evidence. The background
assumptions of a single mode of evidence can themselves be supported by indepen-
dent evidence. Then, when the first mode of evidence confirms a hypothesis, the
support that this evidence provides to the hypothesis is indirectly strengthened by
evidence from other modes which support auxiliary assumptions required for the
first mode.

This is a compelling and rather straightforward way to construe the value of
multimodal evidence. We should be clear about the difference between security and
robustness. Security does not require multiple concordant modes of evidence for the
same hypothesis. After all, security just is the use of one mode of evidence to support
an auxiliary hypothesis for another mode of evidence, which is itself evidence for
the main hypothesis of interest. Thus, security avoids the challenge of amalgamating
multimodal evidence which I discuss in Section 9.6. Indeed, one can gain security
simply by using a single mode of evidence for a hypothesis, as long as the auxiliary
hypotheses for this mode of evidence are supported by other, independent modes
of evidence. One might think that we can construe such an evidential situation as
robustness with a single mode of evidence. However, it is helpful to maintain the
distinction between robustness and security, since the structure of the arguments are
different. Moreover, we should not be misled by diction. Security, presumably, is a
matter of degree: if the auxiliary hypotheses of a primary hypothesis are supported
by independent evidence, then we might be justified in thinking that our primary
hypothesis is ‘more secure’ than if the auxiliary hypotheses were not supported by
independent evidence, but we would not be justified in thinking that our primary
hypothesis is ‘secure’ tout court.

9.4 Rerum Concordia Discors

If concordant multimodal evidence provides greater epistemic support to a hypoth-
esis, it is unclear what support is provided to a hypothesis in the more common
situation in which multimodal evidence is discordant. Franklin recently raised the
problem of discordance, and suggested that it can be solved by various method-
ological strategies, which prominently include generating more evidence from
independent techniques (2002). While Franklin is correct to identify discordance
as a problem for what he calls the “epistemology of evidence”, and his appeal to a
plurality of reasoning strategies is valuable, I argue below that what he considers a
solution to the problem of discordance is better construed as the source of problem.

Discordance is based on both inconsistency and incongruity. Inconsistency is
straightforward: Petri dishes suggest x and test tubes suggest ¬x. In the absence
of a methodological meta-standard, there is no obvious way to reconcile various
kinds of inconsistent data. Incongruity is even more troublesome. How is it even
possible for evidence from different types of experiments to cohere? Evidence from
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different types of experiments is often written in different ‘languages’. Petri dishes
suggest x, test tubes suggest y, mice suggest z, monkeys suggest 0.8z, mathemat-
ical models suggest 2z, clinical experience suggests that sometimes y occurs, and
human case-control studies suggest y while randomized control trials suggest ¬y. To
consider multimodal evidence as evidence for the same hypothesis requires more
or less inferences between evidential modes. The various ‘languages’ of different
modes of evidence might be translatable into languages of other modes, if one holds
the right background assumptions. That is, seemingly incongruous modes of evi-
dence can both be construed as evidence for the same hypothesis given certain
background assumptions that relate each mode to the hypothesis. The background
assumptions necessary for such translations will have varying degrees of plausi-
bility. If they are not plausible, then it is hard to see how multimodal evidence
provides greater epistemic support to a hypothesis than does a single mode of
evidence.

For much of the twentieth century, philosophy of science considered idealizations
of evidence – Carnap, for example, developed confirmation theory “given a body of
evidence e”, without worrying about what constitutes a “body of evidence” (1950).
In ideal evidential contexts, robustness is a valuable epistemic guide. Real science is
almost never in ideal evidential contexts; recent historical and sociological accounts
of science have reminded philosophers of the messy details of scientific inquiry. In
Section 9.1 I quickly mentioned Galileo, Wegener, Avery, and Ridge as examples
of people grappling with discordant multimodal evidence. The following example
more richly illustrates the problem, though the example should hardly be needed,
since discordance is ubiquitous.

9.4.1 Multimodal Evidence on Influenza Transmission

Epidemiologists do not know how the influenza virus is transmitted from one per-
son to another. The mode of infectious disease transmission has been traditionally
categorized as either “airborne” or “contact”.3 A causative organism is classified
as airborne if it travels on aerosolized particles through the air, often over long
distances, from an infected individual to the recipient. A causative organism is clas-
sified as contact if it travels on large particles or droplets over short distances and
can survive on surfaces for some time. Clinicians tend to believe that influenza
is spread only by contact transmission. Years of experience caring for influenza
patients and observing the patterns of influenza outbreaks has convinced them that
the influenza virus is not spread through the air. If influenza is an airborne virus,
then patterns of influenza transmission during outbreaks should show dispersion
over large distances, similar to other viruses known to be spread by airborne trans-
mission. Virtually no influenza outbreaks have had such a dispersed pattern of

3 I am, of course, greatly simplifying for the sake of exposition.
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transmission. Moreover, nurses and physicians almost never contract influenza from
patients, unless they have provided close care of a patient with influenza.

Conversely, some scientists, usually occupational health experts and academic
virologists, believe that influenza could be an airborne virus. Several animal studies
have been performed, with mixed conclusions. One prominent case often referred
to is based on an airplane that was grounded for several hours, in which a pas-
senger with influenza spread the virus to numerous other passengers. Based on
seating information and laboratory results, investigators were able to map the spread
of the virus; this map was interpreted as evidence that the influenza virus was
transmitted through the air. More carefully controlled experiments are difficult. No
controlled human experiments can be performed for ethical reasons. However, in the
1960s researchers had prisoner ‘volunteers’ breathe influenza through filters of vary-
ing porosity; again, interpretations of results from these experiments were varied,
but suggested that influenza could be airborne. Mathematical models of influenza
transmission have been constructed, using parameters such as the number of virus
particles emitted during a sneeze, the size of sneeze droplets upon emission, the
shrinking of droplet size in the air, the distance of transmission of particles of vari-
ous size, and the number of virus particles likely to reach a ‘target’ site on recipients.
The probability of airborne influenza transmission is considered to be relatively high
given reasonable estimates for these parameters.

Even when described at such a coarse grain the various types of evidence regard-
ing the mode of influenza transmission illustrate the problem of discordance. Some
scientists argue (using mathematical models and animal experiments) that influenza
is transmitted via an airborne route, whereas others argue (based on clinical expe-
rience and observational studies) that influenza is transmitted via a contact route.
Such discordance demonstrates the poverty of robustness: multiple experimental
techniques and reasoning strategies have been used by different scientists, but the
results remain inconclusive. A single case does not, of course, demonstrate the ubiq-
uity of discordance; rather, the case is merely meant as an illustration of what is
meant by discordance.

If different modes of evidence support contrary conclusions, there is no obvi-
ous way to compare or combine such evidence in an orderly or quantifiable way,
let alone to compare such a combination of evidence to evidence from a single
mode. Philosophers have long wished to quantify the degree of support that evi-
dence provides to a hypothesis. At best, the problem of discordance suggests that
robustness is limited to a qualitative notion. And if robustness is a qualitative notion,
how should we demarcate robust from non-robust evidence? At worst, the problem
of discordance suggests that evidence of different kinds cannot be combined in a
coherent way.

One might respond: discordance is not a problem for robustness, since by def-
inition robust evidence is generated when multiple independent modes give the
same result on the same hypothesis. To appeal to discordant evidence as a chal-
lenge for robustness simply misses the point. True, but: the problem of discordance
is not a knockdown argument against the value of robustness; rather, discordance
demonstrates an important constraint on the value of robustness. Robustness, and its
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corresponding methodological prescription – get more data! (of different kinds) – is
obviously valuable. However, this prescription is not something that scientists need
to be told – they already follow this common-sense maxim.

That multimodal evidence is often discordant is an empirical claim. Some might
think this a weakness of the above argument. However, the opposite is, of course,
also an empirical claim – that multimodal evidence is often concordant – and this
is an empirical claim which is false. History of science might occasionally provide
examples of apparent concordance, but concordance is easier to see in retrospect,
with a selective filter for reconstructions of scientific success. Much history of sci-
ence tends to focus on the peaks of scientific achievement rather than the winding
paths in the valleys of scientific effort – at least, the history of science that philoso-
phers tend to notice, like Nye’s account of Perrin’s arguments for atoms, is history
of scientific success. Philosophers have focused on the peaks of scientific success,
but the lovely paths of truth in the valleys of scientific struggle are often discordant.

Here is a more prosaic way of stating a related worry. Concordant multimodal
(robust) evidence for x is sufficient, but not necessary, for a high probability of x.
Now, notice two problems that stem from this vague formulation. First, actually
specifying the high probability of x depends on principled methods of quantifying
concordance and assessing and amalgamating multimodal evidence, which we lack,
and thus, we cannot specify the probability of x. That x even has a high probability
is merely an intuition. Second, x might be true despite a failure of robustness, but
robustness-style arguments do not tell us what to believe in situations of evidential
discordance. Franklin suggests that robustness helps resolve discordant data, but I
have argued the converse: discordant evidence diminishes the value of robustness.
Epistemic guidance is needed most in difficult cases, when multiple independent
techniques produce discordant evidence. In such cases robustness is worse than use-
less, since the fact of multiple modes of evidence is the source of the problem. Real
science is often confronted with the problem of discordance.

9.5 Individuating Multimodal Evidence

One advantage of the term “multimodal” is that we can attempt to determine the
basis of evidential diversity by determining what modes of evidence are. In other
words, clarity on what a mode of evidence is will give clarity on what multimodal
evidence is. Understanding what a mode is can partly be determined by knowing
what individuates one mode of evidence from another mode. A mode is a type of
evidence, of which there can be multiple tokens. For instance, a case-control study
is a particular type of epidemiological study design, which can have multiple (infi-
nite) tokens, or instantiations, of the type: two case-control studies identical in all
respects except for the number of subjects in each study would not thereby make
for two different types of case-control studies, but rather would make for two dif-
ferent tokens of the same type. At first glance, understanding what modes are seems
straightforward. Consider the following:
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We have an intuitive grasp on the idea of diversity among experiments. For instance,
measuring the melting point of oxygen on a Monday and on a Tuesday would be the same
experiment, but would be different from determining the rate at which oxygen and hydrogen
react to form water. (Howson and Urbach 1989, p. 84)

While I share this “intuitive grasp” of what multimodal evidence is, it is sur-
prisingly difficult to specify a more clear definition of multimodal evidence. This
difficulty is based on the challenge of determining what the proper form of indepen-
dence should be between modes of evidence. What form of independence between
techniques – material? theoretical? probabilistic? – is sufficient to individuate evi-
dential modes? What degree of independence between techniques – total? partial? –
is sufficient to individuate evidential modes? What criteria should we use to indi-
viduate modes of evidence? Individuation of modes of evidence is relative to the
intended use of the evidence; several uses of multimodal evidence have been sug-
gested in Sections 9.2 and 9.3. Here I consider the independence between modes
necessary for robustness arguments.

The individuation problem can be motivated by considering the following simple
case, similar to that in the passage from Howson and Urbach. When testing the
efficacy of a drug, we might use chemical assays, animal studies, and human trials,
each of which we would intuitively describe as a different mode of evidence, and
so this would be a case of multimodal evidence. In contrast, performing a particular
animal experiment on one day, and then performing the same experiment with all
the same parameters again on another day, would not thereby generate two modes
of evidence, and so this would not be a case of multimodal evidence (we could call
it a case of monomodal evidence). Why does the former set of experiments generate
multimodal evidence and the latter set of experiments only generate monomodal
evidence? If we had a criterion for the individuation of modes of evidence then
we could answer this question, and we would be far along the way to an adequate
understanding of what multimodal evidence is and what conditions must be met in
order to make a robustness-style argument.

One suggestion is due to Culp (1994): a necessary condition for robustness-style
arguments is that modes of evidence should rely on different background theories. It
is a commonplace view that evidence is theory-laden, and Culp’s suggestion is that
the different modes of evidence in a robustness argument must be laden with dif-
ferent theories. But not all evidence is theory-laden in the same way or to the same
degree. And sometimes knowing what theory ladens the data is difficult or impossi-
ble. Further, I can imagine two pieces of evidence which depend on the same theory
for the production of data and interpretation of evidence, and yet which we would
call different modes. Consider, for example, all the possible study designs in epi-
demiology (case-control studies, cohort studies, randomized controlled trials, and so
on). Although each of these modes requires particular background assumptions to
relate evidence from the mode to a hypothesis, such background assumptions are not
necessarily theories, if one pedantically reserves this term for high-level scientific
abstractions; perhaps some theory is used in interpreting the evidence from these
designs, but they are not necessarily different theories which laden the evidence
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from different epidemiological study designs; and yet, these study designs are con-
sidered to be different modes of evidence by epidemiologists (though of course they
do not use my terminology). Moreover, it is easy to imagine a robustness argument
based on evidence from multiple epidemiological studies of different designs. The
unit of theory is too coarse-grained to serve as a basis of individuation. Individuation
of modes needs a finer-grained criterion than theory independence.

Given that all data is only evidence relative to a hypothesis in conjunction with
certain background assumptions, another way to conceptualize the individuation of
modes of evidence is by the independence of background assumptions between the
modes, relative to a given hypothesis. To individuate two modes, it might be suf-
ficient if the modes share all the same background assumptions except one. One
might think that this is not restrictive enough. To consider Tuesday’s animal experi-
ment as the same mode as Thursday’s animal experiment, besides assuming that the
animal experiments followed the same protocol, we must hold several background
assumptions on Thursday that we didn’t on Tuesday – that the bit of nature under
investigation has retained its causal structure since Tuesday, that the different socks
which the scientist is wearing on Thursday does not influence the results of the
experiment, that the change in the moon’s gravity does not influence the results of
the experiment, and so on – and yet we would not thereby call these animal exper-
iments two different modes of evidence. Thus it is necessary to have at least a few
unshared background assumptions between even tokens of the same mode, let alone
between multiple modes.

The other extreme of independence of background assumptions would be when
two modes are individuated based on a total exclusivity of background assumptions;
that is, when the evidential modes do not share a single background assumption.
This might also be too restrictive, since one might think that at bottom all modes
of evidence, at least when related to the same hypothesis, must share at least some
background assumptions. Think of the sensory modalities: vision and touch, though
seemingly very distinct modes of sensation, rely on much of the same cognitive
apparatus.

Since our knowledge of many background assumptions can be far less than
certain, our interpretation of almost any data as evidence for a hypothesis might
be an artifactual interpretation based on false background assumptions. A robust-
ness argument based on evidence from different modes, with different background
assumptions, might be compelling if the problematic assumptions for each mode
of evidence – those assumptions which we are uncertain about – were different
between modes. Consider a situation in which evidence from a case-control study
with high external validity and low internal validity is concordant with evidence
from a randomized controlled trial (RCT) with high internal validity and low exter-
nal validity. To think that both modes of evidence are truth-conducive for a general
hypothesis of interest (that is, that both modes of evidence give evidence that is
true and general, or internally and externally valid), it is necessary to hold cer-
tain background assumptions for each mode. For the case-control study, a required
assumption is that there is no selection bias. For the RCT, a required assumption
is that the results are exportable to our population of interest. These evidential
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modes are individuated rather weakly. They are both human studies at a population
level, and as such they share many assumptions, and the statistical analysis of the
data from the two modes rely on the same assumptions about population structure.
However, the particularly problematic assumptions are the unshared ones. Given
that they are unshared, if the two kinds of studies give concordant evidence, that is
a reason to think that the unshared background assumptions are not as problematic
(in this particular situation) as we would otherwise expect, and so that the evidence
is truth-conducive. So problematic-auxiliary independence is a good candidate for
individuating modes of evidence for arguments based on robustness. The robustness
argument for this example would then go as follows. If there was a positive result
in the RCT, we might be wrong in assuming that we can generalize its results to a
broader population, because of the RCT’s low external validity. If there was a posi-
tive result in the case-control study, we might be wrong in assuming that the positive
result was a true finding, because of the case-control study’s low internal validity.
But the probability that both studies committed an error is less than the probability
that either study committed an error separately.

Thus we can say: it is the background assumptions which we are uncertain about
that matter for individuating modes. We can then account for robustness in the fol-
lowing way. A hypothesis is more likely to be true when two or more modes of
evidence provide concordant multimodal evidence and the worrisome or problem-
atic auxiliary assumptions for all modes of evidence are independent of each other.
At least one problem with attempting to individuate modes based on problematic-
auxiliary independence is that we must assume that we can individuate assumptions
and determine which assumptions are problematic. This, presumably, can only be
done on a case-by-case basis. But how do we know which assumptions are prob-
lematic? We could describe the “causal history” or the “mechanism” of a mode
of evidence – that is, we could list all the entities and relations involved in the
production of the evidence – and then say that if the causal history contains an
entity or a relation which is somehow unreliable, then it is the assumptions about
that entity or relation which are problematic. This is just pushing the individuation
problem back a level: now we have to identify those worrying entities, for which I
doubt there is any general criterion of identification. Consider a comparison between
electron microscopes and witnesses: evidence from an electron microscope should
be construed as being of a different mode than evidence from personal testimony.
Two common assumptions thought to be problematic for evidence from personal
testimony are based on the witness’s capability and the witness’s honesty. But a per-
son, the microscope operator, was also involved in the generation of evidence from
an electron microscope, and yet we do not normally worry about the capability or
the honesty of the microscope operator. It is almost always safe to assume that the
microscope operator is honest and capable. Both modes of evidence have, in their
causal history, the same type of entity and its associated activity: a person who relays
their experience of the world. Despite this similarity, in one mode of evidence the
entity has associated problematic assumptions and in the other mode of evidence the
entity does not have associated problematic assumptions. Of course, various stories
could be told to explain this. My point is that as a criterion of individuation of modes,
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appealing to problematic background assumptions shifts the burden from specifying
a satisfactory and general criterion of individuating modes to specifying a satisfac-
tory and general criterion of identifying problematic background assumptions. This
is a burden unlikely to be met.

The prospect of identifying a general definition of multimodal evidence, based on
a criterion of individuation between modes, is more difficult than one might have at
first thought. This does not entail that, in fact, there are no modes, or that the differ-
ence between multimodal evidence and monomodal evidence is illusory or arbitrary.
It just means that drawing a sharp demarcation might be impossible. Nor does this
mitigate the epistemic importance of multimodal evidence. After all, there does not
exist a compelling criterion to individuate sensory modalities, and yet we assume
that there are multiple sensory modalities and that having multiple sensory modali-
ties is epistemically important (Keeley 2002). Same with multimodal evidence: we
might not be able to come up with a compelling definition of multimodal evidence
based on a criterion of individuation for modes, but multimodal evidence remains
profoundly important.

9.6 Amalgamating Multimodal Evidence

I suggested that multimodal evidence is said to be important because it is conducive
to both certainty, when the evidence from the available modes is concordant, and
to uncertainty, when the evidence from available modes is discordant (Section 9.1).
But I also suggested that these views of multimodal evidence – that concordant
multimodal evidence is conducive to certainty and that discordant multimodal evi-
dence is conducive to uncertainty – are in themselves unsatisfactory. Metaphors
like ‘the weight of the evidence’ or ‘robust results’ are usually too vague to war-
rant assent in the hypothesis in question, and indeed, many scientific controversies
are disputes about what the weight of the evidence actually is, or if the results are
actually robust or not. If disputants in a scientific controversy had a principled amal-
gamation function for multimodal evidence, then arguments based on multimodal
evidence would be more compelling. Likewise, philosophers making robustness-
style arguments would be more convincing if their arguments based on multimodal
evidence were supplemented with ways to amalgamate the evidence. Most sciences
have crude amalgamation functions for multimodal evidence, but since multimodal
evidence is so poorly understood, we have no way to systematically compare or
assess the various multimodal evidence amalgamation functions currently in use. I
will briefly sketch the contours of what such a function might look like.

To know the impact of multimodal evidence on the confirmation or disconfir-
mation of a hypothesis, all relevant modes of evidence must be assessed and amal-
gamated. Modes of evidence should be assessed on several desiderata, including
quality, relevance, salience, and concordance. These desiderata have been discussed
in detail by others, but to support my argument I will briefly mention them here.4

4 See Galison (1987), Cartwright (2007).
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Quality is a straightforward notion which refers to the degree to which a mode is
free from systematic errors. Relevance refers to the plausibility of the background
assumptions that are required to believe that data from a particular mode is evidence
for or against a hypothesis. A mode is highly relevant to a hypothesis if data from the
mode can be justifiably interpreted as evidence which confirms or disconfirms the
hypothesis when such an interpretation requires few implausible auxiliary assump-
tions. Another important desideratum of evidential assessment is salience, which
refers to the strength or intensity of results from a mode, or the impact of a unit
of evidence on our credence. For example, when testing the efficacy of a new drug
to treat depression, if the symptoms in the treatment group improve by five percent
compared to the placebo group, that would be a less salient finding than if the symp-
toms in the treatment group improve by fifty percent compared to the placebo group.
Finally, concordance is a measure of the degree of consistency of evidence from all
the relevant modes for a particular hypothesis. If evidence from all the modes allows
for the same inference, given reasonable auxiliary assumptions for each mode, then
that multimodal evidence is concordant. Quality, relevance, salience, and concor-
dance do not exhaust the important evidential desiderata, but they are among the
most important features of evidence.

Scientists lack systematic methods for assessing quality, relevance, salience, and
concordance, though some disciplines have criteria for determining what counts as
high quality evidence. For example, the evidence-based medicine movement rank-
orders various kinds of studies, with evidence produced by RCTs considered the
highest quality of evidence; evidence from prospective cohort studies, case-control
studies, observational studies, and case reports normally follow RCTs in descending
order of quality.

Different modes of evidence and combinations of modes will satisfy the desider-
ata to various degrees in different circumstances, by various amalgamation func-
tions. Part of what a good multimodal evidence amalgamation function should do is
assess multiple modes of evidence on these multiple evidential criteria: each mode
of evidence must be assessed on its quality, relevance, and salience, and the set of
the modes of evidence together should be assessed on its concordance. The basis of
many scientific controversies can be construed as disputes about differential assess-
ments of these desiderata: one group of scientists might believe that evidence from
some techniques is of higher quality or is more relevant to the hypothesis or has
greater confirmational salience than other techniques, while another group of scien-
tists might believe that evidence from the latter techniques is of higher quality or
is more relevant or salient. For example, Galison argues that one tradition in parti-
cle physics considers an image of a “golden event” to be compelling evidence –
an observation of a golden event provides strong confirmation to a hypothesis;
whereas another tradition in particle physics considers repeatable observations on
which statistical analyses can be performed to be compelling evidence.

Abstractly, an amalgamation function for multimodal evidence should do the
following: evidence from multiple modes would be fed into the amalgamation
function, which would assess evidence on prior criteria (quality of mode), relative
criteria (relevance of mode to a given hypothesis) and posterior criteria (salience of
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evidence from particular modes and concordance/discordance of evidence between
modes), and the output would be a constraint on our justified credence. The con-
struction and evaluation of such schemes should be a major task for theoretical
scientists and philosophers of science. There currently are functions that combine
quantitative evidence from different modes and have a quantitative output, including
Demspter-Shafer Theory, Jeffrey conditionalization, and statistical meta-analyses,
and there are functions that combine qualitative evidence from different modes
and have a qualitative output, including narrative synthesis, meta-ethnography, and
there are functions that combine quantitative evidence from different modes but
have a qualitative output, such as the evidence hierarchy schemes in evidence-based
medicine. An investigation into the methodological virtues and constraints of these
functions would be interesting (for example, Stegenga (2011) assesses the purported
merits of meta-analysis). With such amalgamation functions, robustness-style argu-
ments might then be more compelling, because there would be a systematic way
to guide credence when presented with multimodal evidence. Such functions would
be especially valuable when multimodal evidence is discordant. The extent to which
robustness-style arguments could be made might be increased if they could be based
on multimodal evidence which is not concordant.

9.7 Conclusion

One of the ways that multimodal evidence is said to be valuable is robustness: that is,
when multimodal evidence for a hypothesis is concordant, that hypothesis is more
likely to be true, or explanatory, or phenomena-saving, or whatever predicate of
epistemic success fits most comfortably with one’s philosophical inclinations. I have
raised several challenges for robustness, the most prominent of which is the ubiquity
of discordance. Despite idealizations of scientific success, the world is usually a
rerum concordia discors. Without the use of compelling schemes to amalgamate
discordant multimodal evidence, robustness arguments are vague. Amalgamation
functions could provide more constraint on our justified belief in a hypothesis when
presented with multimodal evidence.

Appendix: Bayesian Amalgamation

Here I briefly consider how one might amalgamate evidence using a Bayesian
approach. Bayesian conditionalization is a rule for revising one’s probability of
a hypothesis upon receiving evidence. If a scientist learns e, and pold(H) is the
scientist’s assessment of the probability of a hypothesis before receiving the evi-
dence, then pnew(H) – the scientist’s assessment of the probability of the hypothesis
after receiving the evidence – should equal pold(H|e). Since this latter term is a
conditional probability, it can be calculated using Bayes’ Theorem (BT):

(BT) p(H|e) = p(e|H)p(H)/p(e)
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This suggests a possible way to amalgamate multimodal evidence, based on what
is sometimes called ‘strict conditionalization’ (SC): we could update the probability
of the hypothesis by sequentially conditionalizing with Bayes’ Theorem for each
mode of evidence.5

(SC) pnew(H) = pold(H|e) = p(e|H)pold(H)/p(e)

One could arbitrarily order available modes from 1 to n, and then use Bayes’
Theorem to update the probability of the hypothesis sequentially for each mode, and
the posterior probability of the hypothesis after updating on evidence from mode
n would become the prior probability of the hypothesis for updating on evidence
from mode n+1. The probability of the hypothesis after conditionalizing on the evi-
dence from the first mode would be as above, substituting numerical subscripts for
evidence from each mode in place of ‘old’ and ‘new’:

p(H|e1) = p(e1/H)p(H)/p(e1)

The posterior probability, p(H|e1), would then be the ‘new’ prior probability,
p(H) for updating by evidence from the next mode, e2:

p(H |e2 ) = p(e2|H )p(H|e1 )/p(e2)

This sequential updating would continue until the evidence from the final mode,
n was used to update the penultimate probability of the hypothesis p

(
Hf −1

)
to

determine the final probability of the hypothesis p(Hf):

p
(
Hf |en

) = p(en|H )p
(
Hf −1

)
/p(en)

Some Bayesians might consider this approach to be the best way to amalgamate
multimodal evidence. Several conditions must be met for this method of sequen-
tial conditionalization. For all modes of evidence, all terms in Bayes’ Theorem
must be known: that is, for all modes i, p (ei|H ) must be known; the initial p(H)
must be known (this condition has generated much worry, known as the ‘prob-
lem of the priors’); and for all modes i, p(ei) must be known. Determining these
terms in practice is often impossible. Consider again the evidence presented in
Section 9.4 regarding influenza transmission. What was the probability of observ-
ing the pattern of influenza transmission on the landed airplane, conditional on
the central competing hypotheses, for example? What was the prior probabil-
ity of the Contact hypothesis? What was the prior probability of the Airborne
hypothesis? Now repeat these questions for the other hypotheses and modes of
evidence.

5 Dutch Book arguments are meant to show that one is rationally required to use SC to learn from
evidence.
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Also troubling is that Bayes’ Theorem requires the scientist using the theorem
to know e to be true once e has been observed. In most scientific contexts this is
unrealistic. Consider an example given by Skyrms (1986): suppose I see a bird at
dusk, and I identify it as a black raven, but because of the evening light, I do not hold
the proposition “the bird is a black raven” as my evidence e with perfect confidence
(that is, p(e) �= 1). Rather, I might believe e to be true with probability 0.95. Jeffrey
(1965) proposed a modification of Bayesian conditionalization to deal with cases in
which evidence is uncertain (which, it is reasonable to suppose, is wholly ubiquitous
in science). Jeffrey conditionalization (JC), sometimes referred to as ‘probability
kinematics’, is as follows: given multimodal evidence ei one’s updated probability
in H, pnew(H), should be:

(JC) ∀i1−n

∑
pold(H|ei ) pnew(ei)

In other words, this is a weighted average of strict conditionalization. To use
JC for amalgamating multimodal evidence, one would sequentially update the
probability of the hypothesis using JC, similar to the sequential procedure used
with SC.

Bayesianism is beset with many well-known problems. This is not the place to
rehearse them. But are there any problems with Bayesianism that arise specifically
with respect to amalgamating multimodal evidence? A condition of the particular
method described above was an arbitrary ordering of the modes. Whatever ordering
is chosen should not affect the final probability of the hypothesis. Unfortunately, it
is a common complaint against JC that it is ‘non-commutative’ – the order in which
particular pieces of evidence are used to update the probability of the hypothesis
makes a difference to the final probability of the hypothesis (see van Fraassen 1989).
This problem could be mitigated if there were a way of ordering modes which was
superior to others. One might think that if we ordered modes by quality, and used
JC on the highest quality mode first and subsequently conditionalized on modes in
decreasing order of quality, then the non-commutative property of JC would at least
be minimized, because evidence from lower quality modes ought to have a lower
impact on the hypothesis anyway. The trouble with this approach is that, despite
what some have claimed in particular domains such as evidence-based medicine,
there is no general, decontextualized way to order modes of evidence according to
a unitary desideratum such as quality. Any ordering of modes will be arbitrary in
some important respect. Thus, one cannot resolve the non-commutativity of JC in
this way.
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Chapter 10
Robustness of Results and Robustness
of Derivations: The Internal Architecture
of a Solid Experimental Proof

Léna Soler

In the Wimsattian definition of robustness as ‘invariance under multiple independent
derivations’ (Wimsatt 1981, reprinted in this book, Chapter 2), the robustness of the
invariant result R presupposes that the multiple convergent derivations leading to R
are themselves sufficiently solid (see Chapter 1, Section 1.3). In the present chapter,
I address the question of the solidity of the derivations.

This will be done through a fragmentary analysis of an experimental derivation
involved in a historical episode often described as ‘the discovery of weak neutral
currents’. This is a well-documented episode, which has notably been studied in
detail by Andrew Pickering in his book Constructing Quarks,1 and I will largely
rely on the historical material as well as on some philosophical insights offered by
this book.

I will proceed along the following road.
To begin, I will introduce the concept of an argumentative line (Section 10.1).

The aim is to provide both a general framework in order to characterize the deriva-
tions involved in a Wimsattian robustness scheme, as well as the tools needed to
specify different kinds of derivations and to distinguish them in the analysis of par-
ticular historical cases. Then (Section 10.2) the discovery of the weak neutral current
in the 1970s will be reconstructed as involving a robustness scheme composed of
three experimental argumentative lines converging on the same conclusion (namely
that weak neutral currents indeed are a physical reality). Some reflections will be
provided (Section 10.3) with respect to the convincing power of such a scheme and
to its widespread realist interpretation.

1 Pickering (1984). See also Galison (1983). This historical case is very interesting from a philo-
sophical point of view (and has led to controversial interpretations). I discussed it with respect to
the issue of a possible incommensurability at the experimental level in Soler (2008c), and with
respect to the issue of contingentism in Soler (201X).
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Second, I will focus on one of the three experimental argumentative lines
involved in the robustness scheme, and I will analyze its internal structure as a ‘four
floors modular architecture’ (Sections 10.4, 10.5, 10.6, 10.7, 10.8, 10.9, and 10.10).
After a methodological interlude about the relations between the reconstructed
architecture and the level of ongoing scientific practices (Section 10.11), one par-
ticular zone of the global architecture, namely the ‘Muon noise module’, will be
examined more closely. I will re-describe it as a prototypical instantiation of the
robustness scheme, and will exhibit on the way what I take to be some prototyp-
ical features of a convincing robustness scheme (Section 10.12). This will lead to
a reflection on the origin of the invariance of the ‘something’ that is supposed to
remain invariant under multiple determinations in a robust configuration. It will be
stressed that the ‘invariant something’ involved in the ‘invariance under multiple
determinations’ formula of robustness, far from being given ‘from the beginning’, is
the result of an act of synthesis characterizable as a more or less creative calibrating
re-description (Section 10.13).

Third, the way the elementary scheme of robustness (N arrows converging of
one and the same result R) intervenes inside of the whole architecture of the exper-
imental argumentative line will be analyzed (Section 10.14), and answers will be
provided to the initial question of what constitutes the solidity of an argumentative
line taken as a whole (Section 10.15). Finally, in the last section, conclusions will be
drawn regarding the kind of work the robustness scheme is able to accomplish for
the analysis of science, and some potential implications of the chapter with respect
to philosophically important issues (such as scientific realism and the contingency
of scientific results) will be sketched.

Before starting, one last preliminary remark: The analysis I will propose is not
properly speaking an analysis of laboratory practices. It applies, rather, to a level of
scientific practices that is emergent with respect to laboratory practices themselves,
but that is nevertheless highly important with respect to real scientific develop-
ments, and highly relevant with respect to the problem of robustness (see Chapter 1,
Section 1.5).

10.1 The Concept of an Argumentative Line

When we ask what makes a given established result R solid, we are inclined to
appeal to a certain number of supportive elements, that I will name, at the most
general level, ‘argumentative lines’. This expression remains deliberately vague,
since it is intended to encompass any type of derivation, of whatever nature and
force, provided that this derivation is believed to support R.2 The term ‘argument’
seems apt to play this role, since an argument can be either weak or strong, and since
the word does not presuppose anything about the kinds of procedures involved.

2 For the sake of simplification, I only take into account the supportive side of an argumentative
line. But actually the concept of an argumentative line, as I conceive it, is intended to be of broader
scope, and to encompass, as well, the negative arguments, that is, arguments that play against a
result R. So at the most general level, an argumentative line is any argument which is relevant to R.
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Argumentative lines may differ from one another with respect to (at least) three
standpoints:

• From the standpoint of their epistemic sphere
Examples. Experimental lines (i.e., supportive arguments in favor of R on the

basis of performed experiments)/theoretical lines (i.e., supportive arguments in
favor of R on the basis of the content of high-level theories)/Hybrid lines (for
instance argumentative lines based on simulations).

• From the standpoint of their kind of argument (kind of factors involved, form of
the argument. . .)

Examples. Analogical versus deductive lines. Esthetical lines (i.e., supportive
arguments in favor of R on the basis of valued esthetic properties such as simplic-
ity, symmetries. . .) contrasted with (what can be comparatively called) cognitive
lines (i.e., inferences from taken-as-true primitive propositions). . .

• From the standpoint of their force
At this level we have a rich graduation, reflected in the lexicon familiar

to philosophers of science: proof, verification, confirmation, corroboration, and
so on.

Obviously, the three characters ‘epistemic sphere’, ‘kind of argument’ and ‘force’
are not independent. In a given historical context, some combinations are espe-
cially prototypical and frequently instantiated. For example, today, experimentation
is commonly viewed as the method par excellence in order to establish results in
the field of empirical disciplines. In this context, an argumentative line issued from
the experimental sphere has great chances to be perceived as a very strong argu-
ment, that is, as a genuine proof – or at least, and more prudently since experimental
lines have a high variability in their strength, as a more compelling argument than a
purely theoretical line or an argumentative line based on a computer simulation.

Let us now consider from this point of view the particular case of the discovery
of weak neutral currents, that is, the case in which the result R = existence of weak
neutral currents.

10.2 A Panoramic Analysis of Robustness: The Experimental
Argumentative Lines in Favor of the Existence of Weak
Neutral Currents

Fortunately, it is not required to know too much about the physics of weak neutral
currents to be able to understand the global logic of what I want to develop in this
chapter. I will just give some basic elements.

Weak neutral-current processes can be defined as weak interactions (scattering
or decay) in which no change of charge occurs between the initial and final particles.
By contrast, a change of charge takes place in weak charged-currents processes. At
the time of the discovery of weak neutral currents, the situation was currently rep-
resented by diagrams of the kind of the ones that appear on Fig. 10.1. Figure 10.1
illustrated the particular case of a neutrino (ν)-nucleon (n) scattering. In the neutral-
current case, the weak force is mediated by a neutral particle Z0 and the particles
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Fig. 10.1 Representation of
a neutrino (ν) – nucleon (n)
scattering in a Feynman
graph

undergo no change of charge. Whereas in the charged-current case, the weak inter-
action is mediated by a positively charged particle W+, and the particles undergo a
change of charge: the incoming neutrino is transformed into a negative muon μ– at
the upper vertex, and the neutron is changed into a proton at the lower one.

The period commonly associated to the discovery of weak neutral currents is,
roughly, between 1972 and 1975.

Which argumentative lines will be marshaled, from today’s standpoint, if one
asks what gives robustness to the proposition, currently viewed as well-established,
that weak neutral currents exist?

If we simplify the situation, that is, if we only consider the experimental argu-
mentative lines, and if we only consider the experimental argumentative lines which
played in favor of weak neutral currents during the short period of 1972–1974, we
will invoke (at least) three favorable lines:

• The experimental line I will call ‘Gargamelle’ (L1)
This line investigates the weak neutral current reaction ‘ν + nucleon → ν +

hadrons’ (where ν is a neutrino3) with a ‘visual’ detector (in that case a giant
bubble chamber named ‘Gargamelle’) (Hasert 1973b, 1974).

• The experimental line I will call ‘NAL’ (L2)
This line investigates the same weak neutral current reaction ‘ν + nucleon

→ ν + hadrons’ with an ‘electronic’ detector (at the National Accelerator
Laboratory) (Benvenutti 1974).

• The experimental line I will call ‘Aachen’ (L3)
This line involves another weak neutral current reaction ‘ν + electron → ν +

electron’ and a bubble chamber (Hasert 1973a).

These three experiments show undeniable differences from one another. Indeed
they at least differ two by two: on the one side with regard to the experimental design
(visual detectors for Gargamelle and Aachen, electronic detector for NAL); and on
the other side with regard to the type of weak neutral current reaction.

Here, we seem to get a perfect exemplification of a robustness scheme à la
Wimsatt, in the case in which the multiple derivations correspond to experimen-
tal argumentative lines. One seems thus entitled to represent the situation by means
of the diagram of Fig. 10.2.

3 For more details about this interaction see below Section 10.5.
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R = Existence of the weak neutral currents

L1 = Gargamelle L2 = NAL L3 = Aachen

Fig. 10.2 The retrospective
panoramic scheme in the case
of robustness of the weak
neutral current discovery

10.3 Revealing the Tacit ‘Argument’ That Gives the Robustness
Scheme Its Convincing Power and Places It in a Position
to Play the Role of a Springboard Toward Realist
Attributions

What is it that provides this retrospective panoramic scheme with its convincing
power? What is it that so strongly pushes us (philosophers of science as well as
actual practitioners of science) to feel that in such a configuration, the result R is
indeed robust in an intuitive, ‘pre-Wimsattian’ sense? What is it that works as a
‘justification’ of the robustness of the result R in such a situation?

The same kind of reasons, I think, lies behind the current intuitive attributions
of robustness by scientists and philosophers of science on the one hand, and on the
other hand the Wimsatt’s decision to define, for epistemological purposes, a precise,
explicit sense of robustness, namely the invariance of R under multiple independent
derivations. It seems to me that these reasons are implicitly related to an argument
of the ‘no-miracle argument’ kind.

In its most naïve and most convincing form, this argument conceives the deriva-
tions as independent, both logically-semantically with respect to their content, and
historically with respect to their empirical implementation.4 On the one side, people
develop L1. . . And find R. In parallel, people develop L2, very different in content
from L1. . . And find R. In parallel, people develop L3, very different in content
from L1 and L2. . . And find R. Then, the results are confronted: three times R! (see
Fig. 10.3). Three experiments wildly different in content, each leading to one and
the same result, three different and independent argumentative lines converging on
one and the same result R. . . (it is at this point that the Fig. 10.3 is converted into
Fig. 10.2). This would be an extraordinary coincidence – a ‘miracle’ – if it was
by chance. . . It is much more plausible to conclude that R is indeed, ‘in itself’ or
‘intrinsically’ robust. . .

R = Existence of the weak neutral currents

L1 L2 L3

+ +

R RR

Fig. 10.3 A common reading
of the retrospective
panoramic scheme of
robustness

4 See Chapter 1, Section 1.8 for more developments on this distinction between two kinds of
independence.
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At this point, if we ask what, exactly, does ‘intrinsically’ mean in this context,
we are quasi-inevitably led to realist intuitions. To say that three times R by inde-
pendent lines cannot be by chance, is to mean that something outside us must have
participated, conspired to precipitate R. . . This intuition that we have bumped into
something outside us can be expressed through different, more or less strong for-
mulations: R has been obtained because R is indeed a genuine characteristic of
the object under study (in contrast to an experimental artifact, a mistake of the
subject of knowledge. . .). . . Or stronger: R has been obtained because R has been
imposed by the object under scrutiny. . . R is objective, if not (at least approximately)
true. . .

Of course, from a philosophical point of view, the leap from the claim that we
have several, indeed sufficiently independent derivations leading to one and the
same R, to the objectivity if not the truth of R, would need to be argued (and is
indeed highly questionable5). But here, I just want to point to the kind of intuition
that lurks behind the robustness scheme and is, I think, the common source of its
force and convincing power.

10.4 From the Panoramic Scheme of Robustness to the Internal
Structure of One of Its Derivational Ingredient

One could, relying on the example of the discovery of weak neutral currents, discuss
the validity of the robustness scheme at the panoramic scale. But despite the great
interest of this example in this respect (see my remarks in Chapter 1, Section 1.8.3),
that is not what I want to do in this chapter. What I want to do is, from the panoramic
scheme, to zoom in, and to focus on one of the argumentative lines, namely, the
Gargamelle line.

The panoramic scheme offers a view of the situation at a given scale. At this
scale, it adopts a simplified representation, one that consists in identifying each of
the experimental lines with a monolithic unity: one experimental argument, this
experimental proof (represented on the scheme by a single arrow).

But of course, looking more closely, zooming on a supportive arrow, we discover
a complex internal argumentative structure.

My aim, in this chapter, is to open the procedural black box represented by the
Gargamelle arrow and to analyze its internal structure, with the intention of drawing
some general conclusions about the solidity of procedures and the solidity of results.

5 One reason to think that the leap is questionable is the multiplicity of the historical cases in
which schemes of robustness indeed obtained at a given research stage S1 have been dissolved at
a subsequent stage S2. In that movement, the node R first taken to be objective/true on the basis
on the robustness scheme indeed available at S1, is, subsequently at S2, re-described as an artifact,
a human mistake or the like. For insights about this configuration and a historical example, see
the paper of Stegenga, Chapter 9 (as he rightly concludes: “concordant multimodal evidence can
support an incorrect conclusion”. For other kinds of possible arguments against the jump from
robustness to realism, see the concluding section of this chapter, and Chapter 1, Section 1.8.3.
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The following reflections will mainly rely, in terms of primary sources, on an
article published in 1974, which is, along with a few others, commonly considered
to announce the discovery of weak neutral currents.6

10.5 Some Preliminary Technical Elements in Order
to Understand the Gargamelle Line: The Charged Currents
as an Ally in Order to Convert the Machinic Outputs
into Theoretically Defined Neutral Currents Interactions

First, let me introduce a few preliminary elements required in order to understand
the Gargamelle argumentative line.

In the Gargamelle experiments, the (hypothetical) weak neutral reaction under
study is:

ν + nucleon → ν + hadrons (NC)

A neutrino-nucleon scattering produces, as secondaries, a neutrino and a shower
of hadrons. I will call this particular kind of weak neutral current ‘NC’.7

How can the NC reaction be experimentally identified?
In the visual experiments of the Gargamelle kind, the data resulting from the

experiments are, at the rawer, less-interpreted level, photographic images on a film.
I will call these pictures the ‘instrumental outputs’ or ‘machinic ends’ (playing on
the double sense of ‘end’ as the output and the aim), and I will equate them to the
‘zero degree’ of experimental data (what is sometimes called “raw data” or “marks”,
see for example (Hacking 1992)).

Now, the correlation between visible tracks on the film on the one hand, and
physical, theoretically defined events on the other hand, is not always an easy mat-
ter. Neutral particles, in particular, leave no visible tracks on the film. Hence the
experimenters cannot but infer the presence of this or that neutral particle from the
visible tracks of charged particles with which these neutral particles have interacted.

Since the hypothetical neutral currents NC involve two neutral particles, the inci-
dent neutrino and the outgoing neutrino, the experimental identification of an NC

6 Hasert (1974). See also Hasert (1973b) (which is roughly the same paper but with fewer details),
(Benvenutti 1974) (which target the same weak neutral interaction through an electronic experi-
ment – what I have called above the NAL line), and (Hasert 1973a) (which is about another kind of
weak neutral current, the muon-neutrino electron scattering, investigated with a bubble chamber –
what I have called above the Aachen line). I do not claim, of course, that these papers exhaust the
publications commonly considered to announce the discovery of weak neutral currents.
7 A neutrino is a lepton, that is, a particle subject to weak interaction, whereas hadrons are par-
ticles subject to the strong interaction. To be more precise, the incident particles involved in the
interaction are muonic neutrinos. The reaction corresponds to a neutral current, since no change of
charge happens: both the incoming and the outgoing leptons are neutral particles.
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is a delicate task. A major concern of experimenters in the 1970s was the pos-
sibility of mistaking a pseudo-NC event produced by a high-energy neutron for
an authentic NC event produced by neutrinos. This problem was known as the
neutron-background problem.

In this context, a crucial point that I want to stress, is that the experimental iden-
tification of the NC-events involves, in a decisive way, events other than the NCs.
Indeed, an entire set of other events, that I will call ‘the space of other relevant
events’.

These other events can play the role either of allies (in the sense that they are
helpful with respect to the identification of the NC events) or of parasites (in the
sense that they could be confused with a NC event, that they work as background
noise). In this chapter I will only be able to introduce a very small number of the
events pertaining to the space of other relevant events. But there is one of them,
absolutely constitutive of the Gargamelle line, which, because of its role of primary
ally, has to be mentioned.

This is the charged current reaction symmetrical to the neutral reaction NC under
study:

ν + nucleon → μ− + hadrons (CC)

Where μ− is a negative muon. I will call this reaction ‘CC’.
Compared with a NC process, the same incoming particles are involved; but

here we find, in the outgoing particles, in addition to the hadrons, a negative lepton
instead of a neutrino.

How does the CC-interaction play its role of ally with respect to the NC interac-
tion? At the time, the CC were, contrary to the NC reactions, assumed to exist, and
the CC-interactions were much better known, both theoretically and experimentally,
than the NC interactions. These circumstances led the experimenters to transform
the initial problem ‘Experimental detection of the NC reaction’, into this other prob-
lem: ‘Experimental evaluation of the ratio NC/CC’. This methodological strategy –
resorting to a ratio, one of whose terms is better known – exemplifies a paradigmatic
strategy, and gives the CC interaction the status of a primary ally.

10.6 The Global Architecture of the Gargamelle Argumentative
Module

Let us now turn to the analysis of the internal structure of the Gargamelle
experimental line.

10.6.1 From the Line to the Module

When we analyse the constitution of any unitary argumentative line, we are, intu-
itively, inclined to replace the image of the arrow that was natural in a panoramic
overview, with the image of the box or the module.
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I will thus consider the Gargamelle line as a module, and will represent its inter-
nal architecture by a series of sub-modules included one in the others, like Russian
dolls (but with more complex combinations of inclusions).

Before applying this representation, some brief remarks must be made about the
methodological principles that govern the individuation of a module as a modular
unit at a given scale. A module will be individuated and defined as a unit on the
basis of its aim: on the basis of the question it is intended to answer, of the problem
it tries to solve.

In that vein, the argumentative line ‘Gargamelle’ can be instituted as a modular
unit of the same name (i.e. the Gargamelle module) defined by the aim-question: ‘is
the NC-interaction experimentally detected with the Gargamelle bubble chamber?’

Similarly, what I have called, in Section 10.2, the “panoramic retrospective
scheme of the robustness of R”, with R = existence of weak neutral currents, can
be viewed, by zooming back from the Gargamelle module and by considering the
situation at a broader (“panoramic”) scale, as a unitary module individuated by the
aim-question: ‘Are weak neutral currents experimentally detected?’

As any situation can always be analyzed in different manners in terms of the
structure of the aims, it must be stressed from the outset that the modular architec-
ture that will be proposed in what follows is not univocally and inevitably imposed
by the objective text of the 1974 paper. Sometimes – when turning to certain parts of
the Gargamelle argument – the conviction forced itself upon the analyst, intuitively,
that it has to be this unique decomposition, that it cannot be anything else. . . But
when turning to some other parts, several options appear possible, and hesitations
arise concerning the most adequate or relevant one. In any case, the analyst always
has a certain degree of freedom, and the structural configuration finally adopted
always depended on him for certain decisions.

10.6.2 The Gargamelle Module as a Four Floors Building

Here is a sketch of the global architecture of the Gargamelle line as I have decided
to analyze it.8

8 In what follows, the “Gargamelle line” refers to the road that goes from the machinic outputs
(the photographic images on the film) to the conclusions about ‘what they say’ in terms of the
NC/CC rate. What happened before in order for the experimenters to be in a position to obtain
and trust the corresponding pictures (the history of the construction of the bubble chamber, the
history of the knowledge that was required in order to conceive something like a bubble chamber
and so on. . .), is not taken into account. In other words, the Gargamelle line as it is analyzed
in what follows is restricted to what is often called “data analysis”. Obviously, the Gargamelle
experimental derivation could be understood in a broader sense, including elements of the anterior
history of science that are presupposed in order to take what I called the ‘degree zero’ of the
experimental data (what appears on the film) as reliable data. In relation to the delimiting choice
made in the present chapter and to the adopted re-description of the Gargamelle line so delimitated
as a four-floors edifice, we could say that this four-floors building is not suspended in the void but
rests on a deep and structured underground.
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At a first level of analysis, the Gargamelle argumentative module can be split
into four big boxes or sub-modules. These sub-modules can be seen as four logical
moments or logical steps,9 defined by their intermediary specific aims. In a first
approach, these four steps will be considered as logically successive, and will be
ordered sequentially from the bottom to the top along a vertical axis.

This bottom-up visual representation is intended to suggest graphically that what
is logically prior (lower in the diagram) largely conditions, not to say is irreducibly
constitutive, of what is logically posterior (higher in the diagram).

I will now present, in an unavoidably concise way, each of the four floors of the
whole architecture.

The architecture will involve the four following floors (see Fig. 10.4):

• As the first floor: a box ‘Selection of the basic data for the analysis’ (or for short,
‘Selections’)

• As the second floor: a box ‘Coarse estimations of the number of events within the
selected data’ (for short, ‘Coarse estimations’)

• As the third floor: a box ‘Refined estimations after correction of the coarse first
estimations obtained’ (for short, ‘Refined estimations’ or ‘Noise’)

• Finally, as the fourth floor: a box ‘Confrontation between the experimental results
obtained and the predictions of the high-level theories’ (for short, ‘Confrontation
with high-level theories’).

Confrontation between the experimental results 
obtained 

and the predictions of the high-level theories

Refined estimations after corrections 

Coarse estimations of the number 
of events within the selected data

Selection of the basic data for the analysis
Fig. 10.4 The Gargamelle
module as a four floors
building

9 For more considerations about the epistemological status of these logical steps, especially with
respect to their relation to the chronology of actual scientific practices, see below Section 10.11.
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10.7 The First Floor: The Module ‘Selections’

10.7.1 The Internal Constitution of the Ground Floor: Four
Parallel Selections

At the end of the Gargamelle experiments, we have 290000 photographic images
recorded with the giant bubble chamber Gargamelle. But all the tracks visible on the
photographic film are not retained. Only a sub-part of the totality of the machinic
ends are taken into account.

Four operations of selection or filtering are performed. I will represent them by
four parallel sub-modules (see Fig. 10.5), without having space to describe their
content. Just to give an example: in the module ‘Energetic cut at 1 GeV’, from the
start experimenters get rid of all the events whose total energy is below the threshold
of 1 GeV.

The aim of such selections is almost always to exclude at once, from the entire
set of the machinic outputs, a sub-set of tracks that are judged too ambiguous, either
because they are not clearly readable in terms of individual geometric properties,
or because their population is deemed infected by a huge number of pseudo-events.
In other words, the aim is to extract a set of tracks whose interpretation is globally
more reliable, in such a way that it becomes less likely to make mistakes in the
counting of the potential tracks of NC.

Degree 0 of
the experimental data Input: 290000 photographic plates Machinic  outputs

Output: Restricted subset
of the initial visible tracks

Level 1
Basic data 

for the analysis

Selection 2Selection 1 Selection 3
Selection 4
Energy 
Cut <1GeV

Fig. 10.5 The first floor: The module ‘Selections’
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But if this is the aim, experimentalists are never sure that it is indeed achieved.
The filtering operations aim at eliminating some confusions, but they can them-
selves be sources of mistakes. For example, if the energy cut at 1 GeV is too severe,
real NC-events might be artificially eliminated, and the risk is to conclude mistak-
enly that weak neutral currents do not exist. But if the cut is too permissive, too
many pseudos might be taken for authentic NC-events, and the risk is, this time, to
conclude mistakenly that weak neutral currents do exist.

The four preliminary selections performed appear variably problematic to the
experimenters’ eyes. But, whether problematic or obvious, the operations involved
in each of the four sub-modules at the first floor have essential repercussions on the
conclusions that will be drawn at upper floors. They are completely constitutive of
the final answer that will be given to the question of the detectability of the NC
reaction.

10.7.2 The Resultant Assessment of the Four Cutoff Operations:
At the Exit of the ‘Selections’ Module

As the input of the ‘Selections’ module, we have the totality of the machinic outputs,
namely all the visible tracks that appear on the 290000 photographic images (see
Fig. 10.5). At the output of the ‘Selections’ module, after concatenation of the four
specific selections, we have a restricted sub-set of all the visible tracks.

I will describe the result of these four constitutive operations of global filtering
as the institution of a new layer, that I will call ‘level 1 of the experimental data’ (of
course the number one acquires its sense only relatively to the level zero). Here the
level 1 can be specified as the ‘level of the basic data for the analysis’, for it is at
this level that the experimenters are going to evaluate the number of track patterns
that could be manifestations of NC events. (See Fig. 10.5 for a schematic overview
of the first floor).

The basic data for the analysis, that is, the output of the big ‘Selections’ module
viewed as the first floor of the construction, will constitute the input of the module
situated just above in my ascendant vertical representation.

10.8 The Second Floor: The Module ‘Coarse Estimations’

I identify this module, viewed as the second floor of the edifice, as a modular unit
by the aim: to build, from the pre-selected sample of visible tracks associated with
level one, a first coarse estimation of the relevant events, namely, primarily the NC
and CC events.

The second floor will be portrayed as a duplex (see Fig. 10.6).
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Selection 4
Energy 
Cut <1GeV

Individual treatment

Collective treatment

Fig. 10.6 The second floor
as a duplex

10.8.1 The Lower Part of the Duplex: The Module ‘Individual
Treatment’

The lower part of the duplex, that I will call ‘Individual treatment’, will be defined
as a unitary sub-module by the aim: To count, on the photographs, the individual
track-events of each type.

In order to achieve this goal, the experimenters specify, for each type of rele-
vant theoretical event (NC, CC. . .), the observable characteristics a pattern of tracks
must necessarily satisfy to be classified, at least provisionally as a first plausible
hypothesis, as a NC-event, or a CC-event, etc.

Next the experimenters count, within the pre-selected sample of the machinic
ends, the number of track-patterns that satisfy the criteria of experimental identifi-
cation defining what I will call a NC-candidate and a CC-candidate.

As a result, they find:

NC-Candidates = 102
CC-Candidates = 428

At this stage, as the experimenters stress, “The number of NC events is large”.

10.8.2 The Upper Part of the Duplex: The Module ‘Collective
Treatment’

The upper part of the duplex ‘Coarse estimation’ will be called ‘Collective treat-
ment’, and will be defined as a unitary sub-module by the aim: To check, through
the examination of collective properties of the populations of events, that no
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major mistake has been made in the previous step corresponding to the individual
experimental identification of the NC-candidates.

In order to achieve this aim, the general strategy of the experimenters is to
institute two privileged points of comparison, to which the 102 NC-candidates are
confronted: a positive point of reference, namely the CC-candidates; and a negative
point of reference, namely the neutral hadrons (and on the front line the neutrons).

The logic of the argument can be reconstructed as follows: If most of the 102 NC-
candidates identified on the film are authentic NC-events produced by neutrinos,
it is expected that their collective characteristics will present, statistically, some
essential similarities with the collective characteristics of the 428 CC-candidates.
Whereas sharp differences (of a partly determined type) are expected if a majority
of the 102 NC-candidates actually are pseudo-NCs induced by neutral hadrons and
not by neutrinos.

In this module, one can see precisely how the CC interaction plays, in concreto,
its role of ally as an experimental standard. The collective properties of the popu-
lation of 428 CC-candidates identified on the film are turned into an experimental
norm. They show what collective properties a population of authentic NCs should
have. They work as benchmarks.

The aim of the ‘Collective treatment’ sub-module is achieved by applying this
general strategy to four different collective characteristics: the spatial distribution,
the energetic distribution, the angular distribution, and the mean free path of inter-
action. The four corresponding investigations will be represented as four parallel
sub-sub-modules (see Fig. 10.7).

Degree 1 of
the experimental data Selective set of tracks Selected set of

the machinic 
outputs

NC-Candidates/CC-candidates
= 102/428
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(Coarse 
estimations)
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events
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Distributions

Spatial
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Angular
Distributions

Mean Free
Path of

Interaction 

Individual treatment

Fig. 10.7 The second floor: The ‘Coarse estimations’ module
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10.8.3 The Resultant Assessment of the Upper Part of the Duplex:
At the Exit of the ‘Coarse Estimations’ Module

Each of the four statistical tests corresponding to the four parallel sub-sub-modules
shows a global resemblance between the collective behavior of the NC-candidates
and the collective behavior of the CC-candidates with respect to the physical vari-
able involved. Thus, all four sub-modules of the ‘Collective treatment’ module are
favorable to the hypothesis that most of the 102 NC-candidates indeed are authentic
NC-events rather than pseudo-NC.

Thus at the exit the module ‘Coarse estimations’ (see Fig. 10.7), the intermediary
conclusion is the following first raw evaluation of the NC/CC rate:

NC-Candidates/CC-candidates = 102/428

I will describe the level of this output as a ‘level 2 of the experimental data’.
In this example it corresponds to the level of the coarse estimations. The typ-
ical epistemic status of the conclusions reached at level 2 is ‘candidates’, a
term which aims to indicate the still approximate and provisional character of
the rate value retained. (See Fig. 10.7 for a schematic overview of the second
floor).

The rate ‘102/428’ of the NC/CC-candidates that holds as the output of the first
floor ‘Coarse estimations’, in itself “large” as stressed by the experimenters, will
constitute the input of the upper floor, the second floor.

10.9 The Third Floor: The Module ‘Refined Estimations’
(Or ‘Noise’)

10.9.1 Identifying the Background Noise

The module corresponding to this second floor is defined by the aim: To obtain a
refined, realistic estimation of the NC/CC ratio.

In order to achieve this goal, the coarse estimations obtained at level 2 must be
corrected, taking into account the influence of new elements of the space of the
relevant events. This time, these elements play the role of parasites, and in the 1974
paper, they are altogether categorized as “background noise”.

Four different sources of noise are mentioned and respectively treated. The
module ‘Refined estimations’ or ‘Noise’ can thus be decomposed in four parallel
sub-modules that I will only have the space to mention: ‘Noise of low momentum
muons’; ‘Noise of cosmic rays’; ‘Noise of neutral hadrons from the primary beam’;
and ‘Noise of neutral hadrons from the secondary beam’ (see Fig. 10.8).
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Fig. 10.8 The third floor: The ‘Refined estimations’ module

As the output of each sub-module ‘Noise’, a numeric estimation of the number
of pseudo-events of the relevant type is obtained.

10.9.2 The Resultant Assessment of the Four Sub-modules
‘Noise’: At the Exit of the ‘Refined Estimations’ Module

The global result of the four parallel sub-modules ‘Noises’ is obtained by conjunc-
tion: simplifying, one subtracts, from the number of the 102 NC-candidates obtained
as the output of the second floor, the different numbers obtained at the third floor for
each type of pseudo-events.

At the exit of the module ‘Refined estimations’, the conclusion is, finally (see
Fig. 10.8):

NC/CC = 22%.

I will describe this whole stage of identification and processing of the different
sources of noise as the constitution of a new level, the level 3 of the experimental
data, that I will call the level of the corrected basic data.

On the level of the corrected data, the conclusions are viewed as the ‘best esti-
mations that can be achieved in the current state of the research’. The ‘something’
that is quantitatively evaluated at level 3 has another epistemic status than the one
of ‘candidate’ which was typical of level 2. It goes with a stronger realistic pre-
tension: no more ‘simply’ a candidate. . . But a ‘real’ something. . . At the level of
the corrected experimental data, experimenters claim to have identified an authentic
phenomenon (as opposed to an artifact), even if what is at stake remains in many
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respects hypothetical and only partially characterized from the theoretical point of
view.

In order to grasp the status of what is at stake, I will use the category of the
‘signal’. (See Fig. 10.8 for a schematic overview of the third floor).

As I conceive it, the category of the signal is intended to name the highest level
of the experimental data (‘data’ already highly elaborated and interpreted as one
can see). Whatever its number, the signal corresponds to the surface of the stratified
experimental analysis, to the final point of the argument as an experimental argu-
ment. That is why in the 1974 paper, the conclusions associated with my category
of signal are presented in a rubric entitled “results”.

Beyond the stratum of the signal, we leave ‘what experiment says’, to enter
into the sphere of the theoretical interpretation of what has been experimentally
extracted. True, to talk about a NC-signal is already to project a given theoretical
interpretation of the ‘something’ that has been experimentally extracted. But at the
level of the signal, this interpretation remains presumptive. So, on the whole, what
the expression ‘S-signal’ exactly picks out, is: ‘the something that has been extracted
from the instrumental outputs and partially characterized, and that can be potentially
interpreted as an S’.

10.10 The Fourth Floor: The Module ‘Confrontation
of the Experimental Signal with High-Level Theories’

I don’t have the space to describe the fourth floor. The aim of the corresponding
module is to confront the NC/CC signal of 22% to what high-level theories say – and
especially one of them, the Weinberg-Salam theory, which assumes the existence of
the NCs.

At this floor the experimenters begin to stress that “The neutral current hypoth-
esis is not the only interpretation of the observed events”. Then they list and
investigate very partially some possible interpretations (these interpretations being
re-describable as four parallel sub-modules, see the upper floor of the Fig. 10.9).
Finally they arrive at this conclusion, striking for its cautiousness: “Interpreting
these events as induced by neutral currents”, they appear “compatible” with the
Weinberg-Salam theory of weak interactions.

This very cautious formulation, which, clearly, is far less than an outright dec-
laration of existence proper, fits well with the Wimsattian scheme of robustness.
Indeed, the conclusions of the 1974 paper are only supported by one single type
of experiment, whereas the Wimsattian scheme of robustness requires several
different types of experimental lines (or in the terminology of Catherine Allamel-
Raffin: requires inter-instrumentality (Allamel-Raffin 2005). It is then perfectly
congruent with the scheme, and even required according to it, that the conclusion
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Fig. 10.9 Decomposition of the Gargamelle module in sub-modules

of the chapter remains fragile, only plausible, associated with a weak degree of
robustness.

10.11 Methodological Interlude: Some Remarks About
the Relation Between the Gargamelle Architecture
and Scientific Practices

Before continuing the analysis of the Gargamelle line, I would like to say a few
words about the gap between the level of the previous analyses and the level of
science in action.

The previous analyses, and the architectural representations that go with it, are
based on the text of a published article. They are, thus, verbal re-descriptions and
visual re-presentations of a reality that is akin to the level of emergent stabilizations.
As I argued in Chapter 1, Section 1.5, the study of what holds at this emergent level
is relevant to the problem of robustness.

But it is important to sharply separate the two levels, and to refrain from equat-
ing the logics associated with each of them. Indeed, the succession of the four big
modules along the vertical axis cannot be equated with four successive steps that,
chronologically, would have been taken as such consecutively by practitioners. It
cannot even be equated with four logical moments that would have been thought
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and performed as such in this order by real practitioners. The four floors architec-
ture is an emergent, highly simplified and largely reordered one with respect to the
multiple constructions built all along the actual path. And the simple, sequential
process exemplified by the different floors is not a good model of practices. In real
practices, what is involved is a reticular logic with retroaction loops and multiple
restructuring along the path.

Having sketched a (largely simplified) overview of the internal architecture of
the Gargamelle emergent argumentative module (see Fig. 10.9 for a graphical
overview), I will now zoom in again, and have a closer look at the internal structure
of some of the sub-modules constitutive of the edifice.

10.12 The Internal Structure of the ‘Muon Noise’ Module:
A Prototypical Example of the Robustness Scheme

I will begin with the sub-module ‘Noise of muons with low momentum’, since
intuitively, one is inclined to see it as a perfect illustration of the robustness scheme.

The noise here identified, that is, the feared risk of mistake, is the following. A
track of a negative muon of low momentum (<100 MeV) could be confused with a
track of a short stopping proton (that is to say a hadron). Now, the presence or the
absence of a muon within the outgoing hadrons is precisely what distinguishes the
CC and NC interactions. If a low momentum muon is taken as a hadron, one will
count as a NC-candidate what is actually a CC (a pseudo of the type: ‘CC with a
low momentum muon’). We see here how an ally can switch into an enemy (here a
parasite).

On the ground of this analysis, the problem to solve, which defines the ‘Muon
noise’ module as a modular unity, can be formulated as follows: Estimation of
the number of pseudos of the type ‘CC with a low momentum muon’ within the
experimental sample of the 102 NC-candidates.

“The magnitude of the effect may be estimated (. . .)”, write the experimenters in
the 1974 paper. How? The estimation involves three distinct parallel sub-modules
(see Fig. 10.10).

CC-candidates
with low muon
on the film

Theoretical
Calculus

Experimental 
extrapolation

R1 = 9 R2 = 11 R3 = 11

R = ± 5Fig. 10.10 The ‘Muons
noise’ module, as a
prototypical exemplification
of the robustness scheme
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(A) In the first, which I will label ‘Experimental extrapolation’, experimenters
extrapolate “the observed muon spectrum to zero energy”. This spectrum is
constituted by muon-candidates of energy superior to 100 MeV, thus of tracks
that are not subject to the muon-proton ambiguity.

Upshot and output of the sub-module ‘Experimental extrapolation’: “This
procedure predicts a misclassification of 9 events”.

Conclusion: R1 = 9 (see Fig. 10.10).
(B) In the second parallel sub-module, which I will label ‘Theoretical calculus’, the

number of low-momentum muons are determined by a theoretical calculus. The
calculation is not detailed in the chapter, but some theoretical hypotheses on
which it is based are explicitly mentioned (“a theoretical calculation assuming
scaling and correcting for non-zero muon mass”).

Upshot and output of the sub-module ‘theoretical calculus’: 11 events.
Conclusion: R2 = 11 (see Fig. 10.10).

(C) In the third parallel sub-module, experimenters examine, on the film, how many
events already classified as CC-candidates have, in their secondaries, a muon-
candidate with a momentum inferior to 100 MeV.

Upshot and output of the argumentative sub-module ‘CC-candidates with
low-moment on the film’: 11 events.

Conclusion: R3 = 11 (see Fig. 10.10).
(D) The resultant assessment of the three sub-modules: at the exit of the module

‘Muon noise’
“The correction to be applied is 0 ± 5 events”, write the experimenters. They

found 9, 11 and 11. They retained the value ‘10’.10 That is, they conclude that
the mistake in question concerns 10 events. Since they don’t see any reason that
would favor the erroneous overestimation of the NC-candidates at the expenses
of the CC-candidates, or the opposite mistake, they distribute symmetrically the
amplitude of ‘10’ between plus and minus.

Upshot and output of the module ‘Muon noise’: the experimenters could
have over- or under-estimated by 5 events the initial count of the 102 NC-
candidates.

R = ± 5 (see Fig. 10.10).
The procedure corresponding to the ‘Muon noise’ module exemplifies charac-
teristic traits of the Wimsattian scheme of robustness, at least if we accept the
following re-description of its content:

• First, we find several parallel derivations (namely three) for the estimation
of one and the same magnitude (the low momentum muon background).

• Second, each of the three parallel approaches seems to be taken as ‘in
itself sufficiently reliable’ (this is of course implicit in the paper but can be

10 The experimenters don’t give any further explanation, but I will consider in more detail below
(Section 10.13) the content of the process and the motivation that might have led them to retain
this value ‘10’ from the three values 9, 11 and 11.
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assumed on the basis of the absence of any discussion devoted to the matter,
joined to the extreme brevity with which the whole issue is settled).

• Third, the three derivations involve notable differences. I cannot go into the
details, but the three sub-modules show at the same time:

◦ Differences with respect to the epistemic spheres, since two of them are
based on the experimental data constituted at the level 2, whereas the third
is a theoretical calculus.

◦ And differences in content, since, for example, the two experimental sub-
modules use two disjoint sets of machinic outputs.

Let us assume that these differences are sufficient to see the three modules
as sufficiently independent.11

• Fourth, the convergence of the three derivations appears to be of excellent
quality: 9, 11 and 11 events, here are three results that nobody will hesi-
tate to judge as very close to one another (two of them are even numerically
identical). This uniformity of judgment is favored by the circumstance that
the three outputs here involved are three numbers: results given in a quan-
tified from, in general appear to be more easily and less problematically
comparable than conclusions stated in a more qualitative form.

These characteristics of the ‘Muon noise’ module gives to its final result a strong
degree of robustness, and justify the decision to give to this module (as analyzed
just above) the status of a prototypical example of the general scheme (an exemplar
in the Kuhnian sense). I think it is this type of example that commonly lurks behind
the abstract scheme and feeds the intuitions about it.

10.13 A Revised Version of the Robustness Scheme

Now, a reflection on this example taken as an exemplar leads us to refine the first
version of the robustness diagram that has been proposed at the beginning of this
chapter (Fig. 10.2).

11 As I developed in Chapter 1 (Section 1.8), the clause of independence is highly problematic.
Clearly, in practice, independence is very often assumed intuitively and tacitly (without any system-
atic discussion or attempt of explicit clarification). The issue of independence is discussed further
in this volume, notably in the contributions of Stegenga (Chapter 10), Nederbragt (Chapter 5) and
Trizio (Chapter 4).
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10.13.1 Recognizing the Gap Between the Multiple Sub-modular
Conclusions and the Unique Totalizing Modular
Conclusion

The first version suggested an identity of the conclusions at the output of each
sub-module (represented by one and the same unique symbol ‘R’). Whereas the
exemplar of the ‘Muon noise’ module clearly shows that, strictly speaking, we have
three distinct results (R1 = 9, R2 = 11 and R3 = 11).

This remark might seem merely anecdotal, especially when it is illustrated on
such an example, in which two numerical values are identical and the third one is
so close to the two others. But I think it is not anecdotal, and that in any case, it
calls at least for an examination of the way we go from the individual outputs of the
multiple sub-modules, to the unique output of the encompassing module.

Having obtained 9, 11 and 11, the value ‘10’ is retained. This ‘10’ is a unique
totalizing estimation, built from the three sub-modular evaluations. How is it built?
Actually, in the present case, we don’t know. After giving the three results 9, 11
and 11, the experimenters immediately write without further explanation: “The cor-
rection to be applied is 0 ± 5 events”. This being said, despite the absence of any
explicit development of the matter, we can stress a number of contextual elements
that act as constraints in the configuration under scrutiny.

First, the quantity to be estimated belongs to the category of a number of events,
so it has to be an integer. Second, the estimated number is to be used to correct a
definite number of NC- and CC-candidates. With respect to this aim, several dif-
ferent strategies are conceivable. For example: retain the highest number obtained
by the different estimations, and examine if even the most pessimistic estimation
(the maximal error) leads to a final corrected number of NC-candidates that is still
sufficiently high to be interpreted in terms of the experimental detection of the NCs.
Clearly, this is not the strategy that is retained here. Another possibility is to make
the average of the three numerical values obtained and to round it off to the nearest
integer: this would indeed lead to 10. Such a procedure would implicitly assume
that each of the three derivations involved are equally reliable (and hence must be
equally weighted). We can conjecture that it is what the experimenters did.

Anyway, the path the experimenters really followed in the present case is
not important with respect to the general point I want to stress: namely, the
non-straightforward character of the equivalence of on the one hand the three sub-
modular values R1, R2 and R3, and on the other hand the totalizing value R – a non
equivalence which leads us to raise the question of the possibility that another path
could have been followed.

In the passage from the three sub-modular values to the totalizing modular value,
there is a jump. The passage involves a decision about the unique value R which
will stand for the multiplicity of the three different values R1, R2 and R3 obtained
by the three different independent derivations L1, L2 and L3. Very often – and
this seems to be the case here –, the R is taken as the ‘true value’ (or the most-
adequate-approximation-in-a-given-stage-of-knowledge, which in practice amounts
to the same). In such a perspective, once the decision about the true value R has
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been taken, it feeds back on the epistemological status of the three intermediary
conclusions: they become more or less close approximations of the true value: The
‘9’ must be corrected in ‘10’, the two ‘11’ also.12

10.13.2 History of Science, Individually Variable Reliability
Judgments of Practitioners and the Contingency Issue

Such decisions depend both on (a) the history of science and (b) pragmatic intuitive
evaluations of the individual scientists involved about the reliability of L1, L2 and L3.

12 Such claims involving a reference to a ‘true value’ are rarely made explicit, especially in pub-
lished chapters, but I take them to be common intuitive ways of thinking among practitioners.
In particular, such a framework commonly underlies the way practitioners understand and treat a
series of actual measurement results associated with one and the same targeted variable when the
results are obtained with one and the same instrument at different moments. Regarding this point,
an interesting document is the 2008 version of the International Vocabulary of Metrology – Basic
and general concepts and associated terms (VIM, 3rd edition, www.bipm.org). The document
provides a unified vocabulary about “metrology, ‘the science of measurement and its applica-
tion’ ” (p. vii), with the aim of being “a common reference for scientists and engineers (. . .) as
well as for both teachers and practitioners involved in planning or performing measurements”, and
“to promote global harmonization of terminology used in metrology” (p. 1), but it is of course
not just a question of words. The elaboration of the final text has required an analysis of what
it means to measure in the empirical sciences (an analysis of the different kinds of measure-
ments, of the calibration procedures, of the basic principles governing quantities and units. . .),
“taken for granted that there is no fundamental difference in the basic principles of measurement
in physics, chemistry, laboratory medicine, biology, or engineering” (p. vii). Now in the final text,
we read, in the introduction: “Development of this third edition of the VIM has raised some fun-
damental questions about different current philosophies and descriptions of measurement”. Two
approaches are then contrasted: the “Error Approach (sometimes called Traditional Approach or
True Value Approach)”; and the “Uncertainty Approach”. “The objective of measurement in the
Error Approach is to determine an estimate of the true value that is as close as possible to that
single true value. The deviation from the true value is composed of random and systematic errors.
(. . .) [the two kinds of errors] combine to form the total error of any given measurement result,
usually taken as the estimate.” (p. vii). It is not my aim here to explain the second approach, which
is meant to get rid of the idea of a true value. I just want to stress that the first “traditional” approach
coincides, in its fundamental features, with the one I have in mind in my analysis above. The sec-
ond approach has been elaborated in response to the increased awareness that the traditional one –
the only one involved in the previous versions of the VIM – was actually problematic (this point
is still clearer in the 2004 first draft of the 3rd edition that has been submitted for comments and
proposals to the eight organizations represented in the Joint Committee for Guides in Metrology
(JCGM) and then revised according to their reactions; see the first paragraph of the Foreword). I
take the fact that the “true value approach” has been the first one identified by the VIM, joined to
the fact that it is subsequently described as the “traditional” one, as support in favor of the claim
that it is indeed an intuitive, widespread largely tacit framework through which practitioners read
the relation between different quantitative values obtained through different ‘derivations’ (in the
VIM case: measurements) for one and the same targeted quantity. Since the 2008 edition is the
result of a cooperation between numerous international experts, and since it has been approved by
each of the eight member organizations of the JCGM, we can bet that it is representative enough
with respect to claims about ‘widespread intuitive commitments’.

www.bipm.org
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(a) Given the path of our history of science, it is today a quasi-automatic routine
to use certain kinds of mathematical tools (especially statistical techniques) in
order to interpret experimental machinic outputs (in order to evaluate the preci-
sion of instrumental devices; in order to build a unique measure from a series of
measurements associated with different, more or less dispersed outcomes. . .).
As a result of this historical path, the construction of one unique R through the
operation of averaging a multiplicity of Ris can hardly be seen today as a cre-
ative jump. Actually, it is even hard to be aware that there is any jump. However,
there is one. To feel it, we have to go backward along the time axis and to real-
ize how problematic and controversial it has been, historically, to legitimize and
impose these mathematical techniques as the best ones.13 The point can be gen-
eralized to any mathematical algorithm routinely and ‘quasi-mindlessly’ used
in the empirical sciences today.

(b) Given the historical path and its crucial bifurcations, in a particular scien-
tific context, the decisions relative to the construction of a unique R on the
basis of a multiplicity of Ris depend on pragmatic evaluations of the practi-
tioners involved in the research. In our case study for example, had the first
derivation (R1 = 9) been perceived as less reliable than the two other ones
(R2 = R3 = 11), experimenters could have retained the value R = 11. Now, it
is well known that judgments about what is reliable and what is not, or about
the scale of what is more or less reliable, are a pragmatic (largely tacit) matter
often subject to individual variations.14

13 See for example (Bachelard 1927) and (Hacking 1990). As Bachelard stresses in his book, even
the nowadays pervasive and obvious idea that an average value is a good way to represent a set of
numbers has, historically, been the object of important discussions (see especially chapter VII). In
a similar vein, see Buchwald (2006), a very interesting chapter on the developing methodology of
taking statistical averages, from scientists in France and elsewhere, around 1800. I thank Thomas
Nickles to turn my attention to that work.
14 In the present historical episode, the existence of individual variations of judgments at many
levels is largely documented and attested. See for example (Galison 1983, 1997; Rousset 1996;
Schindler 201X). Moreover, with respect to pragmatic judgments about which derivations are
reliable/unreliable, trustworthy/not trustworthy, and as a limiting case, worth mentioning or even
considering as an argument, it has to be stressed that what appears in a published paper is the result
of an antecedent invisible ‘pre-selection’ introduced by practitioners. In the paper, the reader finds
three highly convergent derivations of the muon noise. But he knows nothing about other possible
derivations elaborated during the investigation but finally put aside as ‘unconvincing’ and not men-
tioned in the paper. Moreover, all other things being equal concerning the reliability evaluations of
the methods involved in a given derivation, the fact that the result of this derivation appears to be
very far from the results of several others, can itself work – in cases where the ‘non conformist’
derivation under scrutiny is not based on already well-established approaches – as a reason to reject
this derivation as unconvincing. This is another kind of operation through which the Ris can be said
to be ‘mutually adjusted’ in the course of the construction of a unique emergent R (in this case:
because one of the Ris does not fit with the others, it is eliminated – which means that the impu-
tation of the discrepancy is directed toward its derivation: both the particular Ri and its derivation
are discarded altogether as ‘unreliable’, ‘too uncertain’, etc.).
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I do not claim at all to have shown by these brief considerations that the
actual historical bifurcations or the actual options manifested in scientific published
papers could indeed have been different in an epistemologically significant way.
This is indeed a very hard philosophical issue, to which we can refer, following
Ian Hacking, as the antagonism between “contingentism” and “inevitabilism” (see
Hacking 1999, 2000). Even just a meaningful formulation of the issue would require
too long a development to be provided here. Here I just want to suggest that con-
tingentism should be taken seriously rather than being dismissed as too implausible
from the very beginning without any true examination.15

10.13.3 An Act of Synthetic Calibrating Re-description

This being said, I hope the preceding reflections are sufficiently convincing to show
that the final conclusion built as the output of the totalizing module (the value of R)
must be considered, in an important sense, as a different and new conclusion with
respect to each of the intermediary conclusions built as the outputs of the multiple
modular components (the value of R1, the value of R2, etc.).

In the jump from the multiple Ris to the unique R, one can say that there is a
certain kind of mutual adjustment of the different intermediary results obtained as
the outputs of the sub-modules. Had the experimenters opted for R = 11, the mutual
adjustment would have been of another kind. In cases where R is viewed as ‘the true
value’ and the Ris as ‘more or less close approximations of this true value’, the deci-
sion to retain R = 11 rather than R = 10 leads to different feedback judgments with
respect to the proximity of each of the Ris to R and hence to different feedback judg-
ments concerning the degree to which an Ri is a more or less good approximation.
This can in turn have implications for the evaluation of the degree of precision of
some instrumental devices or derivations. Suppose for example that the value ‘11’
is taken as the true value instead of the 10: a subsequently introduced instrument
or argumentative line that will lead to values centered on 10 will be considered, all
other things being equal, as less precise or accurate than an instrument that will lead
to values centered on 11.16

15 Actually, I see this issue as the most fundamental and consequential issue of the philosophy of
science and knowledge today. For a presentation and discussion of this issue and its philosophical
implications, see Soler (2008a, b).
16 This is just to sketch the general principle of some possible implications. In the present case,
R is not meant to become an invariant physical quantity that will be subsequently measured by
multiple instruments. Moreover, the kinds of implications just mentioned will only exist under the
condition that the difference between R = 11 and R = 9 indeed makes a difference with respect
to the aims of the investigation. In our example, this condition would primarily mean that the
difference between 11 and 9 would engender, at the level of the two numbers of the NC-candidates
left after the subtraction of the pseudos, a difference that would lead to cross the frontier between
a ‘yes’ and a ‘no’ answer to the question of the experimental detection of the NCs.
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What is the nature of the constitutive act involved in the passage from the Ris to
the R? By what kind of operation are the multiple sub-modular results converted in
a single totalizing modular result? The move involves an operation that I will char-
acterize as a (more or less creative) calibrating (or standardizing) re-description.
Indeed, what do we do, from the sub-modular outputs Ris to the totalizing modu-
lar output R? By an act of synthesis (which, depending on the situation, requires
more or less ingenuity and creativity), we build, from the Ris (here numbers, but
they may be as well sentences expressed in more or less specialized words, mathe-
matical equations, graphs, maps, pictures. . .), a new unique formula R (which can
also take different forms) that is instituted as a pole of reference and substituted for
all of the Ris. In the next stages, R will stand for the Ris. The Ris will be ‘forgot-
ten’, and it is R that will be used as an unquestioned data in subsequent derivations
(at the upper levels of the Gargamelle architecture). The act of synthesis involved
operates a reduction of the manifold obtained at a certain level, and an identifica-
tion of this manifold to one and the same thing, picked out by a new description,
at another level. At the same time, it institutes the identity of this ‘same’ (assum-
ing by doing so some operations of translation) and gives it the status of a pole of
reference. In the frequent cases in which this pole of reference R is conceived as
a ‘true value’ (as-we-know-it-in-the-present-stage-of-knowledge-of-course) rather
than, for instance, a pessimistic threshold, R will work as a standard with respect to
the precision of each Ri (the more an Ri will be far from R, the less this Ri and the
argumentative line from which it has been derived will appear precise).

Admitting the preceding reflections, we are led to introduce some modifications
to the first version (Fig. 10.2) of the robustness diagram. No longer do we have
three arrows all ending at one and the same point, the result R, but (see Fig. 10.11)
three arrows each ending at three different results, themselves then synthesized in
a unique result at an upper emergent level. Or alternatively, relying on the modular
representation (see Fig. 10.12) three sub-modules, with three outputs R1, R2 and
R3; one inclusive module with an output R; and an intermediary space between the
horizontal of the Ris and the horizontal of the Rs, the depth of which represents
the importance of the creative jump.17 I will characterize the structural fragment

17 As we saw, the jump can appear more or less creative according to the case. In the case of the
‘Muon noise’ module, the jump would certainly not be perceived as creative by anybody. Actually,
it is even difficult to see that there is any jump. This could lead to discard this example as a good
means to give credit to the general epistemological point at stake, namely that the R must be
considered as a significantly different result with respect to the Ris. Indeed, I concede that other
examples would help to understand better and reinforce the point (see just below for references to
examples in the present book).

But my strategy has precisely been to show that even in cases in which the passage from the Ris
to the emergent R might seem to be completely automatic and uniquely imposed, this passage nev-
ertheless involves operations of conversion that have to be recognized. Indeed, the fact that they
are not recognized – or in other words the reference to configurations in which they are almost
invisible like in the example of the ‘Muon noise’ module – is precisely what fuels the no-miracle
argument that lurks behind the robustness scheme of the three arrows converging on one unique R
and makes it appear so convincing (see Section 10.3). Maybe, in some historical cases, we can talk
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R

L1 L2 L3

R1 R3R2

Fig. 10.11 A revised version
of the robustness scheme: The
elementary scheme of
robustness in the arrow-node
representation

R1 R2 R3

RFig. 10.12 A revised version
of the robustness scheme: The
elementary scheme of
robustness in the modular
representation

represented by this figure as the elementary scheme of robustness. The Muon noise
module is a prototypical exemplification the elementary scheme.

In order to understand in what sense this scheme can be said ‘elementary’, let us
come back to the global architecture of the Gargamelle experimental argumentative
line.

as if the operations of conversion involved are not significant (are indifferent with respect to certain
aims). But in order to be in a position to draw this conclusion legitimately, we have first of all to
recognize the very existence of such operations and examine the kind of work they accomplish in
each case.

For other examples developed in this volume which could help to understand better and rein-
force the point here put forward, see notably the Chapter 9 of Stegenga Section 9.4 (about the
transmission of a virus in epidemiology), the contribution of Trizio Chapter 4, Section 4.3 and
the article of Allamel-Raffin and Gangloff Chapter 7, Section 7.6 (about the production of maps
in astronomy). Through the analyses proposed in the latter article in particular, we clearly see
how the images first obtained with different kinds of telescopes have to be manipulated and trans-
formed before they can appear ‘essentially similar’ one to the others. As a result, a new and still
questionable couple ‘derivation-result’ is viewed to be ‘in essential agreement’ with more ancient
and already taken-as-established ones. This harmony works as an argument in favor of the new
derivation-result couple under discussion. Because the new result is seen as ‘the same’ as already
taken-as-robust old ones, it follows that, jointly, the new derivation is taken as solid and the new
derived result is taken as robust. Once this has been achieved, the situation is re-described as: mul-
tiple derivations lead to one and the same invariant result. But as soon as we examine the details of
the historical process, we find that the new result and the ancient ones were not immediately ‘the
same’ from the start. The ‘initial’ images indeed have been transformed, through certain specifiable
operations, in order to become comparable.
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10.14 The Elementary Scheme of Robustness and the Global
Architecture of a Derivation

10.14.1 Identifying the Elementary Schemes of Robustness Inside
the Gargamelle Modular Architecture

Inside an architecture of the Gargamelle type we find, locally, some modular units
that satisfy a scheme akin to what I just called the elementary prototypical scheme
of robustness. I don’t have the space to justify this claim. To justify it, we would
have to:

• First, describe the content of the modules that can pretend to be akin to the
prototypical elementary fragment.

• Second, analyze the differences with respect to the prototype exemplified by the
‘Muon noise’ module. For example:

◦ Quantitative versus qualitative conclusions;
◦ The more or less creative and more or less problematic character of the act

involved in the passage from the sub-modular to the modular conclusions;
◦ The involvement of parallel procedures in which the similarities largely

dominates the differences18. . .

• Third, discuss the way in which these differences with respect to the proto-
type can influence the feeling of ‘miracle’ (see above Section 10.3) and thus the
robustness associated with the totalizing result.

• Fourth and finally, argue the decision that despite the differences involved, we
are entitled to assimilate the modules in question to variants of the prototypical
scheme of robustness.

18 Regarding this point, the example of the 1974 paper about NC is interesting. In my account
above, I simplified the presentation in many respects. One of these is that the actual analyses of the
1974 article are in fact constituted of two parallel investigations: the one devoted to the neutrino-
induced interaction (on which I have exclusively focused above), and another one devoted to the
similar anti-neutrino-induced interaction (i.e., an anti-neutrino interacts with a nucleon, leading to
a positive muon and a shower of hadrons). Essentially the same treatment is applied to one and the
other case (or in other words: the anti-neutrino case can be reconstructed through essentially the
same structural architecture than the one I sketched for the neutrino case). No doubt, the harmony
obtained, in terms of the totalizing outputs of the different modules on each floor of the architecture,
between the neutrino case on the one hand and the anti-neutrino case on the other hand, also
contributes, to the practitioners’ eyes, to reinforce the confidence in the final conclusion of the
chapter in favor of the plausibility of weak neutral currents. Now, this reinforcement configuration,
primarily based on treatment similarities (by opposition to different, independent treatments), does
not correspond to a Wimsattian robustness scheme.
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I will content myself to make visually apparent, within the global architecture,
some of the modules that are, in my opinion, good candidates to the title of variants
of the elementary prototypical scheme of robustness (see Figs. 10.13, 10.14, and
10.15).

10.14.2 Fractal Articulations of Robust Elementary Units
and Other Kinds of Articulations

How are these minimal fragments of robustness, these locally robust blocks,
involved in the overall construction?

First it is remarkable that, inside a floor, one often finds a sequence of elementary
schemes of robustness included one inside the other, that deploy themselves in a
kind of spiral on several successive contiguous level of emergence. Indeed, let us
start from the deeper elementary fragment of robustness, say the fragment of level
N (see, on Fig. 10.13, the colored module of the second floor). Once constituted, the
totalizing output of this module acquires autonomy with respect to the derivations
involved in the multiple parallel sub-modules of level N that have made it robust,
and it is then used as the input of one of the parallel sub-modules that constitutes a
new elementary pattern of robustness at an immediately superior level of emergence
N+1 (see, on Fig. 10.14, the colored area at the second floor). . . And so on from
level to level (see Fig. 10.15 second floor). Something like a fractal is involved, the
elementary scheme of robustness being the minimal pattern that is repeated at each
level.

But the architecture is not entirely constituted in this way, following such a fractal
algorithm.

First, the building blocks are not all structures that resemble the elementary
scheme of robustness. Consider for example each of the sub-modules ‘Selections’.
If it is often possible to give several parallel arguments in favor of the output of one
of these modules, this output does not seem to be retained because it appears as the
stable point of convergence to which the different parallel arguments end.

Second, even when the multiple sub-modules of a parallel set satisfy the pattern
of the elementary scheme of robustness, their totalization in terms of an encompass-
ing module does not always follow the same scheme. The operation by which one
goes from the sub-modular outputs to the totalizing modular output is not always
a synthesis of the calibrating re-description type. Sometimes, for example, the sub-
modular parallel outputs simply add up. This is the case for the module ‘Noises’
(second floor). Or sometimes, the sub-modular outputs are in a relation of mutual
exclusion. This is the case for the module ‘Theoretical interpretations’ (third floor).

On the whole, in the internal architecture of an argumentative line of the
Gargamelle type, one finds local fragments of robustness and fractal articulations of
such fragments, but not only that. The modules that satisfy the robustness scheme
are embedded in a complex network and articulated through different combinations
with other types of modules.
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Fig. 10.13 Localisation of the elementary schemes of robustness inside the Gargamelle architec-
ture (1)

Fig. 10.14 Localisation of the elementary schemes of robustness inside of the Gargamelle
architecture (2)
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Fig. 10.15 Localisation of the elementary schemes of robustness inside of the Gargamelle
architecture (3)

10.15 The Solidity of a Derivation Considered as One
Derivational Unit: The ‘Internal’ and ‘External’
Contributions to Solidity Attributions

All this being admitted, to what is finally due the solidity of a derivation considered
as a whole (for example the Gargamelle experimental line)?

• One side of the answer relates the solidity of the derivation as a whole to internal
characters: to what the derivation is intrinsically made of.

On that side, solidity analysis will be based on a characterization similar to the
one I just proposed about the Gargamelle line. And admitting the characterization
I have proposed, the solidity of the line as a whole must be referred, not simply to
the elementary scheme of convergence under multi-determinations, but to a much
more complex scheme inside of which the elementary scheme is involved as an
ingredient. In such conditions, the solidity of the whole (of the Gargamelle arrow-
derivation) owes a lot, not only to the degree of robustness of those of its parts
that satisfy the robustness scheme, but also to the repertory of all the sub-modules
involved, to the structure and content of each, as well as to the manner they are
combined with one another. The solidity of the whole is related to a ‘global fit’
between the multiple ingredients involved in the architecture (see Soler 201X).
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• The second side of the answer relates the solidity of the argumentative line as a
whole to external or extrinsic circumstances: to the existence of other different
convergent derivations.

On that side, one will link the robustness of the Gargamelle line to the fact that
a second type of experimental argument exists – for example an electronic one –
and one is led to the same conclusion as the visual Gargamelle argument. Here,
the solidity is asserted on the basis of the elementary scheme of robustness itself
(and not on the basis of a more complex scheme).

Taking the two sides of the answer together, the solidity of an experimental
argument of the Gargamelle type can be investigated:

• Either by looking inside the procedural black box (inside the Gargamelle argu-
mentative module) – and in this case the solidity will be related to its internal
constitution;

• Or by looking outside the procedural black box (outside the Gargamelle argu-
mentative module), i.e. by examining the role played in more extended networks
by the argumentative line treated as one unitary black box – and in this case, the
solidity will be related to the situation of this line with respect to different argu-
mentative lines (and often to the fact that the derivation under scrutiny is involved
as an arrow in an elementary scheme of robustness).

From an analytic point of view, it seems desirable to distinguish these two parts
of the answer. This being said, in a given historical situation, the solidity of a
derivational modular unit considered at a given scale (for example the Gargamelle
derivation as we defined it) can be due, either mainly to what is inside of it, or to
what is outside of it, or to both what is inside and outside. The respective contri-
butions of the inside and outside configurations to the solidity of the argumentative
line, and the directions of the ‘solidity fluxes’ (from the inside to the outside or
from the outside to the inside), will depend on the historical path. Or more exactly,
they will depend on the ‘solidity values’ that are initially attributed by practitioners
to the multiple ingredients involved in the historical situation (which will in turn
depend on the past history of science: on what is, given this history, taken as already
firmly established/discussable, reliable/not so reliable and so on. See Chapter 1
(Section 1.7). For example, in case an electronic experimental argument is led to the
same result as a previously obtained visual argument first viewed as fragile taken
in isolation, this will reinforce the overall visual experimental argument considered
as a whole as well as its multiple ingredients. Here, the solidity flux will be mostly
directed from the outside to the inside. But in case the internal ingredients of the
visual argument are already taken from the beginning as especially solid, this can be
enough to judge that the visual argumentative module taken as a whole is sufficiently
solid ‘in itself’ (independently of any other ‘external’ convergent derivation).19

19 It is worth noting that such a characterization of the situation is a conceptualization of the ana-
lyst (the historian or the philosopher of science), and a reconstruction which, with respect to its
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10.16 Conclusions

10.16.1 What the Robustness Scheme Provides and Cannot
Provide with Respect to the Analysis of Scientific Practices

The scheme of robustness ‘convergent results under multiple independent deriva-
tions’ is useful, and even indispensable, in order to describe science. I think that
usually, when a philosopher of science asks the question of how a taken-to-be-robust
scientific achievement has acquired this status historically according to scientists, he
will be able to give an explanation involving an elementary scheme of robustness.

But at the same time, it is important to stress that the scheme is just a part of the
explanation, in the sense that the structure of its skeleton is insufficient to account
for the positions and decisions of living scientists (and a fortiori of no help for antic-
ipations of practitioners’ future options from a given scientific stage characterized
by a scientific debate). Indeed, this structure in itself tells us nothing, in a given
situation:

• Neither about the number of independent convergent derivations required to
conclude to a sufficient robustness;

• Nor about the required degree of independence of the parallel lines;
• Nor about how to estimate the force of each of the parallel derivations that play

in favor of a result;
• Nor, finally, on how to weight the different parallel argumentative lines in the

cases (historically frequent) in which only some of them converge but others
disagree20. . .

faithfulness to real cases, might be difficult to establish and remains highly conjectural by nature.
This is because crucial ingredients of the story which are supposed to determine the ‘fluxes of
solidity’, such as “the ‘solidity values’ that are initially attributed by practitioners”, “an argument
first viewed as fragile taken in isolation”, “an argument already taken from the beginning as espe-
cially solid” and other appreciations of this kind, most of the time remain tacit and opaque to
practitioners themselves (this is what I called the opacity of experimental practices with respect
to description and justification). See Soler (2011). Hence they are not the kind of things to which
the analyst has a transparent and unproblematic access. Actually, even their very existence can be
questioned. It is discussable that these kinds of ingredients, postulated by the analyst in order to
make a historical episode more understandable, can be equated to well-determined empirical facts
(typically to well-defined stable states of the mind of each real subject of knowledge, or to a col-
lective ‘tacit basis’ shared by the members of a scientific community). In any case, practitioners
are usually not well-aware of such states, and when the sociologist of science asks them questions
about their confidence in this or that ingredient of their science, the answers are not something like
unproblematic numbers or unambiguous sentences that the analyst could immediately identify as
such, without any discussion, to the ‘solidity values’ according to which real practitioners indeed
rated, in the actual historical sequence, the different ingredients involved.
20 This is congruent with Stegenga’s conclusion in this volume: “robustness-style arguments do
not tell us what to believe in situations of evidential discordance.”
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Of course, the (more or less explicit) positions that practitioners will endorse with
respect to these intertwined points will depend, not on the scheme of robustness as a
form or a skeleton, but on the scheme as fed with a certain specific content. It seems,
thus, that the scheme as a structure is not what counts primarily. In any case, the
scheme as a structure is not a sufficient condition to impose in a compelling, uniform
way, the robustness (or a determined ‘degree of robustness’) of the node R involved
in it. It is a form that the philosopher indeed finds when he analyses science, but
once such a form has been exhibited in a particular case, it is not enough to ‘justify’
or ‘explain’ the practitioner’s judgments that R is robust (or sufficiently robust).
To account for such judgments (as far as this can be done), the philosopher will
have to take into account the particular content to which the robustness skeleton is
associated in each case.

This is indeed not a surprising conclusion, if we take into account the teach-
ings of Science Studies devoted to the chapter on ‘scientific method’ in recent
decades. As Thomas Kuhn showed already in the 1960s, and as the concept of
scientific paradigm was intended to stress, practitioners’ judgments about what is
reliable/unreliable, trustworthy or not, scientific or metaphysic, etc., have an irre-
ducible pragmatic dimension (see Kuhn (1970), and Kuhn (1973) on values in
scientific judgments). This means, among other things, that they are not reducible
to the inescapable output of an algorithmic calculus that the philosopher of science
could make entirely explicit, and in which the different ingredients of the historical
scientific configuration under scrutiny would be uniformly and univocally weighted.
Actually, the substance of such judgments remains opaque, and the explicit positions
of different practitioners about what is reliable and what is not often appear to be
divergent. There is no reason why robustness attributions should be an exception.

Taking all that into account, we should not ask too much of the robustness
scheme. Once this is recognized, the robustness scheme is indeed a very useful
analytic tool in order to analyze actual scientific practices. Indeed, the general
scheme exhibits and characterizes a central and pervasive pattern that underlies prac-
titioners’ judgments about the quality of scientific achievements, and this helps to
recognize instantiations of the general structure in particular historical cases and to
clarify its specific substance in each case.

In the perspective of this kind of ‘weak program’ about scientific method, the
contribution of the present chapter has been to provide a reflection on what makes
the solidity of the arrow-derivations involved in a Wimsattian robustness scheme. A
given derivation can borrow its solidity, both from ‘external factors’ (namely from
its position as an arrow in a robustness configuration in which the other arrows and
nodes are already taken-as-sufficiently-solid) and from its ‘internal’ features. On
this second side, the chapter has shown that the solidity of the derivation as a whole
can be analyzed as a global good fit of a much more complex structure than the
one of the elementary scheme of robustness (a complex structure involving multiple
elementary schemes of robustness as ingredients). More work would be required to
characterize the nature of such kind of complex fit and the kind of glue(s) involved
in it. But on the basis of the present reflection, we can suggest that the robustness
scheme is one particular, indeed especially prominent, kind of holistic fit among
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other possible ones, through which something might acquire the status of a solid
achievement in the course of the history of science.

10.16.2 Epistemological Open Issues and Lines of Future
Investigations

The analyses of this chapter are not devoid of consequences as regards issues of
epistemological significance, such as the traditional one of scientific realism, and
the less traditional one introduced above (Section 10.13) as the antagonism between
contingentism and inevitabilism. In my opinion, the above analyses raise doubts
about the plausibility of scientific realism and inevitabilism.21 To close this chapter,
I would like to indicate why I think the preceding analyses weaken correspondence
realism and realist-inspired inevitabilism, by sketching the kinds of arguments they
suggest (for more details, see Soler (201X)).

When we scrutinize what is behind robustness judgments, and in particular when
we analyze what each of the multiple derivations is made of, the upshot encour-
ages us to be extremely cautious about the passage from the robustness scheme to
inevitabilism and scientific realism.

First, we should keep in mind two possible ways of speaking about a robustness
scheme, which at first sight can both appear equally legitimate, if not quasi-
equivalent, but which actually reflect and generate strongly different intuitions, and
thus surreptitiously act as supportive elements for or against epistemological stances
akin to realism and inevitabilism.

In order to describe the passage of the multiple sub-modular outputs to the unique
totalizing modular output, we can say – and we commonly say – that the parallel
derivations lead to an invariant something, or converge on one and the same result.
This is certainly not false. But this formulation suggests an invariance already given
as such at the level of each sub-modular outputs, a pre-determined ineluctable iden-
tity that scientists have bumped into, much as we bump against a wall. This image
strongly pushes us toward reading of the convergence in terms of the ‘no-miracle
argument’ (see Section 10.3 above), and hence fuels the realist-inspired inevitabilist
conviction.

Whereas if, in order to stress the creative act of synthesis involved in what I called
the calibrating re-description, we depict the passage from the multiple sub-modular
outputs to the unique higher-level modular output through a formulation of the kind
‘the different parallel derivations have led to strictly speaking different conclusions
that practitioners did succeed to conciliate by substituting to all of them a unique

21 Realist and inevitabilist commitments, although analytically distinguishable, very often go hand
in hand concretely, since most of the time, inevitabilism is endorsed as a result of a realist stance:
Such or such ingredient of our science is thought to be inevitable because it is taken as a faithful
description of a bit of a unique world which is what it is once for all independently of scientists.
See Soler (2008a, Section 3).
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totalizing calibrating conclusion’, the flavor is rather different. . . In particular, the
feeling that the convergence would have to be seen as a ‘miracle’ – i.e. it would
remain completely unexplained – without an invocation of the pressure of ‘reality’,
this feeling is strongly attenuated. No doubt, it is certainly very hard, and sometimes
not convincingly possible, to make a multiplicity of new results cohere with one
another so that all of them moreover nicely fit with the extended stock of the other
already taken-for-granted scientific achievements. But if there is a ‘miracle’ here, it
seems to be of a different kind than the one involved in the realist argument (on this
point, see also Chapter 1, Section 1.8).

The relevance of each of these two possible re-descriptions of the robustness
scheme has to be estimated case by case. But the very possibility that the first, usual
formulation could actually hide a situation of the second kind, at least encourages us
to be extremely cautious with respect to the quasi-irresistible tendency, undeniably
active for practitioners and for each of us in ordinary situations, to assimilate what is
robust to what is true, to what reveals a bit of reality and hence was inevitable (given,
of course, some – admittedly partially contingent – ‘initial’ historical conditions,
such as the questions scientists asked, the instrumental means at their disposal and
so on).

Second, another complementary line of reflections also raises doubts on the
intuitive realist reading of the robustness scheme.

The way the abstract scheme ‘multiple arrows converging on one result R’ instan-
tiates in a given historical situation is strongly dependent on a conceptual and
theoretical shaping: ways of analyzing problems, of elaborating questions, of decid-
ing about the relevant variables and strategies (and as a particular case: of building
this calibrating re-description). . . Each module, each modular decomposition and
global architecture, comes into existence on the basis of such a shaping. Now it is
difficult to argue that such a shaping is, as such, written in nature or even uniquely
imposed by what is already taken as the ‘scientific facts’ in a given stage of knowl-
edge. Yet to be in a position to argue that something like that holds, at one stage of
the investigation or another, is needed in order to support correspondence realism
and inevitabilism. Otherwise, if several ontologically disparate solid fits are at all
stages convincingly possible, if there is no point at which one is uniquely imposed,
we are led to the idea of an alternative science that could be, at the same time, both
solid (in the same intuitive sense we say our science is solid) but ontologically very
different from our science. In other words, we are led to a contingentist position.

Let me say a little bit more about this point, starting from the shaping that lurks
behind the modular architectures on the basis of which an item acquires its status of
established result.

First of all, it has to be stressed that according to the context, the constitutive act
of shaping involved in a modular decomposition appears more or less creative and
problematic.

Sometimes its very existence can remain invisible to practitioners. This is the
case when a given modular decomposition appears, in a given stage of scientific
practices, almost automatic, obvious, deprived of any alternative and hence strongly
compelling. In our historical episode, this is the case for the module ‘Collective
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treatment’ of the second floor: the division of the initial problem into three parallel
investigations which respectively focused on the spatial, on the energetic and on the
angular distributions was, at the time, a usual and almost inescapable step of the
interpretative practices of the photographs obtained with visual detectors in high
energy physics.

In some other contexts, the modular decomposition appears optional, creative
and potentially problematic to the actors themselves. For instance, in the 1974 paper,
the decision to investigate the NC/CC ratio (rather than to study the NC considered
in isolation) appears as an optional strategy (although it is completely constitutive
of the final conclusions since, as we have seen, the CC works as an experimental
standard for the identification of the NC and for their differentiation from the neu-
tron background22). Correlatively, the repertory and the treatment of the different
kinds of relevant background events is quite problematic (the multiple practitioners
involved in the research about weak neutral currents at the time were not worried
about the same risk of confusion; they did not trust the same kinds of methods for the
evaluation of the noises; they were deeply aware that some still unidentified pseudo
could have been missed. . .). The treatment of the most problematic background
event, the so-called “neutron background”, is itself a highly complex architecture
inside the Gargamelle construction, and its modular constitution involves some
rather creative steps (through the use of a Monte Carlo simulation, itself based on
multiplicity of uncertain hypotheses about the properties of neutrons and neutron
cascades).

Now, whether perceived as optional or inescapable, creative or imposed, prob-
lematic or obvious, it is very difficult to see something like a modular structure as
inescapable or ‘uniquely imposed’. Or more exactly, when practitioners have the
felling of inescapability, it is on the basis of an anterior historical trajectory which
is itself made of similar modular structures. And so on indefinitely: we never find
anything else than modular structures, past or present (see Chapter 1, Sections 1.6.2
and 1.7.2). Now a modular structure – and as a particular case a robustness scheme
– works as a holistic equilibrium, and a great deal of contingencies are involved in
the constitution and emergent conclusions of a holistic equilibrium.

The acts that determine the number and content of the parallel modular units, as
well as the modalities of their articulations in more complex architectures involving
different levels of emergence, are, uncontroversially, dependent on a partially con-
tingent history. For example, if the CCs can be instituted as experimental standards
with respect to the identification of the NCs, this is as the result of the – in them-
selves uncontroversially contingent – programmatic choices made in the previous
years (i.e. the choice to conduct experimental studies of the CCs instead of other
sub-atomic phenomena). At first sight this obvious remark seems anecdotal, but its
potential harmfulness appears when we stress that what has been done and what has
been established (until-further-notice-of-course) in the past, is not at all indifferent,
and strongly conditions, what is done and what is taken as established in the future.
So a genuine path-dependency could be at stake.

22 On this constitutive role, see Pickering (1984) for more elements.
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In each ‘synchronic’ stage of the history of science, what is taken to be plausible
or established acquires its status from its situation inside of a global equilibrium
structurally similar (although much more complex) to the Gargamelle architecture
of our example. At each floor of this architecture, a module works as a holistic
equilibrium. Imagine a change at one point or another: it is plausible that the emer-
gent conclusions would have been different. With different or additional derivations
at the level of a given module, the global assessment (the totalizing output) could
have been different.23 Now what is available and what is not in terms of derivations
depends on the past history. And what is built as the output of a given floor is not
indifferent to what is built at the immediately superior floor. Indeed, what is obtained
at a lower level as the result of a local equilibrium (this or that totalizing output), is,
subsequently, used as an unquestioned, given datum (plays the role of input) for the
constitution of new equilibriums at higher levels of emergence. So that we can talk
about a sort of amplification or cascade process when we jump from a level of the
Gargamelle architecture to the next one. And arguably, something structurally simi-
lar holds when we consider the diachronic relations between successive synchronic
‘slices’ of scientific developments.

I do not claim to have demonstrated contingentism against realism and inevitabil-
ism. As already indicated, my aim has only been to sketch the directions in which a
genuine argument would have to be sought. The core of the argument would lie
in the way human knowledge is built, that is, as a succession of holistic “sym-
bioses” (in Pickering’s terminology) resting one on the other along a diachronic
line. Reflecting on such structural characters, it becomes difficult to assert that at a
point or another (be it at the ‘ideal end of research’), the contingencies related to the
way the problems have been framed at each level, the contingencies related to way
the solutions have been constructed as the converging points of multiple available
derivations (or through more complex global good fits), or in brief, the contingen-
cies of the whole process of the deployment of successive modular arborescences
and equilibriums in the course of the history, can be erased, eliminated so as to
impose a unique story, let alone a true unique story that could pretend to mir-
ror (or at least to map in an isomorphic manner) a unique physical world which
is what it is once and for all. It is in that sense that a reflection on the working
of a modular architecture of the Gargamelle type weakens the intuitive obvious-
ness of the inference from a robustness scheme to correspondence realism and
inevitabilism.24

23 This is perhaps even possible on the basis of fixed derivations (although this will certainly appear
more questionable), if we admit that the totalizing unique output is a calibrating re-description
that is not uniquely imposed by the multiple results obtained as the outputs of the lower-levels
sub-modules.
24 Thomas Nickles’ chapter – through an analysis which, although inspired by a quite different
literature from the one which inspired my own chapter, also seeks to study the implications of
the structural features of the humanly designed epistemic systems – draws congruent conclusions
about correspondence realism and contingentism.
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Chapter 11
Multiple Means of Determination and Multiple
Constraints of Construction: Robustness
and Strategies for Modeling Macromolecular
Objects

Frédéric Wieber

11.1 Introduction

As Wimsatt has repeatedly and explicitly pointed out,1 one of the main sources of his
interest in the concept of robustness and in the procedures of robustness analysis is
constituted by the work of Levins (1966, 1968) on “robust theorems” in the context
of model building in population biology. If Wimsatt has expanded the notion of
robustness to a much broader set of procedures and contexts of use than what was
intended for by Levins’ discussion,2 the work of Levins still seems to be a good
resource to discuss robustness in model-based scientific activities. More generally,
the overall discussion within which the notion of robustness analysis is introduced in
Levins (1966) is of great interest when discussing practices of modeling (Weisberg
2006a).

It is within a discussion of the practical limitations population biologists face
when constructing and analyzing models that Levins (1966) has emphasized the
interest of robustness analysis. Because the systems encountered in population biol-
ogy are complex, the construction of manageable models of these systems requires
tradeoffs. As Odenbaugh (2006) has convincingly argued, “(. . .) Levins’ discus-
sion of tradeoffs in biological modeling concerns the tension between our own
limitations with respect to what we can compute, measure, and understand, the
aims we bring to our science, and the complexity of the systems themselves”
(Odenbaugh 2006, p. 618). After having emphasized such specific constraints of the

1 See Wimsatt (1981), for example p. 124 or p. 126. See also Wimsatt (1994) or (2001).
2 Wimsatt (1981) wrote: “The family of criteria and procedures which I seek to describe in their
various uses might be called robustness analysis. (. . .) I will call things which are invariant under
this analysis ‘robust’, extending the usage of Levins (1966, p. 423), who first introduced me to the
term and idea and who, after Campbell, has probably contributed most to its analysis” (p. 126).
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epistemological context in population biology, Levins (1966) analyzes the modeling
practices of population biologists and considers that three different modeling strate-
gies, implying different tradeoffs, are developed in this field. One of these strategies
is the one Levins uses and prefers, as a modeler. It is within this strategy, where “very
flexible models” (as Levins 1966, p. 19, calls them) are constructed, that robustness
analysis emerges.

In this chapter, I will present and analyze a theoretical procedure developed dur-
ing the 1960s and 1970s within the field of protein chemistry. The interest of this
case study is definitely linked with such a picture of science interested by the limi-
tations scientists encounter and the “in practice” strategies they then devise in order
to study “messy systems” (a wimsattian expression3). So, it will be necessary to
grasp the epistemological context within which such theoretical procedure, which
constitutes a type of protein modeling, has been set up by scientists: what are the
specific problems scientists were faced with when constructing this procedure? For
theoretical chemists, proteins are truly complex objects, and the construction of a
theoretical method to gain knowledge on the properties of these objects by devising
models of their structures faces them with different kinds of limitations (notably
computational limitations). As Levins has made for population biology, I will there-
fore describe the tension between the limitations protein scientists encountered, their
aims for constructing models, and the complexity of proteinic objects. In so doing, I
will discuss and analyze the strategy protein scientists worked out in order to man-
age this tension and to construct, then, what became, for them, a stable and efficient
procedure of modeling.

With that interest in modeling practices, it seems then interesting to go back to
Levins’ work, which ties up model building and robustness analysis. In order to
understand and analyze the procedure protein scientists have set up for constructing
theoretical models of protein structure, as well as some properties of the models
built, I will use Levins’ analysis of modeling practices in population biology, which
differentiates three main modeling strategies. But if Levins’ analytical framework
constitutes an interesting resource for discussing, in another scientific field, the type
of modeling procedures used and the characteristics of the models constructed when
using them, it seems also worthwhile to contrast the modeling strategy Levins uses
and prefers, as a “population biology” modeler, and the modeling strategy worked
out by protein scientists.

When contrasting these two approaches, it becomes notably clear that robust-
ness analysis is a tool particularly well suited to Levins’ modeling strategy. This is
not the case with the modeling procedure protein scientists have set up within the
strategy they chose. So, if the fruitfulness of the modeling strategy of Levins is par-
tially related to idea that robustness analysis may provide a resource for determining
which results are robust and, then, which models are trustworthy, the fruitfulness of
protein scientists’ modeling strategy and the stabilization of their modeling pro-
cedure have to be found elsewhere. One factor that seems have been important in
the stabilization of this procedure of modeling is that the three limited resources

3 See Wimsatt (2007), p. 6.



11 Multiple Means of Determination and Multiple Constraints of Construction . . . 269

proteins scientists have used for devising the procedure have been mutually and
iteratively adjusted. Such a mutual and iterative adjustment of theoretical, empirical
and computational constraints has been implied in the stabilization of the model-
ing procedure, and, in so doing, in scientists’ recognition that their procedure was
efficient and their strategy fruitful.

So, my aim is to describe and analyze how, in a constrained epistemological con-
text, protein scientists have used and mutually adjusted limited resources in order to
construct what became, for them, an efficient procedure of modeling protein struc-
ture. As the efficiency of this procedure is partly related with its stabilization, I will
pick out two factors implied in this stabilization. Thus, I will mention the mutual
adjustments of the three constraints above-mentioned as well as the impact of the
computational nature of the procedure on its evolving status, and on its diffusion
within the scientific community. But if these two factors seem interesting for under-
standing to some extend how the modeling procedure has been stabilized and then
conceived, by scientists, as being efficient, a real discussion of the trustworthiness of
that procedure would require an analysis of the way the predictions produced with
the models constructed have been tested against empirical data. Within the limited
scope of this chapter, I will not discuss this point. I propose, then, a more modest
approach, emphasizing some factors implied in the stabilization of the modeling
procedure.

This chapter then discusses how practicing scientists, with limited resources,
have exploited multiple constraints of construction and the limited tools comput-
ers are in order to construct and stabilize a modeling procedure. In so doing, I
want to show that beside the justification of modeling results by robustness anal-
ysis and, more generally, the stabilization of a scientific procedure by a robustness
scheme, others strategies of construction and stabilization of a scientific tool exist
and have to be characterized. The strategy used by protein scientists to construct
and stabilize their modeling procedure has been to manage multiple constraints of
construction by mutually and iteratively adjusting, in a computational way, these
theoretical, empirical and computational limited resources.

So as to understand more clearly the epistemological situation of modeling
practices described by Levins for population biology, the nature of the tradeoffs
he discussed, and the different strategies of model building he presented, I will,
first, discuss Levins (1966) in Section 11.2. This discussion will be useful in order
to specify, by using Levins’ analytical framework, the type of modeling strategy
used by protein scientists. Secondly, I will discuss, in Section 11.3, the specific
constraints of the epistemological context within which theoretical approaches in
protein chemistry have been developed. I will also specify, here, scientists’ epis-
temic aims for constructing models of protein structure. Finally, I will analyze, in
Section 11.4, the nature of the modeling procedure and of the models that protein
scientists have constructed during the 1960s and 1970s. I will discuss, here, the theo-
retical, empirical and technological limited resources they could and had to take into
account. To conclude, I will discuss, in Section 11.5, what is robustness for Levins
and for Wimsatt in order to show, by contrast, the specificity of the strategy devised
by protein scientists for constructing and stabilizing their theoretical procedure. I
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will emphasize, here, that the construction of the modeling procedure of proteins is
based, and its stability depends, on a mutual and iterative adjustment of theoretical,
empirical and technological constraints and on its special characteristics due to its
computational nature.

11.2 Complex Systems, Brute Force Approach and Tradeoffs
in Model Building

As Odenbaugh (2006) has argued, Richard Levins’ article “The Strategy of Model
Building in Population Biology” can be seen as a defense of a style of theoriz-
ing in population biology that Levins has developed during the 1960s with others
biologists (Robert MacArthur, Richard Lewontin, E.O. Wilson, and others). His
methodological essay is in particular composed of an analysis of three different
strategies of modeling in the field of population biology. Levins argues that all these
three strategies are relevant and important, and that it will not be beneficial to abol-
ish this diversity in favor of one unique strategy. Levins’ methodological discussion
can then be seen as a defense of the richness of plural modeling strategies in popula-
tion biology. As Odenbaugh (2006) writes: “(. . .) the target of Levins’ 1966 article
is ultimately model monism – that there is a single correct model type for success-
fully representing evolutionary-ecological systems” (p. 616, italics in the original).
In defending this kind of “pragmatic pluralism” in theorizing,4 Levins tries then
to show that the modeling strategy he prefers and uses (which is one of the three
strategies) is legitimate.

Levins considers that this pluralism is necessary for population biology (at least
in the 1960s) because the way biological populations are described in his project
(shared with others) of integrating population genetics and population ecology leads
to have to “(. . .) deal simultaneously with genetic, physiological, and age het-
erogeneity within species of multi-species systems changing demographically and
evolving under the fluctuating influences of other species in a heterogeneous envi-
ronment” (Levins 1966, p. 18). As Weisberg (2006a) has noted, the core of Levins’
article is constituted by the recognition of this complexity and by the two main
options that are then discussed in order to deal with it.

Thus, Levins indicates that one way of modeling such a complex system would
be “(. . .) to set up a mathematical model which is a faithful, one-to-one reflection of
this complexity” (Levins 1966, p. 18). The aim of this first approach is to construct
models that offer a representation as complete as possible of the complex system of
interest. In this kind of models, every features of the system has to be represented
within the model constructed. In order to reach this “ideal of completeness”5 as
far as possible when modeling the systems of population biology, one must then

4 Wimsatt (2001) uses this expression, “pragmatic pluralism”, when he discusses Levins’ strategies
of model building.
5 This notion of an “ideal of completeness” is introduced and discussed by Weisberg (2006a,
p. 626).
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construct models constituted of a very large number of simultaneous partial differ-
ential equations with a lot of parameters. Once such a model has been constructed,
it is then necessary to solve the equations to obtain numerical predictions, which
have to be compared with known quantified properties of the system. Levins names
this first way to deal with the complex systems of population biology “the brute
force approach”. But for him, such an approach is impracticable because too many
parameters must be measured, because the equations are not analytically soluble
and cannot be solved by the computers of that time, and because, even if solutions
could be obtained, the results expressed in a long list of numbers would have no
meaning for scientists.6 Thus, Levins considers that this first approach cannot be
followed, because of the complexity of the models and of the limitations of sci-
entists.7 Oppositely to the unreachable goal of this “brute force approach” – to
construct a definitive model representing biological populations in their environ-
ment – a satisfactory theory in population biology is then, for him, what he calls “a
cluster of models”, that is a global coordination of different idealized models rep-
resenting different sets of phenomena.8 Levins’ recognition of the impracticability
of the “brute force approach” constitutes, thus, the core of his defense of model
pluralism in population biology.

As Levins considers that this “brute force approach” cannot be followed, he then
thinks that it is necessary to simplify the models constructed so as to work with man-
ageable ones. This second approach is named by Weisberg (2006a) the “idealization
approach”. It is within this second approach that Levins introduces a differentiation
between three strategies of modeling, which depends on the sacrifice made, concern-
ing one of three desiderata of model building, when constructing simplified models.
For Levins, besides the requirement of manageability of models, necessarily implied
by the “idealization approach” chosen, the three desiderata of model building are
generality, realism and precision.9 Nevertheless, he considers that if it is desirable
to maximize all these three aspects of models, it is not possible in practice; hence
the tradeoffs in model building.10 As these three aspects cannot be maximized if
one wants to construct a manageable (then necessarily simplified) model, a sacri-
fice concerning one of these three aspects has to be made. Three strategies are thus
possible: (1) “sacrifice generality to realism and precision”; (2) “sacrifice realism to
generality and precision”; (3) “sacrifice precision to realism and generality” (Levins
1966, p. 19). Each of these strategies is then exemplified by the works of different
groups of scientists interested in population biology. For the first one, Levins cites
notably the works done in systems ecology. The second one is referred to the works

6 For the precise formulations used by Levins, see Levins (1966, pp. 18–19.)
7 Odenbaugh (2006) has convincingly defended this point.
8 See Levins (1966, pp. 26–27), in particular Fig. 3 on p. 26.
9 See the next paragraph for a discussion of the meaning of the terms “generality”, “realism” and
“precision”.
10 For a discussion of the logical versus in practice impossibility of such a maximization (i.e. of
the logical versus in practice necessity of the tradeoffs), see Weisberg (2006a, p. 636).
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of physicists-turned-ecologists. The third strategy is the one favored by Levins (and
others). So, the three strategies identified set up something like a panorama of the
different styles of theorizing represented in 1960s population biology.

The question of the meaning of the terms “precision”, “realism” and “gener-
ality” used by Levins remains. In his chapter, he doesn’t discuss precisely these
terms and he uses these notions in a somewhat ambiguous way. Weisberg (2006a)
has clearly picked out this situation and has then proposed an in-depth discussion of
these notions. For him, generality corresponds to “(. . .) the number of target systems
that a model can be applied to” (Weisberg 2006a, p. 634), realism to an assessment
“(. . .) of how well the structure of the model represents the structure of the world
or (. . .) an assessment of how close the output of the model matches some aspect
of the target phenomenon” (Weisberg 2006a, p. 635), and precision corresponds to
“(. . .) the fineness of specification of the parameters, variables, and other parts of
model descriptions” (Weisberg 2006a, p. 636). So, the generality of a model is a
property corresponding to the number of target systems this model describes or can
describe. Concerning realism, it is a notion which corresponds to the accuracy of
a model, understood (in Levins’ uses of the term realism) either as the accuracy
of the representation offered by the model or as the accuracy of the predictions of
the model.11 So as to distinguish these two meanings of the term realism, I will
use, in what follows, “representational accuracy” (or “representational fidelity” –
see the preceding footnote) and “predictive accuracy” (or “dynamical fidelity” – see
the preceding footnote). Concerning now precision, it seems important to note that
this notion is used in order to characterize model descriptions and not the outputs
of models. Precision is then different from predictive accuracy because, in Levins’
sense, precision doesn’t characterize the output of a model.12 It is also different
from “representational accuracy” because precision concerns the fineness of spec-
ification (in particular of “quantitative specification”) of the description used to
model the system of interest, which is not equivalent to the quality of the repre-
sentation of the system’s structure offered by the structure of the model description
(i.e. “representational accuracy”).

It seems interesting to consider in some details the nature of the three mod-
eling strategies in order to understand more precisely to what generality, realism
and precision refer, and how these terms are used.13 Models built within the first
strategy maximize realism and precision and sacrifice generality. Here, we find

11 Weisberg (2006a, p. 635) analyzes this ambiguity of the term realism in this way. See also
Matthewson and Weisberg (2009, p. 181), who speak of “representational fidelity” of a model
(which concerns “how well a model describes the causal structure of the target system”) and
of “dynamical fidelity” of a model (which concerns model’s “predictions about the quantities of
measurable attributes” of the target system).
12 In this context, it will not make sense to speak of “predictive precision”. It is then use-
less to speak of “representational precision”, because precision is exclusively understood as
“representational precision” (and not as “predictive precision”).
13 Here again, for an in-depth discussion of each of the three strategies, see Weisberg (2006a,
pp. 637–640). I use Weisberg’s discussion for my rough description of the three strategies.
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the models of systems ecology, which are complex mathematical models describ-
ing in great details, with a lot of precisely specified quantitative parameters, very
specific systems in order to provide accurate predictions. They lack generality
because they are tailored to particular real systems, and they maximize realism (i.e.
“predictive accuracy”) and precision because they respectively produce accurate
predictions, and describe with a high degree of specification the system of interest.
Within this first strategy, computers are used to solve numerically the equations of
the models.

Concerning now models built within the second strategy, they maximize general-
ity and precision and sacrifice realism. Levins considers here that this is the strategy
used by physicists-turned-ecologists, who construct models by “(. . .) setting up
quite general equations from which precise results may be obtained” (Levins 1966,
p. 19). These models lack realism (i.e. “representational accuracy”) because the sim-
ple equations they use describe highly idealized systems (as it is the case, in physics,
with frictionless systems or perfect gases, as Levins mentions). Nevertheless, these
simplified systems are precisely specified (in particular in a quantitative way) within
the models, which can, therefore, maximize precision. Furthermore, these precisely
specified models could be applied to many systems, whence their generality. Within
this strategy, it is sometimes possible to resolve analytically the equations. This can
lead to compare the results then obtained with measured properties of the systems
and to analyze precisely, as Weisberg (2006a) puts forward, the mathematical struc-
ture of the model used. It is then possible to try to construct less idealized models
(i.e. more realistic ones).

Finally, with the third and last strategy, “very flexible models”, as Levins calls
them, are built. These models are often graphical rather than described by mathe-
matical equation(s), and the parameters used in the model description are often only
qualitative. The results produced are then qualitative and express often tendencies
of evolution and contrasts between two situations in the form of inequalities. These
models maximize generality because they are constructed in order to compare, for
example, the effects of the same parameter on distinct phenomena. So, they have to
be applicable to different analogous systems. Moreover, they maximize realism (i.e.
“representational accuracy”) because the aim of constructing this type of models is
to test explanatory hypotheses concerning the ways a particular system evolves. It
seems then necessary that such models characterize accurately these ways of evolv-
ing if we want the assumption to be explanatory. Nevertheless, as these models are
deliberately qualitative ones, they don’t offer a precise specification of the system
being modeled, because the precise values for the parameters are not fixed. Thus,
precision is sacrificed within this third strategy of model building, exemplified by
Levins’ works.

If the notions of “generality”, “realism”, and “precision” used by Levins remains
perhaps somewhat ambiguous, they nevertheless enable to understand, at least intu-
itively, what are the characteristics of each strategy and the differences between all
three. Moreover, by considering which specific tradeoff has been chosen when con-
structing a model, we can grasp the main goal assigned to model building by such or
such scientists. For example, the first strategy is used when someone wants to make
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quantitative predictions about a very specific system, whereas the third strategy is
used for trying to explain general features of phenomena.14

It is after having presented and discussed these three strategies that Levins intro-
duces the notion of “robust theorem” and the idea of what we now call “robustness
analysis”. As robustness analysis in the sense of Levins will be discussed in con-
clusion, I will not develop at length, here, the way this notion is introduced. I just
want to indicate what is a robust theorem and that robustness analysis fit in relatively
well with the defense, by Levins, of model pragmatic pluralism. A robust theorem
is not, for Levins, a theorem in the common sense of the term. It is more simply an
explanatory hypothesis concerning the ways a particular biological system evolves.
Levins takes for example the following statement to be a robust theorem: “in an
uncertain environment species will evolve broad niches and tend toward polymor-
phism” (Levins 1966, p. 20). If several models, with different simplifications for
describing the phenomenon but all incorporating the same biological hypothesis
for trying to explain it, lead to similar results, then, in that case, these results don’t
depend on the particular simplifications of each model but on the biological explana-
tory hypothesis. This explanatory hypothesis, which consequences, when derived by
various models with different simplifications, are similar, can then be considered as
a robust theorem. As Levins puts it: “(. . .) if these models, despite their different
assumptions, lead to similar results, we have what we can call a robust theorem that
is relatively free of the details of the model. Hence, our truth is the intersection of
independent lies” (p. 20).

So, the introduction of the notion of a robust theorem and of the underlying
procedure of robustness analysis depends on the recognition that models are arti-
ficial constructions, which include artificial assumptions. It is because all models
have artificial assumptions that constructing several alternative models of a same
phenomenon becomes, for Levins, necessary, in order to try to secure a “theorem”.
Moreover, it has to be emphasized, here, that the recognition of this artificial charac-
ter of models leads Levins to a defense of model pluralism, which is congruent with
the way robustness analysis is conducted (by analyzing if a same result is obtained
with several alternatives models using different assumptions and simplifications, in
order to judge if this result can then be seen as trustworthy (i.e. robust)). So, robust-
ness analysis is typically a tool linked with the model pragmatic pluralism defended
by Levins, and this tool is particularly well suited to the third strategy of model
building, exemplified by Levins’ own works, because constructing different quali-
tative models of the same system is, here, relatively easy (it requires, nevertheless,
that interesting assumptions are used). We could probably say, then, that the fruit-
fulness of this particular strategy of model building (“sacrifice precision to realism
and generality” by constructing “very flexible models”) is, in part, linked with the
relatively easy possibility it offers to use robustness analysis.

In the two next sections, I will develop my case study on modeling practices in
protein chemistry in the 1960s and 1970s. In so doing, I will try to show, as Levins

14 In his presentation of the three strategies, Weisberg (2006a, pp. 637–640), discuss in more details
the goals associated with each strategy.
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has made for population biology, how the epistemological context, which articulates
complexity of the modeled object and scientists’ limitations, is important in order to
understand the strategy protein scientists have devised for constructing theoretical
models of proteins structure, as well as the status of the models built. I will examine
some properties of these models, notably their generality and realism. Levins’ essay
constitutes therefore an interesting resource for discussing model-based activities in
another scientific field.

11.3 Epistemological Situation of Theoretical Approaches
in Protein Chemistry

In order to understand the epistemological situation of the theoretical approaches to
proteins properties in the 1960s and 1970s, it seems necessary to present, schemat-
ically, what kind of molecular object proteins are. Proteins are organic compounds
that play different fundamental functions within cells. These organic compounds are
biological macromolecules, typically made of thousands of atoms. These biopoly-
mers are composed of repeating structural units. Twenty such natural occurring
structural units, named “amino acids”, exist. Most proteins have the property of nat-
urally folding into a precisely defined three-dimensional structure: scientists speak
of the native conformation of a protein for this naturally occurring structure. A con-
formation of a molecule is thus a particular three-dimensional arrangement of its
atoms. For one protein, different conformations are theoretically possible because
of the various possible rotations around certain chemical bonds. The native confor-
mation is then one among the great number of theoretically possible conformations
of a protein: this collection of theoretically possible conformations of one protein is
called its “conformational space”, typically of an order of 3100 for a protein of 101
amino-acids.

The three-dimensional native structure of a protein is complex. It can be noted
here that this structural complexity has immediately been recognized by the sci-
entists (John Kendrew and Max Perutz) who, using X-rays scattering experiments,
were able to propose in 1960 the first structures at atomic resolution of two proteins,
namely myoglobin and hemoglobin.15

This molecular complexity of proteinic objects (huge number of atoms, intricacy
of the folded structure, size of the conformational space) helps us understanding the
epistemological situation of theoretical approaches in protein chemistry during the
1960s and 1970s. If, in order to grasp and deal with the complexity of the structures
experimentally produced, some theoretical approaches were needed, and called for

15 See Kendrew et al. (1960) and Perutz et al. (1960). Concerning the complexity of the structure,
Kendrew wrote: “Perhaps the most remarkable features of the molecule are its complexity and its
lack of symmetry. The arrangement seems to be almost totally lacking in the kind of regularities
which one instinctively anticipates, and it is more complicated than has been predicted by any
theory of protein structure” (Kendrew et al. 1958, p. 665). On the works of Perutz and Kendrew,
see de Chadarevian (2002) and Debru (1983).
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by scientists, the theory that in principle governs the properties of proteins, just as
for any other molecular objects, was nevertheless not applicable in practice because
of computational intractability. As shown by philosophers and historians interested
in the question of the possible reduction of chemistry to physics, or more simply
in quantum chemistry, the application of quantum mechanics to molecular systems
has always been problematic and has led to increasingly complex and laborious
computations.16 That explains the central character of computers in the culture and
practices of quantum chemistry after World War II. As quantum theory was already
very difficult to apply to molecular systems of three, five or ten atoms, its use, even
in conjunction with the specific theoretical descriptions and computational proce-
dures developed between approximately 1930 and 1960 in quantum chemistry,17

was clearly seen, by scientists, as definitively impracticable for proteins.
So, as for the situation in population biology described by Levins, there is a

tension in protein chemistry between the complexity of the system under study
and the limitations of scientists (the fact, here, that they are not computationally
omnipotent). This tension has then led to the necessary development of a special
modeling procedure, which doesn’t use, at least directly, the theoretical formulations
of quantum mechanics. Within this particular and constrained theoretical context,
the impracticable approach (equivalent to the brute force approach criticized by
Levins) is, more clearly than in the case of population biology, a (brute force)
theoretical application. The modeling procedure devised by protein scientists is
then an alternative approach, set up for allowing the construction of computationally
manageable models.

Before the 1960s, a relatively long tradition of modeling structure and possible
conformations of proteins already existed, but it was, within this tradition, mate-
rial molecular models that were constructed (as for example by the famous chemist
Linus Pauling).18 Although material models were still used in the 1960s and 1970s,
notably for representing the structures obtained by processing and interpreting
X-rays experimental data,19 practices of theoretical modeling also emerge during
the 1960s. It is within such practices that the modeling procedure I am interested in
has been developed.

As for all processes of emergence of a scientific practice, several factors can be
put forward to understand this specific one. I will only mention here the scientists’
epistemic aims that led to such an emergence. From the scientists’ point of view,
as noted above, the first need was the development of tools to analyze the great
intricacy of the first structures experimentally obtained, and to test and refine the

16 See in particular Scerri and McIntyre (1997), Schweber and Wächter (2000), and Park (2009,
2003).
17 On these theoretical descriptions, which use various approximations, and these computational
procedures developed in quantum chemistry, see for example Park (2009, 2003), Ramsey (2000,
1997) and Simoes (2003).
18 See Francoeur (1997, 2001) for an historical analysis of material molecular models in chemistry
(including protein chemistry).
19 See de Chadarevian (2004).
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structures that were constructed by processing and interpreting X-rays data: a very
difficult task.20 But, secondly, there was also a hope: if sufficiently good theoret-
ical models of proteins could be devised on the basis of structural experimental
data already obtained, then it would be possible, by exploring the conformational
space of these macromolecules, to predict the native conformation of proteins –
seen as the active one in cells – on the unique basis of a knowledge of their amino
acids sequence. This would have potentially led to avoid the really laborious work
to experimentally determine the three-dimensional structure of proteins. Moreover,
this specific epistemic aim fitted in with the then current agenda of Molecular
Biology.21 Molecular Biology was interested, within the so-called “central dogma”,
in an understanding of genetic information flow from the one-dimensional struc-
ture of DNA (the sequence of bases) to the three-dimensional structure of proteins.
The problem of predicting the 3-D structure of a protein from the knowledge of
his sequence is known as the “protein folding problem”,22 a typically hot ques-
tion for Molecular Biology in the 1960s and 1970s, and still today within structural
genomics.

11.4 “Empirical Models” of Proteins: Status of the Procedure
of Modeling and Resources for Its Construction

So far, we have seen what epistemic aims led scientists to construct theoretical
models of protein conformations. But what resources could they exploit for such a
construction? As noted above, since the use of theoretical formulations from quan-
tum mechanics lead to non-manageable equations, even with the introduction of

20 The construction of a three-dimensional structure of a molecule from X-rays data is a difficult
work. Notably, the electronic density distribution of the molecule is calculated from the diffrac-
tion pattern, the electronic density distribution is then represented on electronic density maps, and
a three-dimensional model of the molecule is constructed by using these maps. Thus, the struc-
ture proposed is the result of a complex analysis of X-rays data. When such a structure has been
constructed, scientists try to test it, notably against stereochemical rules already adopted by the
community. These tests lead to a refinement of the structure proposed. The modeling procedure I
am interested in has been used in order to test and refine the structures proposed for various pro-
teins. Others methods have also been used. For precisions concerning (the complexity of) X-rays
data analysis, and structure refinement, see Perutz (1964), de Chadarevian (2002) Chapter 4, and
de Chadarevian (2004).
21 As Kendrew wrote in his Nobel lecture: “The geneticists now believe – though the point is not
yet rigorously proved – that the hereditary material determines only the amino acid sequence of
a protein, not its three-dimensional structure. That is to say, the polypeptide chain, once synthe-
sized, should be capable of folding itself up without being provided with additional information;
this capacity has, in fact, recently been demonstrated by Anfinsen in vitro for one protein, namely
ribonuclease. If the postulate is true it follows that one should be able to predict the three dimen-
sional structure of a protein from a knowledge of its amino acid sequence alone” (Kendrew 1964,
pp. 676–98).
22 The protein folding problem is called a problem because proteins have so many degrees of
freedom; remember the size of the conformational space.
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the approximations developed in quantum chemistry methods of ab initio or semi-
empirical calculations, protein scientists have to find other theoretical resources. As
the goal of constructing models of proteins was to gain knowledge of protein’s con-
formations stability, protein scientists used a very simple theoretical formulation
that has been proposed at the end of the 1940s,23 and has been mainly used during
the second half of the 1950s,24 in order to understand the stereochemistry of organic
compounds within the field of physical organic chemistry. It is not the place here to
precisely discuss the origins, uses, transformations according to different contexts
and the diffusion of this theoretical formulation.25 This formulation stems notably
from some attempts to interpret infrared spectra of (organic) molecules26 and has
been used, as already noted, in organic stereochemistry as well as in polymer chem-
istry. It seems more interesting, for the purpose of the present chapter, to write down
this formulation in order to understand the characteristics exhibited by the models
of molecules based on it.

The formulation defines a potential energy for a molecule for every set of
positions of the atoms, that is for every conformation, as follows:

E = �
(

u0(r0/r)
12 − 2u0(r0/r)

6
)

+�1/2 ks(l − l0)
2 +�1/2 kb(θ − θ0)

2

where l is a chemical bond distance, θ a bond angle, ks and kb are force constants, l0
and θ0 are equilibrium values of the bond length and angle, r is the distance between
two interacting atoms, and –u0 is the minimum value of the interaction energy (at
r = r0). The sum, for the first term, is made over all pairs of non-bonded atoms. For
the second and third terms, the sums are made, respectively, over all pairs of bonded
atoms and over all bond angles.

So, this simple formulation, at the heart of the models of protein that were con-
structed, involves a particular representation of matter: molecules are constituted of
valence-bonded ‘atoms’ (and not of nucleus and electrons as in quantum mechan-
ics), and are roughly speaking represented by a system of balls connected by springs.
This particular idealization shows that the question of the very accuracy of the repre-
sentation offered by that type of protein models is not a priority for scientists. They
obviously know that this representation is not accurate, but they adopt it precisely
because it is useful, because it is the unique representation at hand that can lead to
computationally manageable models, but, also, because it is a representation which
is consistent with a classical conception of molecules, as conveyed, for example, by
material molecular models and by some analysis of molecular vibrations. For scien-
tists, the models constructed on the basis of this formulation use a relatively usual
idealization in chemistry. The representation they offer is then acceptable but not

23 See Hill (1946) and Westheimer (1947).
24 See Westheimer (1956).
25 For details, see Wieber (2005), Chapters 6 and 7.
26 See for example the pioneering works of physical chemist Bjerrum, as described by Assmus
(1992), and the subsequent works of Wilson et al. (1955).
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accurate. Thus, the validity of the models can only be above all pragmatic: it will
only be possible, for scientists, to test their validity by using these models and by
comparing, then, the predictions obtained with known and accepted empirical data.

We can then see, here, that the modeling strategy devised by protein scientists
sacrifices the realism of the representation of molecules (i.e. the “representational
accuracy” of models) to computational imperatives. But scientists hope that if suffi-
ciently good parameters were used, the predictions obtained would be reasonably
accurate. If the models constructed on the basis of this simple theoretical for-
mulation are not realists, in the sense of “representational accuracy”, they could
nevertheless “numerically describe”, with sufficient accuracy, the structural proper-
ties of proteins. These models of protein structure could then be viewed as being
realists in the sense of “predictive accuracy”. The double meaning of Levins’ “real-
ism” (“representational accuracy” or “predictive accuracy”) is here particularly
manifest, because, in this context, a well-confirmed theory, with a precise ontology,
governs the systems of interest but cannot be applied to these systems. So, because
the manageable models that can be constructed use another ontology, they lack “rep-
resentational accuracy”. But scientists hope that these models could nevertheless
offer accurate predictions, that they will have a good “predictive accuracy”.

There is a second interesting and, for scientists, fundamental characteristic of
the simple theoretical formulation used within the modeling strategy. In order to
construct a model of a particular protein (the theoretical formulation is obviously
not, by itself, a model of protein), one has inevitably to fix the values of parameters
appearing in the theoretical formulation, for all pairs of non-bonded atoms, for all
pairs of bonded atoms and for all bond angles. And the number of parameters is
really important, because a protein is made of different types of atoms and of chem-
ical bonds. As the parameters used are empirical parameters, we have thus to note
here, firstly, that this modeling procedure is called by scientists “empirical model-
ing”, and, secondly and more importantly, that the strategy of using this modeling
procedure is very dependent on the availability of the empirical data required. We
recognize, here, the problem of the measurement of a great number of parameters
that Levins has stressed when discussing the brute force approach in population
biology.

For protein models, as well as for models of other organic molecules, differ-
ent types of empirical data are needed: infrared spectroscopic data, crystallographic
data, thermodynamic data etc.. . . Thus, scientists who want to construct a model for
a particular molecule must find, one the one hand, what data are available for that
molecule, and choose, and the other hand, which values of data it seems preferable
to use when different values are available for one type of data. Of course, all the data
needed are never at hand for the particular molecule of interest, and they are then
estimated and adjusted, by some kind of theoretical tinkering, to the specific case of
that particular molecule of interest, from the data available for other molecules. It is
important here to stress that such modeling practice of molecular objects couldn’t
have been developed without the revolution of physical instrumentation in chemistry
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since the 1930s.27 But it is equally necessary to remind here the complexity of
proteinic objects. Since these objects are constituted of a huge number of atoms,
the use of physical instrumentation to obtain typical data for these molecules was
very difficult; hence the amount of data necessary to parameterize a model of pro-
tein was really thin. The work of estimating and adjusting empirical data was thus
more extensive in protein chemistry than in organic chemistry, where more data
were available, because smaller molecules are studied. To conclude this point, we
can stress that for constructing models of molecules within this modeling strategy,
scientists had to exploit creatively, within a practice of theoretical tinkering, some
empirical resources. The parameterization is the central stage in the procedure of
modeling, and it demands a good knowledge of empirical results for such or such
type of molecule, and specific skills to make and justify the choices and adjustments
of data.28 Finally, different research teams made these choices locally, and different
sets of parameters have been constructed during the 1960s, in organic chemistry as
well as in protein chemistry.29 Scientists speak of a “force field” for a set of parame-
ters and equations, because a parameterized equation describes the potential energy
for a molecule.

I turn now to the third resource that protein scientists used when constructing
their “empirical models”. This third resource is a technological one, namely comput-
ers. So, if a protein scientist has made the choice of using the theoretical formulation
we have seen above, and has constructed a model for a molecule by choosing, esti-
mating, adapting, adjusting different types of empirical data, he can now use this
model to study the stability of some conformations or to refine (by minimizing the
potential energy of the molecule) the structure proposed when interpreting X-rays
patterns. But to do all that, it is necessary to calculate the potential energy of one
or several conformations. When the modeling strategy was used in organic chem-
istry in the 1950s without the help of computers, the task of calculating all the
chemical bonds geometries and energies and all the interactions between all pairs
of non-bonded atoms was still complex and really laborious. But a pencil and paper
application of the method to bigger organic molecules and a fortiori to proteins was

27 On the transformations in chemistry induced by the spreading of physical instrumentation, see
Morris and Travis (2003).
28 Choosing and adjusting empirical data in order to construct a set of parameters demands a
good knowledge of empirical results in chemistry, a good appreciation of the validity of such or
such empirical technique for measuring such or such property of such and such molecule, as well
as analogical reasoning and extrapolations in order to decide, for example, how to construct a
particular parameter concerning an interaction between two “atoms” within a particular molecule
from the empirical value of that interaction between this two same (or chemically similar) “atoms”
in another molecule.
29 For details about the situation at the end of the 1960s, and references, see the review of Williams
et al. (1968) for organic chemistry, and the review of Scheraga (1968) for protein chemistry. During
the 1970s, sets of parameters continued to be developed and refined. For references, see Wieber
(2005), Chapters 6 and 7.
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out of reach.30 The development and spread out of that type of modeling practices
in protein chemistry (and more generally in chemistry) has thus been fully depen-
dent of the use of computers. These practices would not have been efficient if these
technological instruments of computation had not been available.

But if computers were needed for that efficiency, the use of these calculating
machines altered modeling practices in turn. So, to define precisely the charac-
teristics of each atom inside a protein according to their molecular surrounding,
scientists were able to use an increasingly large number of parameters stored in
databanks, which the computer program could access quickly. A mode of calcula-
tion based on pencil and paper would not have allowed such increase in the number
of parameters used for modeling, because it would not have been manageable. And
with this greater number of parameters quickly accessible, models of more and more
proteins could then be conveniently constructed and used. Finally, the computa-
tional nature of the modeling practices has also allowed a type of crystallization
and spreading of the choices made locally concerning the empirical parameters, and
more generally a stabilization of the modeling procedure, thanks to the construction
and dissemination of computer programs packages.31

This partial black-boxing as computer software of this procedure seems funda-
mental in order to understand its increasing stability. With the construction and
dissemination of these computer programs packages integrating the procedure of
modeling, the community of its users has been broadened. In this process, the theo-
retical tools constructed have been integrated, thanks to their computational nature,
to the classical toolbox used by experimenters for processing and interpreting empir-
ical data of molecular structure. The procedure of modeling has then participated to
the production of more and more experimental results. In this sense, many experi-
mental results depend, today, on this procedure. Following Wimsatt (2007), it seems
then possible to consider that the procedure of modeling has gained in stability by
being “generatively entrenched”.32

We can now conclude on this strategy of modeling in protein chemistry by dis-
cussing the status of the procedure of modeling, the properties of the models devised
within this strategy, and the fundamental character of the computational nature of
these models. As we have seen, these models don’t offer “representational accuracy”
because they are not constructed by applying the theory that governs protein prop-
erties. As an application of this theory is not possible in practice, scientists sacrifice

30 Hendrickson (1961) constitutes the first computational application of this procedure of modeling
in organic chemistry. For proteins, the development of this modeling procedure has always been
computational; see for example Scott and Scheraga (1966).
31 For modeling proteins (and more generally biological macromolecules and even organic
molecules), three main packages were developed during the 1970s, by three different research
teams: see Momany et al. (1975), Weiner and Kollman (1981), and Brooks et al. (1983). Packages
specifically dedicated to modeling organic molecules were also developed during the 1970s.
32 Wimsatt (2007) defines “generative entrenchment” in this way: “A deeply generatively
entrenched feature of a structure is one that has many other things depending on it because it
has played a role in generating them” (pp. 133–134).
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deliberately this type of accuracy by choosing another theoretical formulation,
which is applicable to the systems of interest and could conduct to relatively accu-
rate predictions. If this choice of theoretical formulation impacts the status of the
models constructed by defining what kind of realism they will hold, it has equally
interesting consequences concerning the generality of the models and of the pro-
cedure of modeling. Thus, this choice of theoretical formulation leads to a lot of
empirical parameters. But the parameters used with success for modeling one par-
ticular molecule cannot be used, strictly speaking, to construct a model for another
molecule: each parameterized term in the formulation has no real meaning in itself,
and only global numerical results obtained when applying the whole parameterized
formulation can have a real meaning if they are accurate, that is if they are consid-
ered as good predictions. So, the parameters chosen, estimated and adjusted for one
protein, within a practice of theoretical tinkering, are theoretically not transferable
for another one. In that respect, the models constructed within this procedure of
modeling greatly lack generality. But this is not the whole story. As the procedure
would not be useful if it was necessary to reconstruct, each time, for each new pro-
tein, the parameters, a hypothesis of transferability is made.33 With such hypothesis,
a gain in generality is obtained, not for each model constructed, but for the proce-
dure of modeling. However, the in practice transferability of each parameters has
to be shown pragmatically by using these parameters for constructing more and
more models of different proteins and by testing against empirical results the out-
puts obtained with these models. The computerization of the procedure of modeling
is then really fundamental: with more and more models constructed and effective
calculations executed, scientists have been able to increasingly test the results pro-
duced against empirical data in order to iteratively optimize the parameters chosen
for modeling. Moreover, a large number of different parameters, suitable for more
and more types of molecules, have been stored in computer programs, as indicated
above. So, the use of computers has allowed an increase in generality of the “force
fields” elaborated, and the construction of models that scientists consider as more
trustworthy. Nevertheless, the procedure of modeling is such that a “force field” is
only validated by its usage, by the accurate predictions obtained for circumscribed
families of molecules, and its generality is then inevitably limited. Scientists are
then lead to perpetually refine the parameters stored in computer programs, and the
choice of a particular “force field” depends on the type of molecule studied and on
the question asked concerning this molecule.

11.5 Conclusion

As noted in introduction as well as in Section 11.2, robustness analysis emerges, in
Levins’ works, within a discussion concerning the constraints set on modeling prac-
tices by the specific epistemological context in population biology. These constraints

33 On the question of the transferability of parameters, see Burkert and Allinger (1982, pp. 3–4).
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have led to the development of three different modeling strategies, implying differ-
ent tradeoffs. It is because Levins (1966) considers that all models have artificial
assumptions, and that “there is always room to doubt whether a result depends on
the essential of a model or on the details of simplifying assumptions” (p. 20), that a
method becomes then necessary in order to judge the trustworthiness of a particular
result obtained when using one particular model. Robustness analysis is precisely,
for Levins, such a method: if a same result is obtained with several alternatives mod-
els using different assumptions and simplifications, this result can then be seen as
trustworthy (i.e. robust). Thus, robustness analysis has to be understood as the final
stage of an epistemological strategy where multiple alternative models of a same
system are deliberately, and initially, constructed. Robustness analysis is based on
the examination of the results produced when using these multiple alternative mod-
els, and constitutes the core of the strategy. We can speak of a heuristic procedure
for this “robustness strategy”, which is developed in order to take into account that
all models have artificial assumptions.

This characteristic of models follows from the above-mentioned specific con-
straints of the epistemological context in population biology. It is because scientists
face practical limitations with respect to what they can compute, measure and under-
stand when modeling the complex systems of population biology that the models
they construct entail simplifications and artificial assumptions, whose consequences
are managed by using the heuristic strategy which includes robustness analysis. And
if such a strategy is used, and a result said to be robust, we are then more confident
with respect to the trustworthiness of the models that have led to this particular
result. As Weisberg (2006b) considers, this method is then useful “(. . .) for deter-
mining which models make trustworthy predictions and which models can reliably
be used in explanations” (p. 731).34

Wimsatt has expanded the notion of robustness to a broader set of procedures
and contexts of use. When he speaks of robustness, a general scheme concerning the
constitution of the solidity35 of an entity, or a property, or a relation, or a proposition
is used. As Soler points out in Chapter 1, Wimsatt’s notion of robustness “(. . .) refers
to the idea of the invariance of a result under multiple independent determinations”.
For Wimsatt, this scheme is conceived as being very general, and it can be used in
different contexts in order to distinguish “(. . .) that which is regarded as ontologi-
cally and epistemologically trustworthy and valuable from that which is unreliable,
ungeneralizable, worthless, and fleeting” (Wimsatt 1981, p. 128). Wimsatt consid-
ers that “a family of criteria and procedures” (Wimsatt 1981, p. 126), based on

34 It seems interesting to note, here, that Weisberg (2006b) considers robustness analysis to be
an important method in sciences where complex systems “(. . .) have yet to be described by com-
prehensive theories” (p. 731). When we construct models of a system which is governed by a
well-developed theory, this theory “(. . .) could be used to determine how much distortion was
introduced by each idealization [in each model]” (p. 731). As he puts it: “(. . .) theories have the
resources to estimate the effect of various idealizations, providing guidance about what must be
included when particular degrees of accuracy and precision are required” (p. 731).
35 I use, here, the term “solidity”, as introduced by Soler in Chapter 1.
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this robustness scheme, are used to this end. He mentions a long list of such pro-
cedures, for example: “(a) using different sensory modalities to detect the same
property or entity (. . .); (b) using different experimental procedures to verify the
same empirical relationships or generate the same phenomenon [. . .]; (c) using
different assumptions, models, or axiomatizations to derive the same result or the-
orem (. . .)” (Wimsatt 1981, pp. 126–127). All these procedures can be called, for
Wimsatt, “robustness analysis”. Thus, when someone uses such a procedure, he or
she analyzes what has been obtained with different (at least partially) independent
derivations in order to establish if a robustness scheme could be find. If such a
scheme is found, Wimsatt considers that we have more reasons, then, to judge the
result as being reliable.

So, Wimsatt has proposed a fruitful generalization of the notion of robustness
with respect to its more restricted sense in Levins’ works. By delimiting a general
robustness scheme, robustness analysis can then be extended to others procedures –
notably to the “triangulation” of a same result by different empirical procedures –
which was not discussed in the very specific context of modeling in population
biology. Moreover, robustness analysis is then not only a procedure used by prac-
ticing scientists in order to judge the trustworthiness of their results and models, but
it becomes also, for philosophers of science, an explicit scheme for describing the
way scientists try to secure the results they produce and a good starting point for
discussing scientists’ judgments of robustness and possible bias in the methodolo-
gies and reasoning they have used for producing such or such result. Finally, if the
notion of robustness is more general for Wimsatt, it seems equally that he uses the
term “robustness” with multiple senses, exploiting then fully the resources offered
by the most general form of that notion.36

We have seen that Levins’ robustness analysis really makes sense within a strat-
egy, which is developed because models have limitations imposed by a constrained
epistemological context in biological modeling. Here again, Wimsatt generalizes
this idea of robustness as an epistemological strategy, in the context of a concep-
tion of science within which the limited capacities of practicing scientists are fully
recognized. Thus, the importance of robustness (and more generally of heuristic
procedures) is linked, for Wimsatt, with the necessary recognition that the world
is complex, that practicing scientists have limited capabilities and are fallible, that
they are not omniscient and computationally omnipotent, and that the tools they

36 In his recent review of Wimsatt (2007), Calcott (2011) distinguishes three kinds of robustness,
each occurring in Wimsatt’s book: robust theorems (in the sense of “robustness” conveyed by
Levins’ robustness analysis), robust detection (or triangulation, that is to say, the production of
the same result by different and at least partially independent empirical procedures), and robust
phenomena (in the sense that a system, a mechanism, is robust when it “continues to function
reliably, despite perturbations or interventions”, as Calcott wrote). So, the sense of “robustness”
used by Wimsatt presents some kind of multiplicity, but behind that multiplicity, there is probably
a common structure to all these kinds of robustness, as Calcott suggests and discusses.
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use have limitations.37 When we recognize this overall situation, when we resist
“in principle” claims about the way science works, then robustness analysis really
makes sense and becomes the core of an important strategy (among others).

The case study on modeling practices in protein chemistry I have presented and
discussed is definitively linked with this picture of science interested by the limita-
tions scientists encounter and the “in practice” strategies they have then to devise
in order to study complex systems. Nevertheless, the strategy used by protein sci-
entists to construct and stabilize their modeling procedure cannot be described by
a robustness scheme. But before pointing out the particular scheme of construction
and stabilization that emerges from my case study, it seems interesting to go back to
Levins’ analytical framework of modeling practices.

This framework, devised for analyzing different styles of theorizing in population
biology, constitutes an interesting resource for discussing the modeling procedure
developed in protein chemistry during the 1960s and 1970s and the characteristics
of the models constructed when using it, by examining their realism, precision, and
generality. As we have seen in Section 11.4, these models lack generality (even
if the hypothesis of transferability of parameters and the use of computers have
allowed an increase in generality of the procedure of modeling) as well as they lack
realism (in the sense of “representational accuracy”). But scientists try to construct
and use realist (in the sense of “predictive accuracy”) and precise models (because
the representation used to model the system of interest is precisely specified, with
quantitative parameters). So, the strategy devised by protein scientists seems close
to the first model building strategy discussed by Levins (“sacrifice generality to
realism and precision”). Moreover, as it has been emphasized, the use of computers
was indispensable for developing and using the protein modeling procedure set up
within the chosen strategy, as it was also the case for the models of systems ecology,
which exemplify, for Levins, the models constructed within the first strategy he
discussed. Levins’ analytical framework is then an interesting tool for characterizing
the modeling strategy used by protein scientists. And such characterization is finally
interesting because it leads us to contrast this strategy with the one defended by
Levins, and to ask what made these two strategies fruitful and efficient strategies.

Robustness analysis is typically an argument showing the fruitfulness and effi-
ciency of the type of qualitative modeling strategy Levins practiced, because it is
a tool particularly well suited to this modeling strategy: with “very flexible mod-
els”, multiple models of a same system can be constructed in a relatively easy way.
Concerning the strategy devised by protein scientists, its fruitfulness is not associ-
ated with robustness analysis but with its stabilization, which cannot be described
by using a general robustness scheme.

37 See, for example, Wimsatt (2007), in particular the introduction and the epilogue, or Wimsatt
(1981, pp. 151–153). It seems worth noting here that all scientific tools have, for Wimsatt, lim-
itations. So, models have limitations (as Levins points out), as it is equally the case for our
sensory modalities, our measurement apparatuses, etc. . .. Within such a generalized constrained
epistemological context, the importance of “robustness strategy” is also generalized.
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Here, we have to recognize how the computational nature of the procedure of
modeling devised in protein chemistry has been fundamental in its stabilization,
which has participated to the recognition, by scientists, that this procedure was
efficient and fruitful. So, as I have tried to show, its computerization has allowed
the construction of more and more models and the effectuation of more and more
effective calculations. Scientists have then been able to increasingly test the results
produced against empirical data in order to iteratively optimize the parameters cho-
sen for modeling. With such a computational optimization of parameters, and with
the large numbers of parameters stored in computer databanks and quickly acces-
sible by the computer program, the procedure of modeling has gained a (limited)
generality, which seems have been important in its stabilization and in the widest
recognition of its relevance. After all, it is possible to consider that this procedure
has acquired stability within a process of mutual and iterative adjustment of theo-
retical, empirical and computational constraints, because the three kinds of limited
resource protein scientists have used for devising the procedure of modeling were
mutually dependent, and limited: computational limitations has led to the adoption
of a theoretical formulation which requires to fix, within a practice of theoretical
tinkering (necessary because the amount of data necessary to parameterize a model
of protein is thin), the values of a lot of empirical parameters which are then compu-
tationally optimized. . . But if an adjustment of these different constraints has been
fundamental for the constitution of a stable procedure of modeling protein structural
properties, the partial black-boxing as computer software of this procedure has also,
as we have seen, increased its stabilization: the dissemination of computer programs
packages integrating this procedure has broadened the community of its users.

Here again, we can emphasize that the computational nature of these modeling
tools is obviously important. More generally, the technological characteristics of
computers – the way they function, the limitations of their processing power, their
accessibility for scientists – have a great impact on the evolving epistemic status of
that kind of modeling practices, which have led to the emergence of what has been
considered, by scientists, as a theoretical knowledge about proteins structure and
stability.

Acknowledgements Many thanks to Léna Soler, Catherine Dufour, and Emiliano Trizio for
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Chapter 12
Understanding Scientific Practices: The Role
of Robustness Notions

Mieke Boon

12.1 Introduction

The rationale for considering robustness as an important notion for understanding
scientific practices is directly related to key issues in the philosophy of science
such as: why science is so successful; why theories are accepted; how scientific
knowledge can be justified; and how scientific theories are related to the real world.
Within this scope, which focuses on theories as the aim of science, the issue is
whether robustness functions as a ‘truth-maker’ of theories or as an alternative to
their truth.

The perspective from which robustness will be considered in this article is
for understanding scientific research in the context of practical applications, such
as technological, (bio-) medical and agricultural research, and the forecasting of
natural processes. Scientific research in these fields interprets practical problems
or technological functions in terms of phenomena that determine the cause of
technological (dys)functioning. Scientific research aims at intervening with these
phenomena (e.g. their artificial production or prevention) by developing scien-
tific understanding about them (cf. Boon 2006, 2009; Boon and Knuuttila 2009).
Therefore, the epistemic aim of these practices differs from the ultimate aim that
the philosophy of science usually ascribes to science. The epistemic aim of scien-
tific research in the context of such things as practical applications is the reliability
and relevance of theoretical knowledge regarding these applications, rather than the
truth of theories. From this practice-oriented perspective, accounting for the truth
of conclusions drawn from scientific theories is more important than accounting
for the truth of scientific theories. Clearly, someone may object that the distinction
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between true theories and true conclusions is already accounted for in the rela-
tionship between fundamental and applied sciences, according to which drawing
conclusions from true knowledge produced in the fundamental sciences produces
true conclusions in the applied sciences. However, it is an empirical fact of scientific
practices that the conclusions drawn from supposedly (approximately) true theories
are often false (cf. Cartwright 1983) or irrelevant. Usually a significant amount of
additional experimental research is required to produce scientific models that fit the
real world (see also Morrison and Morgan 1999).

Given this situation, scientific practices in the context of practical applications
require a philosophical account that explains what science can and cannot do, rather
than an account of how the truth of scientific results is justified. Therefore, under-
standing the character and justification of the reliability and relevance of scientific
knowledge used in practical applications is an issue that matters. Within this con-
text, the principle question of this article is: What part can robustness notions
play in understanding scientific practices aimed at producing reliable and rele-
vant scientific results (such as scientific theories, models and concepts, but also
phenomena and physical systems) for practical application? My thesis comprises
four statements: (a) different kinds of robustness notions must be distinguished (i.e.
metaphysical, regulative, methodological, ontological and epistemological), each
pointing at different aspects and presuppositions of scientific research; (b) they have
to be viewed as complementary to each other; (c) they are ultimately held together
by the regulative principle ‘same conditions – same effects’; and (d) robustness as
an epistemological notion functions as an alternative to truth.

The structure of this article is as follows. Section 12.2 explains some philosoph-
ical presuppositions about scientific practices that provide the foundation for my
argument. Section 12.3 presents a conceptual analysis of robustness. There appear
to be different kinds of robustness notions. By utilizing traditional philosophical
accounts of the justification of scientific knowledge, it also analyses how robust-
ness is related to truth. This analysis seeks to examine whether robustness can be an
alternative to truth. Section 12.4 explains why methodological robustness notions
justify the attribution of epistemological (and ontological) robustness notions to sci-
entific results, and why the role of ‘same conditions – same effects’ as a regulative
principle is crucial.

My argument is divided into two parts, each of which takes a different approach.
The first part (Section 12.3) uses traditional analytical approaches in the philoso-
phy of science. It employs Van Fraassen’s (1980) notion of empirical adequacy as a
philosophical guide for articulating the role of epistemological criteria in accept-
ing epistemological results. The second part (Section 12.4) focuses on the idea
that scientific practices seek a variety of scientific results. It takes Hacking’s (1992,
1999) notion of a mutual fit between different elements that constitute a laboratory
practice (‘ideas, matériel, and marks’) as a preliminary philosophical account in
which ‘true theories’ are no longer regarded as crucial for explaining the success of
science.
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12.2 Traditional Philosophy of Science Versus Philosophy
of Scientific Practices

My approach in Part I (Section 12.3) of the argument aims to tie in with a tradi-
tional approach in the philosophy of science because this tradition contributes to
the conceptual clarification of robustness. At the same time, traditional philosoph-
ical approaches involve several assumptions about science that are unproductive
for understanding concrete scientific practices. In this section, I will compare some
of the important presuppositions of traditional philosophy of science with those I
consider as more appropriate for a philosophy of scientific practices. The proposed
alternatives will be taken as the philosophical foundation to Part II (Section 12.4) of
my argument.

As an alternative to the assumption that the aim of science is true theories, I pro-
pose that the epistemic aim of science is to produce epistemic means that allow for
scientific reasoning about the (natural or laboratory) world (see also Rouse 2009,
2011), and as a consequence, that the task of the philosophy of science is to account
for the acceptance of scientific results that facilitate the performance of this episte-
mological function. This alternative assumption does not necessarily exclude the
role that truth could play. Rather, this proposal is made because accounting for
the truth of theories is extremely problematic and may not even be necessary in
accounting for the success of science and understanding actual scientific practices.

The second assumption of traditional approaches is the idea that science can be
reduced to two basic elements: facts and theoretical knowledge. Observations and
data are considered as the objective basis of facts, meaning that facts are philo-
sophically unproblematic. The role that facts are supposed to play is in proving
theories. The divide between the two elements is crucial to accounts of methodolo-
gies that justify (or falsify) the truth of theoretical knowledge, such as induction or
verification (confirmation or falsification) by hypothetical-deductive approaches.

The so-called ‘New experimentalists’1 have criticized the idea that facts result
from observations and data in an unproblematic manner. They have emphasized
that observations and data of the independent real world are gathered by means
of experiments, technological instruments and data-processing. Therefore, facts
result from constructive activities in the physical world, while these constructive
activities go together with practical and theoretical reasoning about technolog-
ical instruments, data and physical phenomena. What is more, data, facts (i.e.
descriptions of observable physical phenomena), data-processing, experiments,
instruments and theoretical interpretations develop in a mutual interplay, and even-
tually ‘vindicate’ one another. Hacking (1992), therefore, proposed a much richer
taxonomy of laboratory sciences, which he cleaved into three basic elements: marks

1 Some of the key figures of this movement in the 1980s and early 1990s are Hacking (1983),
Cartwright (1983, 1989, 1999), Franklin (1986), Galison (1987), Giere (1988) and Ackermann
(1985). More recent important contributions have come from Mayo (1996) and Chang (2004).
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(including observations, data and data-processing), matériel (including instruments
and experimental procedures, and the substances or objects investigated) and ideas
(including theories and models of instruments). He thereby rejects the idea that data
can prove theories. Instead, Hacking argues that the elements that constitute labora-
tory practices are mutually adjusted. Laboratory practices eventually become stable
because a proper fit has been established between these elements.

Siding with Hacking, I propose that different kinds of elements are mutually
dependent and adjusted; they are stabilized in constructive activities by means of
practical and theoretical reasoning, along with interventions that seek to explore and
adjust their mutual interplay – which is an alternative to the traditional assumption
that facts are unproblematic and serve to prove theories.

There is a third assumption related to the first and second traditional one: the idea
that theories are science’s most important results. However, if we accept the idea
that the elements that constitute scientific practices, such as the ones distinguished
in Hacking’s taxonomy, are developed in a mutual interplay of interventions with
the physical world (i.e. the natural world and technological devices and procedures)
together with practical and theoretical reasoning, then these other elements must
also be regarded as scientific results. In other words, it is not only theories that
are the results of scientific research, but also data and data-processing, physical
phenomena and their descriptions, instruments and their uses, experimental set-ups
and technological procedures, scientific laws and models of data and phenomena,
scientific methods, etc.

This suggestion is particularly significant for understanding scientific research in
the context of application. Often, the purpose of these practices is to produce phe-
nomena for practical uses, including the technological devices or procedures that
bring them into being, and in tandem with practical and theoretical understanding
of how these phenomena are produced (or prevented, controlled, improved, etc.).
Moreover, in many cases the aim of these research practices is to create artifi-
cial phenomena. These phenomena are created by technological manipulation, for
instance, in order to meet a certain technological function (cf. Boon and Knuuttila
2009). Engineering sciences, which is scientific research in the context of techno-
logical applications, is an example of a science in the context of application. Its
purpose is scientific research that contributes to the development of technological
devices, processes and materials. Usually, the proper (or improper) functioning of
devices, processes and materials is understood in terms of phenomena that produce
(or are detrimental to) their desired behaviour. By experimentation and scientific
modelling, the engineering sciences strive to respectively understand and produce
the specific behaviour of devices and processes and/or the properties of materials. In
working towards this purpose, scientific practices develop three things in a mutual
interplay: (1) experimental techniques and scientific instruments that enable the
creation of and intervention with phenomena relevant to the functioning of techno-
logical applications; and (2) ‘rule-like knowledge’ and scientific models about (a)
these phenomena and (b) how scientific instruments and experimental techniques
produce the desired and undesirable phenomena.

To summarise, the third assumption, which holds that science is only interested
in theories, is inadequate. Scientific practices, in particular those that work in the
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context of applications, produce different kinds of scientific results, which include
data, physical phenomena, instruments, scientific methods and different kinds of
scientific knowledge. In this dynamic, the fit between different kinds of scientific
results is an important criterion for their acceptance. In this article I will focus on
three aspects: the production and acceptance of physical phenomena as ontological
entities; the role of instruments and experiments in their production; and the rule-
like knowledge that is produced simultaneously.

Finally, a fourth (often implicit) assumption of traditional accounts is that theo-
retical knowledge somehow represents some kind of ‘mind-independent’ structure
in the real world.2 As an alternative position that entirely avoids accounts that
involve the need for a representational relationship between epistemological results
and the world, one might adopt Hacking’s (1992) assumption that the stability of
scientific results consists of a proper fit between different elements that constitute
laboratory practices. This position circumvents the idea that our theories somehow
represent a cognizable structure that exists in the world, independent of human
ways of knowing. However, Hacking’s notion of stability is not entirely satisfac-
tory because it does not explain why a proper fit between these different elements
leads to the success of science. In particular, part of the success of laboratory prac-
tices comprises an exchange of these elements among different practices. The fact
that these elements seem capable of travelling independently of the laboratory con-
text in which they were produced (also see Howlett and Morgan 2010) cannot be
explained by ‘the self-vindication of a laboratory practice’. As an alternative, I will
propose (in Section 12.4), as a minimal metaphysical belief, the idea that the world
is real (or robust) in the sense that it is external to us and stably sets limits to our
interventions with it. This position is a kind of realism since it assumes that an inde-
pendent real world sets limits to what we can do with it and to the regularities, causal
relations, phenomena and objects that can possibly be determined. Yet, this kind of
realism is minimal because it avoids the idea of a cognizable independent order or
structure in the real world.

12.3 Part I: Conceptual Analysis of Robustness

12.3.1 Metaphysical, Regulative, Ontological, Methodological
and Epistemological Robustness Notions

Wimsatt (1981, 2007) suggests that all the variants and uses of robustness share a
common theme in distinguishing the real from the illusory; the reliable from the
unreliable; the objective from the subjective; the object of focus from artefacts of

2 Knuuttila and Boon (2011) present a critical analysis of how and why scientific models (and
theoretical knowledge) give us knowledge. They argue that most philosophical accounts eventually
draw on a representational relationship between scientific models and how the real world is.
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perspective; and, in general, that which is regarded as ontologically and epistemo-
logically trustworthy and valuable from that which is unreliable, ungeneralizable,
worthless and fleeting. In this context, robustness analysis is of key importance to
scientific methodology. Things or scientific results such as processes, laws and struc-
tures are reliable and valuable (or “robust”) to their degree of invariance or stability
under a robustness analysis, which involves the following procedures: analyzing a
variety of independent derivation, identification or measurement processes; looking
for and analyzing things which are invariant over or identical in the conclusions or
results of these processes; determining the scope of the processes across which they
are invariant and the conditions on which their invariance depends; and analyzing
and explaining any relevant failures of invariance. Wimsatt calls these procedures
multiple-determination or robustness (Wimsatt 2007, pp. 43–44).

Several other authors have also used ‘robustness’ and related notions to account
for the epistemological or ontological character of scientific results, as well as for
the way in which these results are accepted or justified. Pickering (1987, 1989)
argues that scientific results are accepted, not because they correspond to something
in the world, but because scientists bring so-called plastic resources in relations of
mutual support, thus producing a “robust-fit” (cf. Hacking 1999). The resources
are: the material procedure (including the experimental apparatus itself along with
setting it up, running it and monitoring its operation); the theoretical model of
that apparatus; and the theoretical model of the phenomena under investigation.
As already mentioned, Hacking (1992) suggests that the results of mature labo-
ratory science (‘ideas, matériel and marks’) achieve stability when the elements
of laboratory science are brought into mutual consistency and support. Woodward
(2001) seeks an account of the robustness of explanatory generalizations. He pro-
poses that a generalization in biology is explanatory only if it is invariant, which
means that it continues to hold under a relevant class of changes. Weisberg (2006)
and Weisberg and Reisman (2008) argue that the robustness of theorems, such
as the Lotka-Volterra principle that describes ecological processes, can be iden-
tified and confirmed by means of a robustness analysis (or stability analysis) of
theorems.

Hence, robustness is used in the sense of reality, invariance, stability and reliabil-
ity – other notions with a similar meaning are reproducibility, empirical adequacy
and a notion that will be newly introduced in this context: ‘same-conditions – same
effects’. I will call them robustness notions. Interestingly, these robustness notions
apply to different categories of things, such as physical processes and properties,
scientific laws, theorems and models, methodological procedures and even the phys-
ical world or scientific practice as a whole. Indeed, despite their apparent synonymy,
these robustness notions have distinct roles in the philosophical analysis of scien-
tific practices. In order to account for these roles, I propose a conceptual distinction
between metaphysical, regulative, ontological, epistemological and methodological
robustness notions:
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i. Reality and stability are properties of the physical world. We believe that the
physical world is robust in the sense that it is external to us and stably sets
limits to our interventions with it. In this context, reality and stability function
as metaphysical robustness notions.

ii. ‘Same conditions – same effects’ is a robustness notion that functions as a reg-
ulative principle of scientific practices. This principle says that under exactly
the same physical conditions (in the natural world or in the laboratory or in
technological devices) exactly the same physical effects will occur, which is
an elementary assumption, the metaphysical or empirical truth of which cannot
be proven. A regulative principle, therefore, is a fundamental presupposition
or a ‘condition of possibility’ that facilitates scientific research: experimental
sciences would not be possible without this presupposition. I will propose that
‘same conditions – same effects’ as a regulative principle is the philosophical
basis of the other robustness notions and that it plays a crucial part in under-
standing the workings of these notions. This principle provides the condition
for the possibility of metaphysical and/or logical principles that aim to justify
inferences in scientific practices, such as induction, falsification and the ceteris
paribus clause.

iii. Reproducibility denotes a property of measured data and observable or quantifi-
able physical occurrences that are produced by means of natural, experimental
and/or technological conditions. Data and physical occurrences are considered
as being reproducible if they are repeatable under the same technological and/or
experimental conditions.

iv. Stability and invariance are ontological robustness notions because they are
criteria for what can be accepted as real objects and phenomena. Importantly,
scientists usually regard phenomena or objects as stable or invariant if they
can intervene with them, for instance in experiments, or if they assume that
they could intervene with them if they had better (or practically possible or
ethically acceptable) procedures and technological means at their disposal (cf.
Woodward 2003). Additionally, scientists accept that an object is real because
it is invariant or stable when transferred to other circumstances, while they also
accept that a phenomenon is real because it is invariant or stable in the sense
that they can experimentally or technologically create, produce, control or even
prevent its occurrence.

v. Reliability denotes a property of theoretical knowledge, such as phenomeno-
logical laws (or “rule-like” knowledge) and scientific models, in their epis-
temic use to create explanations and predictions about real-world situations.
Reliability is an epistemological robustness notion because it is a criterion for
accepting theoretical knowledge.

vi. Empirical adequacy denotes a property of fundamental theories such as
Newton’s or Maxwell’s. It is an epistemological robustness notion because it
applies to theoretical knowledge.

vii. Repetition and multiple-determination denote properties of scientific methods.
They are methodological robustness notions that function as criteria for how
scientific results such as reproducible data, stable phenomena and technological
devices, reliable phenomenological laws and scientific models, empirically
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adequate fundamental theories, etc., are produced and justified. These notions
guide the development of scientific methodologies that warrant the produc-
tion of ‘robust’ scientific results. Important aspects of multiple-determination
are the above-mentioned aspects of a robustness analysis, e.g. variation,
independence, invariance and failure of invariance (cf. Wimsatt 1981). The role
of this methodological robustness notion is in the design and use of various
technological instruments for producing measurements of the target system;
the development of various technological devices and experimental procedures
for the production of and intervention with phenomena; and the invention of
methods for examining the proper and stable workings of these instruments
and devices.

Hence, robustness notions function in different ways: Firstly, as a fundamental
belief that we have about the (physical) world; secondly, as a regulative princi-
ple of scientific practices that justifies the functioning of other robustness notions
and explains how these notions are related; thirdly, as a criterion for the actual
existence of objects and phenomena; fourthly, as a criterion for the acceptance
of epistemic results; and fifthly, as a criterion for methods that produce and jus-
tify the ‘robustness’ of measurements, phenomena and (theoretical) knowledge, i.e.
methods that produce these scientific results and justify the attribution of episte-
mological and ontological properties. The proposed conceptual distinction between
these robustness notions is summarized in Table 12.1.

Table 12.1 Conceptual distinctions of robustness notions

Category Object Robustness notion

Metaphysical i. Reality→ i. Stable, deterministic, independent
physical world

Regulative ii. Scientific practice→ ii. ‘Same conditions – same effects’
as a presupposition or ‘condition
of possibility’ for knowledge
production

Ontological iii. Measured data and physical
occurrences→

iii. Reproducibility

iv. Observable and theoretical
objects, phenomena and
causal relations→

iv. Stability and invariance

Epistemological v. Phenomenological laws (or
rule-like knowledge) and
scientific models→

v. Reliability

vi. Fundamental theories→ vi. Empirical adequacy

Methodological vii. Scientific methods (that
‘widen the span of
phenomena, and the
refinement of rule-like
knowledge’)

vii. Repetition and
multiple-determination
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12.3.2 Robustness as Truth-Maker or as an Alternative to Truth?

How do robustness notions relate to truth? Does ‘multi-determination’ taken as a
methodological notion function as a ‘truth-maker’, or does reliability as an episte-
mological notion function as an alternative to truth? The two possibilities differ in
the following way:

1. ‘Robustness’ functions as a truth-maker: Multi-determination functions as an
alternative methodological notion that justifies the truth of scientific knowledge.
It explains – or accounts for – why scientific knowledge is true. Scientific knowl-
edge is true if it is the result of multiple-determination. This is how ‘robustness’
seems to function in Wimsatt (1981), Woodward (2001), Weisberg (2006) and
Weisberg and Reisman (2008). ‘Robustness’ as a truth-maker is an alternative
to how methodological notions such as ‘induction’, ‘hypothetical-deduction’
or ‘inference to the best explanation’, etc., are supposed to justify the truth of
scientific knowledge.

2. ‘Robustness’ functions as an alternative to ‘truth’: Reliability functions as an
alternative epistemological notion. In other words, truth as the central property
of scientific knowledge is substituted by reliability. In this account, multiple-
determination may function as a methodological notion to justify the reliability
of scientific knowledge but not its truth.

I will defend the second option and argue against the first. The questions to be
answered then are: why and how robustness (in the sense of reliability) can function
as an epistemological criterion, i.e. why and how it can function as an alternative to
truth, and why robustness, in the sense of multi-determination, cannot function as a
truth-maker.

Truth is an epistemological criterion. An epistemological criterion is the prop-
erty that theoretical knowledge must have in order to be accepted or believed. This
implies that the use of ‘reliability’ as an epistemological criterion must be similar to
how ‘truth’ or other epistemological criteria, such as ‘empirical adequacy’, are used
in statements such as: ‘a theory is accepted if it is true’ or ‘a theory is accepted if it
is empirically adequate’. Similarly, ‘a theory is accepted if it is reliable’.

The crucial question is then how we know that a theory is true or empirically
adequate or reliable. In other words, how do we justify that a theory has this episte-
mological property? In order to clarify this further, I will use Van Fraassen’s (1980)
well-known approach to the meaning and justification of the truth of scientific the-
ories. First, I will outline his approach. Then, I will apply the resulting analytical
schema to the analysis of ‘reliability’ as an alternative epistemological criterion.

Van Fraassen’s point of departure is Tarski’s semantic definition of truth, accord-
ing to which truth is a property of a sentence, which tells us something about the
relationship between the sentence and the real world. Van Fraassen’s definition of
the truth of a sentence or theory “T” is (slightly rephrased for my purpose): The
truth of “T” means that what T says is literally the case – that is, “T” literally tells
what the real world is like. Subsequently, a methodological criterion is needed that
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determines whether “T” literally says what the world is like. Van Fraassen’s much-
debated criterion is that the truth of statements or ‘stories’ can only be determined
for the directly observable state of affairs and occurrences. In other words, the story
told by “T” must be observable.

Following these ideas, I propose to explicate the use and meaning of epistemo-
logical criteria and how they relate to methodological criteria in five systematic
steps:

1. The epistemological criterion. An epistemological criterion, E, (e.g. truth)
accounts for the acceptance of theoretical knowledge “T”. This criterion is used
as follows: An expression “T” is accepted if “T” is E. In other words, an expres-
sion (e.g. a sentence or a scientific theory) called “T” and saying T is accepted
if and only if the epistemological property (e.g. truth) has been attributed to the
expression “T”. For instance, a theory or law “T” (e.g. Newton’s theory or the
ideal gas law) is accepted if “T” is E (e.g. true).3

2. A semantic conception of the epistemological criterion. In this account, episte-
mological properties are regarded as semantic concepts. Semantic concepts deal
with certain relations between expressions of a language and the object referred
to by that expression (cf. Tarski 1944). This means that epistemological concepts
are regarded as properties of expressions in a language, and not as properties of
objects in the world to which these expressions refer. Accordingly, an epistemo-
logical property (e.g. truth) is a property of “T” (e.g. theoretical knowledge) that
specifies a certain relationship between expression “T” and the real world.4

3. A semantic definition of the epistemological criterion. One of the characteristics
of semantic concepts is that their meaning must be given by definition and not,
for instance, by designation. Hence, a semantic definition of the epistemological
property E must be given. The form of this definition is: An expression “T” is E
means, or is defined as, that what T says relates such and such to the empirical
world. For instance, that a theory or law “T” is true means that what T says is
actually the case.

4. An operational definition of the epistemological criterion. One of the character-
istics of concepts introduced by means of a definition rather than by means of

3 Note that epistemological criterion E is a necessary property for scientific knowledge to be
accepted, but may not be a sufficient criterion for acceptance, since other criteria, such as rele-
vance or explanatory power, may play a role as well. Van Fraassen (1980, pp. 12–13) calls these
additional criteria pragmatic values.
4 In this manner, a distinction is made between properties of the world, e.g. material entities in
the real world, and properties of expressions of a language, including theories. For example, red
is regarded as a property of material or physical objects (e.g. the apple is red), whereas truth is
regarded as a property of an expression (e.g. ‘the apple is red’ is true). Importantly, the way in
which we learn their meaning is different. Usually, we learn the meaning of the properties of
material objects by designation (e.g. by pointing at a red apple and saying ‘Look! The apple is
red.’), not by definition. The meaning of semantic concepts cannot be learned by designation (e.g.
by pointing at something and saying ‘Look! Newton’s theory is true.’). Instead, the meaning of
semantic concepts must be given by definition.
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designation is that the use of that concept must also be defined.5 This can be
called an operational definition of the concept. The semantic definition of E (i.e.
“T” is E means that what T says relates such and such to the empirical world)
already includes the operational definition: “T” is E if what T says relates such
and such to the empirical world. This latter version of the definition presents a
criterion Q (e.g. is actually the case) for attributing the epistemological property
E to a sentence “T”. Namely, a sentence or scientific theory called “T” (and say-
ing T about the empirical world) is E (e.g. true) if and only if what T says relates
such and such to the empirical world. In short, the operational definition of the
epistemological criterion reads: “T” is E (e.g. “T” is true) if T is Q (e.g. what T
says about the empirical world is actually the case).

5. The methodological criterion. Hence, the problem of how to justify that the epis-
temic property for accepting theoretical knowledge applies (i.e. whether “T” is
E) has been transferred to the problem of how to determine that T is Q (i.e.
whether T relates such and such to the world). This is where methodology comes
into play. Methodology involves a methodological criterion M (e.g. an observa-
tion), which is the quality a method must have in order to be accepted as a method
by which it can be determined that T is Q. The use of this criterion is summarized
as follows: “T is Q is justified if the question of whether T is indeed Q is deter-
mined by a methodology that meets methodological criterion M.” For instance,
the claim that ‘what T says is actually the case’ is justified if what T says can be
directly observed in the real world. In short, observation counts as a methodolog-
ical criterion: A method justifies the (approximate) truth of a sentence, a theory
or a law if what the sentence, theory or law says is actually or literally the case.
Whether, what the sentence, theory or laws says is literally the case, must be
determined by observation.

In the case of truth as an epistemological property of theoretical knowledge, and
direct observation as the methodological criterion for attributing this property to
theoretical knowledge, this schema results in:

1. (1T) Epistemological criterion for the acceptance of theoretical knowledge: “T”
is accepted if “T” is true.

2. (2T) Semantic conception of the epistemological criterion: Truth is an epis-
temological property of theoretical knowledge “T”, which specifies a certain
relationship between “T” and the real world, i.e. a relationship between what
the theory says about the real world and how the world really or literally is.

5 For instance, knowing how to use the term ‘bachelor’ (e.g. in saying, ‘this man is a bachelor’)
requires an explication of how we determine whether this man is a bachelor. Similarly, in order to
use a semantic concept such as truth in saying ‘this theory or law is true’, it needs to be explicated
how we determine whether the theory is true. Importantly, a definition of a term (e.g. a definition
of being a bachelor) not only states its meaning (e.g. a man is a bachelor means that a man is not
married), it also presents a criterion for whether the term applies (e.g. a man is a bachelor if a man
is not married).
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3. (3T) Semantic definition of the epistemological criterion: “T” is true means, or is
defined as that what T says is actually the case.

4. (4T) Operational definition of the epistemological criterion: “T” is true if what
T says is actually the case.

5. (5T) Methodological criterion: Direct observation is a methodological criterion
for methods that determine whether what T says is actually the case. The use of
this methodological criterion is summarized as follows: What T says is actually
the case if ‘what T says is actually the case’ is determined by a methodology that
is based on direct observation.

Clearly, if what our knowledge says about the world is observable in an unprob-
lematic manner, we would not call it theoretical or scientific knowledge. Yet, the
character of theoretical knowledge, “T”, is that what T says is not observable in
an unproblematic manner. According to Van Fraassen (1980), if T says something
that is not observable in principle, we should refrain from attributing (approximate)
truth to “T”. In that case, this epistemological property does not apply and we need
another property to account for, e.g. the acceptance or the success of “T”. Van
Fraassen proposed ‘empirical adequacy’ as an alternative notion, which is defined
as: A theory “T” is empirically adequate if what it says about observable things in
the world is true. Using this same line of reasoning, a methodological criterion is
required to determine whether what the theory says about observable things is true.
Van Fraassen (1980) and Suppe (1989) introduced the criterion of (partial) isomor-
phism between models that satisfy the axioms of the theory, on the one hand, and
data models produced in experiments and data processing, on the other. In the case
of empirical adequacy as an epistemological property of theoretical knowledge and
(partial) isomorphism as the methodological criterion for attributing this property to
theoretical knowledge, the former schema results in the following:

1. (1EA) Epistemological criterion for the acceptance of theoretical knowledge: “T”
is accepted if “T” is empirically adequate.

2. (2EA) Semantic conception of the epistemological criterion: Empirical adequacy
is an epistemological property of theoretical knowledge “T”, which specifies
a certain relationship between “T” and the real world (namely, a relationship
between what the theory predicts about the observable world and what can be
directly observed of the real world).

3. (3EA) Semantic definition of the epistemological criterion: “T” is empirically
adequate means, or is defined as that what T predicts about the observable world
is actually the case.

4. (4EA) Operational definition of the epistemological criterion: “T” is empirically
adequate if what T predicts about the observable world is actually the case.

5. (5EA) Methodological criterion: (Partial) isomorphism is a methodological cri-
terion for methods that determine whether what T predicts about the observable
world is actually the case. The use of this criterion is summarized as follows:
What T predicts about the observable world is actually the case if ‘what T
predicts about the observable world is actually the case’ is determined by a
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methodology that is based on (partial) isomorphism, i.e. partial isomorphism
between models that satisfy the axioms of the theory and data models of
real-world systems (cf. Suppe 1989).

In summary, methodological criteria (i.e. direct observation of a state of affairs
in the case of truth, and isomorphism between theoretical models and data models
of a system in the case of empirical adequacy) are needed to justify the attribu-
tion of epistemological properties (i.e. truth and empirical adequacy) to theoretical
knowledge.

This analysis reconstructs how Van Fraassen developed ‘empirical adequacy’ as
the epistemological property that a theory must have in order to be accepted, which
includes that empirical adequacy is proposed as an alternative to truth. Following
this line of approach, aims to explore ‘reliability’ as an alternative epistemological
criterion that accounts for the acceptance of theoretical knowledge in the scientific
practices mentioned, instead of being a route to the truth of theoretical knowledge.
Accordingly, the proposed schema results in the following:

1. (1R) Epistemological criterion for the acceptance of theoretical knowledge: “T”
is accepted if “T” is reliable.

2. (2R) Semantic conception of the epistemological criterion: Reliability is an epis-
temological property of theoretical knowledge “T”, which specifies a certain
relationship between “T” and the real world, i.e. a relationship between what
the theory predicts about the observable or measurable world and what can be
observed or measured of the real world.

3. (3R) Semantic definition of the epistemological criterion: “T” is reliable means,
or is defined as that what T predicts about the empirical (observable or
measurable) world is actually the case.

4. (4R) Operational definition of the epistemological criterion: “T” is reliable if
what T predicts about the empirical world is actually the case.

5. (5R) Methodological criterion: Repetition and multiple-determination (cf.
Wimsatt 1981) are methodological criteria for methods that determine whether
‘what T predicts about the empirical world is actually the case’. The use of these
criteria is summarized as follows: What T predicts is actually the case if ‘what
T predicts is actually the case’ is determined by a methodology that is based on
repetition and multiple-determination.

In summary, this analysis (in schema 1R–5R) proposes reliability as an alternative
epistemological criterion for the acceptance of theoretical knowledge. Repetition
and Wimsatt’s (1981) notion of multiple-determination are proposed as criteria for
methods that justify the attribution of reliability to theoretical knowledge. Multiple
means of determination, according to Wimsatt, consists of using different sensory
modalities to detect properties or entities; using different experimental procedures
to verify empirical relationships or the existence of phenomena; using different
assumptions, models or axiomatizations to derive theoretical results, etc. As a
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result, the schema draws a relationship between two different kinds of robust-
ness notions: reliability (an epistemological criterion) is related to repetition and
multiple-determination, which are methodological properties that a method must
have in order to justify the reliability of theoretical knowledge.

At face value, the semantic definition of reliability as an epistemological criterion
is the same as that of Van Fraassen’s notion of empirical adequacy (compare 3EA

and 4EA with 3R and 4R). I propose to distinguish between ‘empirical adequacy’
and ‘reliability’ as distinct epistemological criteria for different kinds of theoretical
knowledge. In Van Fraassen’s analysis, Newton’s theory or Maxwell’s theory, which
have an axiomatic form, are used as examples. ‘What the theory says’ is understood
as the scientific model that satisfies the axioms of the theory, such as the model of a
harmonic oscillator and its theoretical data structures, e.g. curves in an x-t diagram.
The theory is empirically adequate if these curves are (partially) isomorphic with
the data structures produced by a real, but ideally behaving harmonic oscillator (cf.,
Suppe 1989). However, in many cases there is no abstract theory from which a
model of the phenomenon can be deduced in a straightforward manner. In those
cases, scientific models are theoretical interpretations of phenomena using different
‘ingredients’ (cf. Boon and Knuuttila 2009; Bailer-Jones 2009). In this case, ‘what
the theory says’ is a theoretical interpretation of the phenomenon, which is accepted
if it is reliable in explaining or predicting ‘rule-like knowledge’ produced by means
of a variety of sufficiently independent experimental procedures and measurements
(i.e. multiple-determination), for example.

Additionally, the difference between the two notions is related to different con-
cepts of the epistemic aim of science, i.e. producing theories or producing epistemic
results for specific epistemic purposes. Reliability as an epistemological property
must account for the use of theoretical knowledge in performing epistemic tasks,
such as in explaining or predicting specific phenomena in technologically produced
circumstances. In other words, theoretical knowledge is reliable if it can perform the
kind of epistemic tasks for which the knowledge is produced.

Provisionally, I propose to use empirical adequacy as an epistemological criterion
for theories that have an axiomatic form – and which are usually called ‘fundamental
theories’ –where reliability applies to theoretical knowledge that has as its primary
aim the reliable (mathematical or verbal) description, explanation or prediction of
phenomena (see also Table 12.1).

Based on this analysis, I will conclude that the acceptance of theoretical knowl-
edge does not necessarily run via truth. I will also adopt Van Fraassen’s critical
point that truth only applies to descriptions of a state of affairs that can be
directly observed in an unproblematic manner, where truth is inappropriate as an
epistemological property of theoretical knowledge.6

6 In accepting Van Fraassen’s claim, I deliberately ignore the well-known critique with regard to
his notion of observability. The important point of Van Fraassen’s suggestion is, in my view, that
we have a more or less intuitively clear understanding of the meaning of truth in every day situa-
tions. In those situations, we know how to use this notion and how it functions in distinguishing
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However, it still needs to be explained why a methodological criterion justifies the
attribution of an epistemological criterion, i.e. why theoretical knowledge produced
by means of repetition and multiple-determination is reliable or, in line with the
proposed conceptual structure, why do scientific methods with this methodological
criterion as a property justify that theoretical knowledge is reliable? This question
will be addressed in Section 12.4 of my argument.

12.4 Part II. How Robustness Notions Work Together as Criteria
for Producing Scientific Results

12.4.1 ‘Same Conditions – Same Effects’ as a Regulative Principle

The physical world is real or robust in the sense that an independent world sta-
bly sets limits to what we can do with it and to the regularities, causal relations,
phenomena and objects that can possibly be determined. This metaphysical idea
functions in scientific practices by way of the assumption that with exactly the
same physical conditions exactly the same physical effects will occur. This belief
involves a metaphysical principle about ‘how the physical world is’, which reads:
There is one stable, deterministic physical world in which the same physical con-
ditions will always produce the same physical effects.7 The philosophical problem
of metaphysical principles is that there is no method to prove them, e.g. to find out
whether the same conditions will always produce the same effects.8 At the same
time, the belief that the world is structured, regular or stable inescapably ‘regulates’
our interactions with and our thinking about the world. It is a belief without which
thinking about the world and producing knowledge that guides our thinking and act-
ing would be impossible. Therefore, I propose to regard ‘same conditions – same

between claims that are true and those that are not. The use of this notion with regard to theoretical
knowledge, on the other hand, is not intuitively clear.
7 Stochastic behaviour in quantum physical experiments does not violate the idea of ‘same condi-
tions – same effects’ given that under the same conditions the same stochastic behaviour will occur.
Hence, physicists still work with the presupposition that the same experimental set-up in quantum
physics will produce the same patterns.
8 This problem resembles David Hume’s problem of causal relations: How can we know that
causes and effects will be related in the future as they were in the past if we cannot find out
empirically which power, force, energy or necessary connexion keeps them together? (Hume
(1777 (1975)). On the Idea of Necessary Connexion, Part I in: Enquiry concerning Human
Understanding.) Accordingly, Hume framed the problem of inferring a stable relationship between
cause and effect as a fundamental problem of empiricism: we cannot observe the connection in
an unproblematic manner – as a consequence, inductive inference to a stable relationship between
cause and effect cannot be empirically verified. To this fundamental problem of empiricism, Popper
(1963) added that inductive inference cannot be logically justified either. In order to avoid such
metaphysical problems, Popper framed it as the problem of induction, i.e. as a problem of the logic
of science. The underlying philosophical problem is that the metaphysical belief that the world is
structured, regular or robust cannot be proven.
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effects’ as a regulative principle that ‘guides and enables’ the production and justi-
fication of knowledge about the world, by means of which we think about and act
in it.9 A regulative principle is one that scientists must adopt in order to enable sci-
entific and practical reasoning about the world, while at the same time they must
acknowledge that it is not possible to find out whether this principle is an empirical
or metaphysical truth.

In my view, ‘same conditions – same effects’ as a regulative principle that ‘guides
and enables’ scientific inferences is more appropriate as an account of how and why
‘robust’ knowledge about the real world is possible than logical principles, e.g. the
principle of induction or falsification or the ceteris paribus clause, or metaphysical
principles, e.g. the principle that there must be a conceivable independent order or
structure in the world (see also note 8). It is more appropriate in the sense that it
accounts for the refined way in which scientific practices actually produce, justify
and use knowledge.

Importantly, in scientific practices, we do not know what exactly belongs to the
conditions nor do we have complete knowledge of what belongs to the effects.
Scientists usually have to find out what the (causally relevant) conditions are and
what the relevant effects are. Accordingly, this principle guides what scientists
should look for (to wit, phenomena and the conditions that are causally relevant
to their occurrence or existence or deterioration) and it justifies inference to general
rules of the form: ‘If A then B provided C, unless other causally relevant conditions
K (known) and/or X (unknown)’, rather than, ‘If A then B’. Hence, the general rules
that are justified by ‘same conditions – same effects’ are conditional. They enable
and justify predictions in new situations, while simultaneously stating that new sit-
uations may involve other (known or unknown) causally relevant conditions that
affect the phenomenon.10

9 Understanding metaphysical presuppositions as regulative ideas was Kant’s solution to the prob-
lems of empiricism raised by Hume. I do not claim that ‘same conditions – same effects’ is the only
kind of basic belief that enables and guides scientific research. I largely agree with Chang (2009),
who, with a similar Kantian approach, aimed to explain the functioning of these kinds of princi-
ples. He proposed calling basic beliefs about the world ‘ontological principles’, which – similar
to what I claim about the function of ‘same conditions – same effects’ as a regulative principle –
enable epistemic activities such as observation, experimentation, counting, logical reasoning, etc.
10 ‘Same conditions – same effects’ differs from the ceteris paribus clause in the sense that the
latter does not count ‘all other conditions’ as part of the rule-like knowledge, whereas the former
counts any addition to knowledge of them as an extension of the rule-like knowledge. In scientific
practice, this difference is crucial because explicit knowledge of these conditions (Cdevice and K)
enables us to predict under which circumstances the phenomenon described as A→B can or cannot
be expected. Ceteris paribus laws only apply to what Cartwright calls a nomological machine:
the law applies only when ‘all other conditions being equal,’ which would only allow for a very
limited use.
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12.4.2 Reproducibility and Stability as an Ontological Criterion
for the Acceptance of Phenomena

‘Same conditions – same effects’ as a regulative principle points to a different
idea about the nature of phenomena than the commonly accepted ideas, such as
those articulated by Hacking (1983), Bogen and Woodward (1988) and Bailer-Jones
(2009).11 Contrary to what philosophers often suggest, phenomena are usually not
the point of departure of scientific research. Identification and reproducible techno-
logical (or experimental) production of physical phenomena is a central activity of
scientific practices, in particular of those practices that are conducting research in
the context of application. What is essential to my account of ‘same conditions –
same effects’ is that phenomena themselves must be recognized as technological
achievements, as well as ontological and epistemological achievements.

In order to appreciate these claims, the nature of phenomena needs to be
explained a bit further. Common language suggests that phenomena must be
regarded as independent, ‘freely floating’ physical entities. Sentences such as ‘we
observe a phenomenon’ or ‘we isolate a phenomenon by means of a technolog-
ical device’ suggest that phenomena are very much like the grains of sand on a
beach or heavenly bodies in an empty space. However, phenomena do not exist as
isolated objects (see also Trizio 2008). They exist, emerge or disappear under spe-
cific physical conditions. In other words, phenomena are usually determined by and
are dependent on physical conditions and, in principle, they can interact with or be
affected by any other physical condition, thereby producing a different phenomenon.
For this reason, and as explained above, an infinite number of physical phenomena
can, in principle, be identified (see also McAllister 1997, 2011).

As a consequence, ‘simple’ phenomena must be regarded as ontological enti-
ties that are physically ‘carved-out’ by us. A ‘simple’ phenomenon is constrained
by how the physical world is, but shaped into something by experimental interven-
tions and/or technological devices and (formally) described as A→B; for instance,
the phenomenon described by, “If gas is heated (A), it expands (B).”12,13 Usually,
identifying and describing them also involves pragmatic considerations. To be
considered as an ontological entity requires that a phenomenon is regarded as

11 Hacking (1983, p. 221) is canonical: ‘A phenomenon is noteworthy. A phenomenon is dis-
cernible. A phenomenon is commonly an event of process of a certain type that occurs regularly
under definite circumstances’.
12 The understanding of phenomena I propose can loosely be explained by an analogy with
Aristotle’s notion of four causes of an object: the physical world is the material cause of a
phenomenon, whereas our technological devices and experimental set-up are their formal cause.
Additionally, the scientist is the efficient cause for describing the phenomenon as A→B, while the
scientific or practical purpose for which the phenomena described as A→B is ‘carved out’ is its
final cause.
13 Clearly, some phenomena are observable in principle, e.g. the orbits of planets, the tides, an
apple falling. However, as Kant has already argued, we are already actively involved even in ‘sim-
ple’ observations of phenomena, i.e. we actively ‘carve them out’ even in ‘simple’ observations.
Massimi’s article (2008) on this matter is insightful.
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(qualitatively) relevant and/or (quantitatively) significant for one purpose or another,
such as for understanding the behaviour of a specific physical system or for being
used in technological applications. Only then does a phenomenon acquires onto-
logical status, and as such becomes an ontological achievement. Furthermore, the
phenomenon described as A→B is an epistemological achievement. In order to
express this entangled ontological and epistemological understanding of physical
phenomena, I propose to use the expression ‘the phenomenon described by A→B’,
rather than, ‘the phenomenon P’ or ‘the phenomenon A→B’.

Experimental interventions with technological devices will also produce knowl-
edge of conditions that are causally relevant to the reproducible production of a
phenomenon described by A→B, which is presented in ‘rule-like’ knowledge in the
form: A + Cdevice → B, unless (K and/or X). For instance, in experimental inter-
ventions with a particular device, e.g. heating a gas in a gas-tight cylinder with a
freely moving piston, it has been found that ‘if A then B’, e.g. if gas is heated,
then it expands. Additionally, it has been examined how the working of the device
contributes to this phenomenon, resulting in a description of the causally relevant
conditions of the device, Cdevice, e.g. the device contains the gas and allows for its
free movement. In this manner, rule-like knowledge has been produced in the form
“if A then B, provided Cdevice, unless other known (K) and/or yet unknown (X)
causally relevant conditions.”

The question that still has to be answered is how the acceptance of a phenomenon
described as A→B works: how does a phenomenon acquire ontological status?

In scientific practices, reproducibility applies to measured data and observed
physical occurrences, which are either naturally or technologically produced.
Subsequently, reproducible physical occurrences may acquire ontological status and
thus be referred to as phenomenon described as A→B. It will usually acquire onto-
logical status only if a physical occurrence that reproducibly appears in a specific
set-up also occurs at other (technologically produced) circumstances. If not, we
merely have an occurrence and/or a measured data-set that is reproducibly produced
by that specific device. In other words, in order to acquire ontological status, the
physical occurrence must be stable or invariant in the sense that it occurs when
the same conditions occur at other (technologically produced) circumstances, e.g.
another kind of technological device or experimental set-up.

In analyzing how phenomena described as A→B are produced and justified, I
propose that this also involves ontological and methodological robustness notions
playing a role, similar to how these notions play a role in the acceptance of epistemic
results. I will take reproducibility and stability or invariance as a combined onto-
logical robustness notion, although a more refined analysis should separate them.
Accordingly, the formerly proposed analytical schema results in the following:

1. (1O) Ontological criterion for the acceptance of a phenomenon: A phenomenon
described as A→B is accepted as real if it occurs reproducibly and is stable or
invariant.

2. (2O) Semantic conception of the ontological criterion: Reproducibility and sta-
bility or invariance is a property of a phenomenon described as A→B, which
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specifies a certain relationship between the description, A→B, and an occur-
rence in the real world, i.e. a relationship between what this description A→B
says about the real world and an occurrence that happens in the real world.

3. (3O) Semantic definition of being reproducible and stable: a phenomenon
described as A→B is reproducible and stable means (or is defined as) that
the same conditions, A+Cdevice, will produce the same effects, B, unless (K
and/or X).

4. (4O) Operational definition of being reproducible and stable: a phenomenon
described by A→B is reproducible and stable if the same conditions, A+Cdevice,
will produce the same effects, B, unless (K and/or X).

5. (5O) Methodological criterion: Repetition and multiple-determination are
methodological criteria for methods that justify the reproducibility and stability
of phenomena described by A→B, as well as the reliability of rule-like knowl-
edge of the form: ‘same conditions A+Cdevice, will produce the same effect B,
unless (K and/or X)’. Hence, a phenomenon described by A→B is reproducible,
stable and invariant (for use in practical applications) if the rule ‘A + Cdevice →B,
unless (K and/or X)’ has been produced and justified by multiple-determination.
Conditions K1 . . .Kn that are causally relevant for the phenomenon described as
A→B under other relevant circumstances must be determined by repetition and
multiple-determination.

To summarize, the proposed schema relates reproducibility, stability and invari-
ance as ontological criteria for the acceptance of a phenomenon described as A→B
to multiple-determination as a methodological criterion for justifying this attribu-
tion of ontological status. This schema also shows that referring to a phenomenon
as an ontological entity is intertwined with the experimentally produced rule-like
knowledge about it.

Finally, it needs to be explained why repetition and multiple-determination justify
the acceptance of a phenomenon described as A→B and of the rule-like knowledge
about it, or, in line with the proposed conceptual structure, why do scientific meth-
ods that have these methodological criteria as a property justify that a phenomena
described as A→B is reproducible and stable, and that rule-like knowledge in the
form ‘A + Cdevice →B, unless (K and/or X)’ is reliable?

12.4.3 Repetition and Multiple-Determination as Methodological
Criteria for Justifying the Acceptance of Scientific Results

A central idea of my analysis is that epistemological and/or ontological properties
can only be attributed to a scientific result by methodological criteria that justify this
inference. Thus, in traditional philosophical accounts, induction or hypothetical-
deduction or ‘severe tests’ are supposed to function as methodological criteria that
justify inference to the truth or empirical adequacy of a scientific theory. One of the
tasks of the philosophy of science is to give an account of why a methodological
criterion justifies this inference.
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Wimsatt (1981) proposed that robustness is multiple-determination. However, he
is not fully clear about what is achieved by robustness as a methodological cri-
terion (in my terminology). One can argue that multiple-determination functions
as an alternative methodological criterion that justifies inference to the (approxi-
mate) truth of epistemic results and the reality of ontological results. Alternatively,
Wimsatt may have meant that multiple-determination functions as a methodological
criterion for producing ‘robust’ (rather than true or real) results, which is in line
with my own proposal in this article. In both cases, an account is needed of why
multiple-determination as a methodological criterion justifies that a scientific result
is (approximately) true, real or ‘robust’.

I will argue that multiple-determination cannot justify the attribution of (approx-
imate) truth to theoretical knowledge nor independent reality to phenomena
described as A→B. Instead, I propose that in scientific practice the character of
accepted phenomena and scientific knowledge is much more moderate and refined.
In my proposal, these kinds of scientific results are accepted because ontological
or epistemological robustness notions apply to them. Three aspects of ‘same condi-
tions – same effects’ are important for understanding what exactly has been achieved
(if not ‘truth’) by attributing these properties.

Firstly, ‘same conditions – same effects’ as a regulative idea may incorrectly
suggest that repetition is sufficient as a methodological criterion for justifying the
acceptance of phenomena. Repetition as a methodological criterion would work as
follows: Data and physical occurrences are reproducible and stable if they are the
same in every repetition. More specifically, according to the proposed conceptual
schema, the fifth statement would then read:

5. (5O-false) Repetition is a methodological criterion for methods that justify the
reproducibility and stability of phenomena described as A→B, together with
reliable rule-like knowledge in the form ‘same conditions A+Cdevice will produce
the same effect B, unless (K and/or X).’

Indeed, in scientific practices the reproducibility of data and physical occurrences
produced in measurements and experimental procedures is (partly) justified by repe-
tition.14 Yet, repetition is insufficient as a methodological criterion for justifying the
stability of phenomena described as A→B because repetition does not present us
with knowledge of causally relevant conditions, Cdevice and K, that must be created
or prevented to produce the phenomenon described as A→B.

Multiple-determination is a methodological criterion that goes beyond mere
repetition. In experiments, the variable conditions (e.g. temperature, pressure,

14 In scientific practices, repetition is often too limited as a methodological criterion for repro-
ducibility because repetition (or replication) often does not produce the same results. This is
because not all relevant causal conditions are known. If repetition shows anomalous behaviour,
a possible but not entirely essential explanation is that the previously measured data or phenom-
ena are not reproducible and were, therefore, artefacts. Usually, scientists will search for ‘hidden’
causally relevant conditions.
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speed, size, chemical concentrations, fluidic movements and electro-magnetic field
strength) of the natural environment, the technological means, and/or the experimen-
tal procedure are varied in order to see what happens to the phenomena described as
A→B produced by these systems. Using this approach, scientists find out whether
phenomena described as A→B are causally influenced by these conditions and how
sensitive they are to them (see also Woodward 2003). This methodological approach
is also called a sensitivity analysis.

Multiple-determination also involves other instruments or procedures being
employed either to examine the proper functioning of the equipment or to expand on
the conditions under which measurements or experiments are performed. This can
be done, for instance, by enhancing the sensitivity (e.g. the sensitivity of measuring a
variable parameter by using other types of instruments) or in range (e.g. the range of
values of a variable condition is enlarged in order to see the effects at the limits) or in
complexity (e.g. other kinds of phenomena are simultaneously produced in order to
see whether they affect the phenomenon described as A→B). Wimsatt (1981, 2007)
and Franklin (1986, 2009) have listed a wide variety of strategies that illustrate
ways in which scientific practices employ ‘multiple-determination’ to examine the
robustness of scientific results (including technological devices and experimental
procedures).

Secondly, the point of repetition as a methodological criterion is to produce
the same results (thus, strictly, the same data and the same physical occurrences),
whereas the point of multiple means of determination is that it usually does not pro-
duce the same results, at least not at the level of our observations or measurements.
Yet, in his examples of multiple-determination Wimsatt suggests that the point of
it is producing the same results: ‘. . .to detect the same property or entity’, ‘. . .to
verify the same empirical relationships or generate the same phenomenon’, etc.
(Wimsatt 2007, p. 45, my italics). This way of phrasing how multiple-determination
works suggests, again, that phenomena are like grains of sand on the beach. They
are clearly identifiable objects in whatever circumstances: they remain as exactly
the same identifiable entities whether on the beach, at the bottom of the sea, in
the belly of a fish or in my shoes. As I have explained, this is often not the case
for phenomenon described as A→B under new circumstances. The point of ‘same
conditions – same effects’ as a regulative principle is that scientists must seek to
discover conditions that occur under other circumstances, and whether these con-
ditions are causally relevant to the phenomenon described as A→B, and also how
these conditions account for results that deviate from the phenomenon described
as A→B. As a consequence, multiple-determination is a methodological criterion
for determining conditions that are causally relevant to phenomena described as
A→B and for determining how sensitive phenomena are to the causally relevant
conditions.

Thirdly, a related aspect of ‘same conditions – same effects’ is that a phenomenon
described as A→B is stable – and the rule-like knowledge about it is reliable – to
‘some extent’ or ‘conditionally’. The extent to which these results are stable or reli-
able, respectively, is given by the extent to which they have been put to experimental
tests. This conditional character of scientific results has been made operational in the
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following manner. The regulative principle ‘same conditions – same effects’ guides
and enables scientists to carve out phenomena described as A→B, accompanied
by the production of rule-like knowledge in the form: ‘A + Cdevice → B, unless (K
and/or X).’ Repetition and multiple-determination characterize the methodological
approach by which K has been found, and by which scientists continue to search for
X. Accordingly, repetition and multiple-determination are methodological criteria
that account for the fact that the reliability of scientific knowledge lies in the span
of simple phenomena described as A→B, and the refinement of rule-like knowledge
about these phenomena, which can only be acquired by experimental interventions
with the natural world and with technological instruments, devices and procedures.

Based on this analysis, the crux of the role that robustness notions play in sci-
entific practices can be summarized. A central aim of traditional philosophical
accounts was to justify methodologies by which we could possibly infer the truth
of theoretical knowledge and/or the real and independent existence of theoretical
objects. Based on the analyses by means of the proposed conceptual schema, I sug-
gest that attributing these highly desired epistemological and ontological properties
to scientific results transcends the methodological and regulative criteria that are
the leading factor in producing and accepting them. Robustness as a truth-maker
would work as follows: theories are true because we found that they are robust,
i.e. reliable. Similarly, phenomena described as A→B exist independently because
we found that they are robust, i.e. stable or invariant. The point of my argument
against ‘robustness’ as a truth-maker is that attributing epistemological and ontolog-
ical properties that transcend what has been attained by means of the methodological
and regulative criteria is philosophically problematic.

As an alternative, I propose that robustness notions work together in a manner
that avoids this kind of transcendence. Regulative, methodological and episte-
mological or ontological criteria are used in a mutual interplay, thereby guiding
and enabling the production and acceptance of scientific results. ‘Same condi-
tions – same effects’ is a regulative principle that justifies repetition and multiple-
determination as methodological criteria for producing results that are defined as
epistemologically or ontologically robust. Accordingly, it is justified to accept that:
‘the phenomena are reproducible and stable if they have been determined by rep-
etition and multiple-determination’, while it is unjustified to conclude that, ‘the
phenomena are reproducible and stable, and therefore they exist independently.’
Similarly, the following inference is justified: ‘rule-like knowledge is reliable if it
has been determined by repetition and multiple-determination’, whereas, ‘rule-like
knowledge is reliable (or robust, cf. Weisberg and Reisman 2008), and therefore
it is true,’ is unjustified. In brief, transcendence to the highly desired epistemo-
logical and ontological properties by means of methodology cannot be justified.
By using methodological robustness notions, robust (stable and reliable) scientific
results are produced – nothing more and nothing less. As a consequence, the idea
that ‘robustness’ is a ‘truth-maker’ must be rejected.

This restriction of scientific inferences is important to gain a better understand-
ing of what science can do and what not. Science is much more limited than
philosophers of science tend to believe. It must be kept in mind that the stability
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of a phenomenon described as A→B, and the reliability of the rule-like knowl-
edge that accompanies it, is only justified to the extent that it has been put to the
test. This account has been made operational by stating that the rule-like knowl-
edge is conditional in the form: ‘A + Cdevice → B, unless (K and/or X).’ Hence, the
proposed account of robustness notions is more appropriate for scientific practices
than common traditional accounts of the justification of scientific results. Unjustified
transcendence is avoided because the regulative principle and methodological cri-
teria for producing and accepting a scientific result define the meaning of the
epistemological or ontological property that is attributed to scientific results, which
implies that scientific results are accepted because they have this epistemological or
ontological property.15

12.5 Conclusions

The general scope of my interest in robustness notions is to understand scientific
practices that work in the context of practical and technological applications. How
can we explain their successes and limits? What can these practices do and what
can they not do? Do we have to explain the applicability of scientific results using
their truth? In this article, I have developed an account of robustness notions that
may provide us with a more appropriate understanding of these practices. My argu-
ment aims to make plausible that explaining the success of scientific practices does
not necessarily happen via the truth of scientific theories and/or the independent
existence of theoretical entities, since ‘robustness’, as it is interpreted here, can suf-
ficiently explain what science can do, while it also explains why science is limited.
Here, I will summarize the structure of my argument.

In order to create a philosophical space within which the issues mentioned can
be analysed, I have proposed four philosophical presuppositions as alternatives to
some of the dominant traditional ones that tend to make important aspects of these
scientific practices invisible or turn them into ‘non-issues’. These alternative presup-
positions were used as the philosophical foundation for understanding the different
kinds of roles of robustness notions in scientific practices that produce, justify and
use scientific results. They can be summarized as follows: (a) The epistemic aim
of science is to produce epistemological results that allow for scientific reasoning
about the world; (b) Scientific practices employ a methodology in which different
kinds of elements are mutually adjusted and stabilized; (c) These different kinds of
elements must each be recognized as different kinds of scientific results; (d) ‘Same
conditions – same effects’ is an essential presupposition without which experimen-
tal practices cannot function or, in other words, it is a regulative principle that makes
these practices possible since it guides the production and justification of empirical
results.

15 Which resonates with one of the central ideas of logical positivism that the meaning of a
synthetic statement is the method of its empirical verification.
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My focus is on scientific research in the context of practical and technological
applications. In that context, epistemic results, such as scientific theories, models
and concepts, but also rule-like knowledge about phenomena described as A→B,
are accepted not necessarily because they are true, but because they enable and
guide our thinking about the world and/or about intervening with it, in a relevant
and reliable manner. As a consequence, a philosophical account is needed of how
scientific results that meet this epistemic function are justified.

I have proposed a conceptual schema for analyzing the acceptance of epistemo-
logical results. The development of this schema was motivated by Van Fraassen’s
(1980) analysis of true scientific knowledge, which is founded on the following
ideas: (i) Truth is an epistemological property of knowledge, not of the world;
(ii) Knowledge is accepted because it has this epistemological property; (iii) The
attribution of an epistemological property must be justified by a methodological cri-
terion. I adopt Van Fraassen’s idea that truth is inappropriate as an epistemological
property because what the theoretical knowledge describes cannot be observed in a
straightforward manner. Epistemological properties other than truth, e.g. empirical
adequacy or robustness, may justify the acceptance of theoretical knowledge.

Based on an analysis of how several authors in the philosophy of science have
used robustness in accounting for the success of science, I have proposed a con-
ceptual distinction between metaphysical, regulative, methodological, ontological
and epistemological robustness notions. These notions function as properties and
criteria for different kinds of things. Reality and stability function as a meta-
physical robustness notion about how the world is. Reproducibility and stability
function as an ontological criterion for the acceptance of data and phenomena.
Reliability functions as an epistemological criterion for the acceptance of scientific
knowledge, while repetition and multiple-determination function as methodologi-
cal criteria for the production and justification of epistemological and ontological
results. The notion ‘same conditions-same effects’ is introduced as a regulative
robustness notion. Next, the proposed conceptual schema is utilized to explain how
these different robustness notions are related in the production and acceptance of
scientific results.

Following Hacking’s view that the stability of experimental sciences results from
the mutual adjustment of different kinds of elements, thereby producing a self-
vindicating structure, I have suggested that in order to explain why scientific results
can travel to other scientific fields or technological applications, some kind of real-
ism is needed. As a minimal metaphysical belief, I proposed that the real world is
stable and independent in the sense that it puts real constraints on what we can do
with it – what we can think about the real world, on the other hand, is constrained
but not determined by it.16 This metaphysical belief claims that the same physical
conditions will always produce the same physical effects, but does not claim that
there is an independent cognizable order or structure in the world.

16 This realism is close to Hacking’s realism, which emphasizes the materiality of the world.
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What is crucial to my argument is that the regulative principle ‘same condi-
tions – same effects’ explains and justifies why methodological criteria (multiple-
determination) justify the acceptance of epistemological and ontological results.
This argument, which expands on Wimsatt’s account of the methodological role
of multiple-determination, explains the appropriateness of the methodological cri-
teria of repetition and multiple-determination for producing and justifying reliable
rule-like knowledge that is also conditional. Multiple-determination also accounts
for the fact that the reliability and relevance of scientific results lies in the span of
simple phenomena described as A→B, and the refinement of rule-like knowledge
about these phenomena, which can only be acquired by varying (mutually inde-
pendent) experimental interventions with the natural world or with technological
instruments, devices and procedures. This account also implies that the regulative
principle ‘same conditions – same effects’ is more appropriate as scientific inference
than logical principles such as induction, falsification or the ceteris paribus clause.

Finally, this account leads to the conclusion that robustness is not a truth-maker,
i.e. multiple-determination cannot function as a methodological criterion for justi-
fying that theoretical knowledge is true. The crucial point of the latter argument is
that epistemological and ontological properties of scientific results cannot transcend
the methodological criteria that led to their production and acceptance.
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Chapter 13
The Robustness of Science and the Dance
of Agency

Andrew Pickering

‘Robustness’ can mean many things. Wimsatt’s (1981) classic discussion of robust-
ness in science has an epistemological slant: a scientific result or finding is robust
to the extent that it is derivable in multiple and independent ways. Here I come at
the problematic from an ontological angle (though epistemology will come into
the story too), emphasising a certain robustness that one can associate with the
materiality of scientific culture.

To set up the problematic of this essay I find it helpful to think about two stock
images of science. One derives from a common-sense view: scientific knowledge is
true knowledge of how the world is. On this view, science is not just robust; it is as
solid as a rock, given by the world itself. Importantly, it is absolutely other to its pro-
ducers and users. We humans do not have any choice in the matter: the acceleration
due to gravity just is 32 feet per second squared. The other stock image of science is
the inverse of this. This is the idea of science as a ‘mere social construction’—
something put together by human beings to suit their interests or to fit in with
their social structure or whatever. Here science appears, not as rock-solid, but as
extremely soggy, as if any form of knowledge can be projected onto an indiffer-
ent and unresisting world. As Barry Barnes (1994) remarks, the world doesn’t care
what we say about it, so we can say whatever we like. On this view, the otherness
of science vanishes. All of the responsibility for specific knowledge claims rests on
its human producers, and none on the world itself.

The tension set up by these two mirror-images of science creates the need for
a concept like robustness. It is very difficult to put all the weight on the world in
accounting for scientific beliefs. Empirical studies seem to point relentlessly to the
conclusion that science really is a social construction. The only question that is
left is whether it’s merely a social construction (Pickering 1990). And I take it that
speaking of robustness is, then, a way of trying to articulate a sense in which the
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‘mere’ disappears, of trying to get at the idea that the world really can take some
of the credit for scientific beliefs, even while acknowledging that they are socially
constructed.

That is the line I want to take here. Drawing primarily on the studies and ideas
that I set out in The Mangle of Practice (1995a), I seek to clarify my own ontological
way of grasping the robustness of science, and then ask how this speaks to some
traditional philosophical problematics.

The practice turn in science studies (Pickering 1992) has proved destabilising
for the philosophy of science, beginning a slide from epistemology to ontology. If
the traditional philosophical concern is with what scientists know, the practice turn
encourages us to pay attention to what scientists do, and it turns out that one thing
that scientists do is to pay close attention to what the world does. So we move from
an interest in the doings of scientists to an interest in how nature itself performs and
in the coupling of the two. This interest in material performance and agency is by no
means a central concern of mainstream English-speaking philosophy of science, but
I am convinced it is the place to start in thinking about the robustness of science. If
there is a certain nonhuman toughness about scientific knowledge, it is grounded in
performative (not cognitive) relations with the material world. That is what I want
to discuss first.

Just how do scientists intersect with the material world? Very often not directly
with their objects of study; much more often with machines and instruments
that generate data for downstream processing. So what does the interaction with
machines and instruments look like?

In The Mangle, I argued that it takes the form of a dance of agency between the
human and the nonhuman. In their research, scientists seem to oscillate between
bursts of what Ludwik Fleck (1979) called phases of activity and passivity. In the
active phase, scientists are genuine agents, setting up their apparatus this way or
that. In the passive phase, they stand back and see what happens. And we can sym-
metrise the picture by saying that in the phase of human passivity nature is itself
active, a genuine agent, doing whatever it will, quite independently of human goals
and desires. And then the human agents resume the active role, reconfiguring their
apparatus in the light of what they have just found out about how it performs. And
then they stand back again and nature resumes the active role, and so on, back and
forth—this is what I call the dance of agency. In Chapter 2 of The Mangle I dissected
this process as best I could in the history of the bubble chamber as an instrument for
detecting elementary particles. En route to his Nobel prize, Donald Glaser experi-
mented with all sorts of material systems, putting them together and then literally
standing back, with a movie camera in his hand, to record their performance; and
then he redesigned and reconceptualised them in the light of that, and tried again to
see what the new version would do, and so on.

Over the course of many iterations of this back and forth process, the material
form and the material performance of his chambers changed beyond recognition—
they were mangled, as I put it—and eventually Glaser arrived at a new instrument,
the bubble chamber, that was indeed extremely useful in experimental physics.
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So, this is all very simple, but still I think this sort of dance of agency is what we
need to focus on if we want to appreciate the robustness of science, so let me con-
tinue the analysis. The first point to make is that the bubble chamber was undeniably
a human construction. Glaser’s active agency was constitutive of its production: he
imagined the possibility of constructing a new kind of particle detector, and he put
together and reconfigured all of its parts. But we can see at once that the cham-
ber was not a mere social construction. The world may not care what we say about
it, but it certainly cares what we do and vice versa. Glaser did not will the cham-
ber into existence; his agency intertwined with material agency in a constitutive
way in a dance that he could not control. He had to find out what matter will do
when arranged this way or that, and this, I think, is the primary sense in which the
world enters constitutively into science—and the primary sense in which science is
a robust enterprise and not a mere construction.

And I can put this point perhaps more strongly. There was nothing robust about
this dance of agency in itself. It was fluid and evolved open-endedly in time. But I
think it nevertheless makes sense to speak of the robustness of its product, the bub-
ble chamber. The important thing about the chamber was that it stood apart from
Glaser and operated reliably on its own. It was, as I would say, a free-standing
machine which manifested a sort of practical duality of the human and the non-
human (Pickering 2009)—it was a material object that acted in the material world
quite independently of Glaser or anyone else. Though I need to qualify this idea in
a minute, it is worth appreciating the extent to which this does point to a sort of
absolute toughness and inhumanity of science, a sense in which science produces
and incorporates into itself an utterly inhuman material agency. If the word ‘robust-
ness’ connects to a feeling that there is something admirable, wonderful, awesome,
about science, I personally would locate that feeling in the achievement of such
free-standing machines.

So, thinking about the dance of agency and its products quickly and easily gives
us an ontological sense of the robustness of science, of how the world itself consti-
tutively enters into science and why science is not a mere social construction. And
I therefore want to make a couple of comments on what we have seen so far, before
moving on.

One is simply to note that while we have gained an appreciation of the robustness
of science I have not yet said anything about scientific knowledge. The dance of
agency here was a performative dance not a cognitive one. The bubble chamber
itself performed; it was not an idea; it did something in the world. I think philosophy
of science, with its epistemological obsession, has spent a long time looking in the
wrong place for robustness.

Second, I need to say something more about the otherness of the bubble chamber
as a material device. On the one hand, the chamber was a free-standing machine
that acted in the world independently of its human users. In that sense it really was
other to humanity. On the other hand, we need to remember that the chamber only
counted as a successful capture of material agency, as I called it, in a certain social
field. At any other time in history it would have looked like a pile of useless junk;
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only within a certain configuration of scientific culture did it count as a novel device
for detecting elementary particles.

It is at this point that thoughts of mere social construction return, as if the state
of scientific culture somehow conjured the chamber into existence (which is how
Emile Durkheim understood the relation between the social and the technological).
To fend off the temptation to think this way, however, we need only to remember
that in this instance scientific culture was also reconfigured. In his dance of agency
Glaser developed both a new instrument and a form of life that could accommodate
it—in accelerator-based physics (rather than cosmic-ray physics, which is where
Glaser started off), built and operated by large teams of physicists and engineers,
and not by the lone researcher (which Glaser had been when he began his research).
So the social did not, so to speak, call all the shots here, and we can hang onto
the sense of the otherness of the chamber, as something constitutive of transforma-
tions of scientific culture, as something that transmits a certain material otherness to
scientific culture, but we should not think of this otherness as absolute—the cham-
ber did not force itself on some passive human world like an alien descending from
Mars. We can admire machines and respect their robustness without having to factor
out the human side of the dance of agency.

Now I want to widen the discussion. I said that to get hold of the robustness
of science one should start with material practice, but that does not mean that sci-
entific knowledge is not important and interesting and that one should not think
about it. I have in the past worked through a couple of detailed studies of the
production of experimental facts in science, one of Giacomo Morpurgo’s quark-
search experiments, Chapter 3 of The Mangle, the other of the discovery of the
weak neutral current (Pickering 1984a, and see Chapter 10, this volume) Both
manifest the features I would like to foreground here, but since the quark-search
experiments have always been my touchstone for thinking about practice let me talk
about them.

The early phases of Morpurgo’s experiments were isomorphous with Glaser’s.
Morpurgo aimed to develop an apparatus that would reliably do something, a free-
standing machine—in this case a gadget that would levitate particles of graphite in
an electrical field. But the next phase added something new: now he tried to use
the apparatus to measure the charges on the graphite particles, looking for the third-
integral charges which would signal the presence of isolated quarks. And I find it
striking how difficult this simple measurement turned out to be. Again one finds a
sequence of active and passive moves in dances of agency, trying this configuration
of the apparatus then that, seeing what readings came out of them, reconfiguring
the apparatus and thinking about it again, and so on. With one early configuration,
Morpurgo indeed found evidence for free quarks. Then he widened the separation
of the plates that set up the electric field and the evidence went away. Then he redid
the calculations in simple electrostatics that had suggested that the plates should
be close together and concluded instead that they should be far apart. This was his
first achievement of interactive stabilisation, a point at which the dance of agency
extinguished itself in terms of a now precisely tuned machine plus a precisely tuned
set of interpretive resources, a place at which his practice could rest and he could
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publish some results, an articulated fact—namely, the absence of free quarks on
some specified amount of matter.

How should we think about this episode, which I take to be typical of empir-
ical knowledge-production in science? The first point might be that any sense of
robustness can easily vanish here. Certainly Morpurgo, like Glaser, had built a free-
standing machine that performed on its own in the generation of facts. Matter got
into the story that way. But the performance of this machine and the conceptual
interpretations that Morpurgo wove around it appear to be tied together in a damag-
ingly circular fashion. That this configuration of the machine rather than that was the
right one could only be argued on the basis of an interpretive model of the machine,
but the rightness of that model was not self-evident and was only guaranteed by the
fact that the results obtained fitted in with yet another theoretical model, concerning
the presence or absence of free quarks. It is important to see the force of this argu-
ment, I think, and it seems to point us back towards an understanding of scientific
knowledge as a mere social construct.

How can we escape from this line of thought? As follows, I think. I once used a
concept of ‘plasticity’ to analyse Morpurgo’s practice (Pickering 1989), a concept
picked up by Ian Hacking (1992). The idea was that the material form of the appara-
tus and the conceptual form of Morpurgo’s understanding of it were not fixed—that
they could be bent around and changed open-endedly until they somehow went
together and reinforced one another. The trouble with this concept is that it goes
very nicely with ideas of the circularity of knowledge production. All that scientists
have to do, on this view, is mould the different elements of scientific culture so they
fit together. What one cannot get at with this talk of plasticity is why the production
of scientific facts is a difficult and uncertain business that can easily fail. And the
question thus becomes: where does the plasticity metaphor go wrong?

The point to note is that, while scientists can certainly assemble cultural resources
however they like, they cannot know how they will then perform. This gets us back
to the dance of agency in an extended sense. Just as Morpurgo, like Glaser, could not
know in advance how his material apparatus would perform when configured this
way or that, nor could he know in advance where certain theoretical assumptions
and approximations would lead him. It just turned out that when he started with one
set of plausible assumptions in electrostatics he was led to conclude that the metal
plates in his apparatus should be as close together as possible, and that with some
modified assumptions he was led to conclude the opposite. So at the conceptual
as well as the material level the plasticity metaphor fails, precisely in that while
scientists can tinker with their resources however they like, they have genuinely to
find out what the upshot of that will be.

So what we have in this instance is not mere social construction but a set of
coupled findings-out—finding out where some theoretical calculations will lead, and
finding out how an instrument will perform. Again we have to note that Morpurgo
was not in control of either of these processes of finding out, nor of whether their
products would fit together and interactively stabilise one another, as I called it.
This was a chancy process, that could have failed. It is a non-trivial historical fact
that the performance of the material instrument eventually hung together with one
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of Morpurgo’s theoretical estimates; it did not have to turn out that way at all; they
might not have done so; the experiment could have turned out quite differently, both
materially and conceptually.

And here again, then, we can salvage a sense of the robustness of science, now
of scientific knowledge. Scientific knowledge is not a mere construction, projected
onto a passive nature by scientists. The material performance of instruments is
indeed constitutive of the knowledge they produce, though prior scientific concep-
tualisations of the world are constitutive too, and this in an irrevocably intertwined
fashion. At the same time, as I said before, this sense of robustness is not one of
unsituated otherness. Our knowledge is our knowledge, conditioned by the culture
it is made from, as we can see in this example, not something forced upon us by
nature itself.

I have probably said enough about my overall picture of the robustness of science
and how it arises in dances of agency, but I just want to add that I think the picture
sketched out so far can be readily extended in all sorts of directions. I think, for
example, that one can find dances of agency and interactive stabilisations in purely
conceptual practice as well as in the more material strata of science. That was what
I just suggested in connection with Morpurgo’s interpretive models of his appara-
tus, and I argued it at length in Chapter 4 of The Mangle, taking as my example
William Rowan Hamilton’s 19th century construction of the mathematical system
of quaternions. There I introduced a concept of disciplinary agency as a way of talk-
ing about what carried Hamilton along to unpredictable places in his development
of various algebraic and geometrical formulations, and hence as a way of getting
at the non-triviality, the robustness, of interactive stabilisations in purely concep-
tual systems. I also argued in The Mangle that the overall form of my analysis was
scale-invariant, and that dances of agency punctuated by moments of interactive sta-
bilisation can be found on the macro-historical scale as well as the micro—a claim
I tried to exemplify in two later case studies: one of the history of organic chemistry
and the synthetic dye industry in the 19th century, the other of coupled transfor-
mations of science, technology, society and warfare in and after WWII (Pickering
1995b, 2005). My argument remains, then, that the mangle is a sort of theory of
everything—though not of the reductive sort beloved of particle theorists.

Now I want to examine the mangle and its associated conception of robustness
from some more angles and in relation to various philosophical problematics.

We could start with the problematic of realism. As I said at the beginning, corre-
spondence realism is, I suppose, the starting point for all this talk about robustness.
The truth of nature, if scientists had it, would be the ultimate form of robustness.
It might therefore be worthwhile examining further just where my analysis departs
from realism.

The most obvious departure is that my story of robustness is, as I said before, not
in the first instance about knowledge at all. It is about performance in the material
world, about what I once called science’s machinic grip on the world (Pickering
1995a). I find the endless proliferation of free-standing machines and instruments
in science enormously impressive—that is where I look for an explanation of the
feelings of robustness that science inspires; that is where the otherness of the world
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enters into science. We can, as I just indicated, draw articulated knowledge into
the same picture, by recognising that knowledge production depends on achieving
chancy and highly non-trivial alignments and interactive stabilisations of conceptual
structures and material performances. One might, then, try to argue that such align-
ments point to correspondences between the knowledge produced and its objects in
the world, but I cannot think why they should, and what interests me most is that
my account somehow defangs realism and makes it a less pressing topic. If one has
no other account of the robustness of science then realism seems very important, the
only way to underwrite our intuitions about the otherness of science. But if one has
an account like the one offered here, then maybe we could just forget about the entire
topic of correspondence: who needs it? We can see and talk about the fact that sci-
ence is an immensely formidable edifice, by no means a mere construct, without this
implausible manoeuvre of picking on one bit of scientific culture—knowledge—and
trying to persuade ourselves that it corresponds to the hidden order of the world.

And we could go further with this line of thought. Realism depends on an intu-
ition of uniqueness: the world just is one way or the other; science either gets it
right or wrong; it would be madness to say that science just gets it wrong; there-
fore we have to be realists. Ian Hacking, in his book, The Social Construction of
What? (1999), got at this idea with his conception of ‘sticking points’—the points
at which scientists resist any kind of constructivist argument. As an example of such
a sticking point, Hacking mentions Maxwell’s laws of electromagnetism. He him-
self seems to think that if something like physics were to flourish anywhere in the
universe it would eventually have to articulate something like Maxwell’s laws; those
laws would just impose themselves on the scientists; they are absolutely other to us.

How can I respond to this? I am inclined simply to disagree with Hacking and the
physicists for whom he speaks, but I cannot see any way to settle the matter directly.
What I can do is discuss the ontological visions that divide us. Hacking’s sticking
points make sense in a world that really is structured more or less as physicists now
describe it. And if it is that sort of place, then probably we were indeed doomed to
arrive at Maxwell’s laws whether we liked it or not. But everything I have learned
from looking into the history of science speaks to me of a world that is not that sort
of place at all. It speaks to me of a world that is endlessly rich in endless ways, that
can always surprise us in its performance. It is indeed a non-trivial fact that science
can latch onto the world in the construction of free-standing machines but, as I have
tried to argue, what counts as a free-standing machine depends on who we are and
what sort of things we want to do. Within the culture of 1950s particle physics the
world revealed itself to us in the shape of the bubble chamber. In the culture of the
1960s, it revealed itself to Morpurgo as having no free quarks. But I find it easy
to imagine that different cultures could have elicited quite different machines and
instruments and material performances from the world; and I can see no reason not
to imagine that. Hacking’s sticking points, from this perspective, are facts not about
the material world but about the scientific imagination, and its inability to recognise
the richness of the world that the history of science itself displays for us.

Another way to put the same point is to note that the analysis of practice I set out
in The Mangle is an evolutionary one, precisely analogous to the evolution of species
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in a responsive environment. It is a story of continual open-ended searches through
spaces of material, disciplinary and social agency and performance, in which spe-
cific historical trajectories are marked out by contingent and emergent productive
alignments between these elements. This means that transformations of scientific
culture in time are path-dependent; starting points matter and so do the contingen-
cies that happen along the way. Different starting points and different contingencies
should thus be expected to lead to different futures. Stephen J Gould’s (1989) vision
of biological evolution was that if we could rewind the clock and start the process
again then the course of subsequent evolution would be different, leading to a quite
different biological world from the one we have now. I think just the same could
be said about the history of science. And just as there are no sticking points in
biological evolution, I think there are none in the history and future of science.

This is, of course, to juxtapose two visions of what the world is like, and not, as
I said, to settle the matter. But I could try to throw a bit more weight on my side
of the scales, which will at least widen the field of discussion. I do not know much
about the history of Maxwell’s theory of electromagnetism, so I cannot argue about
that, but I do know about the history of quark-search experiments, and what I know
about them increases my aversion to the intuitions of uniqueness that underlie realist
philosophy. I think here of the following.

I have discussed my analysis of Morpurgo’s quark-search experiments as an
explication of the robustness of scientific knowledge in its difficult and chancy
alignment with the performance of machines and instruments. But in this case at
least robustness evidently did not imply uniqueness. Over just the same period when
Morpurgo was reporting his inability to find any evidence for the existence of free
quarks on ever increasing quantities of matter, William Fairbank at Stanford was
reporting that he could indeed find such evidence. Using apparatus that differed
only in specifics from Morpurgo, Fairbank reported several findings of the frac-
tional charges that pointed to free quarks, and a debate grew that encompassed more
and more people.

What should we make of this? Two points strike me. The first is that Fairbank
achieved just as much of a machinic grip on the world as Morpurgo. Everything I
said about Morpurgo’s experiments I could have said about Fairbank’s. Fairbank’s
knowledge claims were just as robust in this sense as Morpurgo’s. And the conclu-
sion I draw from this is that one should not go overboard about robustness. There
is something tough and admirable about articulated scientific knowledge—it is not
a mere construction—but this controversy reminds us that it remains situated, rela-
tive to particular configurations of material and conceptual resources (Chapter 6 of
Pickering 1995a).

Second, we can note that this controversy was eventually settled in practice:
Morpurgo’s results were taken to be true and Fairbank’s false. But the question
remains of how this settlement was achieved. Like all of the controversies I have
examined in the history of science, there was, in fact, nothing striking or decisive
about its ending. One can speak here of yet more manglings of the material, the con-
ceptual and the social, but nothing qualitatively new emerged. Perhaps the best one
can say is that the robustness of Morpurgo’s results was socially amplified here, as
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an increasing number of physicists became involved and failed to find either more
evidence of free quarks or any productive way of reconciling Fairbanks’ results with
his. But no-one, I think, claimed that this episode put Fairbanks’ claims definitively
to rest. At the most empirical level, a great deal of scrutiny of the material and con-
ceptual bases of Morpurgo’s and Fairbank’s claims turned out not to lead to any
solid ground, but came to hinge on details of the electrical behaviour of metal plates
they used, something that no-one knew much about. I am inclined to say that the two
sets of experiments were incommensurable in Kuhn (1970) and Feyerabend’s (1975)
sense: it proved impossible to find a common measure against which to adjudicate
between them.1

And to conclude, I want to mention another example of incommensurability, now
at the macro-rather than the micro-level. In my book Constructing Quarks (1984b),
I claimed that one can find two incommensurable regimes in the history of particle
physics which I called the old and the new physics. Without going into detail, these
understood the world of elementary particles in two very different ways, in terms of
very different theoretical models with little overlap. The old physics spoke in terms
of constituent quarks and Regge poles; the new physics still spoke of quarks, but
now as field theoretic entities, accompanied by a host of other such entities such
as gluons and intermediate vector bosons. And the point of calling these historical
formations incommensurable, as far as I was concerned, was that they latched onto
the material world in different ways. They spoke to different fields of data that were
generated by different fields of machines and instruments (colliders instead of accel-
erators, detectors tuned to ‘hard scattering’ phenomena rather than ‘soft,’ computer
algorithms that further filtered the data one way or the other).

This macro-incommensurability, then, consisted in almost disjoint machinic
grips on the world: the data produced by the machines and instruments of the old
physics had almost no bearing on the theoretical concerns of the new physics and
vice versa. As Kuhn (1970) put it, the old and the new physics lived in different
worlds, here in a very down to earth sense. Both, I would say, were admirably robust
in the terms sketched out here. There is no suggestion that either was a mere con-
struct. And both, in this macro-example, were able to sustain the practice of large
numbers of physicists—so simple social multiplication is clearly not decisive as far

1 Franklin (1986) notes that at a late stage in the controversy, Luis Alvarez at Berkeley proposed
that Fairbank carry out a blind version of his experiment, which is said to have produced random
results. With the exception of one mention in a PhD dissertation this story made no appearance in
the scientific literature and was not the subject of any technical discussion, so I have not pursued
it further. Clearly Fairbank himself did not regard it as definitively setttling the matter: as the New
York Times reported in an obituary on 3 October 1989: ‘Although Dr. Fairbank retired two years
ago as physics professor at Stanford University, he had been at work there the night before his
death, trying to verify his report of 11 years ago concerning the existence of individual subatomic
particles called quarks’ (Sullivan 1989). For an account of a very public attempt by members of
Alvarez’ group to end another scientific controversy at much the same time, by discrediting a
Berkeley colleague, see Pickering (1981). The leader of this attempt got so carried away that he
accidentally destroyed the nuclear emulsion which was the key piece of evidence in a claim to have
discovered a magnetic monpole.



326 A. Pickering

as robustness is concerned. It is, of course, the case that the new physics largely
displaced the old in the course of the 1970s, but again I could not find anything
philosophically decisive about this process. In the end, the old physics remained
viable but was starved of data as programming committees and politicians put their
resources increasingly into the hardware and software of the new physics, leading
to the overgrown big science we have today.

In summary: I think we can indeed specify the source of science’s robustness
in dances of agency, especially with the material world, and in the production of
free-standing machines and instruments, but we should not overrate this robustness.
Machines, instruments and knowledge are machines, instruments and knowledge
only in relation to us, situated in a path-dependent fashion with respect to the cultural
fields in which they are built, fields which themselves co-evolve in a chancy fashion
with those machines, instruments and bodies of knowledge. To put robustness in its
place, and to undermine the intuition of uniqueness that goes along with our taken-
for-granted realism about science, I have tried to suggest that incommensurability
is always bubbling up in science, at all scales from the micro to the macro, and
that science has no magic recipe for getting round that—only more manglings and
dances of agency.

Traditionally, philosophy of science has done all it can to reject, or simply
ignore, the very idea of incommensurabilty. Personally, I think it makes philosophi-
cal thought much more interesting. One has to learn to imagine an indefinitely rich
world which we can latch onto in an indefinite number of ways. I think we can do
that, and still appreciate the robustness of science at the same time.
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Chapter 14
Dynamic Robustness and Design in Nature
and Artifact

Thomas Nickles

14.1 Introduction

My chapter applies a bit of qualitative risk analysis to systems of inquiry and their
products. It extends Charles Perrow’s theses about “normal accidents” in techno-
logical systems to epistemic systems, that is, to humanly constructed (explicitly
or implicitly designed or engineered), evolved and evolving complex technologi-
cal systems of inquiry and their products. My focus is on enterprises of ongoing
scientific research at innovative frontiers. My central claims are: (1) Although
the robustness (in Wimsatt’s sense) of a scientific research program and/or its
products is obviously highly desirable, no improvements in robustness can ren-
der these processes or their products invulnerable to failure. (2) On the contrary,
such improvements can often, as far as we know, make inquiry systems vulnerable
to new kinds of failure, sometimes worse failures than before. Robustness in one
dimension can render a system more vulnerable to catastrophic change in another
dimension. (3) Thus robustness is a relative rather than an absolute concept. Rather
than vanquishing fragility, complex robustness can shift its location. More than
that, increasing robustness (e.g., by adding new experimental or conceptual link-
ages) can actually generate fragility where none existed before. Accordingly, we
cannot expect to make uniformly cumulative progress toward risk reduction. My
argument can be construed as a (relatively new?) attack on foundationism and also
on strong forms of convergent epistemic realism in the sciences. (4) In evolving
epistemic systems with lookahead, prospective robustness is crucial to decision-
making, contrary to traditional, retrospective empiricist theories of confirmation
and robustness. I shall employ a broadly Kuhnian conception as my representa-
tion of mature science, that is, science with well-established problem-identifying
and problem-solving routines. Any particular choice is, of course, controversial as
well as arbitrary, but Kuhn’s model is the best known.
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14.2 The Robustness-Fragility Tradeoff

In recent years the term ‘robustness’, its cognates and neighbors (solidity, persis-
tence, hardiness, reliability, resilience, viability, flexibility, healthiness, etc.) have
been applied to just about everything. In fact, ‘robust’ has become a buzzword in
popular culture that can be applied to anything that exhibits strength of some sort.
We want our aircraft to be as resilient as possible to turbulence and to various types
of mechanical failure. We want our electrical grids to be robust to local failure,
to unusually high power demands, and to insults such as severe storms. We want
our nuclear plants to have monitoring and backup systems reliable enough to pre-
vent the expected occasional malfunctions from leading to catastrophic accidents.
We want our scientific research programs and experimental systems to be sensitive
to empirical signals yet tolerant of modeling flexibility (abstraction, idealization,
simplification, and approximation) and even errors of certain kinds. And so on.

We have made a lot of progress on all of these fronts. Thus the following question
arises. While perfection is unattainable, can we not expect to approach it as an ideal,
so that the only failures will be relatively small ones? Will not our progress toward
greater robustness be cumulative as we successively minimize existing sources of
error? Will not our successful error-reduction efforts converge on perfection in the
limit? Let us term this the cumulative fragility-reduction thesis or convergent risk-
reduction thesis, labels that are clumsy but descriptive. Surely the thesis is true and
thus identifies a realizable methodological goal?

No, said organizational sociologist Charles Perrow in Normal Accidents (1984),
not for technological systems (cf. Gertstein 2008). Perrow argued that the compo-
nents of tightly coupled, complex technological systems will normally experience
unexpected, untested, and practically untestable interaction effects. Such “interac-
tive complexity,” as he called it, becomes apparent in accidents involving multiple
failures, accidents such as the Apollo 13 space-module problems of 1970 (prob-
lems that, fortunately, were handled so as to avoid disaster); the DC-10 air crashes,
including the Turkish Airlines plane over Paris in 1974; the partial meltdown of
the nuclear reactor at Three Mile Island, Pennsylvania, in 1979; and the disastrous
explosion at Chernobyl in 1986. A more recent example is Hurricane Katrina’s dev-
astation of New Orleans in August 2005. In this case the very water control systems
previously constructed by the U.S. Army Corps of Engineers and other agencies
significantly worsened the failure by channeling the water in a destructive way. Still
more recently, it is likely that the spring 2011 earthquake, tsunami, and nuclear dis-
aster in Japan will be another case, once the details come to light. The deep recession
of 2008–2011 was a failure of internationally linked economic systems apparently
triggered by Wall Street’s opaque bundling of risky financial derivatives as well as
governmental regulative laxity. Mutual defense treaties have similar features. The
very attempt to improve a nation’s security can make it vulnerable via an attack on
one of its friends.

Perrow’s second major contention is that these “accidents” should be considered
a normal part of the operation of such systems rather than as highly contingent
insults from outside the system. They are endogenous, not exogenous. They are
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intrinsic to the system and are to be expected, in a generic sense, although not, of
course, specifically. (A hybrid case is accidents triggered by an external event, in
which the response makes the situation worse.) Third, the operators of such systems
should not be saddled automatically with the blame for failure, even if a precise
sequence of procedures could have saved the day; for such failures are extremely
confusing. Human beings are not omniscient and, typically, the event cascades are
rapid and the incoming data and advice that the operators do get (as given by meter
readings, indicator lights, warning horns, from experts employed by the manufac-
turers, etc.) are conflicting or otherwise unreliable. Failures of this sort, Perrow says,
should be regarded as system failures, not operator errors.1

Perrow’s fourth main point is that adding further safeguards against such errors
only adds to the complexity and hence introduces new sorts of fragility into the
system, even as it increases robustness elsewhere. For such additions typically
increase exponentially the number of possible interaction effects, which, by nature
are nonlinear.

Perrow’s ironic conclusion is that there is a direct coupling of robustness to
fragility. An increase in robustness does not mean an absolute decrease in fragility.
Striving for greater robustness increases complexity that, in turn, commonly creates
new paths for potential failure, including major malfunctions. Thus even success-
fully reducing the malfunction rate from expected sources does not result in a
cumulative gain, as far as we can tell. There is a tradeoff. The very effort to eliminate
fragility and catastrophic failure is, to a degree, self-undermining.

My purpose in this chapter is to extend Perrow’s insight to epistemic systems,
to systems of inquiry and their products. For they, too, can be regarded as com-
plex technological systems. A theory or model can be regarded as a design, but so
can a research program. A field can be represented by linked networks of several
kinds involving personnel, equipment, “natural” materials, research designs, social
support and demand systems, published papers, and the like. Or so I shall assume
without argument.2 I shall also assume that Wimsatt’s insightful analysis captures a
broad sense of robustness in the sciences, at least at a relatively high level of descrip-
tion (Wimsatt 1981, 2007, Chapter 7; see Chapter 10). The sense of robustness with
which I shall be most concerned is one in which a system is sufficiently responsive
to a variety of internal and external shocks that may befall it as to maintain its via-
bility. This conception overlaps Wimsatt’s in the sense that both involve a kind of
invariance under changing circumstances.

1 See also Perrow (1972, 2011). It is also relevant to mention here Herbert Simon’s seminal work
on bounded rationality and the behavior of complex organizations (Simon 1947). Bill Wimsatt and
I share an admiration for Simon’s work. As I once told Bill, I regard Simon as one of the great
American pragmatists.
2 Although I do not have space to defend this claim, most of the people represented in this volume
surely accept some version of it. Incidentally, while large portions of the design are deliberately
engineered in response to inputs from “nature,” as is usual in cases of large human constructions,
we should expect that modern sciences and their research programs contain important elements
that were not explicitly designed, some of which we are surely unaware.
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My central claim (combining claims 1 and 2 of my Introduction) is that the con-
vergent risk-reduction thesis is false when applied to epistemic systems. The very
attempt to control certain kinds of risk or error can generate new sources of risk
that are rarely realized but that are generally more difficult to predict and to han-
dle when they do. Robustness is engaged in an intricate dance with fragility. The
implication for us is a heightened sense of the fallibility of our research systems
and their products, an implication that makes my position on issues such as episte-
mological realism broadly compatible with those of Pickering and Soler (Pickering
1980, 1995; Chapter 10). I certainly do not deny that there has been rapid scientific
progress on many fronts. However, I am not confident that even our most mature
sciences tell us which entities and processes really populate our universe at bot-
tom. A robust scientific realism that tells us what the universe is really like (thereby
replacing the metaphysics of yore) is not at hand, especially when it comes to the
very large and the very small. And the complexity-theory worries that I sketch here
raise difficulties even for theories and models “of the middle range.”

How is it possible that the risk-reduction thesis is false? How can increasing
robustness at the same time decrease robustness? The obvious answer is that we
must relativize robustness to specific dimensions or types of failure. And this is
my third thesis. Robustness is not simply a matter of degree, as it is sometimes
depicted). It is relative to specific kinds of external insults and perturbations and
to internal breakdowns or constructive changes as well. Robustness is a relational
property, represented by a two-place logical relation at a minimum and better as a
three- or four-place relation. We can say that system s is robust to perturbation p to
degree d except when c. In symbols, R(s,p,d,c). The last clause may be optional, con-
sidered to fall under the usual ceteris paribus clause. However, operating manuals
often provide explicit exceptions that seem stronger than ceteris paribus clauses.

I cannot of course prove that these theses hold in every case. Indeed, I don’t think
that they do. But I claim that they do hold for important kinds of epistemic systems,
especially those such as we find in the sciences that place a premium on innovation
and which, as a result, experience dynamic change over time. That is enough, I
believe, to challenge the cumulativity thesis.

Whereas Perrow considered accidents in relatively static systems, once they are
designed and built, we must consider also the crucially important case of systems
that are designed to be dynamic in a strong sense—that contain intrinsic, endoge-
nous sources structural change. How is it possible that such systems can be viable,
that they can robustly maintain functionality throughout the change? For living sys-
tems, this question has both an ontogenetic and a phylogenetic form. How is it
possible that biological organisms are robust to sometimes extreme developmental
changes, as in the life-cycle of a butterfly? And how is it possible that genetic and
other systems continue to operate reliably through sexual-recombinant and muta-
tional change? Over time our human ancestors changed from small mammals to
large, upright creatures, not to mention the earlier lives of plants and, long before
that, single prokaryotic cells. In this sense we still face a version of the fixity-of-
species problem: How is it possible that species can evolve? As Wagner (2005)
points out, changing the genome (including patterns of gene regulation) changes the
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basic operating instructions for organisms, and these changes are heritable by off-
spring; so the fate not only of a particular individual but also that of an entire species
hangs in the balance.3

The problem, then, is to understand how biological nature or intelligent beings
can design a system robust to internal design changes, to technological upgrades,
so to speak, occasionally even in deeply entrenched subsystems, without loss of
functionality (Wimsatt 1981), and to appreciate the risk of catastrophic failure in
such systems. Once we reject the foundationist impulse, we realize that epistemic
research systems are strongly dynamic in this sense. Presumably, this holds for
any enterprise that places a premium on suitably adaptive, creative innovation. As
inquiry proceeds, even the deepest principles can be overturned and the enterprise
restructured. Historically, many such enterprises have failed as a result, but others
have survived major transformations. The Internet is a recent technological example
of the latter sort (Willinger and Doyle 2005; Doyle et al. 2005).

Since the 1960s, the debate about scientific revolutions has turned partly on these
issues. Those sympathetic to Thomas Kuhn’s view in The Structure of Scientific
Revolutions (1962, 1970) regard scientific revolutions as radical events akin to those
political revolutions, such as the French Revolution, that throw out the old social
order and send the community off in an unexpectedly different direction. These
analysts are in turn challenged by those who stress continuity rather than failure. In
any case, as Kuhn himself emphasized, scientific revolutions are extremely creative
episodes in which the old paradigm is regarded not as a complete failure that ends
the enterprise but, rather, as a failure only relative to a promising new approach that
somewhat reinvents the enterprise, returning it to robustness as a progressive site of
ongoing research. In the words of the economist Schumpeter (1942), we can identify
“waves of creative destruction” in the history of science as well as in economic and
technological history. Here we can distinguish enterprises that are truly left behind
from those that reinvent themselves, maintaining a continuity of some sort. In the
sciences, perhaps more than in technology and the general economy, the transfor-
mation is often enterprise-preserving creative destruction. I return to Kuhn’s work in
Section 14.9.

The topic of strongly dynamic epistemic systems leads me to my fourth thesis.
Unlike the rest of nature, the human designers of epistemic systems possess a degree
of lookahead. We humans can think about future prospects and consequences, make
plans, and, to some degree, shape our own opportunities. Scientists in particular
are capable of assessing the future promise of various alternatives and of making
corresponding decisions today and then proceeding to reprogram themselves, so to
speak. For systems involving creative inquiry, then, I want to suggest that there is a

3 Wagner and co-researchers are engaged in an extensive research program to explore these ques-
tions involving robustness, embryological development, evolution, specialization, modularity, and
the like. For example, Martin and Wagner (2008) discuss the tradeoffs in genetic networks that
serve more than one function. They ask to what extent the need to serve several functions constrains
the network architecture—and what effect such compromises may have on robustness.
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prospective dimension to robustness, one sometimes so powerful as to trump retro-
spective judgments of robustness based on empirical track records such as reliability
tests and multiple derivations of a result (Wimsatt 1981).

As a designer, biological evolution has major advantages over us in some
respects. For example, almost every single organism (of the zillions on earth,
past and present) “field tests” a distinct design variation; and nature is not con-
strained by our human horizons of imagination. But we have some advantages as
well. For example, biological nature is more limited than human designers are in
the respect that humans can often start over from scratch, undertake fundamen-
tal revisions, and combine previously distinct technologies. Furthermore, many
of our artifacts do not require continuous functionality: we can tinker with them
in the laboratory without releasing them into the field. The epistemic systems of
the sort that I ultimately want to consider as part of a larger project are those
that have managed to preserve functionality under transformative change, some-
times on the basis of lookahead. That is why I speak of inquiring systems: to
bring out the fact that these are dynamic enterprises. The most important part
of epistemology, in my opinion, is “frontier epistemology,” the study of how knowl-
edge practices grow at the frontiers of research and how the various modes of inquiry
often manage to survive the surprises encountered there.

Perrow’s claim about normal accidents is interesting for other reasons, for
a normal accident is, somehow, less contingent, less accidental, than an acci-
dent as commonly understood. This point about relative contingency can be
generalized and has important implications for several important problems, espe-
cially those concerning dynamical change in a system. For example, I believe
that Perrow’s insight concerning normal accidents as intrinsic to complex sys-
tems has a happier bearing on the problem of endogenous innovation. Accidents
are usually considered exogenous—system insults from outside, mere contin-
gencies rather than systemic features. Whereas for Perrow most accidents are
normal, part of the behavior arising from within such systems, part of the
normal background noise of complex systems. Given the extreme nonlinearity
of such systems, an ordinary event such as a valve getting stuck or acciden-
tally being left closed after testing can cascade into the meltdown of a nuclear
reactor.

I extend this insight toward an endogenous account of innovation, which is
also highly nonlinear and unpredictable, but dependent on a sort of ordinary back-
ground noise—that is, variation—intrinsic to the system. In some cases, a relatively
ordinary or “normal” sort of innovation can have revolutionary consequences, pro-
ducing, now, an exciting cascade of problem solutions or technical innovations
rather than disaster. Here we have returned to the problem of Kuhnian revolutions.
Members of the old guard may indeed consider a revolution a disaster, as destruc-
tion, while those in the vanguard see it as a creative continuation of the overall
enterprise. There can, of course, be breakthroughs that are not destructive of the
received platform.
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14.3 Tradeoffs Between Robustness and Fragility: A Variety
of Examples

First a political example, the reign of Louis XIV (d. 1715), who supposedly asserted
L’état c’est moi and insisted that a united, coherent nation-state must have un roi,
une loi, une foi. At the time the nation-state was a relatively new entity and violent
power struggles were common. (In his social contract theory of the state published
a few decades before, Hobbes had noted that a single powerful ruler was a stabler
arrangement than a ruling body of two or more persons.) Under these circumstances,
the rigid hierarchy that Louis imposed created a robust system that minimized the
danger of both external and internal threats via a triple structure of military, legal,
and religious power. And yet that very hierarchy made the system fragile or brittle in
another respect. Strongly hierarchical, “command and control,” hereditary regimes
such as Louis XIV’s are robust to confusions about chain-of-command; but they are
fragile to questions of succession and to failure at the top, for there is nothing in the
system to guarantee a strong leader. This turned out to be the case in French history.
After Louis’ death, the succeeding Louises were weak and vacillating. The story is
of course very complicated, but the cumulative result of many factors was the French
Revolution. Complexity theorists Levin et al. (1998) observe that, still today, rigidity
is often taken to be the mark of robustness in social systems. Such systems withstand
the forces of change, but this ultimately makes them seem antiquated. When they
fall, they tend to fall quickly. The fall of the Soviet empire is a recent example.

As noted, one of Perrow’s own primary examples was nuclear power plants.
Designing complex safety mechanisms and backup systems certainly improves
robustness against anticipated failures, but it creates new routes to unexpected fail-
ures, e.g., when a failure of one system masks failures in others, including human
error.

The “Six Sigma” (6σ) quality control program in industry aims to reduce varia-
tion in manufactured products so that there are fewer than 3.4 failures per million.4

Here ‘robust’ production clearly means elimination of unwanted variation, noise,
and waste. Later we shall have reason to question the assumption of a normal
distribution in some such processes. However, the following illustration has a dif-
ferent slant. Consider the recent change in the 3M Corporation (formerly Minnesota
Mining and Manufacturing), makers of many kinds of tape and thousands of other
products. 3M has a history of encouraging innovation at all levels, e.g., by build-
ing innovation time into many employees’ contracts and setting as a company goal
that 30% of annual sales will be of products introduced within the past 4 years. The
result has been a robust corporation that has flourished by repeatedly reinventing
itself for over one hundred years, far outlasting many competitors. In an effort to
make the corporation even more robust, its products more reliable, the new CEO of

4 Actually, this failure rate calculates to 4.5 “sigmas” or standard deviations from the mean value,
assuming a normal distribution. The extra 1.5 sigmas are imposed to allow for long-term variation,
given that the approach is evidence-based and that most evidence is short-term.
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3M recently implemented Six Sigma quality control and a rigid system of employee
evaluation. Unfortunately for 3M, there has been a tradeoff: less time and incen-
tive for innovative intrapreneurship (Hindo 2007). Innovation is typically a process
that looks sloppy and inefficient from the outside, since research and development
depends heavily on variation-selection processes with many false starts. It requires
slack. It requires time. The primary cost of new products is in the design stage, not
in final production cost per unit. Rigid quality control in the generative process can
have serious long-term consequences for innovation.

For a classic epistemological example, consider Descartes. His foundationism
had the goal of building knowledge structures that are impervious to future criticism
and thus guaranteed to last. The model of a finished system was Euclid’s geometry,
an axiomatic deductive system.5 Although such a system is robust to failures of
logical entailment and can deductively systematize a remarkable amount of content
by means of a few postulates and inference rules, we can identify several sources
of fragility or brittleness in such systems—and in Descartes’ in particular. (1) His
starting principles were not as perfectly robust (“clear and distinct”) as he believed.
(2) Several of his inferential steps are deductively questionable, and there is the
well-known problem of circularity in the early steps of his system. (3) The extreme
verticality of the Cartesian foundational hierarchy is itself cause for concern, as
Fig. 14.1 immediately suggests. The system teeters in unstable equilibrium.

Fig. 14.1 The supposed Archimedean point of Descartes’ system is the cogito ergo sum at the bot-
tom, which allegedly defeats the most severe forms of skepticism. Then come, in order, the other
steps of Discourse on Method and Meditations: I am a thinking thing, the Rule of Truth (Everything
that I perceive clearly and distinctly must be true), etc. The entire enterprise is supposed to provide
an escape from history (thus from historical path-dependence other than its own, intrinsic, cumula-
tive history of logical development) in the sense of giving us epistemic foundations so robust that
they are impervious to the ravages of time and circumstance. (Figure by the author)

5 Descartes admitted algebraic derivations as well as geometrical ones, and his use of ‘derive’ was
more liberal than that allowed by the later, formal concept of deduction.
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(4) Shockingly, failure of types (1) or (2) propagates uncertainty instantly through
the remainder of the system, even if—or especially if—those couplings are tight,
that is, deductively valid. Ironically, the very thing that makes the system epis-
temologically well founded, highly integrated or systematized, and economical,
with instantaneous transmission of derivability from starting points to manifold end
points—and thus so robust in these respects—makes it fragile in another respect.
“Instantaneous logical action-at-a-distance,” as we might call it, can be a very good
thing—or a very bad thing. Tradeoffs! The couplings of the propositions are so tight
that an error anywhere produces a disastrous cascade of failure through everything
else that depends on that step. There is no way to stop it. The system is vulnerable to
epidemic contagion of error, or at least uncertainty (which was tantamount to error
for Descartes-the-foundationist). However, things are not so bad for methodologists
who believe that empirical support comes from consequential testing rather than
from antecedent premises. For them strong deductive coupling has the advantage
that a predictive failure propagates backward in such a way as to help them to root
out fundamental error, modulo Pierre Duhem’s fault-assignment problem.6

(5) Our confidence in a system that pretends to be failsafe plummets when even a
small failure is detected. This is surely one reason why some critics find it (too) easy
to discredit modern science. In their view, scientific knowledge claims are supposed
to be nearly infallible; so, for them, every reversal of scientific judgment is damning.

The chapters of this volume contain several examples from recent experimental
research of control systems for robustness. Soler and other contributors, adding to
the growing science studies literature, are advancing our understanding by show-
ing how many, how esoteric, and how intricately coupled are the investigative
techniques, regulative procedures, standards, and professional judgments involved
in establishing or negotiating an experimental claim. This in contrast to those
early philosophers of science who considered “experimental observation” relatively
unproblematic, epistemologically uninteresting, and requiring no special attention.
Concerning one stage of the Gargamelle search for weak neutral currents in which
experts checked the tracks of nearly 300,000 photographs, Soler writes:

[T]he aim is to extract a set of tracks whose interpretation is globally more reliable, in such
a way that it becomes less likely to make mistakes in the counting of the potential tracks of
NC [processes identifiable as neutral currents].

But if this is the aim, experimentalists are never sure that it is indeed achieved. The
filtering operations aim at eliminating some confusions, but they can themselves be sources
of mistakes.

The elaborate control systems for detecting and avoiding error that we build into
our experimental technologies open up new routes of potential error.

In epistemology and methodology, philosophical thinkers have tried for cen-
turies, without success, to develop fail-safe systems, systems and methods so robust

6 I refer to Duhem (1954) on the need for auxiliary assumptions in any predictive inference and
the resulting difficulty of pinning the blame for failure on any one premise.
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that all threats, all sources of failure, are eliminated.7 Operationism as a method
of concept formation is a recent example.8 By now, however, most thinkers have
declared themselves to be fallibilists of one kind or another, ranging from still-
confident, strong epistemological realists to skeptical antirealists. But the strong
realists would appear to be weak fallibilists in the sense that they apparently
believe that, although we cannot totally eliminate error, we can identify its sources
and cumulatively reduce its occurrence without thereby creating new sources of
error. It is this cumulativity thesis of error reduction that I am combating, fol-
lowing Perrow and the complexity theorists discussed below. If I am right, then,
despite the tremendous advances of recent, mature science, we must remain thor-
oughly fallibilistic—in part because of those very successes! Karl Popper was a
thoroughgoing fallibilist (e.g., Popper 1963), but even he based his claims for
verisimilitude (approach to the truth) and realism, in part, upon this idea of gradual
error elimination.

Wimsatt (1981), citing Feynman (1965), distinguishes linear, “Euclidean” intel-
lectual structures from “Babylonian” structures (see Chapter 8). The latter are
multiply connected. In a Babylonian structure, such as a truss bridge, if one link
fails, the structure does not collapse. In the intellectual counterpart, if you forget
one way of deriving a result, you can resort to other ways, since they are inter-
connected. Your “failure” is contained. Moreover, unlike the Euclidean intellectual
model, the support is mutual to varying degrees. Justification does not flow in one
direction only, from foundational axioms to theorems (or inductively, from good test
results to hypotheses). As Putnam (1962) observed long ago, it can go in many ways
at once.

Thus we come to the idea that there can be types of virtuous circularity as
opposed to the vicious circularity inherent in Descartes’ system. In logical-semantic
structures as in causal structures we can have mutual support. Pickering (1995)
develops this idea in terms of symbiosis. Today’s network analysts frequently deal
with what they sometimes call “circular causality.”

7 Here we can include not only philosophical and scientific systems based on reason and evidence
but also ethical and religious systems based on revelation, mind-control, and various other self-
protecting contagions and social viruses discussed by meme theorists. The most secure, deeply
entrenched of these is, according to the line being developed here, vulnerable to catastrophic col-
lapse. Gaye McCollum-Nickles reminds me here of Oliver Wendell Holmes, Jr.’s poem, “The
Deacon’s Masterpiece or, the Wonderful ‘One-hoss Shay’: A Logical Story,” about the sudden
collapse of Calvinism in late 19th-century America. Pickering (Chapter 13) regards standalone,
material machines as the hallmark of modernity. Also falling within modernity is the extension
of this idea to Bacon’s and Descartes’ (unsuccessful) attempts to mechanize scientific procedures
(the alleged discovery of “the scientific method”). As a response to an unpredictable world, the
idea of “standalone” ethical systems invulnerable to the arrows of fortune is very old. Such were
the systems of the ancient Stoics and Epicureans.
8 Bridgman (1927), one of the founders of operationism, blamed the need for the relativity revo-
lution on physicists’ failure to operationally define their concepts (especially simultaneity) prior
to theorizing—as if we could work out a robust system of concepts prior to theory in work at the
frontier of research!
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We must be careful, however, for, insofar as a Babylonian intellectual structure
is tightly coupled by deductive relations (or something similar), error or uncertainty
can spread rapidly there as well—in fact “in all directions at once” in which there are
tight structural connections. To be sure, scientists possess various devices—buffers,
spacing, and security walls—for containing failure in order to avoid devastating cas-
cades. This point has been noted by several authors, e.g., Quine (1951) on the web
of belief with its centralities and priorities, Lakatos (1970) on research programs
with their “protective belts,” and Wimsatt (1981, 2007) on walling off difficulties.
But if I am right, nothing that we can humanly do can prevent occasional, surprising
avalanches of failure. At the very least, the topic deserves further study.

14.4 Highly Optimized Tolerance (HOT)

Jean Carlson and John Doyle (physical scientists at the University of California,
Santa Barbara, and Caltech, respectively) utilize the latest tools of network theory
and percolation theory to develop a Perrow-like thesis (Carlson and Doyle 1999,
2002). They speak of “spirals” of complexity. Attempts to improve robustness lead
to greater complexity which in turn generates new kinds of fragility, which lead to
new security mechanisms, and so on. This amounts to a different sort of “arm’s race”
than the traditional one between predator and prey, or at least provides a different
perspective on the latter as a special case.9 Carlson and Doyle see the quest for
robust viability as the driving cause of complexity. For them pressure for greater
robustness explains complexity in a sense that generalizes evolutionary biology to
include technological design: greater robustness is greater “fitness.”

So why not keep it simple? Why start the complexity spiral in the first place?
Why not just stick to simple, reliable systems?

Carlson and Doyle make an obvious but useful distinction between two kinds
of robustness: (1) simple systems made of a few highly reliable components and
(2) complex systems of “sloppy,” cheap components, where the robustness is an
emergent, systemic feature deriving from backup systems, extensive monitoring,
automated, computerized control, and so on. The problem with simple robustness is
that it is just too simple. Such systems operate in too narrow a range, with systemic
failure looming beyond. Relative to a desired wider range of operation, complex
systems can be far more robust. As Carlson and Doyle point out, a Boeing 777 is
more robust to variable weather than a two-person airplane with simple instruments.
Besides, nothing is failsafe anyway. Even simple systems sometimes fail. When a

9 Since robustness includes resilience to environmental shocks in addition to predator-prey issues,
even in biology, the phenomenon is more general than the usual sort of arms race in which, e.g.,
long legs for greater speed increase the fragility of the legs. Our primary concern here is with
human technological systems, including epistemic systems. We can construe the race as an attempt
to identify and avoid possible new sorts of accidents before they happen, or before they happen
again.
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component of a simple system fails, there can be no cascading failure, since there
is no complexity to support a cascade; but the failure is typically disastrous in any
case since simple systems are not likely to degrade gracefully. Complex systems
with redundancy, networking, and/or high-tech monitoring and feedback control can
typically minimize the damage from isolated, random component failure, because
they do not demand consistently high tolerance in individual components.

Highly designed systems are more expensive, but often the additional efficiency
or yield more than compensates. This is a second important feature of their HOT
systems, those manifesting highly optimized tolerance, namely, the pressure for
optimization. The physiology of an elephant is far more efficient than that of an
ant, and a Boeing 777 is more efficient (in load carried per amount of fuel) than
a Piper Cub.10 And, again, complex systems can employ sloppier, hence cheaper
components.

The upshot of all this is that we cannot keep it simple: we must deal with com-
plex systems. The demand for robustness requires complexification of the control
structures. The question then becomes which architectures are more robust than
others. The general strategy that Carlson and Doyle take is not to avoid all failure,
which is impossible, but to prevent anticipated types of failure from becoming so
highly contagious that an epidemic or failure cascade ensues. And the way to do that
is to maintain adequate spacing, metaphorically speaking, around danger areas, to
install buffer zones in order to confine the damage. Their favorite illustrative model
(a standard one) is forest fires, where the spacing is quite literal. Zones subject to
high lightning strike rates or to heavy human (mis)use should have buffer zones
around them to keep any fire from spreading very far.

Installing large enough buffer zones will, of course, nearly always prevent dev-
astating fires. However, that recourse also cuts down on timber production (or the
amount of forested land preserved for any reason, e.g., as an ecological system).
So the problem becomes how to optimize “throughput” or productivity or yield
(the harvested wood in their toy model) while maintaining adequate robustness.
Maximizing productivity or overall “fitness” is where the ‘highly optimized’ of their
Highly Optimized Tolerance (HOT) research program comes from. The tolerance
refers to the robustness.

Carlson and Doyle maintain that maximal productivity does not occur in merely
physical systems, for it requires design, either biological evolutionary design or
deliberate engineering design as in human technology.11

10 See Geoffrey West’s lecture, with slides, available at http://online.itp.ucsb.edu/online/pattern_
i03/west/. Power laws apparently characterize the metabolism rate, energy use, extinction rates,
and many other aspects of the animal and plant worlds. For criticism, see Downs et al. (2008). For
a survey of leading models of species extinction, see Newman and Palmer (2003).
11 In my opinion the distinction between novel “design” by natural selection and intelligent design
by human engineering is usually exaggerated. While there are important differences, at bottom
both are selectionist processes, that is, variation-plus-selection processes. See Nickles (2003 and
forthcoming).

http://online.itp.ucsb.edu/online/pattern_i03/west/
http://online.itp.ucsb.edu/online/pattern_i03/west/
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The central claim from our model is that the essence of this robustness, and hence of bio-
logical complexity, is the elaboration of highly structured mechanisms that create barriers
to cascading failure events. (Zhou et al. 2002, p. 2053)

They argue that highly specialized design can provide remarkable robustness for
anticipated failures but is extremely fragile to unanticipated kinds of changes, exter-
nal and internal, as well as to design errors. For example, biological species that
track their environment very closely become “specialists” vulnerable to environ-
mental change, at which point the “generalists” will survive or move in and take
over (Calvin 2002).

Carlson and Doyle defend their claims with a technical analysis that I cannot
repeat here. A central point is that the “size” of failures in complex systems in HOT
states, that is, systems that are highly optimized in the indicated manner, have dis-
tributions with “heavy tails” (or “fat tails” or “long tails,” as they are also called).
Heavy tails of just the right shape are the signature of power laws. Heavy-tailed
probability distributions decay at slower rates than the exponential drop-off char-
acteristic of Gaussian normal distributions. The former are sub-exponential over at
least part of the tail.

With a Gaussian distribution the three main kinds of averages (mean, median,
and mode) coincide, and the rapid drop-off means that very few cases exist that are
more than three standard deviations from the average (the more so as the peak is
narrower). Thus it makes good sense to speak of a “typical” item or event, namely,
one close to average. This determines the “scale” of the phenomenon. The mean
together with a well-defined variance or spread of the distribution provide a neat,
two-parameter summary of the phenomenon in question.

Not so with heavy-tailed distributions. These are characteristic of scale-free
(scale-invariant) phenomena. Here one can get large events as far out on the tails
as you please, with non-negligible probability. There is no such thing as a typical
size. The variance is no longer well defined; in effect, it becomes infinite, mod-
ulo the limits of system size. The bad news is that, when the events in question
are failures, failures of any magnitude are realistically possible. There is no pre-
venting occasional disaster. To illustrate the difference: human height is normally
distributed. It is extremely improbable to encounter a human who is eight feet tall
and virtually impossible to meet one ten feet tall; but huge earthquakes, although
rare, are not “virtually impossible.” And—to revert to a previous example—insofar
as the reliability of industrial processes can be characterized by distributions with
heavy tails, it makes no sense to speak of “six sigma” reliability. For heavy-tailed
processes, traditional risk analysis underestimates the true danger—the probability
that an event with a large negative utility will occur.

In sum, Carlson and Doyle offer a technical understanding of Perrow’s compro-
mise. The cost of controlling robustness in such a way as to maximize throughput
is susceptibility to unanticipated sorts of disasters. But Carlson and Doyle perhaps
go further than Perrow to consider also constructive changes internal to the com-
plex systems in question. The problem of how a system can withstand variability
of its components is part of the problem of managing failure of traditional, static
systems; but how account for the viability, the flexibility, the adaptive capacity
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or evolvability, of complex systems that undergo basic design changes that could
improve performance? After all, the process of optimization is itself an ongoing
process. As noted above, Andreas Wagner confronts this problem for biological
evolution. Doyle and Carlson, being physical scientists, take the Internet as their
chief example of such a system (Doyle 2005; Willinger and Doyle 2005), show-
ing how the system can be robust to rapid technological changes at the applications
level. A similar problem arises for an ongoing scientific research program, e.g., in
what Kuhn calls normal science. Philosophers have worried most about continu-
ity through scientific revolution (incommensurability and all that), but for Kuhn it
was the strong continuity of normal scientific research that most required explana-
tion. Kuhn’s own solution to this problem was an overly static treatment of normal
science, one that minimized internal change (Nickles, forthcoming).

14.5 Power Laws and Their Implications

A simple form of a power law distribution is N(x) = ce−δx, which means that
the number of events N of size x or greater equals a constant c times the expo-
nential function. δ is also a constant, a scaling parameter. Power laws12 and their
distributions are scale invariant or “scale free.” As indicated, earthquakes provide
a familiar example. According to the Gutenberg-Richter law in its simplest form,
N(m) = ce−m, where m is the magnitude of the earthquake. If we take the logarithm
of both sides of power law equations, we get the formula of a straight line as shown
in Fig. 14.2. Thus a straight line on a log-log graph is the signature of a power law.

Fig. 14.2 On the left is the picture of a time series of earthquakes, plotted according to size.
On the right is the corresponding log-log graph. Note that the slope parameter δ in this case
is approximately –1. Apparently, the slope of the graph varies a bit, according to geographical
region, but it is always around –1. From http://simscience.org/crackling/Advanced/Earthquakes/
GutenbergRichter.html

12 A generic form of common power laws is f (x) = cxδ + o
(
xδ

)
, where c is the constant, δ is the

scaling factor, as before, and o is an asymptotically small function that captures small deviations
or uncertainties.

http://simscience.org/crackling/Advanced/Earthquakes/GutenbergRichter.html
http://simscience.org/crackling/Advanced/Earthquakes/GutenbergRichter.html
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Scientists and other observers long thought of many natural phenomena as the
product of large numbers of small, independent events, uncorrelated as to “direc-
tion.” More recently, this view has begun to give way to a conception of nature as
a more highly integrated, complex system than even the “mechanistic universe” of
modern physics implies. Especially since the 1960s, power laws have been turning
up seemingly everywhere—at least everywhere that complex systems are found—
with biological organisms, human artifacts, and social systems being the primary
examples. For example, the metabolic rate of biological organisms, from smallest to
largest, possibly fits a power law (but see Downs et al. 2008). Ditto for heart rates
and so on and on. Hungarian physicist Albert-László Barabási and his group have
discovered many (alleged) power laws governing the Internet and various human
social networks such as scientists working in a particular specialty area. Power laws
turn out to characterize physico-chemical processes at phase transition points (criti-
cal points), as when water is about to freeze or turn from liquid to steam or when a
piece of iron is about to become magnetized.

The frequent appearance of power laws in complex systems and the importance
of phase transitions in many fields raises the interesting question of whether there is
a common mechanism behind them, a deep structure underlying the natural phenom-
ena about which we can formulate a general theory. Barabási is convinced that there
is such a science of order and connectivity, a topic to which I return in Section 14.8.

14.6 HOT Versus SOC

Several scientists and mathematicians have attempted to formulate a general theo-
retical approach to complex systems. Given that complexity of one sort or another
appears across many scientific disciplines, especially in the biological and social
sciences and engineering, a trans-disciplinary theory of complex systems would be
an enormous achievement. However, there is wide disagreement about the prospects
for such a theory and even about what a complex system is (Gershenson 2008). In
this section I briefly compare the approaches of Per Bak’s self-organized criticality
(SOC) with Carlson and Doyle’s highly optimized tolerance (HOT). In the following
sections I look more closely at the work of Barabási.

From the 1980s the late Danish physicist Per Bak argued for the importance of
“self-organized criticality” (SOC) as the successor to early work on autocatalytic
systems and other forms of self-organization at the edge of chaos (EOC) proposed
by Stuart Kauffman (1993) and others. Although Bak worked with Kauffman for a
time at the Santa Fe Institute, he denied that Kauffman’s well-known NK model
attains true criticality.13 Bak’s central claim, defended at length in How Nature

13 See Kauffman (1993), Chapter 2 et passim. The NK model is Kauffman’s start toward “a sta-
tistical mechanics of fitness landscapes” (1993, p. 40). “N refers to the number of parts of a
system—genes in a genotype, amino acids in a protein, or otherwise. Each part makes a fitness
contribution which depends upon that part and upon K other parts among the N.”
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Works (1996), is that all truly complex systems exist in a critical transition state
between order and chaos. Ordinary chaos theory cannot explain complexity, he said.
All and only complex systems exhibit his self-organized criticality. His favorite
model was the sand pile. Grains of sand are dropped one by one, forming a pile.
Eventually, the slopes become steep enough that one additional grain will start an
avalanche, usually a small one but occasionally a very large one. When a histogram
of avalanches from smallest (displacement of a single grain of sand) to the largest
(when perhaps a third of the pile slips away) is plotted, the result is a straight-line,
log-log graph, signifying the working of a power law.

Power laws are pervasive in biological nature because evolutionary adapta-
tion drives systems to a critical point, Bak argued. “Biological evolution is a
self-organized, critical phenomenon” (1996, p. 150). (But, as noted above, some
nonbiological, non-intentional systems, including growing sand piles, also exhibit
this sort of behavior, namely at critical points where phase transitions occur.)
Moreover, for Bak the power laws indicate a scale-free phenomenon that signals
self-similarity and that possesses a fractal signature. Bak explicitly rejected models
that are specially “tuned” by an outside designer to achieve critical states. That’s
where the ‘self-organized’ comes in: the systems must themselves move toward the
critical state, where a certain sort of equilibrium obtains.

Carlson and Doyle (among others such as physicist Geoffrey West, former pres-
ident of the Santa Fe Institute) contend that Bak’s account of complexity is now
dated. Carlson and Doyle naturally claim that their HOT supersedes Bak’s SOC.
They insist that massive empirical information from the physical, biological, and
engineering-control worlds shows that SOC theory does not capture “how nature
works.” They disagree with Bak even about what counts as a complex system. Bak
clearly wanted to include not only biological but also purely physical systems, sys-
tems that manifestly involve no design of any kind. But in throwing out design as a
necessary condition, contend Carlson and Doyle, Bak threw out the baby with the
bathwater. Their HOT systems, after all, are highly designed, either by biological
evolution or by human engineering.

Highly Optimized Tolerance (HOT), which links complexity to robustness in designed sys-
tems, arises naturally through Darwinian mechanisms. . . . [R]obustness tradeoffs [are] a
mechanism that drives complexity in biology. (Zhou et al. 2002, p. 2049)

[The model is] sufficiently general that it could be equally well motivated by competition
and evolution in other settings, such as between technologies and companies in an economic
setting. (Ibid., p. 2050)

While both SOC and HOT differ from statistical mechanical accounts of power
laws by linking the power laws to internal structure, Carlson and Doyle (1999) go on
to locate HOT at the opposite extreme from SOC, in several ways. (a) A sand pile
is boringly self-similar, a mere aggregate, but a HOT system is not. The special-
ized, highly-engineered systems of a Boeing 777 resemble neither each other nor
the airplane as a whole. Ditto the specialized subsystems of biological organisms.



14 Dynamic Robustness and Design in Nature and Artifact 345

(b) Robust, optimized natural and artificial systems designed by a selection process
or by engineers do not necessarily exist at a point of criticality between order and
chaos. In general, HOT states are not critical states. (c) HOT systems typically opti-
mize several parameters at once, not just one as in Bak’s models. (d) Thus robustness
is an emergent property of the growth of complex systems, whether these systems
are designed by human engineers or by natural selection. (e) The power laws of
HOT are “steeper” than those of SOC.

[T]he HOT power laws are steeper and extend to larger event sizes than the critical power
laws, which are very flat. Large events at criticality are fractal, resulting in no macroscopic
losses in the limit of large lattices. This is in contrast to both our model and the fossil record,
which show losses that are a large fraction of the total organisms or species. (Zhou et al.
2002, p. 2054)

Carlson and Doyle note the policy implications of our choice of complexity
model:

There is much at stake in this debate. If ecosystems are in a SOC/EOC state [i.e., state of
self-organized criticality/edge-of-chaos—TN], then observations of massive species extinc-
tions and global warming could be attributed to the natural behavior of the system. In this
scenario, large fluctuations emerge and recede as a natural consequence of the internal
dynamics, and would not be attributed to man made causes. This would support a policy
in which humans could be relatively cavalier about their interactions with the environ-
ment, because the system would be fluctuating as observed regardless of our behavior.
Alternatively, if ecosystems are in a HOT state then we expect the system to be robust,
yet fragile. Heavy tailed distributions are expected, but the system is also hypersensitive to
new perturbations that were not part of the evolutionary history. (Carlson and Doyle 1999,
p. 1426)

Barabási likewise rejects Bak, saying:

Networks are not en route from a random to an ordered state. Neither are they at the edge of
randomness and chaos. Rather, the scale-free topology is evidence of organizing principles
acting at each stage of the network formation process. There is little mystery here, since
growth and preferential attachment can explain the basic features of the networks seen in
nature. No matter how large and complex a network becomes, as long as preferential attach-
ment and growth are present it will maintain its hub-dominated scale-free topology. (2002,
p. 91)

We’ll return to preferential attachment in a moment. My present observation is
that while Bak’s sand pile model was a dynamic approach to self-organized com-
plexity, apparently it was not dynamic enough. According to its critics, it misses
crucial details of growth. It pays insufficient attention to both the ongoing processes
of generation and corruption and the specialization of the resulting structure. To be
fair, Bak claims (p. 150) that biological evolution moves organisms toward what he
terms a critical state, but, as we have seen, his critics deny that sandpile type models
can really capture this.
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14.7 A Bit of Network Theory

As mentioned above, Barabási claims that his research group has founded a new,
rigorous scientific inter-discipline of complex systems, one that unveils the deep
structure common to all such systems, from biology to business.14 The brilliant
Hungarian mathematicians Paul Erdős and Alfréd Rényi gave the field a start in the
1950s with a series of papers on the connectivity characteristics of random graphs,
that is, graphs whose nodes or vertices are connected randomly. Adding links to such
graphs, one by one, between randomly chosen nodes, brings the net to a critical state
in which adding a couple more links suddenly transforms it into one that is fully
connected, i.e., each node can now reach every other node through a path consisting
of a series of links or “edges.” (One thinks here of the “tipping point” phenomenon
popularized by Malcolm Gladwell, 2000.) Conversely, subtracting just a few links
randomly can turn a well connected network into a highly fragmented one. This
rapid increase or decay is exponential. Thus the normal curve (more precisely, the
Poisson distribution in this case) with its exponential drop-off is the signature for
random networks just as for random, independent events in nature.

Later Steven Strogatz at Cornell and his former student, Duncan Watts of
Columbia University, became interested in applying graph theory to real-world sys-
tems. They were especially interested in “small world phenomena” in which almost
any two people or points are at most a few links apart but in which there are local
clusters of highly interconnected nodes. Efficiency in many systems requires a small
number of “degrees of separation,” but, for that very reason, such systems are also
vulnerable to epidemic contagion. To achieve small worlds with clustering, Strogatz
and Watts started from a ring lattice of nodes connected only to their neighbors
as in Fig. 14.3, then randomly added a few long-distance links across the circle
(Strogatz 2003; Watts 1999). The remarkable result was that just a few additional
links tremendously reduced the average degree of separation of the network. By
combining the order of the initial lattice with a dash of randomness, they achieved
small world networks that were also clustered. However, the element of randomness
was enough for them to retain an exponential signature.

The third stage in this development was accomplished by Barabási and his
students (especially Réka Albert and Hawoong Jeong), who concluded that real net-
works are usually even more clustered, containing a few “hubs” with a very large
number of connections. This network topology proved to be far more robust than the
others. Since the vast majority of nodes are not hubs, now randomly disconnecting
a majority of links would produce nothing worse than a graceful degradation of the
network. And the signature of these network topologies is . . . power laws and their
fat-tailed distributions! In other words, these networks are scale free (up to the limit

14 There is already a large literature, both technical and popular, on these developments. Newman
et al. (2006) is a collection of many of the most influential papers to that date. See also the Carlson
and Doyle articles, Watts (1999), and Jen (2005). Among the popular or semi-popular works, see
Buchanan (2002, 2007), Miller and Page (2007), and Barabási (2002). The websites of many of
these people often contain additional resources.
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Fig. 14.3 A graph of the
Strogatz–Watts type that
combines the features of local
clustering (by starting from a
periodic ring lattice in which
only nearest neighbors are
connected) and randomness
(by adding a few random
connections)15

Fig. 14.4 (a) The exponential [random] network is homogeneous: most nodes have approximately
the same number of links. (b) The scale-free network [with hubs] is inhomogeneous: the majority
of the nodes have one or two links but a few nodes have a large number of links, guaranteeing that
the system is fully connected. Red, the five nodes with the highest number of links; green, their
first neighbours. Although in the exponential network only 27% of the nodes are reached by the
five most connected nodes, in the scale-free network more than 60% are reached, demonstrating
the importance of the connected nodes in the scale-free network. Both networks contain 130 nodes
and 215 links. The lighter nodes in greyscale are the green ones. The red and black ones are not
distinguishable. [The network diagrams are taken from Albert et al. 2000, p. 379.]16

15 The graph can be found at www.mathworks.com/matlabcentral/fileexchange/loadFile.do?
objectId=4206&objectType=file.
16 For the color version, the reader may consult Albert et al. (2000) or http://www.computerworld.
com/s/article/75539/Scale_Free_Networks.

www.mathworks.com/matlabcentral/fileexchange/loadFile.do?objectId=4206&objectType=file
www.mathworks.com/matlabcentral/fileexchange/loadFile.do?objectId=4206&objectType=file
http://www.computerworld.com/s/article/75539/Scale_Free_Networks
http://www.computerworld.com/s/article/75539/Scale_Free_Networks
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of their size). They look the same at all scales. Figure 14.4 is a comparison diagram
from Barabási’s group (Albert et al. 2000), with their own explanation.

The Barabási group and other experts around the world soon found numerous
examples of this sort of network in the biological, technological, and social worlds.
According to them, biological food webs, gene networks, and protein networks have
this structure. So do commercial airline routes, national electrical grids, and the
Internet. And in social worlds, AIDS spreads via such a network, which is extremely
efficient in connectivity yet highly robust to random failure.

Is there still a fragility compromise? Yes there is. Where is such a network vulner-
able to attack? Answer: in the hubs. While scale-free networks are robust to random
failure and also to various kinds of upgrading, as, for example, with the Internet
(Willinger and Doyle 2005), they can fail disastrously under targeted attack. Attacks
on the hubs can quickly produce a fragmented residue of a once well-connected net-
work. That is how a few “crackers” (the label given to evil hackers as opposed to
good hackers) have been able to bring the Internet to a halt with some simple viruses
and worms. The net structure allows bad stuff to spread just as efficiently as good
stuff.

The happy side of this worrisome feature is that sometimes we do want to
destroy networks. For example, Barabási and his colleagues have suggested that
the most effective way to treat AIDS and similar diseases, given the expense of the
available drugs, is to go after the hubs. The hubs are Malcolm Gladwell’s “con-
nectors” (Gladwell 2000, Chapter 2), the people who have done far more than any
others to spread the disease. This strategy might also apply to attacking international
terrorism.

The fat tails phenomenon suggests another bit of good news for our efforts to
understand innovation more endogenously (see Section 14.10 below). Just as sys-
temic failure can always take us by surprise, so can systemic success, including
unimagined successes of large magnitude. The trouble is, there are a lot more ways
to fail than to succeed. And, again, we should not confuse the two types of failure—
getting efficient results that we do not want (such as the spread of a virus) versus
disintegration of the network itself.

A second word of caution is in order here. Although these investigators have
made great progress in exploring the mathematical and causal structures that under-
lie networks, the nets themselves are much too simple to capture a lot of rich
interaction. In real-world networks, as opposed to their human representation in ide-
alized models, not only are the nodes typically directed (corresponding to a directed
graph) but also there are nodes and links of many different kinds. For example, not
all human-to-human links are equal. This becomes obvious immediately when we
play the “degrees of separation” game. “How many degrees of separation do you
have from Einstein?” Well, that obviously depends on what counts as a direct con-
nection with (i.e., one degree of separation from) another person. I once shared an
elevator ride with Kurt Gödel, who was one degree from Einstein; but as a young
graduate student I was too shy to say a single word. Does that count as a connection?
Am I only one degree of separation from Gödel and two from Einstein? Obviously
not if that means any sort of personal acquaintance, let alone being on a “first name
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basis,” which is the criterion sometimes used. Newman (2001) defines two scientists
as directly connected only if they have co-authored a paper.

Nonetheless, the simple networks explored so far have shed considerable light
on the topic of robustness and fragility and tend to confirm Perrow’s original insight
that we must always consider tradeoffs. This approach has given real direction to
research programs across the natural and human sciences, engineering, and business.

However, a third important caution is that critics such as John Horgan and Evelyn
Fox Keller argue that the enthusiasm for a general complexity theory is premature
and that claims for the ubiquity of power laws and scale-free networks are unjus-
tified, amounting to something of an intellectual fad (Horgan 1995; Keller 2005;
Downs et al. 2008; Mitchell 2009). This is the primary fear of complexity theo-
rists themselves (Gershenson 2008). Sornette (2003, p. 208) points out that power
law distributions are difficult to extract from data sets, given their similarity to
other distributions, that many different mechanisms can produce power laws, and
that log-periodic features are sometimes more reliable indicators of the underly-
ing mechanisms. There are, of course, many distributions with exponential terms,
including one with the technical name “the exponential distribution.” For simplicity,
I focus on power law versus normal distributions.

14.8 Dynamic Networks

Normal distributions signal randomness, a lack of structure, in some cases the prod-
uct of entropic processes that break down structure. Conversely, then, we are invited
to look at processes that produce structure for the origin of power law distribu-
tions. But not all structures give rise to power laws. Simply being non-Gaussian is
not enough. Why the seemingly pervasive existence of scale-free power-law dis-
tributions? And does the explanation have something to do with robustness and/or
complexity? Carlson, Doyle, West, and Barabási all think so.

For Bak, as we have seen, the explanation is nothing more special than what his
sand pile model suggests. Simple aggregation of ordinary events can produce critical
states with nonlinear consequences. For West, who is closer to the Carlson-Doyle
camp, power laws themselves imply the existence of a robust design or mechanism
that produces them, subject to physical constraints.

In effect, Carlson and Doyle develop Perrow’s old theme that the drive for robust-
ness generates spiraling complexity vulnerable to unexpected, cascading failure as
signaled by power law distributions with their fat tails. Carlson and Doyle add a
second drive—for optimal throughput. And the mechanism in both cases is natu-
ral selection (or a human design analogue), which always involves a compromise
among many factors.

Meanwhile, Barabási proposes a more detailed growth model for networks
exhibiting power laws. The two principles in play here are “the early bird principle”
and “the rich-get-richer principle,” resulting in a network with distinct hubs. In the
growth of such a network, being an early node increases the probability of becoming
a hub simply because later links must be made to existing nodes. But preferential
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attachment also plays a role in the development of many systems, meaning that link-
ing with an already well-linked node is more probable than linking with a relatively
isolated node. The rich get richer.17

A recent move in this particular debate involves a disagreement between the HOT
model and the preferential attachment model. The HOT team claim that preferential
attachment does not fit the empirical data as well as their model does. To mention
one example: D’Souza et al. (2007) state that preferential attachment stands in the
Pareto, Polya, Zipf, and Simon tradition, whereas the optimization approach goes
back to Mandelbrot’s statistical study of language.18 D’Souza et al. propose to rec-
oncile the two approaches with their “tempered preferential attachment model,” a
model that attempts to explain preferential attachment in terms of a cost function
rather than simply assuming it. In their model, nodes can become saturated with
links, leading to an exponential cutoff, and not all attempts to create new nodes are
successful. The overall result is that a tempered preferential attachment emerges
from the net formation process subject to the cost constraints.

That is only one example. Various investigators have recently pointed out that
there are many mechanisms for producing power law distributions, that preferential
attachment is only one of them (and is not really original with the Barabási group).
Accordingly, anyone who claims the evidence for a power law distribution proves an
underlying preferential attachment mechanism is guilty of the fallacy of affirming
the consequent. (I do not say that the Barabási group make such a strong claim.) So,
again, we must proceed cautiously here and realize that gestures toward real-world
applications are highly conjectural.

14.9 Application to a Kuhnian Model of Science

To apply these ideas in detail to models of scientific research would require a book
examining citation networks, actor networks of Bruno’s Latour’s sort (Latour 1987),
semantic networks, and so on. This is obviously not the place to tackle the major
task of working the growing literature into an explicit model. Instead I shall point
out possible connections to a broadly Kuhnian conception of mature science. Kuhn’s
model is problematic, of course, but so are all such models. For present purposes
I shall stick close to Kuhn’s, as the one best known. My analysis suggests that
future study of various types of scientific networks and their transformation will
offer support for some aspects of Kuhn’s model while undermining others.

In The Structure of Scientific Revolutions (1962), Kuhn already offered a proto-
complexity model that fits my extension of Perrow’s thesis to scientific inquiry.
Research scientists seek to design structures (research programs, theories, models,

17 Both principles would seem to play a role in Wimsatt’s conception of generative entrenchment
as applied to developing systems, either biological or humanly devised.
18 Among other attempts to explain some power laws, see Fabrikant et al. (2002). The study of
phase transitions at critical points is another locus of such efforts.
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experimental systems, etc.) that are robust to anticipated kinds of failure. The con-
viction that a more robust account of their scientific domain is not only possible but
also now accessible to inquiry is what drives Kuhnian normal scientists to design
increasingly intricate and esoteric structures and practices, as the other chapters in
this volume attest. What Popper considered the very core of scientific research—
formulating bold conjectures followed by vigorous attempts to falsify them—Kuhn
recast as threats to be controlled. A well-designed Kuhnian paradigm is robust to
both threats. Normal scientists who are too bold will be disciplined by the com-
munity, Kuhn said; and Popper’s “falsifications” of major principles are really only
routine anomalies that provide new research puzzles. The basic principles are not
up for test in the first place. Kuhnian normal science is far more tolerant of what
Popper considered mistakes than is even Popper’s account of science.19 The result-
ing solidarity of the research community over what counts as legitimate problems
and solutions permits not only routine problem-solving success but also productive
exploration of new, increasingly esoteric research puzzles.

However, Kuhn then surprised the philosophical community by emphasizing
the fragility of paradigms.20 The very robustness and productivity of a success-
ful Kuhnian paradigm in the indicated respects makes the enterprise increasingly
vulnerable to major failure, he said.

Anomaly appears only against the background provided by the paradigm. The more precise
and far-reaching that paradigm is, the more sensitive an indicator it provides of anomaly
and hence of an occasion for paradigm change. . . . By ensuring that the paradigm will not
be too easily surrendered, resistance guarantees that scientists will not be lightly distracted
and that the anomalies that lead to paradigm change will penetrate existing knowledge to the
core. The very fact that a significant scientific novelty so often emerges simultaneously from
several laboratories is an index both to the strongly traditional nature of normal science and
to the completeness with which that traditional pursuit prepares the way for its own change.
(1970, p. 65)

The very robustness of ordinary science (whether or not precisely Kuhnian)
makes it increasingly vulnerable to revolutionary overthrow. What is it about a
mature science that makes it ripe for revolution? A cognitive psychological point is
that strong focus by the community on narrow, esoteric matters provides guidance
to the community at the frontier of research but blinds it from other things. A social

19 Popper attempted to remove the fear of making mistakes. His motto was “We learn from our
mistakes.” In his methodology of scientific research programs, Lakatos (1970) followed Kuhn in
the respect mentioned in the main text while retaining some Popperian elements. Kuhn (1970)
objected to Popper’s talk of falsifications as mistakes.
20 In the chapters on normal science, Kuhn invites us to look at scientific work from the point of
view of the normal-scientific practitioner, who, according to Kuhn, is convinced that s/he is uncov-
ering the truth about the world. In the chapters on scientific revolutions, Kuhn invites us instead
to look at the history of science from above and to note the contingency involved in the revolu-
tionary passage to a new paradigm. As a rough generalization, philosophers have tended to take
a normal scientific, realist view whereas sociologists have distanced themselves from the normal
science perspective. In my opinion, contrary to Kuhn, taking the normal scientists’ viewpoint does
not require conviction that the paradigm is on the track to a final truth about the world.
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psychological point is that routine anomalies become more serious over time as they
resist the attempts of the best people to resolve them. Confidence in the resources
of the paradigm falls rapidly (unless, I would add, there is compensating, rapid
progress on other fronts). The emergence of a possible alternative approach can
also produce a crisis by amplifying the importance of extant anomalies (Kuhn 1970,
p. 86). But the Kuhn quotation suggests an additional, non-psychological mech-
anism. As a science matures, the linkage between its components becomes more
complete and more entrenched and the research more systematic. Thus a minor
measurement discrepancy or a new discovery that does not quite fit can now pene-
trate deeply. The maturation of the paradigm has given the anomaly more leverage.
It is now more threatening. The possible error that it represents can no longer be
contained. It increasingly propagates through the system, in ways somewhat rem-
iniscent of Descartes’ system, discussed above. Previously, it could be bracketed,
perhaps treated by analogy with the “God of the gaps” tactic familiar from theology;
but now the gaps have closed.

Per Bak would say that normal science has reached a critical state in which even
a “normal” result could trigger a revolution, and that this becomes explicit in a
Kuhnian crisis.21 However, although normal science is cumulative, according to
Kuhn, there is far more structure to the accumulation than Bak’s sandpile model
allows. For many analysts a sandpile epitomizes a mere aggregation rather than a
complex system (Wimsatt 2006). For this and other reasons, the HOT model of
Carlson and Doyle fits Kuhnian science better. For the goal of science is to max-
imize problem-solving productivity while eliminating normal (expected) kinds of
error—and to do so precisely by improving the design of theory and data struc-
tures. Moreover, the development of normal science would seem to be broadly
evolutionary (Nickles, forthcoming).

We should credit Bak with two other important insights that Carlson and Doyle
also appropriate and incorporate in the HOT model. One is the point already stated
above: that in a highly mature, rigorous, science even a seemingly ordinary result
can trigger a cascade of developments that lead to revolution. Scientific work is
highly nonlinear in this respect. It does not take a big, revolutionary cause to trigger
a process that produces a revolutionary effect.22 Again, most anomalies begin as

21 Bak does not mention Kuhnian revolutions, though he does relate his work to other models of
transformative change such as Gould-Eldredge punctuated equilibrium and mass extinction (Bak,
Chapter 1). Sornette (2003, Chapter 3) contends that the causes of stock market crashes are not
ordinary events, that crashes are outliers with a special statistics of their own that call for special
explanations. However, his model is not totally different from those under discussion. The under-
lying processes involve increasingly correlated phenomena of complex systems, driven by positive
feedback, that send the system to a critical point, where it becomes unstable. At this point a normal
change can tip the system one way or the other. As an emergent phenomenon of a complex system,
such a disruption, like a Kuhnian revolution, is holistic. It cannot be analyzed into component parts.
22 This point is nearly explicit, however, in Kuhn’s other major work, his history of the quantum
theory. (See my discussion of his Planck case in Nickles, 2009 and forthcoming.) Critics com-
plained that Kuhn failed to integrate his quantum history with the model of Structure (Klein et al.
1979).
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small disruptions that normal scientists have every reason to believe they can handle
with the resources available to them. Roughly speaking, the more mature (robust)
the science, the greater the nonlinearity, since small discrepancies now have more
leverage.

Bak’s other insight is that these disruptions occur on all scales. Applied to Kuhn,
this suggests that there is no principled distinction between normal and revolu-
tionary science, that normal science is more dynamic than Kuhn’s account allows,
and that revolutions are simply normal disturbances writ large (cf. McMullin 1993,
Wray 2007).23 But perhaps a better way to express the scaling point is this. Kuhn
states that there are small revolutions within specialty and subspecialty fields as
well as large, highly visible revolutions. A small revolution may look like cumu-
lative change to those practitioners working in other fields who notice it at all.
If Kuhn is correct, this suggests that the structure of the general field is modu-
lar with the connections between some of the specialty areas and even between
them and the core rather weak. In such a case the large field is, in Herbert Simon’s
term, nearly-decomposable, at least to some extent (Simon 1981; Wimsatt 2007,
Chapter 9).

We can also notice a connection to Barabási’s preferential attachment model.
In Kuhn’s account of normal science (especially as amplified in his “Postscript—
1969”), exemplars come to function as hubs. New research puzzles are solved
by relating them to one or more genealogies of puzzles and solutions that the
community takes as exemplary. Accordingly, the discovery that an entrenched exem-
plar is defective or that it has exhausted its ability to yield new problem-solving
insights sends shocks through much of the corresponding normal science. Further
elaboration of this point would bring in Wimsatt’s aforementioned work on gener-
ative entrenchment. Given the historical contingency of which specific exemplars
are, in effect, selected as the “early birds,” the ensuing scientific work under that
paradigm is likely to remain contingent in important respects owing to historical
path-dependence, even though scientific practitioners do often succeed in rework-
ing older material in such a way as to eliminate some contingencies (Nickles 1997).
This point directly connects with Soler’s concern with the historical contingency
versus inevitability thesis in her chapter in this volume.24

23 It is then open to a Kuhnian to reply that genuine revolutions are precisely those disturbances
that could not be contained within the bounds of normal science and that resulted in overturning
the old approach, that making the distinction a matter of degree violates the hierarchical nature of
his model. One response would be that even Kuhn, qua historian, agrees that classical mechanics
went through several phase changes between Newton and Einstein, changes that transformed it
almost beyond recognition as it incorporated the so-called Baconian sciences; later adopted the
latest Lagrangian, Hamiltonian, and other mathematical techniques; rejected the ideas of action-
at-a-distance and that all forces are central forces; became statistical-probabilistic, etc. The very
concept of mechanics was transformed in the process. So why count all of this as normal science?
24 See Soler (Chapter 10, Section 10.16) as well as Soler (2000, 2004). Kuhn (1962) stated that
paradigm change is almost inevitable given the unavoidable contingency of its formation. After all,
at the frontiers of a new domain of research it is most obvious that scientists cannot yet know much
about the structure of that domain. It is thus exceedingly improbable that a given paradigm will
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Are mature branches of science that lack the theoretical integration of mechanics
equally subject to Kuhn-style revolutions? The chemical and biological sciences, for
example, possess a less theory-centered structure. Are they therefore less subject to
catastrophic failure of the relativity or quantum theory variety and thus supportive
of a more robust scientific realism in their domains? This question is worth further
exploration. On the other hand, inspired by Kuhn’s own talk of exemplars as practi-
cally making a theory structure unnecessary, writers such as Giere (1988, Chapter 3,
2008), Teller (2001, 2008) and Rouse (2003) adopt a more exemplar-centered than
theory-centered conception of Kuhnian scientific practice, even in mechanics. On
this view a “theory” is really a collection of models.

Finally, the network approach helps us to make sense of how Kuhn can pass
so quickly from talk of incommensurability (e.g., of relativity theory with classical
mechanics) to the following claim:

We may even come to see [the relativity revolution] as a prototype for revolutionary reorien-
tations in the science. Just because it did not involve the introduction of additional objects or
concepts, the transition from Newtonian to Einsteinian mechanics illustrates with particular
clarity the scientific revolution as a displacement of the conceptual network through which
scientists view the world. (Structure, p. 102)

Talk of the same concepts is odd, since Kuhn has just made his strong claim
that meaning change prevents literal limit relationships between the relativity the-
ory and classical mechanics. But we can understand what he is getting at in terms
of networks. In the background is a quasi structuralist account of meaning accord-
ing to which the individual linguistic units are meaningless in themselves (or have
arbitrary meaning), their technical meaning deriving from their place in the struc-
ture or network, combined with the logical empiricist idea of implicit definition.
With the coming of relativity theory, the linkages among the concepts changes,
thereby producing a holistic change in the meaning of the concepts themselves,
a change that cannot be analyzed as a piecemeal change in a single “definition”
or two. (There will be a corresponding cognitive change for those who understand
the language in the new way.) Kuhn is treating the concepts as syntactic nodes the
meaning of which depends on their place in the network.25 And it is this claim
and perhaps also the behavioral economics of the Kuhnian scientific community
that suggest that self-organizing systems may be in play. (The earlier point about
the nonlinear vulnerability of mature normal science is rather different from the

be able to anticipate future results so as to get everything right. Thus Soler’s treatment of contin-
gency nicely complements my own about maturation as increasing vulnerability to transformative
change in the system. Sociologists of science from Latour and Woolgar (1979), Knorr-Cetina
(1981), and Pickering (1984) to the present have given far more attention to the contingency of
scientific decisions than have philosophers of science.
25 This last is a familiar point often made about Kuhn and Feyerabend. Papineau (1979) provides
an excellent discussion. Kuhn retained a more limited sort of meaning holism later in his career
(Kuhn 2000). Soler (2000, 2004) interprets Kuhn’s account of meaning and meaning change in
terms of the structuralism inspired by Ferdinand de Saussure’s work.
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point about self-organization, but ultimately related.) A Kuhnian scientific revolu-
tion, like a transformative change of a complex system, is an emergent, holistic
macro-phenomenon that cannot be analyzed adequately at the level of its component
parts. It remains unclear (at least to me) to what extent a Kuhnian scientific commu-
nity, with its imitation or herding tendencies, can be regarded as a self-organizing
complex system in which positive feedback can take the system through a critical
point and into a new regime.

14.10 Prospective Robustness

Robustness is a concept typically applied to specific research results, based on their
track record of empirical and theoretical support, especially in Wimsatt’s (1981)
sense that robust results can be derived and/or checked in multiple ways. I have
extended the concept of robustness to entire epistemic systems, regarding them as
designed problem-finding and problem-solving systems that, when successful in
surviving shocks, evolve toward states of increasing robustness in some respects
but also increasing vulnerability to failure in other respects. And I have relativized
robustness to specific dimensions of failure. Typically, these dimensions of poten-
tial failure are somehow “anticipated.” Admittedly, this is a difficult idea to apply to
biological systems without lookahead, but it is crucially important to human inquir-
ing systems. Accordingly, I want to suggest a further extension of the concept of
robustness, to more explicitly include designing for the future, as the network the-
ory we have canvassed suggests. My thought, inspired by Kuhn’s, Pickering’s, and
Wimsatt’s work on heuristic fertility, is that a research program (for example) is
more robust than another insofar as its long-term prospects for fertile development
are better.26

It is this prospective “heuristic appraisal” (as I call it) that enables Kuhnian
paradigms and Lakatosian research programs to be robust to the anomalies that
Popper regards as falsifications. In making science safe for failure with his empha-
sis on learning from our mistakes, Popper took an important step forward. But it
was simultaneously a step backward: in excluding all sorts of ad hoc hypotheses,
and in saying that scientists should reject a “falsified” theory, Popper amplified the
destructive effects of anomaly. He made scientific work more robust and less robust
at the same time and in the same respect, to the failures that he called falsifications.

Unlike nonhuman biological evolution, human inquiry can take advantage of
some degree of lookahead, and this prospective orientation marks a major dif-
ference between Kuhn and the logical empiricists and Popperians.27 Traditional

26 Hume’s problem of induction implies that we should be fallibilists about the future, but the prob-
lem is so general that it undercuts all enterprises more or less equally. More specific considerations
involved in what I call heuristic appraisal provide differential appraisals of future prospects and
thereby make a difference (Nickles 2006).
27 Lakatos (1970) and his students made heuristics an important part of search programs.
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confirmation theory and Popper’s theory of corroboration treat the epistemic merit
of a theory or research program as a function of its empirical track record to date
and regard empirical failure as epistemic death (falsification). Kuhn fundamentally
disagreed. For Kuhn (1962, 1970) it is prospective fertility that determines the via-
bility of a research program, not past success or failure. Since all decisions are
about the future, future prospects are obviously critical. The point is both sociolog-
ical and technical-scientific. Scientists are attracted to a paradigm in the first place
because they can see how to use it to investigate interesting problems and thus con-
tribute to that specialty and, in the process, to build their careers and maintain their
self-identity as productive scientists in a specific field.

An indication of Kuhn’s departure from the received view is his rejection of the
claim that “context of discovery” (as a general label for innovative activities) is not
epistemologically interesting. To be clear: Kuhn did not believe there is a logic of
discovery or a rigid scientific method of any kind, including a method of justifica-
tion. However, in his view a good research program provides strong indications of
where and how future work is likely to bear fruit. In the best cases, the paradigm
practically guarantees that any research puzzle that can be formulated in its terms
is solvable by means of its resources, which also explains the rapid drop-off of
confidence when failure is evidence.

This prospective versus purely retrospective conception of robustness car-
ries over to smaller-scale units such as an investigator’s experimental system
(Rheinberger 1999) and even to research proposals. A good system or proposal is
one that has a clear direction but also one that is flexible enough to be opportunisti-
cally adaptable in various ways in response to anticipated possibilities of failure and
success. It is not fragile in the sense of falling flat at the first sign of failure. It is one
with strong heuristic promise.28

14.11 Concluding Summary

I have argued for a broadened conception of robustness, one coupled to fragility
and one that takes into account the future, at least where some degree of looka-
head is possible. Robustness is not absolute but relative to types or sources of
failure. Increasing robustness in one dimension is typically coupled to increased

28 Although the two are intricately linked (Rescher 1977), we need to distinguish between the
retrospective and the prospective (or heuristic) robustness of a product and the robustness of the
process that produced it. A product can be robust even though the process that produced it is
now regarded as “played out,” sterile, unlikely to produce fruitful new results, thus not robust
in the heuristic sense. And a process may be evaluated as robust in the heuristic sense even if
has not yet produced much in the way of warranted products. Thus we need to interpret my
basic expression R(s,p,d,c) generously to allow that robustness of system s in the dimension(s)
of future promise might be of degree d great enough to withstand both endogenous perturbations
p (anomalies, adjustments to the research system) and less endogenous ones such as the complaint
of underdevelopment, compared to the competition.
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vulnerability in others. Thus I reject the cumulative fragility-reduction/risk-
reduction thesis, a point that at least somewhat undercuts the appeal of some strong
realists to the success of (usually recent) “mature science” as the basis of their
claims.29 Major failures may always result from unexpected exogenous events (a
large meteorite hitting the earth, a large cut in project funding, a major breakthrough
by a competitor), but they may also result from endogenous developments owing to
the nonlinearity inherent in complex systems.

Since the same point holds for major successes, this is a step toward an endoge-
nous account of scientific innovation (“discovery”). After all, we do want our
inquiry systems (both processes and products) to change in positive ways. In
accordance with the literature on complex systems, I have extended robustness
attributions beyond individual empirical claims to entire systems, whether natural
or artificial, and I have focused on robustness in the sense of ability to respond
adequately to shocks. I have suggested that the philosophy of science literature on
robustness needs to go beyond standard confirmation theory to include the prospec-
tive evaluation of future promise. Thus I should like to shift the emphasis from
the dominant, retrospective, analytic epistemological view approach that is most
concerned with the degree of justification of claims already on the table, and of
the processes that produced them, to an approach more in tune with scientists’
own, future-oriented points of view at the creative frontiers of research. The first
approach remains important, of course, but equally important is the second; and, as
I have attempted to show, there is an interaction between the two. Our evaluations of
future prospects are, of course, fragile in obvious ways; but our evaluations of past
results are also fragile—in less obvious ways—precisely because of the necessity of
anticipating future changes!
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