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Introduction: Evolutionary Psychology and
Conceptual Integration

LEDA COSMIDES, JOHN TOOBY, AND JEROME H. BARKOW

The Adapted Mind is an edited volume of original, commissioned papers centered on
the complex, evolved psychological mechanisms that generate human behavior and
culture. It has two goals: The first is to introduce the newly crystallizing field of evo-
lutionary psychology to a wider scientific audience. Evolutionary psychology is simply
psychology that is informed by the additional knowledge that evolutionary biology has
to offer , i n the expectation tha t understanding the process that designed the human
mind will advance the discovery of its architecture. It unites modern evolutionary biol-
ogy with the cognitive revolution in a way that has the potential to draw together all
of the disparate branches of psychology into a single organized system of knowledge.
The chapters that follow, for example, span topics from perception, language, and rea-
soning to sex, pregnancy sickness, and play. The second goal of this volume is to clarify
how this new field, by focusing on the evolved information-processing mechanisms
that comprise the human mind, supplies the necessary connection between evolution-
ary biology and the complex, irreducible social and cultural phenomena studied by
anthropologists, sociologists, economists, and historians.

Culture is not causeless and disembodied. It is generated in rich and intricate ways
by information-processing mechanisms situated in human minds. These mechanisms
are, in turn, the elaborately sculpted product of the evolutionary process. Therefore,
to understand the relationship between biology and culture one must first understand
the architecture o f our evolved psychology (Barkow, 1973 , 1980a , 1989a ; Tooby &
Cosmides, 1989) . Past attempts to leapfrog the psychological—to apply evolutionary
biology directly to human social life—have for this reason not always been successful.
Evolutionary psychology constitutes the missing causal link needed to reconcile these
often warring perspectives (Cosmides & Tooby, 1987) .

With evolutionary psychology in place, cross-connecting biology to the social sci-
ences, it is now possible to provide conceptually integrate d analyses of specific ques-
tions: analyses that move step by step, integrating evolutionary biology with psychol-
ogy, and psychology with social and cultural phenomena (Barkow, 1989a; Tooby &
Cosmides, 1989) . Each chapter i n this volume is a case study of the difficul t task of
integrating across these disciplinary boundaries. Although it has been said that the first
expressions of new and better approaches often look worse than the latest and most
elaborated expressions of older and more deficient ones, we think these chapters are
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illuminating contributions to the human sciences that stand up well against prevailing
approaches. Nevertheless, readers should bear in mind that none of these chapters are
meant to be the last word "from biology" or "from psychology"; they are not intended
to definitively settl e issues. They are better thought of as "first words," intende d to
open new lines of investigation and to illustrate the potential inherent in this new out-
look.

CONCEPTUAL INTEGRATION IN THE BEHAVIORAL AND SOCIAL
SCIENCES

Conceptual integration —also known as vertical integration1—refers to the principle
that th e variou s disciplines within the behaviora l and socia l science s should make
themselves mutually consistent, and consistent with what is known in the natural sci-
ences as well (Barkow, 1980b, 1982 , 1989a ; Tooby & Cosmides, this volume). The
natural sciences are already mutually consistent: the laws of chemistry are compatible
with the laws of physics, even though they are not reducible to them. Similarly, the
theory of natural selection cannot, even in principle, be expressed solely in terms of
the laws of physics and chemistry, yet it is compatible with those laws. A conceptually
integrated theory is one framed so that it is compatible with data and theory from other
relevant fields. Chemists do not propose theories that violate the elementary physics
principle of the conservation of energy: Instead, they use the principle to make sound
inferences about chemical processes. A compatibility principle is so taken for granted
in the natural sciences that it is rarely articulated, although generally applied; the nat-
ural sciences are understood t o be continuous.

Such is not the case in the behavioral and social sciences. Evolutionary biology,
psychology, psychiatry, anthropology, sociology , history, and economics largel y live
in inglorious isolation fro m one another: Unlike the natural sciences, training in one
of these fields does not regularly entail a shared understanding of the fundamentals of
the others. In these fields, paying attention to conceptual integration and multidisci-
plinary compatibility , whil e no t entirel y unknown , is unusua l (Campbell , 1975;
Hinde, 1987 ; Symons, 1979) . As a result, one finds evolutionary biologists positing
cognitive processes that could not possibly solve the adaptive problem under consid-
eration, psychologist s proposin g psychologica l mechanism s tha t coul d neve r have
evolved, and anthropologist s makin g implicit assumptions abou t th e human mind
that are known to be false. The behavioral and socia l sciences borrowed the idea of
hypothesis testing and quantitative methodology from the natural sciences, but unfor-
tunately not the idea of conceptual integration (Barkow, 1989a; Tooby & Cosmides,
this volume).

Yet to propos e a  psychological concep t tha t i s incompatible with evolutionary
biology is as problematic a s proposing a  chemical reaction tha t violates the laws of
physics. A social science theory that is incompatible with known psychology is as dubi-
ous as a neurophysiological theory that requires an impossible biochemistry. Never-
theless, theorie s i n th e behaviora l an d socia l science s ar e rarel y evaluated o n th e
grounds of conceptual integration and multidisciplinary, multilevel compatibility.

With The Adapted Mind,  we hope to provide a preliminary sketch of what a con-
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ceptually integrated approach to the behavioral and social sciences might look like.
Contributors were asked to link evolutionary biology to psychology and psychology to
culture—a process that naturally entails consistency across fields.

The centra l premise o f Th e Adapted Mind  i s that ther e i s a universa l human
nature, but that this universality exists primarily at the level of evolved psychological
mechanisms, not of expressed cultural behaviors. On this view, cultural variability is
not a challenge to claims of universality, but rather data that can give one insight into
the structure of the psychological mechanisms that helped generate it. A second prem-
ise is that these evolved psychological mechanisms are adaptations, constructe d by
natural selection over evolutionary time. A third assumption made by most of the con-
tributors is that the evolved structure of the human mind is adapted to the way of life
of Pleistocene hunter-gatherers, and not necessarily to our modem circumstances.

What w e think o f as al l o f human history—from , say , the ris e o f the Shang ,
Minoan, Egyptian, Indian, an d Sumerian civilizations—and everything we take for
granted as normal parts of life—agriculture, pastoralism, governments, police, sani-
tation, medical care, education, armies, transportation, an d so on—are all the novel
products of the last few thousand years. In contrast to this, our ancestors spent the last
two million years as Pleistocene hunter-gatherers, and, of course, several hundred mil-
lion years before that as one kind of forager or another. These relative spans are impor-
tant becaus e they establish whic h set of environments and condition s define d th e
adaptive problems the mind was shaped to cope with: Pleistocene conditions , rathe r
than modern conditions. This conclusion stem s from the fact that the evolution of
complex design is a slow process when contrasted with historical time. Complex, func-
tionally integrated designs like the vertebrate eye are built up slowly, change by change,
subject to the constraint that each new design feature must solve a problem that affect s
reproduction better than the previous design. The few thousand years since the scat-
tered appearance of agriculture is only a small stretch in evolutionary terms, less than
1% of the two million years our ancestors spent as Pleistocene hunter-gatherers . For
this reason, i t is unlikely that new complex designs—ones requiring the coordinate d
assembly of many novel, functionally integrated features—could evolve in so few gen-
erations (Tooby & Cosmides, 1990a , 1990b). Therefore, it is improbable that our spe-
cies evolved complex adaptations even to agriculture, let alone to postindustrial soci-
ety. Moreover, the available evidence strongly supports this view of a single, universal
panhuman design, stemming from our long-enduring existence as hunter-gatherers. If
selection had constructed complex new adaptations rapidly over historical time, then
populations that have been agricultural for several thousand years would differ sharply
in their evolved architecture fro m populations that until recently practiced huntin g
and gathering. They do not (Barkow, 1980a, 1989a, 1990).

Accordingly, the most reasonable default assumption is that the interesting, com-
plex functional design features of the human mind evolved in response to the demands
of a hunting and gathering way of life. Specifically , this means that i n relating the
design o f mechanisms of the min d to th e task demands posed b y the world , "th e
world" means the Pleistocene world of hunter-gatherers. That is, in considering issues
of functionality, behavioral scientist s need to be familiar with how foraging peopl e
lived. We cannot rely on intuitions honed by our everyday experiences in the modern
world. Finally, it is important to recognize that behavior generated by mechanisms
that are adaptations t o an ancient way of life will not necessarily be adaptive in the
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modern world. Thus, our concern in this volume is with adaptations—mechanisms
that evolved by natural selection—and not with modern day adaptiveness (Symons ,
this volume; see also Barkow, 1989a, 1989b).

Aside from the two opening, orienting chapters and the concluding one, each chap-
ter of Th e Adapted Mind  focuse s on a n adaptive problem tha t our hunter-gatherer
ancestors would have faced: a problem tha t affected reproduction , howeve r distally,
such as finding mates, parenting, choosing an appropriate habitat , cooperating, com-
municating, foraging, or recovering information through vision. We asked each con-
tributor to consider three questions: (1) What selection pressures are most relevant to
understanding th e adaptive problem unde r consideration?; (2) What psychologica l
mechanisms have evolved to solve that adaptive problem?; and (3) What is the rela-
tionship between the structure of these psychological mechanisms and human culture?
We chos e thes e thre e question s becaus e ther e ar e interestin g causa l relationships
between selectio n pressure s an d psychologica l mechanism s o n th e on e hand , an d
between psychological mechanisms and cultural forms on the other.

There is now a rich literature in evolutionary biology and paleoanthropology tha t
allows one to develop useful model s of selection pressures, and ther e have been for
many decades in anthropology, sociolog y and other social sciences rich description s
of social and cultural phenomena. Using the above three questions, The Adapted Mind
is intended t o supply the missing middle: the psychological mechanism s that com e
between theories of selection pressures on the one hand and fully realized sociocultural
behavior on the other. By concentrating on evolved mechanisms, this collection rep-
resents a  departure fro m bot h traditiona l anthropology and variou s evolutionarily
inspired theories of culture and behavior. Although both of these fields recognize that
culture and cultural change depend critically upon the transmission and generation of
information, they have frequently ignored what should be the causal core of their field:
the study of the evolved information-processing mechanisms that allow humans to
absorb, generate, modify , and transmit culture—th e psychological mechanism s that
take cultural information a s input and generate behavior as output (Barkow, 1978,
1989a; Tooby & Cosmides, 1989) . Our goal in this collection is to focus on these mech-
anisms in order to see where a more precise understanding of their structure will lead.

Because an evolutionary perspective suggest s that there will be a close functional
mesh betwee n adaptive problems and th e desig n features of the mechanism s that
evolved to solve them, each chapter of The Adapted Mind focuses on an adaptive prob-
lem, and each discusses what kind of psychological mechanisms one might expect nat-
ural selection to have produced t o solve that problem. Evidence from th e literatures
of psychology, anthropology, and evolutionary biology was brought to bear on these
hypotheses whenever possible. Many of the authors also addressed a  few of the impli-
cations that the psychological mechanisms they studied might have for culture. The
relationship between psychology and culture can be complex, and in some cases the
psychological mechanisms are not yet sufficiently well-understood to make any mean-
ingful statement. Nevertheless , in the interests of conceptual integration , the contrib-
utors to Th e Adapted Mind  have tried, insofar a s it has been possible, to bring data
from cross-cultura l studie s to bear on thei r psychological hypotheses , t o point ou t
when the psychological mechanisms discussed can be expected to cause variation or
uniformity in practices, preferences, or modes of reasoning across cultures, or to dis-
cuss what implications the psychological mechanisms concerned might have for var-
ious theories of cultural change.



EVOLUTIONARY PSYCHOLOGY AND CONCEPTUAL INTEGRATION 7

BASIC CONCEPTS IN EVOLUTIONARY PSYCHOLOGY AND BIOLOGY

The organization of The Adapted Mind  is unusual: Few works in psychology or the
social sciences are organized around adaptive problems. The decision to do so was
theoretically motivated . Th e first two chapters, "Th e Psychologica l Foundation s of
Culture," by Tooby and Cosmides, and "On the Use and Misuse of Darwinism in the
Study of Human Behavior," by Symons, as well as the last chapter, "Beneat h New
Culture Is Old Psychology," by Barkow, present the theoretical program that animates
this volume (see also Barkow, 1989a, 1990; Brown, 1991; Cosmides & Tooby, 1987 ;
Daly &  Wilson , 1988 ; Sperber, 1985 ; Symons, 1979 ; Tooby &  Cosmides , 1989 ,
1990b). But because this volume is aimed at a broad social science audience, each dis-
cipline of which is familiar with different concepts and terms, it may prove helpful to
begin with a brief orientation to what the contributors to this volume mean when they
use terms such as mind, selection, adaptive problem, and evolutionary psychology.

Evolutionary psychology is psychology informed by the fac t tha t th e inherite d
architecture of the human mind is the product of the evolutionary process. It is a con-
ceptually integrated approach in which theories of selection pressures are used to gen-
erate hypotheses about the design feature s o f the human mind, and i n whic h ou r
knowledge of psychological an d behaviora l phenomen a can be organized and aug-
mented by placing them in their functional context. Evolutionary psychologists expect
to find a functional mesh between adaptive problems and the structure of the mech-
anisms that evolved to solve them. Moreover, every psychological theory—even the
most doctrinairel y "anti-nativist"—carries with it implici t o r explicit evolutionary
hypotheses. By making these hypotheses explicit, one can evaluate whether psycho-
logical theories are consistent with evolutionary biology and paleoanthropology and,
if not, investigate which field needs to make changes.

There are various languages within psychology for describing the structure of a psy-
chological mechanism, and many evolutionary psychologists take advantage of the
new descriptive precision mad e possible b y cognitive science. An y system that pro-
cesses information can be described in at least two different, mutually compatible and
complementary ways. If asked to describe the behavior of a computer, for example,
one could characterize the ways in which its physical components interact—how elec-
trons flow through circuits on chips. Alternatively , one could characterize the pro-
grams that the system runs—what kind of information the computer takes as input,
what rules or algorithms i t uses to transform that information, what kinds of data
structures (representations) those rules operate on, what kinds of output it generates.
Naturally, programs run by virtue of the physical machine in which they are embod-
ied, but an information-processing description neither reduces to nor can replace a
physical description, an d vice versa. Consider the text-editing program "Wordstar."
Even though it can run on a variety of different hardware architectures, it always has
the same functional design—the same key strokes will delete a line, move a block of
text, or print out your file. It processes information in the same way no matter what
kind of hardware it is running on. Without an information-processing description of
Wordstar, you will not know how to use it or what it does, even if you are intimately
acquainted with the hardware in which it is embodied. A physical description canno t
tell one what the computer was designed to do; an information-processing description
cannot tell one the physical processes by virtue of which the programs are run.
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In psychology, it has become common to describe a brain as a system that pro-
cesses information—a computer made out of organic compounds rather than silicon
chips. The brain takes sensorily derived information from the environment as input,
performs comple x transformations on tha t information , and produce s eithe r dat a
structures (representations ) o r behavio r a s output . Consequently , it , too , ca n be
described i n tw o mutuall y compatible an d complementar y ways . A  neuroscience
description characterizes the ways in which its physical components interact; a cog-
nitive, or information-processing, description characterizes the "programs" that gov-
ern its operation. I n cognitive psychology, the term mind is used to refer to an infor -
mation-processing descriptio n o f th e functionin g o f th e brain , an d no t i n an y
colloquial sense. Behavioral descriptions ca n be illuminating, but manifes t behavior
is so variable tha t descriptions that capture an d explai n thi s variabilit y inevitabl y
require an explication o f the psychologica l mechanism s and environmenta l condi-
tions that generate it (see Symons, this volume).

An account of the evolution of the mind is an account of how and why the infor-
mation-processing organization o f the nervous system came to have the functiona l
properties that i t does. Information-processing language—the language of cognitive
psychology—is simply a way of getting specific about what, exactly, a psychological
mechanism does . In this volume, mos t psychologica l mechanism s ar e described i n
information-processing terms, either explicity or implicity. Research in some areas of
psychology is so new that it is too early to develop hypotheses about the exact nature
of the rules and representations involved. Nevertheless, the contributors have focused
on the kinds of questions that will allow such hypotheses to be developed, questions
such as: What kinds of information are available in the environment for a psycholog-
ical mechanism designed for habitat selection, or mate selection, or parenting to use?
Is there evidence that this information is used? If so, how is it evaluated? What kinds
of affective reactions does it generate? How do people reason about this information?
What information d o they find memorable? Wha t kinds of information are easy to
learn? What kinds of decision rules guide human behavior? What kinds of cross-cul-
tural patterns wil l these mechanisms produce? What kinds of information wil l they
cause to be socially transmitted?

One doesn't have to look far to find minds that are profoundly different fro m ou r
own: The information-processing mechanisms that collectively comprise the human
mind differ i n many ways from those that comprise the mind of an alligator or a bee
or a sparrow or a wolf. The minds of these different species have different design  fea-
tures: different perceptual processes, differen t ways of categorizing the world, different
preferences, different rule s of inference, different memory systems, different learning
mechanisms, and so on. These differences in psychological design cause differences in
behavior: Upon perceiving a rattlesnake, a coyote might run from it , but another rat-
tlesnake might try to mate with it.

Darwin provided a naturalistic explanation for the design features of organisms,
including the properties of the minds of animals, not excepting humans. He wanted
to explai n how complex functional design could emerge in specie s spontaneously,
without the intervention of an intelligent artificer, such as a divine creator. Darwin's
explanation—natural selection—provides an elegant causal account of the relation-
ship between adaptive problems and the design feature s of organisms. An adaptive
problem is a problem whose solution can affect reproduction, however distally. Avoid-
ing predation, choosin g nutritious foods, finding a mate, and communicating with
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others ar e examples o f adaptive problem s that our homini d ancestor s woul d have
faced.

The logic of his argument seems inescapable. Imagine that a new design featur e
arises in one or a few members of a species, entirely by chance mutation. It could be
anything—a more sensitive retina, a  new digestive enzyme, a new learning mecha-
nism. Let's say that this new design feature solves an adaptive problem bette r than
designs that already exist in that species: The more sensitive retina allows one to see
predators faster, the new digestive enzyme allows one to extract more nutrients from
one's food, the new learning mechanism allows one to find food more efficiently. By
so doing, the new design feature causes individuals who have it to produce more off -
spring, on average , than individual s who have alternative designs . I f offspring ca n
inherit the new design feature from their parents, then it will increase in frequency in
the population. Individuals who have the new design will tend to have more offspring
than those who lack it, those of their offspring who inherit the new design will have
more offspring, and so on, until, after enough generations, every member of the species
will have the new design feature. Eventually, the more sensitive retina, the better diges-
tive enzyme, the more reliable learning mechanism will become universal in that spe-
cies, typically found in every member of it.

Darwin called this process natural  selection. The organism's interaction with the
environment—with "nature"—sets up a feedback process whereby nature "selects"
one design over another, depending on how well it solves an adaptive problem (a prob-
lem that affects reproduction) .

Natural selection can generate complex designs that are functionally organized —
organized so that they can solve an adaptive problem—because the criterion for the
selection o f each design featur e i s functional: A design feature wil l spread only if it
solves an adaptive problem better tha n existing alternatives. Over time, this causal
feedback process can create designs that solve adaptive problems well—designs that
"fit" the environment in which the species evolved. Random processes, such as muta-
tion and drift, cannot, by themselves, produce complex designs that are functionall y
organized because the probability that all the right design features will come together
simply by chance is vanishingly small. By definition, random processes contain n o
mechanism for choosing one design over another based on its functionality. Evolution
by natural selection i s the only presently validated explanation for the accumulation
of functional design features across generations.

The emerging field of evolutionary psychology attempts to take advantage of Dar-
win's crucial insight that there should be a functional mesh between the design features
of organisms and the adaptive problems that they had to solve in the enviroment in
which they evolved. By understanding the selection pressures that our hominid ances-
tors faced—by understanding what kind of adaptive problems they had to solve—one
should be able to gai n some insight into the desig n of the information-processing
mechanisms that evolved to solve these problems. In doing so, one can begin to under-
stand the processes that underlie cultural phenomena as well.

COMPLEMENTARY APPROACHES TO FUNCTIONAL ANALYSIS

The most common approach tha t evolutionarily oriented behavioral scientists have
taken is to start with a known phenotypic phenomenon, such as pregnancy sickness,
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language, or color vision, and to try to understand wha t its adaptive function was —
why that desig n wa s selected for rather than alternativ e ones . To do this, one must
show that it is well designed for solving a specific adaptive problem, and that it is not
more parsimoniously explained as a by-product of a design that evolved to solve some
other adaptiv e proble m (Williams , 1966 ; Symons, this volume) . This i s a difficul t
enterprise, but a necessary one: Until one understands a mechanism's adaptive func -
tion, one does not have a fully satisfying , conceptuall y integrated account of why it
exists and what it does. Mor e critically, asking functional question s and placing the
phenomenon in a functional context often prompts important new insights about its
organization, openin g up new lines of investigation and bringing to light previously
unobserved aspects and dimensions of the phenomenon. A number of contributions
to The Adapted Mind take this approach (e.g. , Boulton & Smith, Nesse & Lloyd, Pro-
fet, Pinker & Bloom, and Shepard). Going from a known psychological phenomenon
to a theory of adaptive function i s the most common form of conceptual integratio n
between evolutionary biology and psychology.

With equal validity, however, one can take the analysis in the opposite directio n
as well (see Figure 1.1). One can use theories of adaptive function to help one discover
psychological mechanisms that were previously unknown. When one is trying to dis-
cover the structur e o f an information-processin g syste m as complex as the human
brain, knowing what its components were "designed" to do is like being given an aerial
map of a territory one is about to explore by foot. If one knows what adaptive functions
the human mind was designed to accomplish, on e can make many educated guesse s
about what design features it should have, and can then design experiments to test for
them. Thi s ca n allo w one t o discove r new , previously unsuspected , psychologica l
mechanisms.

Figure 1.1 The consideration of adaptive function can inform research into human
behavior and psychological architecture in a variety of ways. The two most direct paths
are schematized here. First, knowledge of the adaptive problems and ancestral condi-
tions that human hunter-gatherers faced can lead to new hypotheses about the design
of psychological mechanisms that evolved to solve them. Such heuristic analyses can
supply crucial guidance in the design of experiments to discover previously unknown
psychological mechanisms—investigations that researchers who neglect functional
analysis would not have thought to conduct. Secondly, researchers can start with a
known psychological phenomenon, and begin to investigate its adaptive function, if any,
by placing it in the context of hunter-gatherer life and known selection pressures. The
discovery of the functional significance of a psychological phenomenon is not only
worthwhile in its own right, but clarifies the organization of the phenomenon, and
prompts the discovery of new associated phenomena.
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Empirically minded researchers, distrustful of "theory" (by which they often mean
facts o r principle s draw n fro m unfamilia r fields), frequently as k wh y they shoul d
bother thinking about evolutionar y biology: Why not just investigate the mind and
behavior, and simply report what is found? The answer is that understanding function
makes an important an d sometimes pivotal contribution to understanding design in
systems that are otherwise bewildering in their complexity. This point is illustrated by
a story fro m th e engineering community about th e utility of knowing something's
function. Reportedly , a t a conference, an engineering professor carried a  relatively
simple circuit around to the various participants, askin g them each to guess what its
function was. Despite many guesses, none of the assembled engineers was able to figure
it out. Finally, on the last day of the conference, the professor went up to the podium
and asked the audience members to sketch the design of a circuit that would be able
to perform a function tha t he then named. Everyone was able to do this rapidly, and
when they were finished they were surprised to see that they had just drawn a picture
of the same circuit that he had been showing them, the circuit whose function they had
been unabl e to guess. 2 Behavioral scientists hav e been nearly defeated by the com-
plexity of the behavior they confront. Guidance a s to functio n vastly simplifies th e
problem of organizing the data in a way that illuminates the structure of the mind.

Our hominid ancestors had to be able to solve a large number of complex adaptive
problems, and do so with special efficiency. By combining data from paleontology and
hunter-gatherer studie s wit h principles draw n fro m evolutionar y biology , one ca n
develop a task analysis that defines the nature of the adaptive information-processing
problem to be solved. David Marr (1982) called this kind of task analysis a computa-
tional theory. Once one understands the nature of the problem, one can then generate
very specific, empirically testable hypotheses about the structure of the information-
processing mechanism s tha t evolve d to solv e it . A  number o f contributors to Th e
Adapted Mind  adopted  thi s research strategy (e.g., Buss, Cosmides & Tooby, Mann,
Silverman & Eals). One virtue of this approach i s that it is immune to the usual (but
often vacuous ) accusation o f post hoc storytelling: The researche r ha s predicted i n
advance the properties of the mechanism.

Using an evolutionaril y derived task analysi s to generate hypothese s about the
structure of our cognitive processes can lead one to look for mechanisms that would
otherwise have been overlooked. Silverman and Eals's chapter on spatial cognition is
a good example. Research on spatial cognition has been proceeding for 100 years with-
out the benefit of an evolutionary perspective, and the only kinds of mechanisms dis-
covered were ones that produced a  male performance advantage. But by asking what
kind of spatial cognition a Pleistocene woman would have needed to be good at solving
the adaptive problem of foraging for plant foods, Silverman and Eals were able to dis-
cover a new class of mechanisms involved in spatial cognition, which produce a 60%
female advantage .

Psychologists should be interested in evolutionary biology for the same reason that
hikers should be interested in an aerial map of an unfamiliar territory that they plan
to explore on foot. If they look at the map, they are much less likely to lose their way.

THE HARVEST OF CONCEPTUAL INTEGRATION

Conceptual integration has been such a powerful force in the natural sciences not only
because it allows scientists to winnow out improbable hypotheses or build aesthetically
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pleasing bridges between disciplines, but because i t has been crucial to the discovery
of new knowledge. For example, the atomic theory allowed chemists to see thermo-
dynamics in a new way: The atomic theory was connected t o Newtonian mechanics
through th e kineti c theor y o f heat , an d thermodynamics  wa s recast a s statistica l
mechanics. When quantum theory was subsequently developed in physics, statistical
mechanics was modified in such a way that it could explain not only the thermal and
mechanical propertie s o f matter , bu t it s magnetic an d electrica l propertie s a s wel l
(Holton, 1973) . The emergence of Mendelian genetics at the turn of the century solved
a major puzzle in Darwinian theory. By showing that pre-Mendelian theories of blend-
ing inheritance were false—i.e., that tall and short plants need not produce medium
offspring, that red and white flowers need not produce pink flowers, and so on—Men-
delian genetics showed that natural selection could, in fact, create new species, a prop-
osition tha t theories of blending inheritance had called into question. Subsequently ,
the combinatio n o f Mendelia n genetics , Darwinia n theory , an d newl y develope d
approaches to statistics led to the Modern Synthesis , which in turn mad e possible a
family of new sciences, from population genetic s to behavioral ecology.

Conceptual integratio n generate s thi s powerful growt h in knowledge because i t
allows investigators to use knowledge developed in other disciplines to solve problems
in their own. The causal links between fields create anchor points that allow one to
bridge theoretical or methodological gaps that one's own field may not be able to span.
This can happen in the behavioral and social sciences, just as it has happened in the
natural sciences. Evidence about cultural variation can help cognitive scientists decide
between competing models of universal cognitive processes; evidence about the struc-
ture of memory and attention can help cultural anthropologists understand why some
myths and idea s spread quickl y and easily while others do not (e.g., Mandle r et al.,
1980; Sperber, 1985 , 1990) ; evidence from evolutionar y biology can help social psy-
chologists generate new hypotheses about the design features of the information-pro -
cessing mechanisms that govern social behavior; evidence about cognitive adaptations
can tell evolutionary biologists something about the selection pressures that were pres-
ent during hominid evolution; evidence from paleoanthropology and hunter-gatherer
studies can tell developmental psychologists what kind of environment our develop-
mental mechanisms were designed to operate in; and so on.

At present, crossin g suc h boundaries i s often me t with xenophobia, packaged in
the form of such familiar accusations as "intellectual imperialism" or "reductionism."
But by calling for conceptual integratio n in the behavioral and social sciences we are
neither calling for reductionism nor for the conquest and assimilation of one field by
another. Theories of selection pressures are not theories of psychology; they are theo-
ries about som e o f the causal force s that produced ou r psychology. And theories of
psychology are no t theorie s o f culture; they are theories abou t som e o f the causa l
mechanisms that shape cultural forms (Barkow, 1973, 1978 , 1989a ; Daly & Wilson,
1988; Sperber, 1985 , 1990 ; Tooby & Cosmides, 1989 , this volume). In fact, not only
do the principles of one field not reduce to those of another, bu t by tracing the rela-
tionships between fields, additional principles often appear.

Instead, conceptual integration simply involves learning to accept wit h grace the
irreplaceable intellectual gifts offered b y other fields. To do this, one must accept the
tenet of mutual consistency among disciplines, with its allied recognition that ther e
are causal links between them. Compatibility i s a misleadingly modest requirement,
however, for i t i s an absolut e one . Consequently , accepting these gifts i s not always
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easy, because other fields may indeed bring the unwelcome news that favored theories
have problems that require reformulation. Inattention t o the compatibility require -
ment has led to many conceptual wrong turns in the social sciences (Barkow, 1989a;
Tooby & Cosmides, this volume) as well as in evolutionary biology (Symons, this vol-
ume; Tooby & Cosmides 1990b) . But fortunately errors can be avoided in the futur e
by scrutinizing hypotheses in each field in the light of what is known in other fields.
Investigators planning to apply such an approach wil l need to develop simultaneous
expertise in at least two "adjacent" fields. Toward this end we hope that training in the
behavioral and social sciences will move away from it s present fragmented and insular
form an d that students will be actively encouraged to gain a basic familiarity with rel-
evant findings in allied disciplines.

In the final analysis, it is not unaided empiricism that has made the natural sciences
so powerful, bu t empiricism wedded to the power of inference. Every field has holes
and gaps. But when there are causal links that join fields, the holes that exist in one
discipline can sometimes be filled by knowledge developed in another. What the nat-
ural sciences have discovered is that this is a process with positive feedback: The more
that is known—the more that can be simultaneously brought to bear on a question—
the more that can be deduced, explained, and even observed. If we, as behavioral and
social scientists, change our customs and accept what mutual enrichment we can offe r
one another, we can be illuminated by the same engine of discovery that has made the
natural sciences such a signal human achievement .

NOTES

1. Th e idea that two statements cannot contradict each other and both be true was old when
Aristotle formalized it, and it is only a small step from that to the commonplace idea that claims
from differen t scientifi c disciplines should not contradict each other either, without at least one
of them being suspected of being in error. Such a notion would seem too obvious to discuss were
it not for the bold claims of autonomy made for the social sciences, accompanie d b y the insti-
tutionalized neglect of neighboring disciplines (Barkow, 1989c). It is, perhaps, one of the aston-
ishing features of intellectual lif e i n our centur y that cross-disciplinar y consistency shoul d be
treated as a radical claim in need of defense, rather than as a routine tool of inference (Tooby &
Cosmides, thi s volume). In any case, the central idea is simply one of consistency o r compati -
bility across sciences, an d conceptual integratio n an d vertica l integration are simply differen t
names for this principle.

The adjectiv e vertical  i n vertical  integration  (Barkow, 1980b , 1982 , 1989a) emphasizes ,
alongside the notion of mutual compatibility, the notion that certain disciplines exist in a struc-
tured relationship with each other, such as physics to chemistry, and chemistry to biology. Each
field "lower" in such a structure deals with principles that govern more inclusive sets of phenom-
ena. For example, the laws of physics apply to chemical phenomena, and the principles of phys-
ics and chemistry apply to biological phenomena, but not the reverse. By the same token, how-
ever, each field "higher" up in the structure requires additional principles special t o it s more
restricted domain (e.g., living things, humans) that are not easily reduced to the principles found
in the other fields (e.g., natural selection i s not derivable from chemistry).

We will generally use the term "conceptual integration " t o avoid the connotation tha t ver-
tical relationships between disciplines imply some epistemologica l or status hierarch y among
sciences. For example, Lord Kelvin's criticism of Darwinism was based on Kelvin's erroneous
calculation of the age of the earth. This case demonstrates that when physics and biology conflict,
it is certainly possible that physics is in error. Moreover, the array of modern disciplines (from
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geochemistry to astrophysics to paleodemography to neuropharmacology) makes hierarchical
relationships often see m more natura l than any vertical ordering. Sciences should learn fro m
and strive for consistency with every other field, from those existing in a clearly vertical relation-
ship, such as chemistry is to physics, to those standing in more complex relationships, such as
paleontology to psychology.

2. Ou r thanks to Jim Stella r for passing on to us this parable about the usefulness of func -
tional approaches .

REFERENCES

Barkow, J. H . (1973) . Darwinian psychological anthropology: A biosocial approach . Current
Anthropology, 14(4),  373-388.

Barkow, J. H. (1978). Culture and sociobiology. American Anthropologist, 80(1), 5-20 .
Barkow, J. H . (1980a). Biological evolution of culturally patterned behavior . In J. S. Lockard

(Ed.), The evolution of human social behavior, (pp. 227-296). Ne w York: Elsevier.
Barkow, J. H . (1980b). Sociobiology: I s this the new theory of human nature? In A. Montagu

(Ed.), Sociobiology examined, (pp. 171-192) . New York and London: Oxford University
Press.

Barkow, J. H. (1982). Begged questions in behavior and evolution. In G. Davey (Ed.), Animal
models of  human  behavior:  Conceptual, evolutionary,  and neurological  perspectives.
Chichester: John Wiley & Son.

Barkow, J. H . (1989a) . Darwin,  sex, and status:  Biological approaches t o mind an d culture.
Toronto: University of Toronto Press.

Barkow, J. H . (1989b). The elastic between genes and culture. Ethology and Sociobiology, 10 ,
111-129.

Barkow, J . H . (1989c) . Broa d trainin g fo r socia l scientist s [Lette r t o th e editor} . Science,
243(4S94):992.

Barkow, J. H. (1990). Beyond the DP/DSS controvery. Ethology and Sociobiology, 11,  341 -351.
Brown, D. E. (1991). Human universals.  New York: McGraw-Hill.
Campbell, D. T. (1975). On the conflicts between biological and social evolution and between

psychology and moral tradition. American Psychologist, 30, 1103-1126.
Cosmides, L. , & Tooby, J. (1987). From evolution to behavior: Evolutionary psychology as the

missing link. In J. Dupre (Ed.), The latest on the best: Essays on evolution and optimally,
(pp. 227-306). Cambridge, MA: The MIT Press.

Daly, M., & Wilson, M. (1988). Homicide. New York: Aldine.
Hinde, R . A . (1987). Individuals,  relationships,  and culture:  Links between  ethology an d th e

social sciences. Cambridge: Cambridge University Press.
Holton, G. (1973). Introduction to concepts and theories in physical science (2nd ed.). (Revised

by S. G. Brush.) Reading, MA: Addison-Wesley.
Mandler, J. M., Scribner, S., Cole, M., & DeForest, M. (1980). Cross-cultural invariance in story

recall. Child Development, 51, 19-26.
Marr, D. (1982). Vision:  A computational investigation into the human representation and pro-

cessing of visual  information. Sa n Francisco: Freeman.
Sperber, D. (1985). Anthropology and psychology: Towards an epidemiology of representations.

Man (N.S.),  20 , 73-89.
Sperber, D. (1990). The epidemiology of beliefs. In C. Fraser & G. Geskell (Eds.), Psychological

studies of widespread  beliefs.  Ne w York: Oxford University Press.
Symons, D. (1979). The evolution of human sexuality. New York: Oxford University Press.
Tooby, J. & Cosmides, L . (1989). Evolutionary psychology and the generation of culture, part I.

Theoretical considerations . Ethology  & Sociobiology, 10 , 29-49.



EVOLUTIONARY PSYCHOLOGY AND CONCEPTUAL INTEGRATION 15

Tooby, J., & Cosmides, L. (1990a). On the universality of human nature and the uniqueness of
the individual: The role of genetics and adaptation. Journal  of Personality, 58, 17-67.

Tooby, J., & Cosmides, L . (1990b). The past explains the present: Emotiona l adaptations an d
the structure of ancestral environments. Ethology and Sociobiology, 11,  375-424.

Williams, G. C. (1966). Adaptation and natural selection: A critique of some current evolutionary
thought. Princeton, NJ: Princeton University Press.



This page intentionally left blank 



I
THE EVOLUTIONARY AND
PSYCHOLOGICAL FOUNDATIONS OF
THE SOCIAL SCIENCES



This page intentionally left blank 



1
The Psychological Foundations of Culture

JOHN TOOBY AND LEDA COSMIDES

INTRODUCTION: THE UNITY OF SCIENCE

One of the strengths of scientific inquiry is that it can progress with any mixture of empiri-
cism, intuition, and formal theory that suits the convenience of the investigator. Many sci-
ences develop for a time as exercises in description an d empirical generalization. Only later
do they acquire reasoned connections within themselves and with other branches of knowl-
edge. Many things were scientifically known of human anatomy and the motions of the plan-
ets before they were scientifically explained .

—GEORGE WILLIAMS ,
Adaptation and  Natural Selection

Disciplines such as astronomy, chemistry, physics, geology, and biology have devel-
oped a  robus t combinatio n o f logica l coherence , causa l description , explanator y
power, and testability, and have become examples of how reliable and deeply satisfy-
ing human knowledge can become. Thei r extraordinary florescence throughout thi s
century has resulted in far more than just individual progress within each field. These
disciplines are becoming integrated into an increasingly seamless system of intercon-
nected knowledge and remain nominally separated mor e out of educational conve-
nience and institutional inertia than because of any genuine ruptures in the underlying
unity of the achieved knowledge. In fact, this development is only an acceleration of
the proces s o f conceptua l unificatio n that ha s bee n buildin g i n scienc e sinc e th e
Renaissance. For example, Galileo and Newton broke down the then rigid (and now
forgotten) division between the celestial and the terrestrial—two domains that for-
merly had been considered metaphysicall y separate—showing that the same processes
and principles applied to both. Lyel l broke down the distinction betwee n the stati c
present and the formative past, between the creative processes operating in the present
and the geological processes tha t had operated acros s deep time to sculpt the earth.
Maxwell uncovered the elegant principles that unifie d the many disparate electrica l
and magnetic phenomena into a single system.

And, one by one, the many gulfs separating life from nonlife were bridged and then
closed: Harvey and others found that the macrostructure of the body turned ou t to
operate accordin g to comprehensibl e mechanica l principles . Wohler' s synthesi s of
urea showed that the chemistries of the living and the nonliving were not forever sep-
arated by the occult operation of special vitalistic forces. In Wohler's wake, the unrav-
eling of the molecular biology of the gene and its regulation of cellular processes has
shown how many of the immensely complex and functionally intricate mechanisms
that constitute life are realized in molecular machinery: the elan vital turned out to be
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nothing othe r tha n thi s microscopi c functiona l intricacy . Mos t critically , Darwin
showed how even the intricately articulated functiona l organization of living systems
(then only observable at the macroscopic level) could be explained as the product of
intelligible natural causes operating over the expanse of deep time. In so doing, he con-
ceptually united the living and the nonliving into a single system of principled causa-
tion, and the entire diversity of plant, animal, and microbial species into a single tree
of descent. Darwin took an equally radical step toward uniting the mental and physical
worlds, by showing how the mental world—whatever it might be composed of—argu -
ably owe d its complex organizatio n t o th e sam e proces s o f natural selectio n tha t
explained the physical organization o f living things. Psychology became united with
the biological and hence evolutionary sciences.

The rise of computers and, in their wake, modern cognitive science, completed the
conceptual unificatio n o f the menta l and physica l worlds by showing how physical
systems can embody information and meaning. The design and construction o f arti-
ficial computational system s is only a few decades old, but already such systems can
parallel i n a modest wa y cognitive processes—such as reason, memory , knowledge,
skill, judgment, choice, purpose, problem-solving, foresight, and language—that had
supposedly mad e min d a  metaphysica l real m foreve r separate d fro m th e physica l
realm, and humans metaphysically disconnected fro m the causal network that linked
together the rest of the universe. These intellectual advances transported the living, the
mental, and the human—three domains that had previously been disconnected fro m
the body of science and mystified because of this disconnection—into the scientifically
analyzable landscape of causation.

One useful way to organize this knowledge is as a principled history of the universe.
Starting with some characterizable initial condition (lik e the Big Bang), each succes-
sive state of the system is described, alon g with the principles that govern the transi-
tions from state to state. To the extent that our scientific model is well-developed, we
should be able to account for the types of entities that emerge (pulsars, tectonic plates,
ribosomes, vision, incest avoidance) and their distribution and location in the causal
matrix. Suc h a history—in its broadest outlines—is well on its way to being con -
structed, fro m an initial quantum state, to the formation and distribution of particles
during the early expansion, t o the cooling and formation of atoms, the formation of
galaxies, stellar evolution, the synthesis of heavier nuclei, and, of parochial interest to
us, the local history of the solar system. This includes the formation of the sun and
planets; the geochemistry of prebiotic earth; the generation of complex organic com-
pounds; the emergence of the initial ancestral reproducin g chemical system; the evo-
lution of the genetic code and prokaryotic design; the emergence of eukaryotic sexual
organisms, multicellular plants , animals, and fungi; and the rest of the history of life
on earth.

In this vast landscape o f causation, i t is now possible t o locate "Man's place in
nature" to use Huxley's famous phrase and, therefore, to understand for the first time
what humankind is and why we have the characteristics tha t we do. From this vantage
point, human s ar e self-reproducin g chemical systems , multicellula r heterotrophic
mobile organism s (animals) , appearin g ver y late in the history of life a s somewhat
modified versions of earlier primate designs. Our developmental programs, as well as
the physiological and psychological mechanism s that they reliably construct, ar e the
natural product of this evolutionary history. Human minds, human behavior, human
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artifacts, and human culture are all biological phenomena—aspects of the phenotypes
of humans and their relationships with one another.

The rich complexity of each individual is produced b y a cognitive architecture,
embodied in a physiological system , which interacts wit h the socia l an d nonsocial
world that surrounds it. Thus humans, like every other natural system, are embedded
in the contingencies of a larger principled history, and explaining any particular fac t
about them requires the joint analysis of all the principles and contingencies involved.
To break this seamless matrix of causation—to attempt to dismember the individual
into "biological" versus "nonbiological" aspects—is to embrace and perpetuate a n
ancient dualism endemic to the Western cultural tradition: material/spiritual , body /
mind, physical/mental, natural/human, animal/human, biological/social, biological/
cultural. Thi s dualistic view expresses only a premodern version of biology, whose
intellectual warrant has vanished.

This expansive new landscape o f knowledge has not always been welcome, and
many have found it uncongenial in one respect or another. The intellectual worlds we
built and grew attached t o over the las t 3,000 years were laid out before much was
known about the nature of the living, the mental, and the human. As a result, these
intellectual worlds are, in many important respects, inconsistent with this new unified
scientific view and, hence , are in need of fundamental reformulation. These estab-
lished intellectual traditions and long-standing habits of mind seem, to many, to be
more nourishing, more comfortable and, therefore, more valuable than the alternative
prospect o f new and unfamilia r scientifi c knowledge. To pick a single example, the
shift from a universe designed to embody a moral and spiritual order to a universe that
is undesigned and is structured only by a causal order engendered an immeasurably
greater cultural dislocation than that which occurred when Copernicus identified the
sun rathe r tha n th e eart h a s the cente r o f the planetary orbits . Consequently , the
demystifications that have taken place since 1859 have been painful and have precip-
itated considerabl e resistance t o accepting these discoveries and their implications .
With the appearance of Darwinism, the full scope of the emerging unified account was,
for the first time, apparent. Therefore, much of the opposition has specifically revolved
around evolution and its application to humans. Gladstone, fo r example, in a debate
with Huxley, captured i n his choice of language the widely shared, visceral sense of
revulsion caused by the claim "that natural selection and the survival of the fittest, all
in the physical order, exhibit to us the great arcanum of creation, the sun and the center
of life, so that mind and spirit are dethroned from their old supremacy, are no longer
sovereign b y right , bu t ma y find somewhere by charity a place assigne d them, as
appendages, perhap s onl y a s excrescences , o f th e materia l creation " (Gladstone ,
quoted in Gould, 1988 , p. 14) . The dislocations in world view stemming from thi s
process of conceptual unification led to a growing demand for, and production of, con-
ceptual devices and rationales to divorce the natural sciences from the human social
and inner landscape, t o blunt the implications of monism and Darwinism , and to
restore a comfortable distance between the human sciences and the world of natural
causation. T o man y scholarl y communities , conceptua l unificatio n becam e a n
enemy, and the relevance of other fields a menace to their freedom to interpret human
reality in any way they chose.

Thus, despite som e important exceptions , the socia l science s have largely kept
themselves isolated fro m thi s crystalizing process of scientific integration. Although
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social scientists imitated many of the outward forms and practices of natural scientists
(quantitative measurement , controlle d observation , mathematica l models , experi -
mentation, etc.), they have tended to neglect or even reject the central principle that
valid scientifi c knowledge—whether fro m th e sam e o r differen t fields—shoul d b e
mutually consistent (see Cosmides, Tooby, & Barkow, this volume). It is this principle
that makes different fields relevant to each, other, and part of the same larger system
of knowledge. In consequence, this insularity is not just an accident. For many schol-
ars, it has been a conscious, deeply held, and strongly articulated position , advanced
and defended since the inception of the social sciences, particularly in anthropology
and sociology. Durkheim, for example, in his Rules of the Sociological Method, argued
at length that socia l phenomena formed a n autonomous system and could be only
explained by other social phenomena (1895/1962). The founders of American anthro-
pology, from Kroebe r and Boas to Murdock and Lowie, were equally united on this
point. For Lowie, "the principles of psychology are as incapable of accounting for the
phenomena of culture as is gravitation to account for architectural styles," and "cul -
ture is a thing sui generis which can be explained only in terms of itself.... Omnis
cultura ex cultura"  (1917/1966 , p. 25-26; p. 66). Murdock, in his influential essay
"The science of culture," summed up the conventional view that culture is "indepen-
dent of the laws of biology and psychology" (1932, p. 200).

Remarkably, while the rest of the sciences have been weaving themselves together
through accelerating discoveries of their mutual relevance, this doctrine of intellectual
isolationism, which has been the reigning view in the social sciences, has only become
more extreme with time. With passionate fidelity, reasoned connections with other
branches of knowledge are dismissed as ignorant attempts at crude reductionism, and
many leading social scientists now openly call for abandoning the scientific enterprise
instead. For example, Clifford Geertz advocates abandoning the ground of principled
causal analysis entirely in favor of treating social phenomena as "texts" to be inter-
preted just as one might interpret literature: We should "turn from trying to explain
social phenomena by weaving them into grand textures of cause and effect to trying to
explain them by placing them into local frames of awareness" (1983, p. 6). Similarly,
Edmund Leach reject s scientific explanation as the focu s o f anthropology: "Socia l
anthropology is not, and should not aim to be, a 'science' in the natural science sense.
If anything it is a form of ar t . . .. Social anthropologists should not see themselves as
seekers after objective truth...." (Leach, 1982, p. 52). These positions have a growing
following, but less , one suspects, because they have provided new illumination than
because they offer new tools to extricate scholars from the unwelcome encroachments
of more scientific approaches . The y also free scholar s from al l of the arduous tasks
inherent in the attempt to produce scientifically valid knowledge: to make it consistent
with other knowledge and to subject it to critical rejection on the basis of empirical
disproof, logical inconsistency, and incoherence. In any case, even advocates of such
avenues of retreat do not appear to be fully serious about them because few are actually
willing to accept what is necessarily entailed by such a stance: Those who jettison the
epistemological standards of science are no longer in a position to use their intellectual
product to make any claims about what is true of the world or to dispute the others '
claims about what is true.

Not only have the social sciences been unusual in their self-conscious stance of
intellectual autarky but, significantly, they have also been relatively unsuccessful as
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sciences. Although they were founded in th e 18t h an d 19t h centuries amid every
expectation that they would soon produce intellectual discoveries, grand "laws," and
validated theories to rival those of the rest of science, such success has remained elu-
sive. The recent wave of antiscientific sentiment spreading through the social sciences
draws much of its appeal from this endemic failure. This disconnection fro m the rest
of science has left a hole in the fabric of our organized knowledge of the world where
the human sciences should be. After more than a century, the social sciences are still
adrift, with an enormous mass of half-digested observations, a not inconsiderable body
of empirical generalizations, and a  contradictory stew of ungrounded, middle-level
theories expressed in a babel of incommensurate technical lexicons. This is accom-
panied by a growing malaise, so that the single largest trend is toward rejecting the
scientific enterprise as it applies to humans.

We suggest that this lack of progress, this "failure to thrive," has been caused by
the failure of the social sciences to explore or accept their logical connections to the
rest of the body of science—that is, to causally locate their objects of study inside the
larger network of scientific knowledge. Instead of the scientific enterprise, what should
be jettisoned is what we will call the Standard Social Science Model (SSSM): The con-
sensus view of the nature of social and cultural phenomena that has served for a cen-
tury as the intellectual framework fo r the organization of psychology and the social
sciences and the intellectual justification for their claims of autonomy from the rest of
science. Progress has been severely limited because the Standard Social Science Model
mischaracterizes important avenues of causation, induces researchers to study com-
plexly chaoti c an d unordere d phenomena , an d misdirect s stud y away from area s
where rich principled phenomena are to be found. In place of the Standard Social Sci-
ence Model, there is emerging a new framework that we will call the Integrated Causal
Model. This alternative framework makes progress possible by accepting and exploit-
ing the natural connections that exist among all the branches of science, using them
to construct careful analyses of the causal interplay among all the factors that bear on
a phenomenon. In this alternative framework, nothing is autonomous and all the com-
ponents of the model must mesh.

In this chapter, we argue the following points:

1. Ther e is a set of assumptions and inferences about humans, their minds, and
their collective interaction—the Standard Social Science Model—that has pro-
vided the conceptua l foundation s of the socia l sciences for nearly a century
and ha s served as the intellectua l warrant fo r the isolationism o f the socia l
sciences.

2; Althoug h certain assumptions of this model are true, it suffers from a  series of
major defects that make it a profoundly misleading framework. These defects
have been responsible for the chronic difficulties encountered by the social sci-
ences.

3. Advance s in recent decades in a number of different disciplines, including evo-
lutionary biology, cognitive science, behavioral ecology, psychology, hunter-
gatherer studies , socia l anthropology , biologica l anthropology , primatology ,
and neurobiology have made clear for the first time the nature of the phenom-
ena studied by social scientists and the connections of those phenomena to the
principles and findings in the rest of science. This allows a new model to be
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constructed—the Integrated Causal Model—to replace the Standard Social Sci-
ence Model.

4. Briefly , the ICM connects the social sciences to the rest of science by recognizing
that:

a. th e human mind consists of a set of evolved information-processing mech-
anisms instantiated in the human nervous system;

b. thes e mechanisms, and the developmental programs that produce them, are
adaptations, produced by natural selection over evolutionary time in ances-
tral environments;

c. man y of these mechanisms are functionally specialized to produce behavior
that solves particular adaptiv e problems, suc h as mate selection, language
acquisition, famil y relations, and cooperation ;

d. t o be functionally specialized , man y of these mechanisms must be richly
structured in a content-specific way;

e. content-specifi c information-processing mechanisms generate some of the
particular content of human culture, including certain behaviors, artifacts,
and linguistically transmitted representations ;

f. th e cultural content generated by these and other mechanisms is then pres-
ent t o b e adopted o r modifie d b y psychologica l mechanisms situated i n
other members of the population;

g. thi s sets up epidemiological and historical population-level processes; and
h. thes e processes are located in particular ecological, economic, demographic,

and intergroup social contexts or environments.

On this view, culture is the manufactured product of evolved psychological mech-
anisms situated in individuals living in groups. Culture and human social behavior is
complexly variable, but not because the human mind is a social product, a blank slate,
or a n externall y programmed general-purpos e computer , lackin g a richl y define d
evolved structure . Instead , huma n cultur e an d socia l behavio r i s richl y variabl e
because it is generated by an incredibly intricate, contingent set of functional programs
that use and process information from the world, including information that is pro-
vided both intentionally and unintentionally by other human beings.

THE STANDARD SOCIAL SCIENCE MODEL

The Central Logic of the Standard Social Science Model

But one would be strangely mistaken about our thought if, from the foregoing, he drew the
conclusion that sociology, according to us, must, or even can, make an abstraction o f man
and his faculties. It is clear, on the contrary, that the general characteristics o f human nature
participate i n the work of elaboration fro m whic h social lif e results . Bu t they are no t th e
cause of it, nor do they give it its special form; they only make it possible. Collective repre-
sentations, emotions , and tendencies are caused not by certain states of the consciousnesse s
of individuals but by the conditions in which the social group, in its totality, is placed. Such
actions can, of course materialize only if the individual natures are not resistant to them; but
these individual natures are merely the  indeterminate material that the social factor molds
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and transforms. Their  contribution consists exclusively in very general attitudes, in vague and
consequently plastic predispositions which, by themselves, i f other agents did not intervene,
could no t take on the definite and complex form s which characterize social phenomena .

—DURKHEIM, 1895/1962 ,
pp. 105-106, emphasis added.

Humans everywhere show striking patterns o f local within-group similarity in their
behavior and thought, accompanied b y profound intergroup differences. Th e Stan-
dard Social Science Model (SSSM or Standard Model ) draws its enduring persuasive
power by starting with these and a few other facts, rooted in direct experience and com-
mon knowledge . It then focuses on one salient causal and temporal sequence : how
individuals change over their development fro m "unformed" infant s into complexly
competent adult members of their local social group, and how they do so in response
to their local human environment. The central precepts of the SSSM are direct and
seemingly inescapable conclusions drawn from these facts (D. E. Brown, 1991), and
the same reasoning appears in author after author, from perhaps its most famous early
expression i n Durkhei m (1895/1962) , to it s full y conventiona l moder n adherent s
(with updated conceptual ornamentation) such as Geertz (1973).

The considerations that motivate th e Standard Socia l Scienc e Mode l are as fol-
lows:

Step 1.  The existence of rapid historical change and the multitude of spontaneous
human "cross-fostering experiments " effectivel y disposes o f the racialist notion that
human intergroup-behavioral differences of any significance are attributable to genetic
differences between groups. Infants everywhere are born the same and have the same
developmental potential, evolved psychology, or biological endowment—a principle
traditionally know n as the psychic unity of humankind.  The subsequent growt h of
knowledge over this century in genetics and huma n development ha s given strong
empirical support to the conclusion that infants from al l groups have essentially the
same basi c huma n desig n an d potential . Huma n geneti c variation , whic h is now
directly detectable with modem electrophoretic techniques, is overwhelmingly seques-
tered into functionally superficial biochemical differences , leaving our complex func-
tional design universal and species-typical (Tooby & Cosmides, 1990a) . Also, the bulk
of the variation tha t does exist is overwhelmingly inter-individual an d within-popu-
lation, and not between "races" or populations. B y the nature of its known distribu-
tion, then , genetic variation canno t explai n why many behaviors are shared within
groups, bu t no t betwee n groups . Tha t is , genetic variatio n doe s no t explai n why
human groups dramatically differ fro m each other in thought and behavior. (Signifi -
cantly, this is the only feature of the SSSM that is correct as it stands and that is incor-
porated unmodifie d into the Integrated Causal Model . Why it turns out to be true,
however, depends on the existence of complex evolved psychological and physiologi-
cal adaptations—something explicitly or implicitly denied by adherents of the SSSM.)

Step 2 . Although infants are everywhere the same, adults everywhere differ pro -
foundly in their behavioral and mental organization .

These first two steps, just by themselves, have led to the following widely accepted
deduction: Because , it is reasoned, a  "constant" (the human biological endowmen t
observable in infants) cannot explain a "variable" (intergroup differences in complex
adult menta l o r social organization) th e SSSM concludes that "human nature" (the
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evolved structure of the human mind) cannot be the cause of the mental organization
of adult humans, their social systems, their culture, historical change, and so on.

Step 3 . Even more transparently, these complexly organized adult behaviors are
absent from infants . Infants do not emerge speaking, and they appear to lack virtually
every recognizable adult competency. Whatever "innate" equipment infants are born
with has traditionally been interpreted as being highly rudimentary, such as an unor-
ganized set of crude urges or drives, plus the ability to learn—certainly nothing resem-
bling adult mental organization. Because adult mental organization (patterned behav-
ior, knowledge , socially constructed realities , an d s o on) i s clearly absent fro m th e
infant, infants must "acquire" it from som e source outside themselves in the course
of development.

Step 4. That source is obvious: This mental organization is manifestly present in
the social world in the form o f the behavior and the public representations of other
members of the local group. Thus , the stuf f of mental organization i s categorizable
according to its source: (1) the "innate" (or inborn or genetically determined, etc.) ,
which is supplied "biologically" and is what you see in the infant, and (2) the socia l
(or cultural or learned or acquired or environmental), which contains everything com-
plexly organized and which is supplied by the social environment (with a few excep-
tions supplied by the physical environment and nonsocial learning). "[Cjultural phe-
nomena .. . ar e i n n o respec t hereditar y bu t ar e characteristicall y an d without
exception acquired" (Murdock, 1932 , p. 200). This line of reasoning is usually sup-
ported by another traditional argument , the deprivation thought experiment: "Undi-
rected by culture patterns—organized systems of significant symbols—man's behav-
ior would be virtually ungovernable, a mere chaos o f pointless acts and exploding
emotions, hi s experience virtually shapeless" (Geertz, 1973 , p. 46). Humans raised
without a social or cultural environment would be "mental basket cases" with "few
useful instincts, fewer recognizable sentiments, and no intellect" (Geertz, 1973, p. 49).
Because, it is reasoned, an effect disappears when its cause is withdrawn, this thought
experiment is believed to establish that the social world is the cause of the mental orga-
nization of adults.

Step 5. The causal arrow in this process has a clear directionality, which is directly
observable i n the individual' s development . Th e cultural and socia l element s that
mold the individual precede the individual and are external to the individual. The
mind did not create them; they created the mind. They are "given," and the individual
"finds them already current in the community when he is bora" (Geertz, 1973 , p. 45).
Thus, the individual is the creation o f the social world and, it appears to follow, the
social world cannot be the creation of "the individual." I f you are reading this chapter,
you learned English and did not create it. Nor did you choose to learn English (assum-
ing you are a native speaker) any more than any effect chooses its cause; this action of
the social world on the individual is compulsory and automatic—"coercive," to use
Durkheim's phrase. Adult mental organization is socially determined. Moreover , by
looking at social processes in the vast modern societies and nation-states, i t is obvious
that the "power asymmetry" between "the individual" and the social world is huge in
the determination o f outcomes and that the reciprocal impact of the individual on the
social world is negligible. The causal flow is overwhelmingly or entirely in one direc-
tion. The individual is the acted upo n (the effect o r the outcome) and the sociocul -
tural world is the actor (the cause or the prior state that determines the subsequent
state).
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Step 6. Accordingly, what complexly organizes and richly shapes the substance of
human life—what is interesting and distinctive and, therefore, worth studying—is the
variable pool of stuff that is usually referred to as "culture." Sometimes called "extra-
somatic" or "extragenetic" (e.g., Geertz, 1973) to emphasize its nonbiological origins
and nature, this stuff is variously described as behavior, traditions, knowledge, signif-
icant symbols , social facts , contro l programs , semioti c systems , information, social
organization, social relations, economic relations, intentional worlds, or socially con-
structed realities. However different these characterizations may appear to be in some
respects, those who espouse them are united in affirming that this substance—what-
ever its character—is (in Durkheim's phrase ) "external to the individual." Eve n so
psychological a phenomenon as thinking becomes external: "Human though t is basi-
cally both social and public—... its natural habitat is the house yard, the marketplace,
and the town square. Thinking consists not of 'happenings in the head' (though hap-
penings there and elsewhere are necessary for it to occur) but of a traffic in what have
been called , b y G.H . Mea d an d others, . significant symbols—word s fo r the mos t
part... ."(Geertz, 1973, p. 45). "The individual" contributes only the infant's impov-
erished drives, unformed tendencies, and capacity to be socialized.

These first six steps constitute the SSSM's account of the causal process whereby
what is assumed to be an initially formless infant is transformed into a fully human
(i.e., fully cultural) being. The next important element in the SSSM is its approach to
answering the question, "If culture creates the individual, what then creates culture?"

Before describing the SSSM's answer to this question, however, we need to make
an importan t aspec t o f the questio n explicit : Huma n lif e i s complexly and richl y
ordered. Human life is not (solely) noise, chaos, or random effec t (contr a Macbeth).
Although the substance of human life, like human speech, is various and contingent,
it is still, like human speech, intricately patterned. Man y attempt to capture this per-
ception with the phrase that human cultures (e.g., human symbol systems) are "mean-
ingful." Human conduct does not resemble white noise. In a way that is analogous to
William Paley's argument from design in his Natural Theology,  one must ask: If there
is complex and meaningful organization in human sociocultural life, what is the cre-
ator or artificer of it? Entropy, perturbation, error, noise, interaction with other sys-
tems, and so on, are always operating to influence culture (and everything else), so
clearly not everything in culture is orderly. Equally, if these processes were all that were
operating, complex order would never appear and would quickly degrade even if it did.
Just as finding a watch on the heath, already complexly organized, requires that one
posit a watchmaker (Paley, 1828) , finding out that human life is complexly ordered
necessitates the search for the artificer or source of this order (see Dawkins, 1986 , for
an exceptionally lucid general analysis of the problem of explaining complex order, its
importance as a question, and the extremely narrow envelope of coherent answers).
So, the question is not so much, What are the forces that act on and influence human
culture and human affairs? but rather, What is the generator of complex and signifi -
cant organization in human affairs ?

Step 7. The advocates of the Standard Social Science Model are united on what the
artificer is not and where it is not: It is not in "the individual"—in human nature or
evolved psychology—which , they assume, consists of nothing more than wha t the
infant comes equipped with, bawling and mewling, in its apparently unimpressive in
tial performances. Because the directional flow of the organization is from the outer
world inward into "th e individual, " th e direction towar d which on e looks for the
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source o f th e organizatio n i s likewis e clear : outwar d int o th e socia l world . A s
Durkheim says, "[w]hen the individual ha s been eliminated, societ y alone remains"
(1895/1962, p. 102).

Step 8. The SSSM maintains that the generator of complex and meaningful orga-
nization in human life is some set of emergent processes whose determinants are real-
ized at the grou p level. The sociocultura l leve l is a distinct, autonomous , an d self -
caused realm: "Culture i s a thing sui generis which can be explained only in terms of
itself.... Omnis  cultura ex cultura" (Lowie, 1917/1966, p. 25-26). For Alfred Kroe-
ber, "the only antecedents of historical phenomena are historical phenomena" (Kroe-
ber, 1917) . Durkheim was equally emphatic: "The determinin g cause of a social fac t
should be sought among the social facts preceding it and not among the states of indi-
vidual consciousness" ; that is, phenomena a t the sociocultural level are mostly or
entirely caused by other phenomena at the sociocultural level (Durkheim, 1895/1962,
p. 110) . It must be emphasized that this claim is not merely the obvious point tha t
social phenomena (such as tulip bulb mania, the contagious trajectory of deconstruc-
tionist fashions, or the principles of supply and demand) cannot be understood simply
by pointing inside the head of a single individual. It is, instead, a claim about the gen-
erator of the rich organization everywhere apparent in human life. What is generated
even includes individual adul t psychological phenomena , which are themselves sim-
ply additiona l socia l constructions . Fo r Durkhei m (an d fo r mos t anthropologist s
today), even emotions such as "sexual jealousy" and "paternal love" are the products
of the social order and have to be explained "b y the conditions in which the socia l
group, in its totality, is placed." As Geertz argues, "Our ideas , our values, our acts ,
even our emotions, are , like our nervous system itself, cultura l products—products
manufactured, indeed, out of tendencies, capacities , an d dispositions with which we
were born, but manufactured nonetheless" (1973 , p. 50). Similarly, Shweder describes
"cultural psychology" as "the study of the way cultural traditions and social practices
regulate, express, transform, and permute the human psyche, resulting less in psychic
unity for humankind than in ethnic divergences in mind, self and emotion" (Shweder,
1990, p. 1).

Step 9 . Correspondingly, th e SSS M denies that "huma n nature"—th e evolved
architecture o f the human mind—can play any notable rol e as a generator of signifi-
cant organization in human life (although it is acknowledged to be a necessary con-
dition for it). In so doing, it removes from the concept of human nature all substantive
content, and relegates the architecture of the human mind to the delimited role of
embodying "the capacit y for culture." Huma n nature is "merely the indeterminate
material tha t th e socia l facto r mold s an d transforms . [This ] contributio n consist s
exclusively in very general attitudes, in vague and consequently plastic predispositions
which, by themselves, i f other agents did not intervene, could not take on the definite
and complex forms which characterize social phenomena" (Durkheim, 1895/1962, p.
106). As Hatch comments, the "view that the Boasians had struggled to foster within
the social sciences since almost the turn of the century" was that the human mind is
"almost infinitely malleable" (1973 , p. 236). Socialization is the process of externally
supplied "conceptual structures molding formless talents" (Geertz, 1973, p. 50).

Social scientists who paid any attention to neuroscience, ethology, and cognitive
psychology were increasingly, if uneasily, aware of the evidence that the nervous sys-
tem was complex and not well characterized by the image of the "blank slate." None-
theless, aside from paying some lip service to the notion that tabula rasa empiricism
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was untenable, thi s changed nothin g importan t i n the SSSM . The blank slat e was
traded in for blank cognitive procedures.2 The mind could be seen as complex, but its
procedures were still assumed to be content-free. As long as environmental input could
enter and modify the system, as it clearly could, environmental input was presumed
to orchestrate the system, giving it its functional organization. It doesn't matter if the
clay of the human mind has some initial shape (tendencies, dispositions), so long as it
is soft enough to be pounded by the external forces into any new shape required. Thus,
for Geertz , who is attracted to the language if not the actual substance of cognitive
science, the mind is not a slate, blank or otherwise (he dismisses this as a straw man
position "which no one of any seriousness holds" or perhaps ever held [Geertz, 1984,
p. 268]), but it is instead the tabula rasa's fully modern equivalent, a general-purpose
computer. Such a computer doesn't come pre-equipped with its own programs, but
instead—and this is the essential point—it obtains the programs that tell it what to do
from the outside, from "culture." Thus, the human mind is a computer that is "des-
perately dependent upon such extragenetic, outside-the-skin control mechanisms" or
"programs" "for the governing of behavior" (Geertz, 1973 , p. 44).

This eliminates the concept o f human nature or its alternative expression, the
evolved psychological architecture, a s useful or informative concepts. As Geertz puts
it, "[t]he rise of the scientific concept of culture amounted to... the overthrow of the
view of human nature dominant in the Enlightenment...", that is, that "[man] was
wholly of a piece with nature and shared in the general uniformity o f composition
which natural science ... had discovered there" with "a human nature as regularly
organized, as thoroughly invariant, and as marvelously simple as Newton's universe"
(Geertz, 1973 , p. 34). Instead, the view entailed in the modern "scientific concept of
culture" is that "humanity i s as various in its essence as in its expression" (Geertz ,
1973, p. 37). Geertz does not mean, of course, that infants vary due to genetic differ-
ences, but that all significant aspects of adult mental organization are supplied cultur-
ally. As deeply as one can go into the mind, people here are different from people there,
leading to "the decline of the uniformitarian view of man" (Geertz, 1973, p. 35).

The conclusion that human nature is an empty vessel, waiting to be filled by social
processes, removed it as a legitimate and worthwhile object of study. Why study paper
when what is interesting is the writing on it and, perhaps even more important, the
author (the perennially elusive generative social processes)? Since there could be no
content, pe r se, to the concept of human nature, anything claimed to be present in
human nature was merely an ethnocentric projection of the scholar making the claim.
Thus, attempts to explore and characterize human nature became suspect. Such efforts
were (and are) viewed as simply crude attempts to serve ideological ends, to manufac-
ture propaganda, or to define one way of being as better and more natural than others.

Step 10 . In the SSSM, the role of psychology is clear. Psychology is the discipline
that studies the process of socialization and the set of mechanisms that comprise what
anthropologists call "the capacity for culture" (Spuhler, 1959). Thus, the central con-
cept in psychology is learning. The prerequisite that a psychological theory must meet
to participate in the SSSM is that any evolved component, process, or mechanism
must be equipotential, content-free, content-independent, general-purpose, domain-
general, and so on (the technical terms vary with movement and era). In short, these
mechanisms must be constructed in such a way that they can absorb any kind of cul-
tural message or environmental input equally well. Moreover, their structures must
themselves impose no particular substantive content on culture. As Rindos (1986, p.
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315) puts it, "the specific s that we learn are in no sense predetermined b y our genes."
Learning is thus the window through which the culturally manufactured pre-existing
complex organization outside of the individual manages to climb inside the individ-
ual. Although this approach deprive s psychological mechanisms of any possibility of
being the generator s o f significant organizatio n i n human affairs , psychologist s get
something very appealing in exchange. Psychology is the social science that can hope
for general laws to rival those of the natural sciences: general laws of learning, or (more
recently) of cognitive functioning. Th e relationship of psychology to biology is also
laid ou t i n advance by the SSSM : In human evolution, natural selectio n removed
"genetically determined" systems of behavior and replaced them with general-purpose
learning mechanisms or content-independent cognitiv e processes. Supposedly , these
more general systems were favored by evolution because they did not constrain human
behavior to be maladaptively inflexible (e.g. , Geertz, 1973 ; Harris, 1979 ; Montagu,
1964). Neurobiology is the account of how these general mechanisms are instantiated
in our nervous system.

Consequently, the concepts of learning, socialization, general-purpose (or content-
independent) cognitiv e mechanisms , an d environmentalis m hav e (unde r variou s
names and permutations) dominated scientific psychology for at least the last 60 years.
Skinnerian behaviorism, of course, was one of the most institutionally successful man-
ifestations of the SSSM's program for psychology, but its antimentalism and doctri -
naire scientism made it uncongenial to those who wanted an account of their internal
experience. More importantly, it s emphasis on individual histories of reinforcement
limited the avenues through which culture could have its effect. It proved an easy target
when cognitive science provided precise ways of characterizing and investigating the
mental as a system that processes information, a characterization tha t seemed to offe r
easier avenues for cultural transmission than laboriously organized schedules of rein-
forcement. Although cognitive psychologists threw out behaviorism' s cumbersom e
antimentalism, they uncritically adopted behaviorism's equipotentiality assumption.
In mainstream cognitive psychology, it is assumed thai the machine is free of content-
specialized processes an d that it consists primarily of general-purpose mechanisms .
Psychologists justify this assumption by an appeal to parsimony: It is "unscientific" to
multiply hypothesized mechanisms in the head. The goal, as in physics, is for as few
principles as possible to account for as much as possible. Consequently, viewing the
mind as a collection of specialized mechanisms that perform specific tasks appears to
be a messy approach, one not worth pursuing. Anthropologists and sociologists easily
accommodated themselve s to these theoretical changes in psychology: Humans went
from bein g viewed as relatively simple equipotential learning systems to very much
more complex equipotential information-processin g systems , general-purpose com-
puters, or symbol manipulators (see, e.g., Sahlins, 1976a , 1976b).

Within psychology there are, of course, important researc h communities that fal l
outside of the SSSM and that have remained mor e strongly connected to the rest of
science, such as physiological psychology, perception, psychophysics , (physiological)
motivation, psycholinguistics , muc h o f comparative psychology , and a  fe w other
areas. Moreover, to explain how organisms remain alive and reproduce (and to make
some minimal attempt to account for the focused substance of human life), psychol-
ogists have found it necessary to posit a few content-oriented mechanisms: hunger,
thirst, sexual motivation, and so on. Nevertheless, the tendency has been to keep these
elements restricted to as small a class as possible and to view them as external to the
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important central learning or cognitive processes. They are incorporated as, for exam-
ple, reinforcers operating by drive reduction. Cognitive psychologists have, for the
most part, labored to keep any such content-influenced elements extrinsic to the pri-
mary cognitive machinery. Indeed, they have usually avoided addressing how func -
tional action—such as mate choice, food choice, or effort calculation—takes place at
all. The principles of concept formation, of reasoning, of remembering, and so forth,
have traditionally been viewed as uninfected prior to experience with any content,
their procedures lacking features designed for dealing with particular types of content.
Modular or domain-specific cognitive psychologists, in dissenting from this view, are
abandoning the assumptions of the Standard Social Science Model.

Of course, readers should recognize that by so briefly sketching large expanses of
intellectual history and by so minimally characterizing entire research communities ,
we are doing violence to the specific reality of, and genuine differences among hun-
dreds of carefully developed intellectual systems. We have had to leave out the quali-
fications and complexities by which positions are softened, pluralisms espoused, crit-
ical distinction s lost , and , fo r tha t matter , li p servic e paid . Thi s i s inevitable in
attempting so synoptic a view. In what is surely a graver defect, we have had to omit
discussion of the many important dissident subcommunities in sociology, anthropol-
ogy, economics, and other disciplines, which have sloughed off or never adopted the
Standard Social Science Model. In any case, we simply hope that this sketch captures
a few things that are true and important, to compensate for the unavoidable simpli-
fying distortions and omissions. Most obviously, there are no pure types in the world,
and scholars are quoted not to characterize the full richness of their individual views,
which usuall y undergo considerable evolutio n ove r their intellectua l development
anyway, but rather to illustrate instances of a larger intellectual system. It is the larger
intellectual syste m we are criticizing, and no t the multitude of worthwhile research
efforts that have gone on inside its structure. We think the roof of the Standard Social
Science Model has collapsed, s o to speak, because the overal l architectural plan is
unsound, no t becaus e th e brick s and othe r buildin g material s ar e defective . Th e
detailed research effort s of hundreds of scientists have produced critically important
knowledge that has transformed our understanding of the world. In this criticism, we
are looking for an architectural design for the social sciences that is worthy of the intel-
ligence and labor of those whose research goes on within their compass.

The Standard Social Science Model's Treatment of Culture

This logi c has criticall y shape d ho w nearly ever y issu e has been approache d an d
debated i n th e socia l sciences . Wha t we are concerned wit h here, however, is the
impact of the Standard Social Science Model on the development of modern concep-
tions of culture, its causal role in human life, and its relationship to psychology. Briefly,
standard views of culture are organized according to the following propositions (see
also D. E. Brown, 1991, p. 146; Tooby & Cosmides, 1989a):

1. Particula r huma n groups are properly characterized typologicall y as having
"a" culture , which consists of widely distributed or nearly group-universal
behavioral practices, beliefs, ideational systems, systems of significant sym-
bols, o r informationa l substanc e o f some kind . Culture s are mor e o r less
bounded entities, although cultural elements may diffuse across boundaries.
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2. Thes e common elements are maintained and transmitted "by the group," an
entity that has cross-generational continuity .

3. Th e existenc e o f separate stream s o f this informational substance, culture,
transmitted fro m generatio n t o generation , i s the explanatio n fo r human
within-group similarities and between-group differences. I n fact, all between-
group differences i n thought and behavio r are referred t o as cultural differ -
ences and all within-group similarities are regarded as the expressions of a par-
ticular culture. Since these similarities are considered t o be "cultural," they
are, either implicitly or explicitly, considered to be the consequence of infor-
mational substance inherited jointly from the preceding generation by all who
display the similarity.

4. Unles s other factors intervene, the culture (like the gene pool) is accurately
replicated fro m generation to generation.

5. Thi s process is maintained throug h learning, a well-understood and unitary
process, that acts to make the child like the adult of her culture.

6. Thi s process of learning can be seen, from the point of view of the group, as a
group-organized proces s calle d socialization , impose d b y the group on th e
child.

7. Th e individual is the more or less passive recipient o f her culture and is the
product of that culture.

8. Wha t is organized and contentful in the minds of individuals comes from cul-
ture and is socially constructed. Th e evolved mechanisms of the human mind
are themselves content-independent an d content-fre e and, therefore, what-
ever conten t exist s i n huma n mind s originall y derive s fro m th e socia l o r
(sometimes) nonsocial environment .

9. Th e features of a particular culture are the result of emergent group-level pro-
cesses, whose determinants arise at the group level and whose outcome is not
given specifi c shap e o r conten t b y huma n biology , huma n nature , o r any
inherited psychologica l design . Thes e emergen t processes, operatin g a t th e
sociocultural level , are the ultimate generator of the significant organization,
both mental and social, that is found in human affairs .

10. I n discussing culture, one can safely neglect a consideration o f psychology as
anything other than the nondescript "blac k box" o f learning, which provides
the capacity for culture. Learning is a sufficiently specified and powerful expla-
nation fo r how any behavior acquires its distinct structur e and must be the
explanation for any aspect of organized human life that varies from individual
to individual and from group to group.

11. Evolved , "biological," or "innate" aspects of human behavior or psychologi-
cal organization are negligible, having been superseded by the capacity for cul-
ture. The evolution of the capacity for culture has led to a flexibility in human
behavior that belies any significant "instinctual " or innate component (e.g.,
Geertz, 1973; Montagu, 1968, p. 11 ; Sahlins, 1976a & b), which, if it existed,
would hav e to revea l itself as robotlike rigid behavioral universals . To th e
extent that there may be any complex biological textures to individual psy-
chology, these are nevertheles s organized an d give n form an d directio n by
culture and , hence , d o no t impar t an y substantial characte r o r content t o
culture.
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On the Reasonableness of the Standard Social Science Model

There are, of course, many important elements of truth in the tenets of the SSSM, both
in its core logic and in its treatment of culture. The SSSM would not have become as
decisively influential if it did not have a strong surface validity, anchored in important
realities. For example: It is true that infants are everywhere the same. Genetic differ -
ences ar e superficial . There i s within-grou p similarit y o f behavio r an d ther e ar e
between-group differences, and these persist across generations, but also change over
historical time. Highly organized socially communicated information exists outside of
any particular individual at any one time (in the cognitive mechanisms of other indi-
viduals), and over time this information can be internalized b y the specific individual
in question. And so on.

Nevertheless, the Standard Social Science Model contains a series of major defects
that ac t to make it, as a framework fo r the social sciences , deeply misleading. As a
result, i t has had the effect o f stunting the social sciences, making them seem falsely
autonomous from the rest of science (i.e., from the "natural sciences") and precluding
work on answering questions that need to be answered if the social sciences are to make
meaningful progress as sciences. After a century, it is time to reconsider this model in
the light of the new knowledge and new understanding that has been achieved in evo-
lutionary biology, development, and cognitive science since it was first formulated.
These defects cluster into several major categories, but we will limit our discussion to
the following three:

1. The central logic of the SSSM rests on naive and erroneous concepts drawn from
outmoded theorie s o f development. Fo r example, the fact that some aspect of adult
mental organization i s absent a t birth ha s no bearing on whether it is part o f our
evolved architecture. Just as teeth or breasts are absent at birth, and yet appear through
maturation, evolved psychological mechanisms or modules (complex structures that
are functionally organized fo r processing information) coul d develo p at any poin t
in th e lif e cycle . For thi s reason , th e man y feature s o f adult menta l organization,
absent a t birth nee d no t be attributed t o exposure to transmitted culture , but may
come about through a large number of causal avenues not considered in traditiona l
analyses.

2. More generally, the SSSM rests on a faulty analysis of nature-nurture issues,
stemming from a  failure to appreciate the role that the evolutionary process plays in
organizing the relationshi p betwee n ou r species-universa l geneti c endowment , our
evolved developmental processes, an d the recurring features of developmental envi-
ronments. To pick one misunderstanding out of a multitude, the idea that the phe-
notype can be partitioned dichotomousl y int o genetically determined and environ-
mentally determine d trait s is deeply ill-formed , a s is the notio n tha t trait s can be
arrayed along a spectrum according to the degree that they are genetically versus envi-
ronmentally caused. The critique of the SSSM that has been emerging from the cog-
nitive and evolutionary communities is not that traditional accounts have underesti-
mated the importance of biological factors relative to environmental factors in human
life. Instead, the target is the whole framework that assumes that "biological factors "
and "environmenta l factors " refe r to mutually exclusive sets of causes that exist in
some kind of explanatory zero-sum relationship, so that the more one explains "bio-
logically" the less there is to explain "socially" or "environmentally." On the contrary,
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as we will discuss, environmentalist claim s necessarily require the existence of a rich,
evolved cognitive architecture .

3. The Standard Social Science Model requires an impossible psychology. Results
out of cognitive psychology, evolutionary biology, artificial intelligence, developmen-
tal psychology, linguistics, and philosophy converge on the same conclusion: A psy-
chological architecture that consisted of nothing but equipotential, general-purpose,
content-independent, o r content-free mechanisms could not successfully perform the
tasks the human mind is known to perform or solve the adaptive problems humans
evolved to solve—from seeing , to learning a language, to recognizing an emotional
expression, to selecting a mate, to the many disparate activitie s aggregated under the
term "learnin g culture " (Cosmides & Tooby, 1987 ; Tooby & Cosmides, 1989a) . It
cannot account for the behavior observed, and it is not a type of design that could have
evolved.

The alternative view is that the human psychological architecture contains many
evolved mechanism s tha t ar e specialize d fo r solvin g evolutionarily long-enduring
adaptive problems and tha t these mechanisms have content-specialized representa -
tional formats , procedures, cues , and s o on. These richly content-sensitive evolved
mechanisms tend to impose certain types of content and conceptual organization on
human mental life and, hence, strongly shape the nature of human social life and what
is culturally transmitted acros s generations. Indeed, a post-Standard Mode l psychol-
ogy is rapidly coalescing, giving a rapidly expanding empirical foundation to this new
framework. I n fact , historically , most of the data alread y gathered by psychologists
supports such a view. It required a strongly canalized interpretative apparatus to rec-
oncile the raw data of psychology with the central theoretical tenets of SSSM psychol-
ogy.

Before examining in detail what is wrong with the SSSM and why the recognition
of these defects lead s to th e formulatio n of a new model wit h greater explanatory
power, it is necessary first to alleviate the fears of what would happen if one "falls off
the edge" of the intellectual world created by the SSSM. These fears have dominated
how alternative approaches t o the SSSM have been treated i n the pas t and , unless
addressed, wil l prevent alternatives fro m bein g fairly evaluated now. Moreover, the
Standard Model has become so well-internalized and has so strongly shaped how we
now experience and interpret social science phenomena that it will be difficult to fre e
ourselves of the preconceptions that the Standard Model imposes until its Procrustean
operations on psychology and anthropology are examined.

THE WORLD BUILT BY THE STANDARD SOCIAL SCIENCE MODEL

The Moral Authority of the Standard Social Science Model

The Case Against Nativism

The overwhelming success of the Standar d Socia l Scienc e Model is attributable t o
many factors of which, arguably, the most significan t has been its widespread moral
appeal. Over the course of the century, its strong stand against explaining differences
between races, classes, sexes, or individuals by hypothesizing underlying biological dif-
ferences has been an important elemen t in combating a multitude of searing horrors
and oppressions, from the extermination of ethnic groups and the forced sterilization
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of the poor to restrictive immigration laws and legally institutionalized sex and race
discrimination. The depth of these tragedies and the importance of the issues involved
have imbued the SSSM and its central precept, "environmentalism," with an impos-
ing moral stature. Consequently, the positions of individual scholars with respect to
the SSSM have been taken to imply allegiances with respect to the larger social and
moral conflicts around the world. Thus, to support the SSSM was to oppose racism
and sexism and to challenge the SSSM was, intentionally o r not, to lend support to
racism, sexism, and, more generally (an SSSM way of denning the problem), "biolog-
ical determinism." If biological idea s could be used to further such ends, then ideas
that minimized the relevance of biology to human affairs, suc h as the tenets of the
SSSM, could only be to the good.

In this process, all approaches explicitly involving nativist elements of whatever
sort became suspect . I n consequence , fundamentall y divergent—even opposing —
programs and claims have become enduringly conflated in the minds of 20th-century
social scientists . Mos t significant was the failur e to distinguish adaptationist evolu-
tionary biology from behavio r genetics. Although the adaptationist inquiry into our
universal, inherited, species-typical design is quite distinct from the behavior genetics
question about which differences between individuals or sets of individuals are caused
by differences in their genes, the panspecific nativism typical of adaptationist evolu-
tionary biology and the idiotypic nativism of behavior genetics became confused with
each other (Tooby and Cosmides, 1990a) . Obviously, claims about a complexly orga-
nized, universal human nature, by their very character, canno t participate i n racist
explanations. Indeed, they contradict the central premises of racialist approaches. Yet,
despite this fact, adaptationist approaches and behavior genetics remain inextricably
intertwined in the minds of the majority of social scientists.

The second strong moral appeal of the Standard Social Science Model derives from
its emphasis on human malleability and the hope it, therefore, gave for social melio-
ration or social revolution. The claim of John B. Watson, the founder of behaviorism,
exemplifies this optimism about the power of scientifically directed socialization (as
well as the usual implicit conflation of idiotypic and panspecific nativism):

Give me a dozen healthy infants, well-formed, and my own specified world to bring them
up in and I'l l guarantee to take any one at random and train him to become any type of
specialist I might select—doctor, lawyer, artist, merchant-chief, and yes, even beggar-man
and thief, regardless of his talents, penchants, tendencies, abilities, vocations, and race of his
ancestors (Watson, 1925 , p. 82).

As D. E. Brown (1991, p. 61) comments, "In hindsight it is clear that this famous state-
ment about the influence of the environment on individual differences is entirely com-
patible with the most extreme of the faculty or modular views of the human mind—
in whic h i t comprises numerous innate and highl y specific mechanisms. " Bu t this
thought experimen t wa s interprete d b y th e socia l scienc e mainsteam , Watso n
included, as demonstrating that "people are the products of their societies or cultures."
Therefore, "change society or culture and you change people Intelligent , scientific
socialization can make us whatever we want to be" (D. E. Brown, 1991, p. 61). More-
over, "[t]he equation of an arch environmentalism (including cultural relativism) with
optimism about the practical application o f social science to the problems of society
remains a force to the present" (D. E. Brown, 1991, p. 62). More critically, the belief
that the mind is "almost infinitely malleable" (or, in more modern terms, is a general-
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purpose computer) means that humans are not condemned to the status quo, and need
not inevitably fight wars, or have social classes, or manifest sex-differentiated roles, or
live in families, and so on.

If the "happy" ability of the mind to "quit e readily take any shape that is pre-
sented" (Benedict, 1934/1959, p. 278) is the ameliorator's idea l because it is believed
to be logically necessary to allow social change, then dissent from the SSSM tends to
be framed as claims about "constraints" or limits on this malleability. This, in turn, is
taken to imply a possible intractability to social problems—the stronger the biological
forces are, the more we may be constrained t o suffe r fro m certai n inevitable expres-
sions of human darkness. Thus , the debate on the role of biology in human life has
been consistently framed as being between optimistic environmentalists who plan for
human betterment an d sorrowful, bu t realistic nativist s who lament the unwelcome
inevitability of such things as aggression (e.g., Ardrey, 1966; Lorenz, 1966) , or who
(possibly even gleefully) defend the status quo as inevitable and natural (e.g., Goldberg,
1973, on patriarchy). These nativists are, in turn, "debunked" by the tireless oppo-
nents of "biological determinism" (e.g., Chorover, 1979 ; Lewontin, Rose, & Kamin,
1984; Montagu, 1968 , 1978) , who place each new biological intrusion onto social sci-
ence territory in the context of the bitter lessons of the century. (Environmentalis t
holocausts are, of course, edited out of this chronology.)

This morality play, seemingly bound forever to the wheel of intellectual life , has
been through innumerable incarnations, playing itself out in different arenas in differ -
ent times (rationalism versus empiricism, heredity versus environment, instinct versus
learning, nature versus nurture, human universals versus cultural relativism, human
nature versus human culture , innate behavior versus acquired behavior , Chomsky
versus Piaget, biological determinism versus social determinism, essentialism versus
social construction, modularit y versu s domain-generality, an d so on). It is perennial
because it is inherent in how the issues have been defined i n the SSSM itself, which
even governs how the dissidents fram e the nature of their dissent. Accordingly , the
language o f constrain t an d limitatio n i s usuall y adopted b y biologically oriente d
behavioral scientists themselves in describing the significance of their own work. Thus
we even have titles such as The Tangled Wing:  Biological Constraints on the Human
Spirit (Konner , 1982) , Biological  Boundaries  o f Learning  (Seligman an d Hager ,
1972), "Constraints on Learning" (Shettleworth, 1972) , and "Structural Constraint s
on Cognitive Development" (Gelman, 1990a). Biologically oriented social and behav-
ioral scientists often see themselves as defining limits on the possible. Environmental-
ists see themselves as expanding the borders of the possible. As we will see, this framing
is profoundly misleading.

Wrong Diagnosis,  Wrong Cure
Driven by these fears to an attitude that Daly and Wilson (1988) have termed "bio -
phobia," the socia l scienc e communit y lay s ou t implici t an d sometime s explici t
ground rules in its epistemological hierarchy: The tough-minded and moral stance is
to be skeptical of panspecific "nativist" claims; that is, of accounts that refer in any
way to the participation o f evolved psychological mechanisms together with environ-
mental variable s i n producin g outcomes , n o matte r ho w logicall y inescapabl e o r
empirically well-supported the y may be. They are thought to be explanations of last
resort and, because the tough-minded and skeptical can generate particularistic alter -
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native accounts for any result at will, this last resort is rarely ever actually arrived at.
For the same reason, it is deemed to be the moral stance to be correspondingly cred-
ulous of "environmentalist" accounts , no matter how vague, absurd, incoherent, or
empirically contradicted they may be. These protocols have become second nature (so
to speak) to nearly everyone in the social science community. This hierarchy is driven
by the fear of falling off the edge of the Standard Social Science Model, into unknown
regions where monsters such as "biological" or "genetic determinism" live.

What, in fact, i s an environmentalist account? There are two brands of environ-
mentalism: coheren t environmentalis m an d incoheren t environmentalism , whic h
correspond approximately to environmentalism as defended and environmentalism
as practiced. As Daly and Wilson (1988, p. 8) comment, "[a]ll social theorists, includ-
ing the staunchest antinativists, seek to describe human nature at some cross-cultur -
ally general level of abstraction" and would be "distressed should their theories ...
prove applicable to Americans but not to Papuans." Both Skinner (1957) and Chom-
sky (1975)—opponent s i n a  paradigmati c cas e o f a n environmentalist-nativis t
debate—posit the existence of universal evolved psychological mechanisms, or what
cognitive psychologists have called "innate mechanisms." As Symons (1987) points
out, most of what passes for the nature-nurture debate is not about the need to posit
evolved mechanisms i n theories. Everyone capable o f reasoning logically about th e
problem accepts the necessity of this. As Symons makes clear, what the debate often
seems to be about is how general or content-specific the mechanisms are: Skinner pro-
poses conditioning mechanisms that apply to all situations, while Chomsky proposes
specialized mechanism s particularly designed for language. Consequently, coherent
environmentalists acknowledge that they are positing the existence of evolved devel-
opmental o r psychological mechanisms and ar e willing to describe (1 ) the explicit
structure of these mechanisms , and (2) what environmental variables they interac t
with to produce given outcomes. By this standard, of course, Chomsky is an environ-
mentalist, as was Skinner, as are we, along with most other evolutionary psychologist s
and evolutionarily informed behavioral scientists. Equally, all coherent behavioral sci-
entists of whatever orientation must be nativists in this same sense, and no coherent
and fully specified hypothesis about behavior can avoid making nativist claims about
the involvement of evolved structure.

Incoherent environmentalists, o n the other hand, are those who propose theories
of how environments regulate behavior or even psychological phenomena without
describing or even mentioning the evolved mechanisms their theories would require
to be complete or coherent. In practice, communities whose rules of discourse are gov-
erned by incoherent environmentalism consider any such trend toward explicitness to
be introducing vague and speculative variables and—more to the point—to be in bad
taste as well. The simple act of providing a complete model is to invoke evolved design
and, hence , to court being called a  genetic or biological determinist . Given that all
coherent (fully specified) models of psychological processes necessarily entail an expli-
cation of how environmental variable s relate to the inherited architecture o r devel-
opmental machinery, this attitude has the effect o f portraying psychologists who are
clear abou t al l causa l step s a s more soft-minded and speculativ e than thos e who
remain vague about the crucial elements necessary to make their theories coherent
(e.g., Cheng & Holyoak, 1989) . (This criticism is , of course, full y symmetrical: Inco-
herent nativists are those scholars who talk about how evolution structures behavior
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without attempting to describe the structure of the evolved adaptations that link evo-
lution, environment, and behavior in adaptively patterned ways ; for discussion, see
Symons, this volume; Tooby & Cosmides, 1990b. )

The problem with an epistemological hierarchy that encourages incoherence and
discourages coherence (aside from the fully sufficient objection that it has introduced
major distortions into the body of scientific knowledge) is that it is completely unnec-
essary, even on its own terms. Not only is the cure killing the patient—social science—
but also the diagnosis is wrong and the patient is not menaced by the suspected mal -
ady. In the first place, as discussed, models of a robust, universal human nature by their
very character cannot participate in racist explanations of intergroup differences. This
is not just a definitional trick of defining human nature as whatever is universal. There
are strong reasons to believe that selection usually tends to make complex adaptations
universal or nearly universal , and so humans must share a complex, species-typica l
and species-specific architecture of adaptations, howeve r much variation there might
be in minor, superficial, nonfunctional traits. As long-lived sexual reproducers, com-
plex adaptations would be destroyed by the random processes of sexual recombination
every generation if the genes that underlie our complex adaptations varied from indi-
vidual to individual. Selection i n combination with sexual recombination tend s to
enforce uniformity in adaptations, whethe r physiological or psychological, especially
in long-lived species with an open population structure , such as humans (Tooby &
Cosmides, 1990b) . Empirically, of course, the fac t that any given page out o f Gray's
Anatomy describes in precise anatomical detail individual humans from aroun d the
world demonstrate s the pronounce d monomorphis m presen t i n comple x huma n
physiological adaptations. Althoug h we cannot yet directly "see" psychologica l adap-
tations (except as described neuroanatomically), no less could be true of them. Human
nature is everywhere the same.

The Malleability of Psychological Architecture versus the Volatility of
Behavioral Outcomes

If the fear that leaving the Standard Social Science Model will lead to racist doctrines
is unfounded, what of the issue of human malleability? Does a biologically informed
approach necessaril y imply an intractability o f undesired social and behavioral out-
comes and an inevitability of the status quo? After all, isn't the basic thrust of biolog-
ically informed accounts against malleability and in favor of constraints and limits on
human aspirations?

No. The central premise of an opposition betwee n the mind as an inflexible bio-
logical product and the mind as a malleable social product is ill-formed: The notion
that inherited psychological structure constrains is the notion that without it we would
be even more flexible or malleable or environmentally responsive than we are. This is
not only false but absurd. Without this evolved structure, we would have no compe-
tences or contingent environmental responsiveness whatsoever. Evolved mechanisms
do not prevent, constrain, or limit the system from doing things it otherwise would do
in thei r absence . Th e system coul d no t respon d t o "th e environment " (tha t is , to
selected parts of the environment in an organized way) without the presence of mech-
anisms designed to create that connection. Our evolved cognitive adaptations—our
inherited psychological mechanisms—are the means by which things are affirmatively
accomplished. I t i s an absur d mode l tha t propose s tha t th e potentially unfettere d
human mind operates by flailing around and is only given structure and direction by
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the "limits" and "constraints" built in by "biology." Instead, any time the mind gen-
erates any behavior at all, it does so by virtue of specific generative programs in the
head, in conjunction with the environmental inputs with which they are presented.
Evolved structure does not constrain; it creates or enables (Cosmides & Tooby, 1987) .

Given that we are all discussing universal human design and if, as Symons argues,
all coherent behavioral scientists accept the reality of evolved mechanisms, then the
modern nature-nurture debate is really about something else: the character of those
evolved mechanisms (Symons, 1987). Does the mind consist of a few, general-purpose
mechanisms, like operant conditioning, social learning, and trial-and-error induction,
or does it also include a large number of specialized mechanisms, such as a language
acquisition devic e (Chomsky, 1975; Pinker, 1984 ; Pinker & Bloom, this volume),
mate preference mechanisms (Buss , 1989 , this volume; Ellis, this volume; Symons,
1979), sexual jealousy mechanisms (Daly, Wilson, & Weghorst, 1982; Wilson & Daly,
this volume), mother-infant emotion communication signals (Fernald, this volume),
social contract algorithms (Cosmides, 1989 ; Cosmides & Tooby, 1989 , this volume;
Gigerenzer & Hug, in press), and so on? This is the point of separation between the
Standard Social Science Model and the Integrated Causal Model, and it is the main
focus of this volume.

How, then, does the issue of the number and specificity of evolved mental mech-
anisms bear on the issue of the inevitability of undesired behavioral outcomes? As we
will discuss and review later, the same answer applies: General mechanisms turn out
to be very weak and cannot unassisted perform at least most and perhaps all of the
tasks humans routinely perform and need to perform. Our ability to perform most of
the environmentally engaged, richly contingent activities that we do depends on the
guiding presence of a large number of highly specialized psychological mechanisms
(Cosmides & Tooby, 1987;Rozin , 1976; Symons, 1987; Tooby & Cosmides, 1990b) .
Far from constraining, specialized mechanisms enable competences and actions that
would not be possible were they absent from the architecture. This rich array of cog-
nitive specializations can be likened to a computer program with millions of lines of
code and hundreds or thousands of functionally specialized subroutines. It is because
of, and not despite, this specificity of inherent structure that the output of computa-
tional systems is so sensitively contingent on environmental inputs. It is just this sen-
sitive contingency to subtleties of environmental variation that make a narrow intrac-
tability of outcomes unlikely.

The image of clay, and terms such as "malleability," "flexibility," and "plasticity"
confuse two separate issues: (1) the detailed articulation of human evolved psycholog-
ical design (i.e., what is the evolved design of our developmental programs and of the
mechanisms they reliably construct), and (2) the fixity or intractability of expressed
outcomes (what must people do, regardless of circumstance). The first question asks
what evolved organization exists in the mind, while the second asks what events will
inevitably occur in the world. Neither "biology," "evolution," "society," or "the envi-
ronment" directly impose behavioral outcomes, without an immensely long and intri-
cate intervening chain of causation involving interactions with an entire configuration
of other causal elements. Each link of such a chain offers a possible point of interven-
tion to change the final outcome. Fo r this reason, compute r programs present a far
better mode l o f the situation : Th e computer does nothing without them, they fre-
quently involve superbly complex contingent branching and looping alternatives, they
can (and the procedures in the human mind certainly do) take as input environmental



40 EVOLUTIONARY AND PSYCHOLOGICAL FOUNDATIONS

variables that create cascading changes in subsequent computational events and final
outcomes, and the entire system may respond dramatically and dynamically to direct
intervention (for example, the alteration of even a single instruction) at any of a great
number of locations in the program.

Moreover, we know in advance that the human psychological system is immensely
flexible a s to outcome: Everything that every individual has ever done in all of human
history and prehistory establishes the minimum boundary of the possible. The maxi-
mum, if any, is completely unknown. Given the fact that we are almost entirely igno-
rant of the computational specific s of the hundreds or thousands of mechanisms that
comprise the human mind, it is far beyond the present competence of anyone living
to say what are and are not achievable outcomes for human beings.

It is nevertheless very likely to be the case that we will find adaptive specializations
in the human mind that evolved to make, under certain circumstances , choices or
decisions that ar e (by most standards) ethically unacceptable and often lea d to con-
sensually undesirable outcomes (e.g., male sexual proprietariness, Wilson & Daly, this
volume; discriminative parental solicitude, Daly & Wilson, 1981; Mann, this volume).
If one is concerned about something like family violence, however, knowing the details
of the mechanisms involved will prove crucial in taking any kind of constructive or
ameliatory action. "Solutions" that ignore causation can solve nothing.

In any case, the analysis of the morality or practicality o f intervention t o prevent
undesired outcomes—"ontogenetic engineering" (Daly, Wilson & Weghorst, 1982)—
is beyond the scope of this discussion. Our point here is simply that leaving behind the
SSSM does not entail accepting the inevitability o f any specific outcome, no r does it
entail the defense of any particular aspect o f the status quo. Instead, for those genu-
inely concerned with such questions, it offers the only realistic hope of understanding
enough about huma n nature to eventually make possible successfu l intervention t o
bring about humane outcomes. Moreover, a program of social melioration carried out
in ignorance of human complex design is something like letting a blindfolded individ-
ual loose in an operating roo m with a scalpel—there is likely to be more blood tha n
healing. T o cure , on e need s t o understand ; lamentin g disease o r denouncin g the
researchers who study its properties has never yet saved a life. At present, we are dec-
ades away from having a good model of the human mind, and this is attributable i n
no small measure to a misguided antinativism that has, for many, turned from being
a moral stance into a tired way of defending a stagnated and sterile intellectual status
quo. There are, of course, no guarantees, and it is at least logically possible that under-
standing our complex array of evolved mechanisms will offer no way to improve the
human condition. But, if that is the case, it will be the first time in history that majo r
sets of new discoveries turned out to be useless.3

The Empirical Authority of the Standard Social Science Model
The Division of Labor: Content-Independent Psychology

One major consequenc e of the adoption o f the Standard Socia l Science Model has
been the assignment of a division of labor among the social sciences. It gave each field
its particular mission, stamped each of them with its distinctive character, and thereby
prevented them from making much progress beyond the accumulation of particular-
istic knowledge. Anthropology, as well as sociology and history, study both the impor-
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tant and variable content of human life (the signal) and the more vaguely denned pro-
cesses and contingent events that generated it (the artificer or author of the signal).
Psychology studies the medium on which this socially generated content is inscribed,
the process of inscription, an d the mechanisms tha t enabl e the inscription t o take
place. (The SSSM also assigns to psychology and to psychological anthropology the
task of cataloging, at the individual level, the particularistic psychological phenomena
that are created by the action of each culture on individuals; e.g., what do American
college sophomores get anxious about?).

In advance of any data, the Standard Mode l defined fo r psychology the general
character of the mechanisms that it was supposed to find (general-purpose, content-
independent ones), its most important focus (learning), and how it would interpret the
data it found (no matter what the outcome, th e origin of content was to be located
externally—for example, in the unknowably complex unobserved prior history of the
individual—and not "internally" in the mind of the organism). Psychologists certainly
were not forced by the character of their data into these types of conclusions (e.g., Bre-
land & Breland, 1961). Instead, they had to carefully design their experiments so as to
exclude evolutionarily organized responses to biologically significant stimuli by elim-
inating such stimuli from their protocols (e.g., by using stimulus-impoverished Skin-
ner boxes or the currently widespread practice of eliminating "emotionally charged "
stimuli from cognitive experiments). This was done in the name of good experimental
design and with the intention of eliminating contaminating "noise" from the explo-
ration of the content-independent mechanism s that were thought to exist.

The Division of Labor: Particularistic, Content-Specific Anthropology

Even more than psychology, anthropology was shaped by the assumptions inherent in
the SSSM' s division o f labor: A  content-independent (o r content-free) psychology
symbiotically requires a content-supplying anthropology to provide the agent—cul-
ture—that transforms malleable generalized potential into specifically realized human
beings. So anthropology's mission was to study the particular (Geertz , 1973 , p. 52).
Consequently, anthropology became the custodian of the key explanatory concept in
the paradigm, "culture." Belief in culture, as a substance passed across generations
causing the richly defined particularity of adult mental and social organization defines
one's membership in the modern social science community. The invocation of culture
became the universal glue and explanatory variable that held social science explana-
tions together: Why do parents take care of their children? It is part of the social role
their culture assigns to them. Why are Syrian husbands jealous? Their culture tied their
status to their wife's honor. Why are people sometimes aggressive? They learn to be
because their culture socializes them to be violent. Why are there more murders in
America than in Switzerland? Americans have a more individualistic culture. Why do
women want to look younger? Youthful appearance is valued in our culture. And so
on.

Although using culture as an all-purpose explanation is a stance that is difficult or
impossible to falsify , i t is correspondingly easy to "confirm." I f one doubts that the
causal agent for a particular act is transmitted culture, one can nearly always find sim-
ilar prior acts (or attitudes, or values, or representations) by others, so a source of the
contagion can always be identified. Culture is the protean agent that causes everything
that needs explaining in the social sciences , apart from thos e few things that can be
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explained by content-general psychological laws, a few drives, and whatever superor-
ganic processes (e.g. , history, social conflict , economics) that are used to explain .the
particularities of a specific culture. Psychologists, then, need not explain the origin of
complexly specific local patterns of behavior. They can be confident that anthropol-
ogists have done this job and have tracked, captured, defined, and analyzed the causal
processes responsible for explaining why men are often sexually jealous or why women
often prefer to look youthful.

In defining culture as the central concept of anthropology, the SSSM precluded the
development of the range of alternative anthropologies that would have resulted if,
say, human nature, economic and subsistence activity, ecological adaptation, human
universals, the organization of incentives inside groups, institutional propagation, spe-
cies-typical psychology, or a host o f other reasonable possibilities had been selected
instead. More critically, because of the way in which the SSSM frames the relationship
between cultur e and th e huma n mind , anthropology' s emphasi s on relativit y and
explanatory particularism becomes inescapable, by the following logic: If the psyche
is general-purpose, then all organized content comes from the outside, from culture .
Therefore, if something is contentful, then it must be cultural; if it is cultural, then—
by the nature of what it is to be cultural—it is plastically variable ; i f it is plasticall y
variable, then there can be no firm general laws about it. Ergo, there can be no general
principles about the content of human life (only the contentless laws of learning). The
conclusion is present in the premises. The relativity of human behavior, far from being
the critica l empirical discovery of anthropology (Geertz, 1973 , 1984) , is something
imposed a priori on the field by the assumptions of the SSSM, because its premises
define a  program tha t i s incapable of finding anything else . Relativity i s no mor e
"there" to be found in the data of anthropologists than a content-independent archi-
tecture is "there" to be found in the data of psychologists. These conclusions are pres-
ent in the principles by which these fields approach their tasks and organize their data,
and so are not "findings" or "discoveries" at all.

The consequences of this reasoned arrival at particularism reverberate throughout
the social sciences, imparting to them their characteristic flavor, as compared with the
natural sciences. Thi s flavor is not complexity , contingency, or historicity: Science s
from geology to astronomy to meteorology to evolutionary biology have these in ful l
measure. It is, instead, that social science theories are usually provisional, indetermi-
nate, tentative, indefinite, enmeshed in an endlessly qualified explanatory particular-
ism, for which the usual explanation is that human life is much more complex than
mere Schrodinger equations or planetary ecosystems. Because culture was held to be
the proximate (and probably the ultimate) cause of the substance and rich organiza-
tion of human life, the consensus was, naturally, that documenting its variability and
particularity deserved to be the primary focus of anthropological stud y (e.g., Geertz,
1973). This single proposition alone has proven to be a major contributor to the failure
of the social sciences (Tooby & Cosmides, 1989a) . Mainstream sociocultural anthro-
pology has arrived a t a  situation resemblin g som e nightmaris h shor t stor y Borge s
might have written, where scientists are condemned by their unexamined assumptions
to study the nature of mirrors only by cataloging and investigating everything that mir-
rors can reflect. It is an endless process that never makes progress, that never reaches
closure, that generates endless debate between those who have seen different reflecte d
images, and whose enduring product i s voluminous descriptions o f particular phe -
nomena.
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The Empirical Disproof of a Universal Human Nature

The view that the essence of human nature lies in its variousness and the correspond-
ing rejection of a complex, universal human nature is not advanced by anthropologists
simply as an assertion. Instead, it is presented as a dramatic and empirically well-sup-
ported scientifi c discovery (Geertz, 1984 ) and i s derived from a  particular method
through which the limits of human nature are explored and defined. This method, a
logical proces s o f elimination, "confirmed " tha t th e notio n o f human nature was
empirically almost vacuous. Since infants are everywhere the same, then anything that
varies in adults can only (it was reasoned) be cultural and, hence, socially inherited
and, hence, socially manufactured. The method depends on accepting the premise that
behavior can only be accounted for in these two ways: (1) as something "biological,"
or inborn, which is, therefore, inflexibly rigid regardless of environment and (because
of the psychic unity of humankind) everywhere the same, or (2) as sociocultural, which
includes everything that varies, at a minimum, and perhaps many things that happen
by accident to be universal as well.

Whenever it is suggested that something is "innate" or "biological," the SSSM-
oriented anthropologist or sociologist riffles through the ethnographic literature to find
a report of a culture where the behavior (or whatever) varies (for a classic example, see
Mead's 194 9 Male and Female). Upon finding an instance of reported variation (or
inventing one through strained interpretation ; se e again, Mead, 1949) , the item is
moved fro m th e categor y o f "innate," "biological," "geneticall y determined, " o r
"hardwired" to the category of "learned," "cultural," or "socially constructed." Durk-
heim succinctly runs through the process, discussing why sexual jealousy, filial piety,
and paternal love must be social constructions, despit e claims to the contrary: "His-
tory, however, shows that these inclinations, far from being inherent in human nature,
are often totally lacking. Or they may present such variations in different human soci-
eties that the residue obtained after eliminating all these differences—which alone can
be considered of psychological origin—is reduced to something vague and rudimen-
tary and far removed from the facts that need explanation" (Durkheim, 1895/1962 ,
p. 106). Because almost everything human is variable in one respect or another, nearly
everything ha s bee n subtracte d fro m th e "biologicall y determined " colum n and
moved to the "socially determined" column. The leftover residue of "human nature,"
after this process of subtraction has been completed, is weak tea indeed, compared to
the rich and engaging list of those dimensions of life where humans vary. No wonder
Geertz (1973) finds such watered-down universals no more fundamental or essential
to humans than the behaviors in which humans vary. Psychologists have, by and large,
accepted the professional testimony of anthropologists and have, as part of their stan-
dard intellectual furniture , the confidence that other cultures violate virtually every
universal claim about the content of human life. (D. E. Brown [1991] offers a pivotal
examination of the history and logic of anthropological approaches to human univer-
sals, cultura l variation , an d biology , and thi s entire discussion i s informed by his
work.)

Discovering Regularities Depends on Selecting Appropriate Frames of
Reference

Because of the moral appeal of antinativism, the process of discrediting claims about
a universal human nature has been strongly motivated. Anthropologists, by each new
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claim of discovered variability , felt they were expanding the boundaries of their dis-
cipline (and, as they thought, of human possibility itself) and liberating the social sci-
ences from biologically deterministic accounts of how we are inflexibly constrained to
live as we do. This has elevated particularism and the celebration of variability to cen-
tral values inside of anthropology, strongly asserted and fiercely defended.

The most scientifically damaging aspect o f this dynamic has not been the conse-
quent rhetorical emphasis most anthropologists hav e placed on the unusual (Bloch,
1977; Goldschmidt, 1960 ; Symons, 1979 ; see, especially , D . E . Brown , 1991) . As
Bloch (1977, p. 285) says, it is the "professional malpractice of anthropologists to exag-
gerate the exotic character of other cultures." Nor is the most damaging aspect of this
dynamic th e professionall y cultivate d credulousnes s abou t claim s o f wonder s i n
remote parts of the world, which has led anthropologists routinely to embrace, per-
petuate, and defend not only gross errors (see Freeman, 1983 , on Mead and Samoa;
Suggs, 1971, on Linton and the Marquesas) but also obvious hoaxes (e.g., Casteneda's
UCLA dissertation on Don Juan; or the gentle "Tasaday," which were manufactured
by officials of the Marcos regime).

The most scientifically damaging aspect of this value system has been that it leads
anthropologists t o activel y reject conceptua l framework s tha t identif y meaningfu l
dimensions o f cross-cultural uniformity in favo r o f alternative vantage points fro m
which cultures appear maximally differentiated. Distinctions can easily be found and
endlessly multiplied, and i t is an easy task to work backward from som e particular
difference to find a framework from which the difference matter s (e.g., while "moth-
ers" ma y exis t both ther e an d here , motherhood her e is completely different fro m
motherhood there because mothers there are not even conceptualized as being blood
kin, but rather as the wife of one's father, etc., etc.). The failure to view such variation
as always profoundly differentiating is taken to imply the lack of a sophisticated an d
professional appreciation o f the rich details of ethnographic reality.

But whether something is variable or constant is not just "out i n the world"; it is
also a function of the syste m o f categorization an d descriptio n tha t i s chosen an d
applied. The distance from Pari s to Mars is complexly variable, so is the location of
Paris "constant" and "inflexible" or is it "variable?" In geography, as in the social sci-
ences, one can get whichever answer one wants simply by choosing one frame of ref-
erence ove r another . Th e orde r tha t ha s been uncovere d in physics , fo r example,
depends on the careful selection of those particular systems of description and measure
that allow in variances t o appear. These regularities woul d all disappear if physicists
used contingently relative definitions and measures , such as their own heartbeat t o
count units of time (the speed of light would slow down every time the measurer got
excited—"relativity" indeed).

Other sciences select frameworks by how much regularity these frameworks allow
them to uncover. In contrast, most anthropologists are disposed to select their frame -
works so as to bring out the maximum in particularity, contingency, and variability
(e.g., how are the people they study unique?). Certainly one of the most rewarded of
talents inside anthropology is the literary ability to express the humanly familiar and
intelligible as the exotic (see, e.g., Geertz's description of a raid by the authorities on a
cock fight in Bali; Geertz, 1973 ; see D. E. Brown, 1991, for a lucid dissection of the
role of universals in this example, and Barkow, 1989, on how Balinese cock fighting
illustrates the conventiona l psycholog y of prestige). Anthropologists ' attraction t o
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frameworks that highlight particularistic distinctions and relationships has nearly pre-
cluded the accumulation of genuine knowledge about our universal design and renders
anthropologists' "empirically " grounde d dismissal o f the role of biology a matter of
convention and conjuring rather than a matter of fact.

Beneath Variable Behavior Lie Universal Mechanisms

The social science tradition of categorizing everything that varies as "nonbiological"
fails to identify much that is "biological." This is because anthropologists have chosen
ill-suited frame s of reference (such as those based on surface "behavior" or reflective
"meaning") tha t accentuate variabilit y and obscure the underlying level of universal
evolved architecture. Ther e may be good reasons to doubt that the "behavior" of mar-
riage is a cross-cultural universa l or that the articulated "meaning " o f gender is the
same across all cultures, but there is every reason to think that every human (of a given
sex) comes equipped with the same basic evolved design (Tooby & Cosmides, 1990a) .
The critical question is not, for example, whether every human male in every culture
engages in jealous behaviors or whether mental representations attached to situations
of extra-pair mating are the same in every culture; instead, the most illuminating ques-
tion is whether every human male comes endowed with developmental programs that
are designed to assemble (either conditionally or regardless of normal environmental
variation) evolutionarily designed sexual jealousy mechanisms that are then presen t
to be activated by appropriate cues . To discern and rescue this underlying universal
design ou t o f the booming , buzzin g confusio n o f observable huma n phenomen a
requires selecting appropriate analytical tools and frames of reference.

Genetics, for example, had enormous difficulty making progress as a science unti l
geneticists developed the distinction between genotype and phenotype—between the
inherited basis of a trait and its observable expression. We believe a similar distinction
will prove necessary to the development of an integrated social science. We will refer
to this as the distinction between the evolved (as in evolved mechanisms, evolved psy-
chology, evolved architecture, etc.) and the manifest (a s in manifest psychology, man-
ifest behavior, etc.). One observes variable manifest psychologies or behaviors between
individuals and across cultures and views them as the product of a common, under-
lying evolve d psychology , operating unde r differen t circumstances . Th e mappin g
between the evolved architecture an d manifest behavior operates according to prin-
ciples of expression that are specified in the evolved developmental mechanisms and
the psychological mechanisms they reliably construct; manifest expressions may differ
between individuals when different environmental inputs are operated on by the same
procedures to produce different manifes t outputs (Cosmides &  Tooby, 1987 ; Tooby
& Cosmides, 1989b) .

For example, som e individuals spea k English while others do not, ye t everyone
passes through a life stage when the same species-typical language acquisition device
is activated (Pinke r & Bloom, this volume). In fact, if an individual survives a child-
hood of aberrant social isolation she may never acquire a language and may be inca-
pable of speaking; yet, she will have had the same species-typical language acquisition
device as everyone else. S o what at th e behaviora l leve l appears variabl e ("speak s
English," "speaks Kikuyu"; or, even, "speaks a language," "does not speak any lan-
guage") fractionate s into variable environmental inputs and a  uniform underlying
design, interacting to produce the observed patterns o f manifest variation . The fog
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enveloping most social science debates would blow away if all hypotheses were com-
pletely spelled out , through analyzing each situation into environmental conditions,
evolved architecture, and how their interaction produces the manifest outcome.

Standard Mode l partisans hav e confidently rested thei r empirical cas e on what
now appears to be uncertain ground: that manifest universality across cultures is the
observation tha t evolutionary hypotheses about human nature require and that, on
the other hand, cross-cultural variabilit y establishes that the behavior in question is
uncontaminated b y "biology" and is , instead, solel y the produc t o f "culture" or
"social processes." The recognition that a universal evolved psychology will produce
variable manifes t behavior give n differen t environmenta l conditions expose s thi s
argument as a complete non sequitur . From a  perspective that describes the whole
integrated syste m of causation, the distinction between the biologically determine d
and the nonbiologically determined can be seen to be a nondistinction.

In its place, the relevant distinction can be drawn between what Mayr (among oth-
ers) called open and closed behavior programs (Mayr, 1976). This terminology distin-
guishes mechanisms that are open to factors that commonly vary in the organism's
natural environment and, hence, commonly vary in their manifest expression from
those that are closed to the influence of such factors and are, consequently, uniform
in their manifest expression. The human language acquisition device is an open behav-
ior program whose constructed product , adult competency in the local language, var-
ies depending on the language community in which the individual is raised. Certain
facial emotional displays that manifest themselves uniformly cross-culturally (Ekman,
1973) may be examples of closed behavior programs. The Standard Socia l Science
Model's method of sorting behavior by its cross-cultural uniformity or variability of
expression into "biologicall y determined " an d "sociall y determined " categorie s in
reality sorts behaviors into those generated by closed behavior programs, and those
generated by open behavior programs. In neither case can the analysis of the "deter-
mination" o f behavior be made independent o f "biology," that is , independent of
understanding the participation of the evolved architecture. For this reason, the whole
incoherent opposition betwee n socially determined (o r culturally determined) phe-
nomena and biologically determined (or genetically determined) phenomena should
be consigned to the dustbin of history, along with the search for a biology-free social
science.

77ie Search for the Artificer

If psychology studies the content-independent laws of mind and anthropology studies
the content-supplying inheritances of particular cultures , one still needs to find the
content-determining processes that manufacture individual cultures and socia l sys-
tems. The Standard Social Science Model breaks the social sciences into schools (mate-
rialist, structural-functionalist, symbolic, Marxist, postmodernist, etc.) that are largely
distinguished by how each attempts to affirmatively characteriz e the artificer, which
they generally agree is an emergent group-level process of some kind. It is far beyond
the scope of this chapter to review and critique these attempts to discover somewhere
in the social system what is in effect a generative computational system. Nevertheless,
it is important to recognize that the net effect of the central logic of the Standard Social
Science Model has been to direct the quest for the ultimate cause or generator of sig-
nificant menta l and socia l organization outward away from th e rich computational
architecture of the human mind. It is there where sufficiently powerfu l ordering pro-
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cesses—ones capable o f explaining the phenomena—are primarily to be found. As
will be discussed later, it is there where the actual generators of organization are prin-
cipally (though not exclusively) located and could be productively investigated. And
understanding this architecture i s an indispensible ingredien t in modeling or under-
standing whatever super-individual processes exist.

This is not to say that there aren't many important phenomena and processes oper-
ating at the population level , which, for example, modify the nature and distribution
of representations (for  non-SSSM analyses, see, e.g., Sperber, 1985 , 1990, on epide-
miological approaches t o cultura l transmission ; se e also Boyd & Richerson, 1985 ;
Campbell, 1965 , 1975 ; Durham, 1991 ; and others, who examine analogs to natural
selection operating at the cultural level). But because the traditional SSS M efforts t o
characterize these generative processes make them entirely external to "the individ -
ual" as well as independent of species-typical psychology, these accounts tend to share
a certain ineradicable indefiniteness of location and substance. The SSSM attempt to
abstract socia l processes away from the matrix of interacting psychological architec-
tures necessarily fail s because the detailed structure of psychological mechanisms is
inextricably bound up in how these social processes operate. One might say that what
mostly remains, once you have removed from the human world everything internal
to individuals, is the air between them. This vagueness of ontology and causal mech-
anism makes it difficult to situate these hypothetical generative processes with respect
to our knowledge of the rest of the natural world (Sperber, 1986) . Moreover, attempt-
ing to locate in these population-level processes the primary generator of significant
organization has caused these processes to be fundamentally misunderstood, mysti-
fied, and imbued with such unwarranted properties as autonomy, teleology, function-
ality, organism-like integration, intelligence , intentionality, emotions, need-respon -
siveness, an d eve n consciousnes s (see , e.g. , Durkheim , 1895/1962 ; Harris , 1979 ;
Kroeber, 1915 ; Marx, 1867/1909 ; Merton, 1949 ; Parsons, 1949 ; Radcliffe-Brown ,
1952; see Harris, 1968 , for review and discussion) .

Of course, the social system is not like a person or an organism or a mind, self -
ordering due to its own functionally integrated mechanisms. It is more like an ecosys-
tem or an economy whose relationships are structured by feedback processes driven
by the dynamic properties of its component parts . In this case, the component parts
of the population are individual humans, so any social dynamics must be anchored in
models of the human psychological architecture. In contrast, the customary insistence
on the autonomy (or analytic separability) of the superorganic level is why there have
been s o few successful or convincing causal model s of population-level socia l pro-
cesses, including models of culture and social organization (apart from those originat-
ing in microeconomics or in analogies drawn from population biology, which do not
usually take SSSM-style approaches; see , e.g. , Boy d & Richerson, 1985 ; Schelling,
1978).

Rejecting the design of individuals as central to the dynamics is fatal to these mod-
els, because superorganic (that is, population-level) processes are not just "out there,"
external to the individual. Instead, human super-individual interactions depend inti-
mately on the representations an d other regulatory elements present in the head of
every individual involved and, therefore, on the systems of computation inside each
head. These govern what is selected fro m "ou t there, " how this is represented, what
procedures act on the representations, and what behaviors result that others can then
observe and interact with in a population dynamic fashion (Sperber, 1985,1986,1990;
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Tooby &  Cosmides, 1989a) . These psychologica l mechanisms are primarily where
there is sufficient anti-entropic computational power to explain the rich patterning of
human life. The design of the human psychological architecture structures the nature
of the social interactions humans can enter into, as well as the selectively contagiou s
transmission of representations between individuals. Only after the description of the
evolved huma n psychological architecture ha s been restore d a s the centerpiec e of
social theory can the secondary anti-entropic effects of population-level social dynam-
ics be fully assesse d an d confidentl y analyzed . Hence, the study of population-level
social and cultural dynamics requires a sophisticated mode l of human psychology to
undergird it (see Barkow, 1989, this volume; Cosmides & Tooby, 1989 , this volume;
Daly, 1982;Sperber , 1985, 1990; Tooby & Cosmides, 1989a).

The Division of Labor: The Social Sciences versus the Natural Sciences

The single most far-reaching consequence of the Standard Socia l Science Model has
been to intellectually divorc e the social sciences from th e natural sciences , wit h the
result tha t the y cannot spea k t o eac h othe r abou t muc h of substance. Wher e this
divorce has been achieved can be precisely located within the model. Because biology
and evolved psychology are internal to the individual and because culture—the author
of social and menta l organization—is seen as external to the individual , the causal
arrow from outside to inside logically insulates the social sciences from the rest of the
natural sciences , makin g them autonomous an d the natura l sciences substantively
irrelevant. This set of propositions is the locus of the primary break between the social
and the natural sciences. Although there has been a causal flow across four billion years
of evolutionary time, its ability to causally shape the human present is impermeably
dammed at the boundaries of the individual—in fact, well within the individual, for
evolution is thought to provide nothing beyond an account of the origins of the drives,
if any, and of the general-purpose, content-free learning or computational equipment
that together comprise the SSSM's minimalist model of human nature.

Thus, whatever their empirical success may be, the claims made by (to pick some
obvious examples) ethologists, sociobiologists, behavioral ecologists, and evolutionary
psychologists about the evolutionary patterning of human behavior can be simply dis-
missed out o f hand as wrong, without requiring specific examination, because caus-
ality does not flow outward from the individual or from psychology, but inward from
the socia l worl d (Sahlins, 1976a) . Or, as Durkheim pu t i t nearly a century before ,
"every time that a social phenomenon i s directly explained by a psychological phe-
nomenon, we may be sure that the explanation is false" (Durkheim, 1895/1962 , p.
103). Organic evolution manufactured the biological substratum, the human capacity
for culture—"th e breadt h an d indeterminatenes s o f [man's ] inheren t capacities "
(Geertz, 1973, p. 45)—but otherwise reaches a dead end in its causal flow and its power
to explain.

Finally, it would be a mistake to think that the Standard Socia l Scienc e Model
reflects the views solely of social scientists and is usually resisted by biologists and other
natural scientists. It is instead considered the common sense and common decency of
our age. More particularly, it is a very useful doctrine for biologists themselves to hold.
Many of them vigorously defend its orthodoxies, adding their professional imprimatu r
to the social scientists' brief for the primacy of culture or social forces over "biology"
(see, e.g., Gould, 1977a , 1977b; Lewontin, Rose & Kamin, 1984). This does not hap-
pen simply because some are drawn to the formidable moral authority of the Standard
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Model and the mantle it confers. Even for those of a genuinely scientific temperament,
fascinated with biological phenomena for their own sake, such a doctrine is a godsend.
The Standard Model guarantees them, a priori, that their work cannot have implica-
tions that violate socially sanctified beliefs about human affairs because the Standard
Model assures them that biology is intrinsically disconnected from the human social
order. The Standard Model therefore frees those in the biological sciences to pursue
their research in peace, without having to fea r that they might accidentally stumble
into or run afoul of highly charged social or political issues. It offers them safe conduct
across the politicize d minefiel d o f modern academic life . Thi s division of labor is,
therefore, popular: Natural scientists deal with the nonhuman world and the "physi-
cal" side of human life, whil e social scientists are the custodians of human minds,
human behavior, and, indeed, the entire human mental, moral, political, social, and
cultural world. Thus, both social scientists and natural scientists have been enlisted in
what has become a common enterprise: the resurrection o f a barely disguised and
archaic physical/mental, matter/spirit , nature/huma n dualism, in place of an inte-
grated scientific monism.

THE EVOLUTIONARY CONTRIBUTION TO INTEGRATED EXPLANATION

Rediscovering the Relevance of Evolutionary Biology

If the adoption of the Standard Socia l Science Model has not led to a great deal of
natural science-like progress, that is surely not a good argument against it. Its conve-
nience has no bearing on whether it is true. What, then, are the reasons for believing
it is false? There are a number of major problems that independently lead to the rejec-
tion of the SSSM—some emerging from evolutionar y biology, some from cognitive
science, and som e from thei r integration. W e will discuss three of these problems,
arguing that (1 ) the Standar d Socia l Science Model's analysis of developmental or
"nature-nurture" issues is erroneous; (2) the general-purpose, content-free psychology
central to the SSSM could not have been produced by the evolutionary process and,
therefore, is not a viable candidate model of human psychology; and (3) a psychology
of this kind cannot explain how people solve a whole array of tasks they are known to
routinely perform.

For advocates of the Standard Social Science Model, evolution is ignored because
it is irrelevant: The explanatory power of evolution ends with the emergence of the
content-free computationa l equipmen t that purportedly constitutes human nature.
This equipment does not impose any form on the social world, but instead acquires
all of its content from the social world. The supposed erasure of content-sensitive and
content-imparting structure from hominid psychological architecture during our evo-
lution is what justifies the wall of separation between the natural and the social sci-
ences. If this view were correct, then evolution would indeed be effectively irrelevant
to the social sciences and the phenomena they study.

In contrast, proponents of the Integrated Causal Model accept that, in addition to
whatever content-independent mechanisms our psychological architecture may con-
tain, it also contains content-specific devices, including those computationally respon-
sible fo r the generation an d regulatio n o f human cultural and socia l phenomena.
These content-specifi c mechanism s ar e adaptation s (a s ar e content-independen t
mechanisms), and evolved to solve long-enduring adaptive problems characteristic of
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our hunter-gatherer past. Because of their design, their operation continually imparts
evolutionarily patterned conten t to modern human life. If this view is correct, then the
specifics of evolutionary biology have a central significance for understanding human
thought and action. Evolutionary processes are the "architect" that assembled, detail
by detail, ou r evolve d psychological and physiologica l architecture. Th e distinctive
characteristics o f these processes are inscribed in the organizational specifics of these
designs. Consequently, an understanding of the principles that govern evolution is an
indispensable ally in the enterprise of understanding huma n nature and an invaluable
tool in the discovery and mapping of the species-typical collection of information-pro-
cessing mechanisms that together comprise the human mind. The complex designs of
these mechanisms are the main causal channels through which the natural sciences
connect to and shape the substance of the "social" sciences.

Thus, the relevance of evolutionary biology does not in the least depend on our
being "just like" other species, which we obviously are not (Tooby & DeVore, 1987) .
Each species has its own distinctive properties stemming from it s own unique evolu-
tionary history. Evolutionary biology is fundamentally relevant to the study of human
behavior and thought because our species is the product of naturalistic terrestrial pro-
cesses—evolutionary processes—and not of divine creation o r extraterrestrial inter -
vention. However unusual our properties ma y be from a  zoological point of view—
and we have every reason to believe humans followed a unique evolutionary trajectory
(Tooby & DeVore, 1987)—we need an account of how they were produced in the nat-
ural world of causation ove r evolutionary history (Boyd & Richerson, 1985) . Such
accounts are constructed from (1) the principles that govern the evolutionary process
(such as natural selection and drift) , (2) the designs of ancestral hominid species, and
(3) the particular ancestral environment s and contingent historical events hominids
encountered during their evolutionary history.

Reproduction, Feedback, and the Construction of Organic Design

[TJhese elaborately constructed forms, so different fro m each other, and dependent o n each
other in so complex a manner, have all been produced by laws acting around us. These laws,
taken in the largest sense, being... Reproduction; Inheritanc e whic h is almost implied by
reproduction; Variability... and as a consequence... Natural Selection....

—CHARLES DARWIN ,
The Origin  of Species

While physicists tend to start their causal history with the Big Bang, biologists usually
select a different, late r event: the emergence of the first living organism. Life (or the
instances we have so far observed) is a phenomenon tha t originated o n earth three to
four billion years ago through the formation of the first living organism by contingent
physical and chemical processes. What is life? What defining properties qualified some
ancient physical system as the first living organism? From a Darwinian perspective, it
is the reproduction b y systems of new and similarl y reproducing systems that i s the
defining property of life. An organism is a self-reproducing machine. All of the other
properties of living organisms—cellular structure, ATP, polypeptides, the use of car-
bon's ability to form indefinitely large chains, DNA as a regulatory element—are inci-
dental rather than essential, and the logic of Darwinism would apply equally to self -
reproducing robots, to self-reproducing plasma vortices in the sun, or to anything else
that reproduces with the potential for inheritable change (mutation). From reproduc-
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tion, the defining property of life, the entire elegant deductive structure of Darwinism
follows (Dawkins, 1976;Tooby &Cosmides, 1990b ; Williams, 1985).

Very simpl e proto-bacteri a emerge d earl y i n terrestria l history , a s chemica l
machines that constructed additiona l chemica l machine s like themselves. Because
reproduction mean s the construction o f offspring designs like the parent machines ,
one could imagine this leading to an endless chain of proliferating systems identical to
the original parent. This is not what happened, of course, because mutations or ran-
dom modifications are sometimes introduced into offspring designs by accident, with
far-reaching consequences. Mos t random modification s introduce changes into the
organism's organization that interfere with the complex sequence of actions necessary
for self-reproduction . Bu t a  smal l proportion o f random modification s happen t o
cause an enhancement in the average ability of the design to cause its own reproduc-
tion. In the short run, the frequency of those variants whose design promotes their own
reproduction increases , and the frequency of those variants whose design causes them
to produce fewer (or no) offspring decreases. Consequently, one of two outcomes usu-
ally ensues: (1) the frequency of a design will drop to zero—i.e., go extinct (a case of
negative feedback); or (2) a design will outreproduce and thereby replace all alternative
designs in the population (a case of positive feedback). After such an event, the pop-
ulation of reproducing machines is different fro m its ancestors because it is equipped
with a new and more functionally organized design or architecture. Thus, the fact that
alternative design features give rise to reproductive performance differences creates the
system of positive and negativ e feedback called natura l selection. Natural selection
guides the incorporation o f design modifications over generations according to their
consequences on their own reproduction.

Over the long run, down chains of descent, this cycle of chance modification and
reproductive feedback leads to the systematic accretion within architectures of design
features tha t promot e o r formerl y promote d thei r ow n propagation . Eve n mor e
importantly, the reproductive fates of the inherited properties that coexist in the same
organism are linked together: What propagates one design feature tends to propagate
others (not perfectly, but sufficiently for a coherent design to emerge; see Cosmides &
Tooby, 1981) . This means that traits will be selected to work together to produce the
same outcomes an d to enhance each other's functionality. Frequently, then, these
accumulating propertie s will sequentiall y fi t themselve s together int o increasingly
functionally elaborated machine s for reproduction, composed of constituent mecha-
nisms—called adaptations—that solve problems that are either necessary for repro-
duction or increase its likelihood (Darwin, 1859; Dawkins, 1986; R. Thornhill, 1991;
Tooby & Cosmides, 1990b ; Williams, 1966,1985). As if by the handiwork of an invis-
ible and nonforesightful engineer , element after element is added to a design over gen-
erations, makin g it a more functional system for propagation unde r the conditions
prevailing at the time each new element was added. At present, there is no extant alter-
native theory for how organisms acquired complex functional organization over the
course of their evolution (Dawkins, 1986).

What is most compelling about Darwin's approach is that the process of natural
selection is an inevitable by-product of reproduction, inheritance, and mutation. Like
water running downhill, over generations organisms tend to flow into new functional
designs better organized fo r effective propagatio n i n the environmenta l context in
which they evolved. There is, however, another method, besides selection, by which
mutations can become incorporate d int o species-typical design: chance. The sheer



52 EVOLUTIONARY AND PSYCHOLOGICAL FOUNDATIONS

impact o f man y rando m accident s ma y cumulativel y prope l a  useles s mutatio n
upward in frequency unti l it crowds out all alternative design features from the pop-
ulation. Its presence in the architecture is not explained by the (nonexistent) functional
consequences it has on reproduction, and so it will not be coordinated with the rest of
the organism's architecture in a functional way.

But despite the fac t that chance plays some role in evolution, organisms are not
primarily chance agglomerations of stray properties. To the extent that a feature has a
significant effec t o n reproduction, selection will act on it. For this reason, important
and consequential aspects of organismic architectures are shaped by selection. By the
same token, those modifications that are so minor that their consequences are negli-
gible on reproduction are invisible to selection and, therefore, are not organized by it.
Thus, chance properties drift through the standard designs of species in a random way,
unable to account for complex organized design and, correspondingly, are usually per-
ipheralized into those aspects that do not make a significant impact on the functional
operation of the system (Tooby & Cosmides, 1990a , 1990b) .

In short, evolution (or descent with modification, to use Darwin's phrase) takes
place due to the action of both chance and natural selection, causing descendants to
diverge in characteristics fro m thei r ancestors, down chains of descent. Over evolu-
tionary time, this appears as a succession o f designs, each a modification of the one
preceding it. Generation b y generation, step by step, the designs of all of the diverse
organisms alive today—from redwood s and manta rays to humans and yeast—were
permuted out of the original, very simple, single-celled ancestor through an immensely
long sequence of successive modifications. Each modification spread through the spe-
cies either because it caused its own propagation, or by accident. Through this analytic
framework, living things in general and each species in particular can be located in the
principled causal history of the universe. Moreover, the specific design features of a
species' architectur e ca n als o b e causall y locate d i n thi s history : they exist either
because of chance incorporation o r because they contributed to the functional oper -
ation of the architecture. The theory of evolution by natural selection vastly expanded
the range of things that could be accounted for, so that not only physical phenomena
such as stars, mountain ranges, impact crater's, and alluvia l fans could be causally
located and explained but also things like whales, eyes, leaves, nervous systems, emo-
tional expressions, and the language faculty.

The modern Darwinian theory of evolution consists of the logically derivable set
of causal principle s that necessaril y gover n the dynamic s of reproducing systems,
accounting for the kinds of properties that they cumulatively acquire over successive
generations. The explici t identification of this core logic has allowed the biological
community to develop an increasingly comprehensive set of principles about what
kinds of modifications can and do become incorporated into the designs of reproduc-
ing systems down their chains of descent, and wha t kinds of modifications do no t
(Dawkins, 1976 , 1982 , 1986 ; Hamilton, 1964 , 1972 ; Maynard Smith, 1964 , 1982;
Williams, 1966) . This set of principles has been tested, validated , and enriched by a
comprehensive engagement with the empirical reality of the biological world, from
functional and comparative anatomy, to biogeography, to genetics, to immunology,
to embryology, to behavioral ecology, and so on. Just as the fields of electrical and
mechanical engineering summarize our knowledge of principles that govern the design
of human-built machines, the field of evolutionary biology summarizes our knowl-
edge of the engineering principles that govern the design of organisms, which can be
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thought of as machines buil t by the evolutionary process (for good summaries , see
Daly & Wilson 1984a ; Dawkins, 1976 , 1982, 1986; Krebs & Davies, 1987) . Modern
evolutionary biology constitutes, in effect, an "organism design theory." Its principles
can be used both to evaluate the plausibility of the psychology posited by the Standard
Social Science Model and to guide the construction of a better successor psychology.

The Peculiar Nature of Biological Functionality

In certain narrowly delimited ways , then, the spontaneous process of evolution par-
allels the intentiona l constructio n o f functional machines b y human action . But ,
whereas machines built by human engineers are designed to serve a diverse array of
ends, th e causa l proces s o f natura l selectio n build s organi c machine s tha t ar e
"designed" to serve only one very specialized end: the propagation int o subsequent
generations of the inherited design features that comprise the organic machine itself.

Because design features are embodied in organisms, they can, generally speaking,
propagate themselves in only two ways: (1) by solving problems that will increase the
probability that the organism they are situated in will produce offspring, or (2) by solv-
ing problems that will increase the probability tha t the organism's kin will produce
offspring (Hamilton, 1964 ; Williams & Williams, 1957). An individual's relatives, by
virtue of having descended fro m a common ancestor, have an increased likelihood of
having the same design feature as compared to other conspecincs, so their increased
reproduction wil l tend to increase the frequency o f the design feature. Accordingly,
design features that promote both direct reproduction and kin reproduction, and that
make efficient trade-offs between the two, will replace those that do not. To put this in
standard biological terminology, design features are selected for to the extent that they
promote their inclusive fitness (Hamilton, 1964). For clarity, we will tend to call this
propagation or design-propagation .

Selection, then, is the only known account for the natural occurrence of complexly
organized functionality in the inherited design of undomesticated organisms. More-
over, selection ca n only account fo r functionality of a very narrow kind: approxi-
mately, design features organized to promote the reproduction o f an individual and
his or her relatives (Dawkins, 1986; Williams, 1966). Fortunately for the modem the-
ory of evolution, the only naturally occurring complex functionality that has ever been
documented i n plants, animals, or other organisms is functionality of just this kind,
along with its derivatives and by-products. Mammals evolved adaptations to produce
milk to feed their own young, infectious micro-organisms mimic human biochemistry
to escape immune surveillance so they can survive and reproduce, and plants produce
oxygen as a waste product of feeding themselves through photosynthesis, and not for
the pleasure of watching humans breathe or forests burn. Of course, human breeders
artificially intervene, and one could easily imagine, as an alternative to a Darwinian
world, a benevolent deity or extraterrestria l bein g creating the propertie s of living
things in order to serve human convenience rather than the organisms' own repro-
duction. Wild horses could be born with saddle-shaped humps , luggage racks, and a
spontaneous willingness to be ridden; chronic bacterial infections could jolt humans
with caffeine every morning 45 seconds before they need to get up. Similarly, the non-
living world could be full of intricate functional arrangements not created by humans,
such as mountains that naturally mimic hotels down to the details of closet hangers,
electric wiring, and television sets . But this is not the world we live in. We live in a
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world of biological functionality and its derivatives, traceable originally to the opera-
tion o f natura l selectio n o n reproducin g system s (Darwin, 1859 ; Dawkins , 1976 ,
1986). To be able to understand the world of biological phenomena, one must be able
to recognize this peculiar functional organization and distinguish it from the products
of chance.

Of course, the fact that living things are machines organized to reproduce them-
selves and their kin does not mean that evolutionary functional analysis focuses nar-
rowly on such issues as copulation o r pregnancy (things intuitively associated with
reproduction) over , say, taste preferences, vision, emotional expression, social cate-
gorization, coalition formation , or objec t recognition. A  life histor y of successfull y
achieved reproduction (including kin reproduction) requires accomplishing the entire
tributary network of preconditions for and facilitations of reproduction in complex
ecological an d socia l environments . Of course, this includes all of the information-
gathering, inference , and decision-makin g tha t thes e task s entail . Fo r this reason ,
humans display a diverse range of adaptations designed to perform a wide and struc-
tured variety of subsidiary tasks, from solicitation of assistance from one's parents, to
language acquisition, t o modeling the spatial distribution of local objects, to reading
the body language of an antagonist .

Finally, the behavior of individual organisms is caused by the structure of their
adaptations and the environmental input to them; it is not independently governed by
the principl e o f individua l fitnes s maximization . Individua l organism s ar e bes t
thought of as adaptation-executers rather than as fitness-maximizers. Natural selec-
tion cannot directl y "see " a n individual organism in a specific situation and cause
behavior to be adaptively tailored to the functional requirements imposed by that sit-
uation. To understand the role of selection in behavior, one must follow out all steps
in the chain: Selection acting over evolutionary time has constructed the mechanisms
we have inherited in the present, and i t is this set of mechanisms that regulates our
behavior—not natura l selectio n directly . Thes e mechanism s situated i n particula r
individuals frequently—but b y no means always—bring about a functional coordi -
nation between the adaptive demands of particular situations and associated behav -
ioral responses.

Thus, the biological concept of functionality differs from the folk notion of func-
tionality as goal-seeking behavior. Although some of our evolved psychological mech-
anisms probably operate through goal-seeking, surely none of them has fitness-maxi-
mization as a mentally represented goal (see Symons, this volume). Those goal-seeking
mechanisms that do exist most likely embody proximate goals, such as "stay warm "
or "protect your infant," rather than ultimate goals, such as "maximize your fitness"
or "have as many offspring as possible." Indeed, goals of the latter kind are probably
impossible to instantiate in any computational system (Symons, 1987, 1989, this vol-
ume; see also Barkow, 1989 ; Cosmides & Tooby, 1987 , 1992 ; Daly & Wilson, 1988;
Irons, 1983, p. 200; Tooby & Cosmides, 1990b . For somewhat contrary views, see, e.g.,
Alexander, 1979, 1987 and Turke, 1990).

For this reason, an adaptationist approach does not properly involve explaining or
interpreting individual behavior in specific situations as "attempts" to increase fitness
(Symons, 1989 , this volume; Tooby &  Cosmides, 1990b) . To make the distinctio n
between these alternative views of evolutionary explanation clear—humans as fitness-
maximizers (fitness-teleology) versus humans as adaptation-executors (adaptation -
ism)—a brief example will serve. Fitness Ideologists may observe a situation and ask
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something like, "How is Susan increasing her fitness by salting her eggs?" An adapta-
tionist would ask, instead, "What is the nature of the evolved human salt preference
mechanisms—if any—that ar e generating the observed behavio r and ho w did the
structure of these mechanisms mesh with the physiological requirements for salt and
the opportunities to procure salt in the Pleistocene?" So, in viewing cases of behavior,
the adaptationist question is not, "How does this or that action contribute to this par-
ticular individual's reproduction?" Instead , the adaptationist question s are, "What is
the underlying panhuman psychological architecture that leads to this behavior in cer-
tain specified circumstances?" and "What are the design features of this architecture—
if any—that regulate the relevant behavior in such a way that it would have constituted
functional solutions to the adaptive problems that regularly occurred in the Pleisto-
cene?

What Adaptations Look Like

For the reasons outlined above, the species-typical organization of the psychology and
physiology of modem humans necessarily has an evolutionary explanation arid an
evolutionarily patterned architecture. This is not a vague speculation or an overreach-
ing attempt to subsume one discipline inside another, but constitutes as solid a fact as
any in modern science. In fact, this conclusion should be a welcome one because it is
the doorway through which a very rich body of additional knowledge—evolutionary
biology—can be brought to bear on the study of psychological architecture. At its core,
the discover y of the desig n o f human psychology and physiolog y is a problem in
reverse engineering: We have working exemplars of the design in front of us, but we
need to organize our sea of observations about these exemplars into a map of the causal
structure that accounts for the behavior of the system. Psychology has never been lim-
ited by a lack of observations. Fortunately, the knowledge that humans are the product
of evolution supplie s us with a powerful se t of tools—the concepts o f evolutionary
functional analysis—fo r organizing these observations into usefu l categorie s so that
the underlying systems of order can be discerned.

The most illuminating level of description for organizing observations about living
species is usually in terms of their adaptations (an d associated evolutionar y catego-
ries). This system of description ha s some warrant on being considered a  privileged
frame o f reference becaus e th e comple x functional organization tha t exist s in th e
design of organisms was injected into them through the construction o f adaptations
by natural selection. Adaptations are the accumulated output of selection, and selec-
tion is the single significant anti-entropic o r ordering force orchestrating functiona l
organic design (Dawkins, 1986). So if one is interested in uncovering intelligible orga-
nization in our species-typical psychological architecture, discovering and describing
its adaptations is the place to begin.

To understand what complex adaptations "loo k like," it will help to begin con-
cretely with a standard example, the vertebrate eye and its associated neural circuitry.
(For its role in understanding adaptations, see Pinker & Bloom, this volume; for a dis-
cussion of color vision, see Shepard, this volume.) The eye consists of an exquisitely
organized arrangement of cells, structures, and processes, such as (1) a transparent pro-
tective outer coating, the cornea; (2) an opening, the pupil, through which light enters;
(3) an iris, which is a muscle that surrounds the pupil and constricts or dilates the aper-
ture, regulating the amount of light entering the eye; (4) a lens, which is both trans-
parent and flexible, and whose curvature and thickness can be adjusted to bring objects
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of varying distances into focus; (5) the retina, a light-sensitive surface that lies in the
focal plane of the lens: this multilayered neural tissue lining the inside back of the eye-
ball is, in effect, a piece of the brain that migrated to the eye during fetal development;
(6) classes of specialized cell s (rods and cones) in the retina that transform sampled
properties of ambient ligh t through selective photochemical reaction s into electro-
chemical impulses; (7) the activation by these electrochemical impulses of neighboring
bipolar cells, which, in turn, feed signals into neighboring ganglion cells, whose axons
converge to form the optic nerve; (8) the optic nerve, which carries these signals out of
the eye and to the lateral geniculate bodies in the brain; (9) the routing of these signals
to the visual cortex, into a series of retinotopic maps and other neural circuits, where
they are furthe r analyze d by a formidable array of information-processing mecha-
nisms that also constitute crucial parts of the visual system.

The dynamic regulatory coordination presen t in the operation o f the eye is also
striking: The variable aperture modulates the amount of light entering the eye in coor-
dination wit h ambient illumination; the eyes are stereoscopically coordinated with
each other so that their lines of vision converge on the same object or point of interest;
the thickness and curvature of the lens is modulated so that light from the object being
viewed is focused on the retina and not in front of it or behind it; and so on. Through
a mor e detaile d description , thi s lis t coul d easil y b e extende d t o includ e man y
thousands o f specialized features that contribut e t o the functionality of the system
(tear ducts, eyelids, edge detectors, muscle systems, specific photochemical reactions,
and so on) through the orchestrated arrangement of hundreds of millions of cells. This
is even more true if we were to go beyond a taxonomically generalized description of
the vertebrate eye and relate specific design features in particular vertebrates to the
particular environments and visual tasks they faced. Frogs, for example, have retinal
"bug detectors" ; the rabbi t retin a ha s a variety of specialized devices , includin g a
"hawk detector" (Marr, 1982, p. 32), and so on. It is important to appreciate that this
organization i s not just macroscopic , bu t extends down to the organized local rela-
tionships that subsets of cells maintain with each other, which perform such compu-
tations as edge detection and bug detection—and beyond, down into the specific archi-
tecture of the constituent cell s themselves. Thus, rods and cones have a distinctive
design and layout that includes specialized organelles that adjust the size and shape of
the photoreactive regions; they have membranes that fold back on themselves to form
sacs localizing the photoreceptive pigments ; they have specialized chemistry so that
light induces these pigments to undergo chemical changes that ultimately result in a
change of membrane potential; they are arranged so that this change of membrane
potential effects the release of neurotransmitters to neighboring bipolar glion cells, and
so on.

Thus, the eye is an extraordinarily complex arrangement of specialized feature s
that does something very useful for the organism. Moreover, this structure was origi-
nally absent from the ancestral design of the original single-celled founding organism,
so the appearance of eyes in modern organisms must be explained as a succession of
modifications across generations away from this initial state. It is easy to see how selec-
tion, through retaining those accidental modifications that improved performance,
could start with an initial accidentally light-sensitive nerve ending or regulatory cell
and transform it, through a large enough succession o f increasingly complex func -
tional forms, into the superlatively crafted modern eye (see, e.g., Dawkins, 1986) . In
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fact, eyes (light-receptive organs) have evolved independently over 40 times in the his-
tory of animal life from eyeless ancestral forms (Mayr, 1982).

Of course, ther e ar e certainly man y nonselectionis t processe s i n evolutio n by
which descendants are modified away from ancestra l forms—drift, macromutation ,
hitchhiking, developmental by-product, and so on. But selection is the only process
that directs change by retaining variants that are more functional. Thus, selection is
the only causal process that has a systematic tendency to propel the system in the direc-
tion of increasingly functional arrangements, instead of into the immeasurably larger
array of nonfunctional arrangement s that the system could move to at each of the
innumerable choice points in the evolution of designs. In contrast, nonselectional pro-
cesses can produce functional outcomes only by chance because a new modification's
degree of functionality plays no role in determining whether nonselectional processes
will cause it to be retained or eliminated. For this reason, evolutionary processes other
than selection are properly classified as "chance processes" with respect to the evolu-
tion of adaptive complexity. It would be a coincidence of miraculous degree if a series
of these function-blind events, brought about by drift, by-products, hitchhiking, and
so on, just happened to throw together a structure as complexly and interdependently
functional as an eye (Dawkins, 1986; Pinker & Bloom, this volume). For this reason,
nonselectionist mechanisms of evolutionary change cannot be seen as providing any
reasonable alternative explanation fo r the eye or for any other complex adaptation .
Complex functional organization is the signature of selection.

The eye is by no means a unique case. Immunologists, for example, have traced
out a similar, immensely articulated architectur e of complexly interrelated defenses
(the blood monocytes, histiocytes, free macrophages, T-lymphocytes, B-lymphocytes,
spleen, thymus, and so on). In fact, virtually every organ that has been examined so
far betrays a complex functionality unmatched as of yet by any system engineered by
humans. More than a  century of research and observation confirms that selection
builds into organisms a complex functional organization of an eye-like precision and
quality.

Still, although many social and biological scientists are willing to concede that the
body is full of the most intricately functional machinery, heavily organized by natural
selection, they remain skeptical that the same is true of the mind. Moreover, partisans
of the Standard Social Science Model insist on the Cartesian distinction between the
material world of anatomy and physiology and the mental world of psychology, vig-
orously resisting attempts to see them as different descriptions of the same integrated
system, subject to the same organizing principles. Arguments by Chomsky and other
that our psychological architecture should contain "mental organs" for the same rea-
sons that the rest of the body contains physical organs (i.e., that different tasks require
functionally different solutions) have yet to convince the majority of psychologists out-
side of perception and language (Chomsky, 197 5; Marshall, 1981).

Thus, Lewontin is expressing a thoroughly orthodox SSSM skepticism toward the
idea that the human psychological architecture is functionally organized when he sug-
gests that "[hjuman cognition may have developed as the purely epiphenomenal con-
sequence of the major increase in brain size, which, in fact, may have been selected for
quite other reasons" (Lewontin, 1990, p. 244). At least as numerous are those research-
ers who detect in human thought and behavior something more than the sheer acci-
dent that Lewontin sees, and yet who ask: Aren't psychological (or neurophysiological)
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mechanisms expected t o b e les s well-engineere d tha n physiologica l organs ? High
degrees of functionality are all very well for eyes, intestines, and immune systems, but
what about the constituent structure s of the human psychological architecture? Are
there at least any examples of well-engineered psychological adaptations that might
parallel physiological adaptations?

What is most ironic about this question is that perhaps the single most uncontro-
versial example of an adaptation—an example that is conceded to be well-engineered
by even the most exercised of the anti-adaptationists—is a psychological adaptation:
the eye. As Epicharmus pointed out two and half millennia ago, "Only mind has sight
and hearing; all things else are deaf and blind." The eye and the rest of the visual system
perform no mechanical or chemical service for the body; it is an information-process-
ing adaptation. This information-processing device is designed to take light incident
on a  two-dimensional body surface and—through applying information-processing
procedures t o this two-dimensional array—construc t cognitive models of the local
three-dimensional world, including what objects are present, their shapes, their loca-
tions, their orientations, their trajectories, their colors, the textures of their surfaces, as
well as face recognition, emotional expression recognition, and so on. Indeed, for those
committed to a Cartesian world view, one could think of the eye as a tube that traverses
metaphysical realms, one end of which obtrudes into the physical realm, the other into
the mental . For modern monists , however, these two realms are simply alternative
descriptions of the same thing, convenient for different analytic purposes. The "men-
tal" consists of ordered relationships in physical systems that embody properties typ-
ically running under labels such as "information," "meaning, " or regulation. From
this point of view, there is no Cartesian tube: both ends of the visual system are phys-
ical and both are mental.

Because psychologists as a community have been resistant to adaptationist think-
ing, it was an enormous (although nonaccidental) stroke of good fortune that the visual
system extrudes a "physical end" t o the surface of the body and that this "physica l
end" bears a remarkable resemblance to the camera, a functional machine designed
by humans. Selection has shaped the physical structure of the eye so that it reflects and
exploits the propertie s o f light , the geometr y of the three-dimensiona l world , th e
refracting properties of lenses, and so on; the camera has a similar structure because it
was designed by human engineers to reflect and exploit these same properties. These
parallels between camera and eye were clues that were so obvious and so leading that
it became a reasonable enterprise to investigate the visual system from a functionalist
perspective. Researcher s started with the physica l end and followed th e "Cartesian
tube" upward and inward, so to speak, into the mind. In so doing, they have discovered
increasingly comple x an d specialize d computationa l machinery : edg e detectors ,
motion detectors , shape detectors, depth boundary detectors, bug detectors (in the
third neural layer of the retina of frogs), stereoscopi c disparit y analyzers, color con-
stancy mechanisms, face recognition systems, and on and on.

Hundreds of vision researchers, workin g over decades, have been mapping this
exquisitely structured information-processing adaptation, whose evolutionary func-
tion i s scene analysis—the reconstruction of models of real-world conditions from a
two-dimensional visua l array . A s more an d mor e functiona l subcomponent s ar e
explored, and as artificial intelligence researchers try to duplicate vision in computa-
tional systems attached to electronic cameras, four things have become clear (Marr,
1982; Poggio, Torre, & Koch, 1985) . The first is that the magnitude of the computa-
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tional problem pose d by scene analysis is immensely greater than anyone had sus-
pected prior to trying to duplicate it. Even something so seemingly simple as perceiv-
ing the same object as having the same color at different times of the day turns out to
require intensely specialized and complex computational machinery because the spec-
tral distribution o f light reflected by the object changes widely with changes in natural
illumination (Shepard, this volume). The second conclusion is that as a psychological
adaptation (o r set of adaptations, dependin g on whether one is a lumper or splitter),
our visual system is very well-engineered, capable of recovering far more sophisticated
information fro m two-dimensiona l light arrays than the best of the artificially engi-
neered systems developed so far. The third is that successful vision requires specialized
neural circuits or computational machinery designed particularly for solving the adap-
tive problem of scene analysis (Marr, 1982). And the fourth is that scene analysis is an
unsolvable computationa l proble m unles s th e desig n feature s o f thi s specialize d
machinery "assume" that objects and events in the world manifest many specific reg-
ularities (Shepard , 1981 , 1984 , 1987a; Marr, 1982 ; Poggio et at, 1985) . These fou r
lessons—complexity o f th e adaptiv e information-processin g problem , well-engi -
neered problem-solving machinery as the evolved solution, specialization of the prob-
lem-solving machinery to fit the particular nature of the problem, and the requirement
that the machinery embody "innate knowledge" about the problem-relevant parts of
the world—recur throughout the study of the computational equipmen t that consti-
tutes human psychology (Cosmides&Tooby, 1987,1992;Tooby&Cosmides, 1989a,
1990b; on language, see Chomsky, 1975; Pinker, 1989; on vision, see Marr, 1982; Pog-
gio etal., 1985).

These discoveries of superlative "engineering" in the visual system have been par-
alleled in the study of the other sense organs, which are simply the recognizable trans-
ducing ends of an intricate mass of psychological adaptations that consist of increas-
ingly mor e comple x and integrativ e layers of specialized neura l processing. Fo r a
variety o f reasons, th e information-processin g adaptation s involve d in perceptio n
have been the only psychological mechanisms that have been studied for decades and
in depth fro m a  functionalist perspective. Contributin g factors include the fac t tha t
their functionality is obvious to all sensate humans and their scientific study was res-
cued from th e metaphysical doubt tha t hangs over other psychological phenomena
because their associated physical transducing structures provided a "materialist" place
to begin. Arguably the most important factor, however, was that these were the only
mechanisms for which psychologists had any good standards of what counted as bio-
logically successfu l problem-solving . Unacquainte d wit h evolutionary biology, few
psychologists know that there are standards fo r successful problem-solvin g in other
realms as well, such as social behavior. Unless one knows what counts as a biologically
successful outcome , one simply cannot recognize or investigate complex functional
design or assess the extent to which a design is well-engineered.

Consequently, at present it is difficult to assess how well psychological adaptations
measure up against the intricacy and functionality of other adaptations. We can only
judge on the basis of the restricted set that have already been studied extensively from
a functionalist perspective—the perceptual mechanisms. Of course, because the par-
adigmatic example of a well-engineered adaptation, used for over 130 years in biology,
is a psychological adaptation, we know that in at least some cases our evolved infor-
mation-processing machiner y incorporates complex functional design of the highest
order. Indeed, when the eye does appear in debates over Darwinism, it is usually used
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by anti-Darwinians, who insist that the eye is far too perfect a mechanism to have been
constructed by natural selection. In general, whenever information-processing mech -
anisms hav e bee n studie d fro m a n evolutionar y functiona l perspective—huma n
vision and audition, echolocation in bats, dead-reckoning in desert ants, and so on—
the results have indicated that the brain/mind contains psychological adaptations at
least as intricately functional as anything to be found in the rest of the body.

One coul d perhap s argu e tha t perceptua l mechanism s ar e exceptiona l case s
because they are evolutionarily older than those psychological adaptations that are dis-
tinctively human-specific, and so have had more time to be refined. There are many
reasons to suspect this is not the case. But, even if it were, it would only suggest that
purely human-specifi c adaptive problems , suc h as extensive tool us e or extensive
reciprocation, would hav e problem-solving adaptations les s exquisite than vision ,
hearing, maternal care, threat-perception , motivationa l arbitration , mat e selection,
foraging, emotional communication, and many other problems that have been with
us for tens of millions of years. I t would not mean that w e have no adaptations t o
human-specific problems at all. One reason the case of language is so illuminating is
that it speaks to exactly this issue of the potential for complex functionality in human-
specific adaptations. Th e language faculty is the only human information-processing
system outside of perception that has been studied extensively with clear standards of
what counts as functional performance , and th e fact s of psycholinguistics weigh in
heavily against the hypothesis that human-specific adaptations have had insufficien t
time to evolve the same highly elaborated, intricatel y interdependent functionality
characteristic of perceptual mechanisms (Pinker & Bloom, this volume). The language
faculty has the same hallmarks of overwhelmingly functional complex design that the
visual system does, and yet we know it is a recent and human-specific adaptation that
evolved after the hominids split off from the (rest of the) great apes (Pinker & Bloom,
this volume). The claim that language competence is a simple and poorly engineered
adaptation cannot be taken seriously, given the total amount of time, engineering, and
genius that has gone into the still unsuccessful effort to produce artificial systems that
can remotely approach—let alone equal—human speech perception, comprehension,
acquisition, and production .

Finally, behavioral scientists shoul d be aware that functiona l organic machines
look very different from the kinds of systems human engineers produce using planning
and foresight. Human engineers can start with a clean drawing board, designing sys-
tems from scratch to perform a function cleanly, using materials selected particularly
for the task at hand. Evolving lineages are more like the proverbial ship that is always
at sea. The ship can never go into dry dock for a major overhaul; whatever improve-
ments are made must be implemented plank by plank, so that the ship does not sink
during its modification. In evolution, successive designs are always constructed out of
modifications of whatever preexisting structures are there—structures linked (at least
in the short run) through complex developmental couplings. Yet these short-run lim-
itations do not prevent the emergence of superlatively organized psychological and
physiological adaptations that exhibi t functionalit y of the highes t know n order—
higher, in fact, than human engineers have been able to contrive in most cases. This
is because the evolutionary process continues to operate over large numbers of indi-
viduals and over enormous stretches of time, with selection relentlessly hill-climbing.
To anthropomorphize, selection achieves its results through "tinkering," saving large
numbers of frequently small and independent improvements cumulatively over vast
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expanses of time (Jacob, 1977) . Thus, chains of successive modifications may be very
large indeed to arrive at an increasingly sophisticated "solution" or problem-solving
mechanism. The fac t tha t alternativ e modifications are randomly generated—and
that selection a t any one time is limited to choosing among this finite set of actual
alternatives—means that the evolutionary proces s migh t by chance "overlook" or
"walk by" a specific solution that would have been obvious to a human engineer, sim-
ply because the correct mutations did not happen to occur. The fact that evolution is
not a process that works by "intelligence" cuts both ways, however. Precisely because
modifications are randomly generated, adaptive design solutions are not precluded by
the finite intelligence of any engineer. Consequently, evolution can contrive subtle
solutions tha t onl y a  superhuman , omniscien t enginee r coul d hav e intentionall y
designed.

So, although organisms are functionally designed machines, they look very differ -
ent from the machines that humans build. For this reason, the science of understand-
ing living organization i s very different fro m physics or chemistry, where parsimony
makes sense as a theoretical criterion. The study of organisms is more like reverse engi-
neering, where one may be dealing with a large array of very different component s
whose heterogeneous organization i s explained by the way in which they interact to
produce a functional outcome. Evolution, the constructor of living organization, has
no privileged tendency to build into designs principles of operation that are simple and
general. Evolution operates by chance—which builds nothing systematic into organ-
isms—and b y selection—whic h cumulativel y add s modifications , regardles s o f
whether they add complexity. Thus, psychologists are not likely to find a few satisfying
general principles like Maxwell's equations that unify al l psychological phenomena,
but instea d a  complex pluralis m o f mechanisms. Satisfyin g general principles wil l
instead be found at the next level up, in the principles of evolutionary functionalism
that explain the organization of these mechanisms. At an engineering or mechanism
level, knowledge will have to be constructed mechanism by mechanism, with the orga-
nization of the properties of each mechanism made intelligible by knowing the specific
evolved function of that mechanism. Thus, the computational mechanisms that gen-
erate maternal love, grammar acquisition, mat e selection, kin-directed assistance, o r
reciprocation ca n be expected to parallel Ramachadran's characterization of percep-
tion as,

essentially a "bag of tricks;" that through millions of years of trial and error, the visual system
evolved numerous short-cuts, rules-of-thumb and heuristic s which wer e adopted not for
their aesthetic appeal or mathematical elegance bu t simply because they worked (hence the
"utilitarian" theory). This is a familiar idea in biology but for some reason i t seems to have
escaped the notice of psychologists, who seem to forget that the brain is a biological organ
just like the pancreas, the liver, or any other specialized orga n (Ramachadran, 1990, p. 24).

Adaptations, By-products, and Random Effect s
The most fundamental analytic tool for recognizing an adaptation i s its definition.
Stripped of complications and qualifications, an adaptation is (1) a system of inherited
and reliably developing properties tha t recurs among members of a species that (2)
became incorporated int o the species' standard desig n because during the period of
their incorporation, (3) they were coordinated with a set of statistically recurrent struc-
tural properties outside the adaptation (either in the environment or in the other parts
of the organism), (4) in such a way that the causal interaction of the two (in the context
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of the rest of the properties of the organism) produced functional outcomes that were
ultimately tributary to propagation with sufficient frequency (i.e., it solved an adaptive
problem for the organism). (For a more extensive definition of the concept of  adap-
tation, see Tooby & Cosmides, 1990b) . Adaptations are mechanisms or systems of
properties crafted by natural selection to solve the specific problems posed by the reg-
ularities of the physical , chemical, developmental , ecological, demographic , social ,
and informationa l environment s encountere d b y ancestral population s durin g the
course of a species' or population's evolution (for other discussions of adaptation, see
Pinker & Bloom, this volume; Symons, 1989, this volume; R. Thornhill, 1991; Tooby
& Cosmides, 1990a ; Williams, 1966, 1985 ; see Dawkins, 1986 , for his discussion of
adaptations under the name adaptive complexity).

Thus, chance an d selection , the two components of the evolutionary process ,
explain different types of design properties in organisms, and all aspects of design must
be attributed to one of these two forces. Complex functional organization is the prod-
uct and signature of selection. Reciprocally, the species-typical properties of organisms
attributable to chance will be no more important, organized, or functional than can
be attributed to chance. The conspicuously distinctive cumulative impacts of chance
and selection allow the development of rigorous standards of evidence for recognizing
and establishing the existence of adaptations and distinguishing them from the non-
adaptive aspects of organisms caused by the nonselectionist mechanisms of evolution-
ary change (Pinker & Bloom, this volume; Symons, this volume; R. Thornhill, 1991 ;
Tooby & Cosmides, 1990b ; Williams, 1966, 1985). Complex adaptations are usually
species-typical (Tooby & Cosmides, 1990a) ; moreover, they are so well-organized and
such goo d engineerin g solutions to adaptiv e problem s that a  chance coordination
between problem and solution is effectively ruled out as a plausible explanation. Adap-
tations are recognizable by "evidence of special design" (Williams, 1966); that is, by
recognizing certain features of the evolved species-typical design of an organism "as
components of some special problem-solving machinery " (Williams , 1985 , p. 1 ) that
solve a n evolutionaril y long-standin g problem . Standard s fo r recognizin g special
design include factors such as economy, efficiency, complexity , precision, specializa -
tion, and reliability, which, like a key fitting a lock, render the design too good a solu-
tion to a  defined adaptiv e problem t o be coincidence (Williams , 1966). Like most
other methods of empirical hypothesis testing, the demonstration that something is an
adaptation is always, at the core, a probability assessment concerning how likely a sit-
uation is to have arisen by chance. The lens, pupil, iris, optic nerve, retina, visual cor-
tex, and so on, are too well coordinated both with each other and with environmental
factors—such as the properties of light and the reflectant properties of surfaces—to
have arisen by chance.

In additio n t o adaptations , th e evolutionar y proces s commonl y produces two
other outcomes visible in the designs of organisms: (1) concomitants or by-products
of adaptations (recently nicknamed "spandrels"; Gould & Lewontin, 1979) ; and (2)
random effects . Th e design features that comprise adaptations became incorporate d
into the standard design because they promoted thei r own frequency and are, there-
fore, recognizable b y their organized an d functional relationships t o the rest of the
design and to the structure of the world. In contrast, concomitants of adaptations are
those properties of the phenotype that do not contribute to functional design per se,
but that happen to be coupled to properties that are, and so were dragged along into
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the organism's design because o f selection o n the design features to which they are
linked. They may appear organized, but they are not functionally organized .

The explanation for any specific concomitant or spandrel is, therefore, the iden-
tification of the adaptation or adaptations to which it is coupled, together with the rea-
son why it is coupled. For example, bones are adaptations, but the fact that they are
white is an incidental by-product. Bone s were selected to include calcium because it
conferred hardness and rigidity to the structure (and was dietarily available), and it
simply happens that alkaline earth metals appear white in many compounds, includ-
ing the insoluble calcium salts that are a constituent of bone. From the point of view
of functional design, by-products are the result of "chance," in the sense that nothing
in the process of how they came to be incorporated into a design other than sheer coin-
cidence would cause them to be coordinated solutions to any adaptive problem. For
this reason, by-products are expected not to contribute to the solution o f adaptive
problems more often or more effectively than chance could explain. Finally, of course,
entropic effects of many types act to introduce functional disorder into the design of
organisms. They are recognizable by the lack of coordination that they produce within
the architecture or between it and the environment, as well as by the fact that they
frequently vary between individuals. Classes of entropic processes include mutation,
evolutionarily unprecedented environmental change, individual exposure to unusual
circumstances, and developmental accidents. Of course, one can decompose organ-
isms into properties (or holistic relations) according to any of an infinite set of alter-
native systems. But, unless one applies a categorization system designed to capture
their functional designs or adaptations, organisms will seem to be nothing but span-
drels, chemistry, and entropy.

Recognizing Psychological Adaptations: Evolutionary, Cognitive, Neural, and
Behavioral Levels of Analysis

Capturing Invariance in Functional Organization: Behavioral, Cognitive, and
Neuroscience Descriptions

If the psychological architecture s of organisms are infused with complex functional
organization, this is not always easy to see. Precisely because functional organization
may be very complex, and embedded in an even more bewildering array of variable
and intricate by-products, it may appear to the unaided intellect to be indistinguish-
able from chao s or poor design. Unless one knows what to look for—unless, a t the
very least, one knows what counts as functional—one cannot recognize complex func-
tionality even when one sees its operation.

Sciences prosper when researchers discover the level of analysis appropriate for
describing and investigating their particular subject : when researchers discover the
level where invariance emerges, the leve l of underlying order. Wha t is confusion ,
noise, or random variation at one level resolves itself into systematic patterns upon the
discovery of the level of analysis suited to the phenomena under study.

How, then, should the psychological architectures of organisms be described so as
to capture a level of underlying functional order? Three different languages for describ-
ing psychological phenomena are commonly used: the behavioral, the cognitive, and
the neurobiological. Each language has strengths and weaknesses for different scien -
tific purposes. For the purpose of discovering, analyzing, and describing the functional
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organization of our evolved psychological architecture, w e propose that the informa-
tion-processing language of cognitive science is the most useful .

In the first place, this is because the evolutionary function of the brain is the adap-
tive regulation of behavior and physiology on the basis of information derived fro m
the body and from the environment. Alternative design features are selected for on the
basis o f how wel l they solve adaptive problems—problem s whose solution affect s
reproduction. How an organism processes information can have an enormous impact
on its reproduction. I t is, therefore, meaningful to ask what kind of cognitive design
features would have constituted goo d solutions t o adaptive information-processin g
problems that persiste d ove r many generations. Evolutionar y biology and hunter -
gatherer studies supply definitions of the recurrent adaptive problems humans faced
during their evolution, and cognitive psychology describes the information-processin g
mechanisms that evolved to solve them. By combining insights from these two fields,
the functional organization of the mind can be brought into sharp relief.

Second, adaptations are usually species-typical. Consequently, to capture evolved
functional organization , on e need s a  language that ca n describe wha t is invariant
across individuals and generations. This process of description is key: By choosing the
wrong descriptive categories , everything about a n organism can seem variable and
transitory to the extent that "plasticity" or "behavioral variability" can seem the single
dominant property of an organism. In contrast, well-chosen categories can bring out
the hidden organization that reappears from individua l to individual and that, con-
sequently, allows psychological phenomena to be described bot h economically and
precisely.

Purely behavioral categories are seldom able to capture meaningful species-typical
uniformity: Ar e humans "aggressive " o r "peaceful, " "pair-bonding " o r "polygy -
nous," "rational" or "irrational?" With much justice, Geertz, echoing Kroeber, dis-
missed large and vague behavioral universals, such as marriage and religion, as "fake"
(1973, p. 101) . Human phenomena accurately described an d categorize d solel y in
terms of behavioral outcomes appear endlessly variable; they seem to manifest a kalei-
doscopic welter of erratic and volatile phenomena, which makes any underlying uni-
formity—let alone functional design—difficult to see. Exceptions, such as reflexes and
fixed action patterns, occur in the very few cases where the mapping between stimulus
and behavior is simple and immediate. Behavioral characterizations of anything much
more complicated rapidly become so watered down with exceptions that, at best, one
ends up with vague portrayals employing terms such as "capacity," "predisposition,"
"urge," "potential," and so on—things too murky to be helpful eithe r in describing
adaptations or in predicting behavior.

Perhaps mor e important , however , i s that behavio r i s not a  phenomenon su i
generis. It is the product o f mechanisms that process information. Mechanisms that
produce behavio r ca n be usefull y studie d o n a  variety of different descriptiv e an d
explanatory levels. Neuroscientists describe the brain on a physical level—as the inter-
action of neurons, hormones, neurotransmitters, and other organic aspects. In contast,
cognitive psychologists study the brain as an information-processing system—that is,
as a collection of programs that process information—without reference to the exact
neurophysiological processes that perform these tasks. A cognitive description speci -
fies what kinds of information the mechanism takes as input, what procedures it uses
to transform that information, what kinds of data structures (representations) those
procedures operate on, and what kinds of representations o r behaviors it generates as
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output. The study of cognition i s the study of how humans and other animals process
information.

To understand subsequen t argument s clearly, it i s important t o keep in mind
exactly what we mean by the cognitive or information-processing level . Like all words,
"cognitive" is used to mean many different things. For example, some researchers use
it in a narrow sense, to refer to so-called "higher mental" processes, such as reasoning,
as distinct fro m othe r psychological processes , suc h as "emotion" or "motivation";
that is, to refer to a concept that corresponds more or less to the folk notion of reason-
ing while in a calm frame o f mind. In contrast, w e are using the word cognitive in a
different and more standard sense. In this chapter, we use terms such as cognitive and
information-processing t o refer to a language or level of analysis that can be used to
precisely describe any psychological process: Reasoning , emotion , motivation , and
motor control can all be described in cognitive terms, whether the processes that give
rise to them are conscious or unconscious, simple or complex. In cognitive science,
the term mind refers to an information-processing description of the functioning of an
organism's brain and that is the sense in which we use it. (For a more detailed discus -
sion of the nature of cognitive explanations, se e Block, 1980; Fodor, 1981 ; or Pyly-
shyn, 1984.)

For example , ethologist s have traditionally studie d ver y simpl e cognitiv e pro -
grams. A newborn herring gull, for instance, has a cognitive program that defines a red
dot on the end of a beak as salient information from the environment, and that causes
the chick to peck at the red dot upon perceiving it. Its mother has a cognitive program
that defines pecking at her red dot as salient information from her environment, and
that causes her to regurgitate food into the newborn's mouth when she perceives its
pecks. These simple programs adaptively regulate how herring gulls feed their young.
(If there is a flaw anywhere in these programs—i.e., if the mother or chick fails to rec-
ognize the signa l or to respon d appropriately—th e chick starves. I f the flaw has a
genetic basis, it will not be passed on to future generations. By such feedback, natural
selection shapes the design of cognitive programs.)

These descriptions o f the herring gull's cognitive programs are entirely in terms of
the functional relationship amon g different pieces of information; they describe two
simple information-processing systems. Moreover, precise descriptions of these cog-
nitive programs can capture the way in which information is used to generate adaptive
behavior. Of course, these programs are embodied in the herring gull's neurobiological
"hardware." Knowledge of this hardware, however, is not necessary for understanding
the programs as information-processing systems. Presumably, one could build a sili-
con-based robot , using chemical processes completely different from those present in
the gull's brain, that would produce the same behavioral output (pecking at red dot)
in response to the same informational input (seeing red dot). The robot's cognitive
programs would maintain th e same functional relationships amon g pieces of infor-
mation and would, therefore, be, in an important sense, identical to the cognitive pro-
grams of the herring gull. But the physical processes that implement these programs
in the robot would be totally different .

Although all information-processing mechanisms operate by virtue of the physical
processes tha t implement them , cognitive descriptions an d physicalist ones are not
equivalent, but complementary. They cannot be reduced to each other. For this rea-
son, the information-processing descriptions of cognitive science are not merely met-
aphors in which brains are compared to computers. Thei r status as an independent
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level of psychological explanation can be established by considering the fac t that the
same information-processing relationships can be embodied in many different phys-
ical arrangements . Th e text-editin g progra m Wordstar , fo r example , ca n ru n o n
machines with many different kind s of physical architectures, bu t i t always has the
same functional design at an information-processing level—the same key strokes will
move the cursor, delete a word, or move a block of text. And the robot "gull" will still
peck at a red dot, even though its programs are embodied in silicon chips rather than
in neurons . Thes e relationship s ca n b e describe d independentl y of their physica l
instantiation in any particular computer or organism, and can be described with pre-
cision. Thus, an information-processing program, whether in an organism or in a com-
puter, is a set of invariant relationships between informational inputs and "behav -
ioral" outputs . Moreover , fro m th e poin t o f vie w o f th e adaptiv e regulatio n of
behavior, it is the cognitive system of relationships that counts. Given that the correct
information-processing step s are carrie d out , selectio n pressure s o n psychological
mechanisms are "blind" to the specific physical implementation of their information-
processing structure (except insofar as different physical implementations may vary in
factors such as metabolic cost). Because the primary function of the brain is the adap-
tive regulation of behavior and physiology in response to information, natural selec-
tion retains neural mechanisms on the basis of their ability to create functionally orga-
nized relationships between information and behavio r (e.g., the sight of a predator
activates inference procedure s that caus e the organism to hid e or flee) or between
information and physiology (e.g., the sight of a predator increases the organism's heart
rate in preparation for flight). The mechanism is selected to create the correct infor -
mation-behavior or information-physiology relationship and, so long as the physical
implementation produces this relationship, its particular form is free to vary according
to other factors. Indeed, at certain points in development, injury to the human brain
can sometimes be "repaired" in the sense that differen t neuron s re-create the same
ordered relationship between information and behavior that the damaged ones had
implemented prior to the injury (Flohr, 1988) . When "rewiring" of this kind occurs,
the information-processing relationship is preserved, not its physical instantiation.

In short, it is primarily the information-processing structure of the human psycho-
logical architecture that has been functionally organized by natural selection, and the
neurophysiology has been organized insofar as it physically realizes this cognitive orga-
nization. Because the function of the brain is informational in nature, its richly orga-
nized functional structure is only visible when its properties are described in cognitive
terms. Much of great interest can be learned by investigating the brain in neurobio-
logical terms, bu t it s adaptive dimensio n wil l remain invisibl e unless and unti l its
mechanisms are described in a language that is capable of expressing its informational
functions.

For these reasons, the invariant functional organization of complex psychological
adaptations is more likely to be captured by cognitive descriptions than by neurosci-
ence ones.4 Just as mathematics is an indispensable language for describing many sci-
entific phenomena, information-processing language is a precise descriptive vehicle
for capturing how complex systems functionally interact with complex environments.
What mathematics is for physics, cognitive descriptions can be for a science of psy-
chology and behavior.

The use of information-processing languag e is not enough, however. Alone, it is
no more useful for discovering in variances in functional organization than any other
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descriptive language. Unless one knows what counts as functional, one cannot rec-
ognize complex functional design even when one sees its operation. Is friendship func-
tional? Is anger? Is joining a group? Is pregnancy sickness? Unless one knows what
adaptive problems a species encountered during its evolutionary history and what
would have counted as solutions to these problems, these questions are unanswerable.
To discover invariances in the functional organization o f the human mind, the lan-
guage and methods of cognitive science must be used in concert with principles drawn
from evolutionary biology.

Where Evolutionary Biology and Cognitive Psychology Meet

Conceptual systems , models , and theorie s functio n a s organs of perception: They
allow new kinds of evidence and new relationships to be perceived (Popper, 1972). As
Einstein remarked, "it is the theory which decides what we can observe" (Heisenberg,
1971, p. 63). The tools of evolutionary functional analysis function as an organ of per-
ception, bringing the blurry world of human psychological and behavioral phenomena
into sharp focus and allowing one to discern the formerly obscured level of our richly
organized species-typical functiona l architecture .

Theories abou t selectio n pressure s operatin g i n ancestra l environment s place
important constraints on—and often define—what can count as an adaptive function.
Indeed, many theories of adaptive function define what would count as adaptive infor-
mation-processing. Consider, for example, Hamilton's rule, which describes the selec-
tion pressures operating on mechanisms that generate behaviors that have a repro-
ductive impact on an organism and its kin (Hamilton, 1964). The rule defines (in part)
what counts as biologically successful outcomes in these kinds of situations. These out-
comes often cannot be reached unless specific information is obtained and processed
by the organism.

In the simplest case of two individuals, a mechanism that produces acts of assis-
tance has an evolutionary advantage over alternative mechanisms if it reliably causes
individual / to help relative j whenever Q < r/jB, . In this equation, C, = cos t to /  of
rendering an act of assistance 107, measured in terms of foregone reproduction, B, =
benefit toy of receiving that act of assistance, measure d in terms of enhanced repro-
duction, and r(J = the probability that a randomly sampled gene will be present at the
same locus in the relative due to joint inheritance from a common ancestor.

Other things being equal, the more closely psychological mechanisms reliably pro-
duce behavio r tha t conform s to Hamilton' s rule , the mor e strongl y they wil l be
selected for . Under man y ecological conditions , this selectio n pressur e defines an
information-processing problem that organisms will be selected to evolve mechanisms
to solve.

Using this description of an adaptive problem as a starting point, one can imme-
diately begin to define the cognitive subtasks that would have to be addressed by any
set of mechanisms capable of producing behavior that conforms to this rule. What
information-processing mechanisms evolved to reliably identify relatives , for exam-
ple? What criteria and procedures d o they embody—for example , do these mecha-
nisms define an individual as a sibling if that individual was nursed by the same female
who nursed you? What kind of information is processed to estimate r ijy the degree of
relatedness? Under ancestral conditions, did siblings and cousins co-reside, such that
one might expect the evolution o f mechanisms tha t discriminate betwee n the two?
After all, r/</w/ sib = 4r it flnt o .̂ What kind of mechanisms would be capable of estimat-
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ing the magnitudes of the consequences of specific actions on one's own and on others'
reproduction? Ho w are these various pieces o f information combined to produc e
behavior that conforms to Hamilton's rule? And so on.

This example highlights several points. Firs t and most important, i t shows how
knowledge drawn from evolutionary biology can be used to discover functional orga-
nization in our psychological architecture that was previously unknown. Hamilton's
rule is not intuitively obvious; no one would look for psychological mechanisms that
are well-designed for producing behavior that conforms to this rule unless they had
already heard of it. After Hamilton's rule had been formulated, behavioral ecologists
began to discover psychological mechanisms that embodied it in nonhuman animals
(Krebs & Davies, 1984) . Unguided empiricism i s unlikely to uncover a mechanism
that is well-designed to solve this kind of problem.

Second, this example illustrates that one can easily use the definition of an adaptive
problem to generate hypotheses about the design features of information-processing
mechanisms, even when these mechanisms are designed to produce social behavior.
It allows one to break the adaptive problem down into cognitive subtasks, such as kin
recognition and cost/benefit estimation, in the same way that knowing that the adap-
tive function of the visual system is scene analysis allows one to identify subtasks such
as depth perception and color constancy.

Third, the example shows how knowing the ancestral conditions under which a
species evolved can suggest hypotheses about design features of the cognitive adapta-
tions that solve the problem. For example, co-residence is a reliable cue of sib-hood in
some species, but other cues would have to be picked up and processed in a species in
which siblings and cousins co-reside.

Fourth, Hamilton's rule provides one with a standard of good design for this par-
ticular problem. Such standards are an essential tool for cognitive scientists because
they allow them to identify whether a hypothesized mechanism is capable of solving
the adaptive problem in question and to decide whether that mechanism would do a
better job under ancestral conditions than alternative designs. This allows one to apply
the powerful methods of learnability analysis outside of psycholinguistics, to adaptive
problems involving social behavior (see pp. 73-77, on evolutionary functional anal-
ysis).

Fifth, thi s example illustrates how insights from evolutionar y biology can bring
functional organization into clear focus at the cognitive level, but not at the neurobi-
ological level. Hamilton's rule immediately suggests hypotheses about the functiona l
organization o f mechanisms described in information-processing terms , but i t tells
one very little about the neurobiology that implements these mechanisms—it cannot
be straightforwardly related to hypotheses about brain chemistry or neuroanatomy.
Once one knows the properties of the cognitive mechanisms that solve this adaptive
problem, however, it should be far easier to discover the structure of the neural mech-
anisms that implement them .

The intellectual payoff of coupling theories of adaptive function t o the methods
and descriptive language of cognitive science is potentially enormous. By homing in
on the right categories—ultimately adaptationist categories—an immensely intricate,
functionally organized , species-typica l architectur e can appear, with perhaps some
additional thin films of frequency-dependent o r population-specific desig n a s well
(e.g., McCracken, 1971) . Just as one can now flip open Gray's  Anatomy to any page
and find an intricately detailed depiction of some part of our evolved species-typical
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morphology, we anticipate that in 50 or 100 years one will be able to pick up an equiv-
alent reference work for psychology and fin d i n i t detailed information-processing
descriptions of the multitud e o f evolved species-typical adaptation s o f the huma n
mind, including how they are mapped onto the corresponding neuroanatomy and
how they are constructed by developmental programs .

The Impact of Recurrent Environmental and Organismic Structure on the
Design of Adaptations

Organisms transact the business of propagation in specific environments, and the per-
sistent characteristic s of those environments determine the dangers , opportunities ,
and elements the organism has to use and to cope with in its process of propagation.
Consequently, the structure of the environment causes corresponding adaptive orga-
nization to accumulate in the design of the organism (Shepard, 1987a; Tooby & Cos-
mides, 1990b). For example, the design of eyes reflects the properties of light, objects,
and surfaces; the design of milk reflects the dietary requirements of infants (and what
was dietarily available to mothers); the design of claws reflects things such as the prop-
erties of prey animals, the strength of predator limbs, and the task of capture and dis-
memberment. This functional organization in the organism—its set of adaptations—
is designed to exploit the enduring properties of the environment in which it evolved
(termed its environment of evolutionary adaptedness, or EEA) and to solve the recur-
ring problems posed by that environment. Adaptations evolve so that they mesh with
the recurring structural features of the environment in such a way that reproduction
is promoted in the organism or its kin. Like a key in a lock, adaptations and particular
features of the world fit together tightly, to promote functional ends.

Moreover, from the point of view of any specific design feature or adaptation, the
rest of the encompassing organism itself constitutes an enduring environmental struc-
ture as well. New adaptations or design features will be selected for on the basis of how
well they productively coordinate with the persistent characteristic s of this internal
environment, as well as with the external environment. This is why adaptations evolve
to fit together with each other within the organism so well. Thus, the adaptive mesh
between tendon, muscle, and bone is no different in principle than the adaptive mesh
between foraging mechanisms and the ecological distribution of food and cues reliably
correlated with its presence (Real, 1991) . Obviously, therefore, adaptations may solve
endogenous adaptive problems and may improve over evolutionary time without nec-
essarily being driven by or connected to any change in the external environment .

Long-term, across-generatio n recurrenc e o f conditions—external , internal , o r
their interaction—is central to the evolution of adaptations, and it is easy to see why.
Transient conditions tha t disappear afte r a  single or a few generations may lead to
some temporary change in the frequency of designs, but the associated selection pres-
sures will disappear or reverse as often a s conditions do. Therefore, it is only those
conditions that recur, statistically accumulating across many generations, that lead to
the construction o f complex adaptations. As a corollary, anything that is recurrently
true (as a net statistical or structural matter) across large numbers of generations could
potentially come to be exploited by an evolving adaptation to solve a problem or to
improve performance. For this reason, a major part of adaptationist analysis involves
sifting for these environmental or organismic regularities or in variances. For example,
mental states , suc h a s behaviora l intention s an d emotions , canno t b e directl y
observed. Bu t if there is a reliable correlation ove r evolutionary time between the
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movement of human facial muscles and emotional state or behavioral intentions, then
specialized mechanism s can evolve that infer a person's mental state from the move-
ment of that person's facial muscles (Ekman, 1973,1984; Fridlund, in press). Indeed,
evidence drawn from cognitiv e neuroscience indicates that we do have mechanisms
specialized for "reading" facial expressions of emotion (EtcofF, 1983 , 1986) .

To begin with, a cognitive adaptation can , through exploiting the world's subtle
statistical structure , g o far beyond the information it is given, and reconstruc t fro m
fragmentary cues highly accurate models of local conditions by exploiting these rela-
tionships (e.g., self-propelled motion i s correlated wit h the presence of an animal; a
sharp discontinuity in reflected light intensity is correlated wit h the presence of an
edge). This evolutionary Kantian position ha s already been richly vindicated in the
fields of perception an d psychophysic s (see, e.g. , Marr , 1982 ; Shepard, 1981 , 1984 ,
1987a, this volume), where the representations tha t our evolved computational sys-
tems construct go far beyond what is "logically" warranted solely by the sensory infor-
mation itself , usually settling on single preferred interpretations. Ou r minds can do
this reliabl y and validl y because thi s fragmentar y informatio n is operated o n by
evolved procedures tha t wer e selected precisel y because they reflect the subtle rela-
tionships enduringly present in the world (e.g., shading cues that are correlated with
shape and depth, time-location relationship s that are correlated with the most proba-
ble kinematic trajectories followe d by natural objects). These mechanisms supply a
privileged organization to the available sense data so that the interaction o f the two
generates interpretations that usually correspond to actual conditions in the external
world. In the absence of specialized mechanisms that assume and rely on certain rela-
tionships being characteristic of the world, recovering accurate models of the external
world fro m sens e data would be an insoluble computational proble m (Marr , 1982;
Poggioetal., 1985).

Parallel idea s for m th e centerpiec e o f Chomskyan psycholinguistics : Children
must be equipped with specialized mechanisms ("mental organs" ) that are function-
ally organized to exploit certain grammatical universals of human language. Other-
wise, language learning would be an unsolvable computational problem for the child
(Chomsky 1957 , 1959, 1975, 1980; Pinker 1979 , 1982, 1984, 1989; Wexler & Culi-
cover, 1980). The discovery and exploratory description o f such universal subtle rela-
tionships present in the "world" of human language is a primary activity of modern
linguists and psycholinguists. Proposed mechanisms for language learning that do not
include specialized procedure s that exploi t these relationships have been repeatedly
shown to be inadequate (e.g. , Pinker 1989 , 1991; Pinker & Prince, 1988) . As in per-
ception, adaptations fo r grammar acquisition must mesh with the enduring structure
of the world. But in this case, the recurrent structure to be meshed with is created by
the species-typica l desig n of other (adult ) human minds, which produce grammars
that manifest certain relationships and not others.

Due to common evolutionary ancestry, the living world of plants and animals is
structured into species and other more inclusive units that share large sets of properties
in common: Wolves resemble other wolves, mammals other mammals, and so on.
Living things occur in so-called natural kinds. This is another enduring set of relation-
ships in the world that our minds evolved to exploit. Ethnobiologists and cognitive
anthropologists such as Atran and Berlin have shown that the principles humans spon-
taneously use in categorizing plants and animals reflect certain aspects of this enduring
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structure, and are the same cross-culturally as well (Atran, 1990; Berlin, Breedlove, &
Raven, 1973).

In the last decade, the field of cognitive development has been revolutionized by
the discovery that the principles of inference that infants and children bring to the tasks
of learning are organized to reflect the particular recurrent structure of specific prob-
lem domains, such as object construal and motion, the differences between artifacts
and living kinds, physical causality, and so on (see, e.g., Carey & Gelman, 1991). These
evolved, domain-specific cognitive specializations hav e been shown to be specialized
according to topic and to develop in the absence of explicit instruction .

For example, contrary to the Piagetian notion that infants must "learn" the object
concept, recent research has shown that (at least) as early as 10 weeks—an age at which
the visual system has only just matured—infants already have a sensorily-integrated
concept of objects as entities that are continuous in space and time, solid (two objects
cannot occupy the same place at the same time), rigid, bounded, cohesive, and move
as a unit (e.g., Spelke, 1988 , 1990 , 1991) . Indeed, when infants of this age are shown
trick displays that violate any of these assumptions, they indicate surprise—one could
almost say in such cases that the object concept embodie d in their evolved mecha-
nisms causes them to "disbelieve" the evidence of their senses (Leslie, 1988) . By 27
weeks, infants already analyze the motion of inanimate objects into submovements
and use this parsing to distinguish causal from noncausa l relationships (Leslie, 1988;
Leslie & Keeble, 1987) . Needless to say , these are all relationships tha t accurately
reflect the evolutionarily long-enduring structure of the world.

A. Brown (1990) has shown that early causal principles such as "no action a t a
distance" guide learning about tool use in children as young as 18 months; these chil-
dren categorize tools for use according to functional properties (e.g., has a hooked end
for pulling) over nonfunctional properties (e.g., color). In contrast, the same children
have great difficulty learning how to use a tool when its mechanism of action appears
to violate one of their concepts about physical causality—concepts that mirror certain
aspects of Newtonian mechanics .

Very young children also make sharp distinctions between the animate and inan-
imate worlds. Throughout our evolutionary history, being an animal has been relia-
bly—if imperfectly—correlate d wit h self-generate d motion , wherea s inanimat e
objects rarely move unless acted upon by an outside force. Recent research suggests
that young children use this cue to distinguish the animate from the inanimate worlds,
and make very different inference s about the two (Gelman, 1990b ; Premack, 1990) .
More generally, experiments by Keil (1989) and others indicate that the kind of infer-
ences children spontaneousl y mak e about "natural kinds," such as animals, plants ,
and substances, differ sharply from those they are willing to make about human-made
artifacts. Natural kinds are viewed as having invisible "essences" that bear a causal
relation to their perceptual attributes, whereas artifacts are defined by how their per-
ceptual attributes subserve their (intended) function. In an important series of exper-
iments, Gelman an d Markma n (1986, 1987 ; Markman, 1989 ) found tha t natura l
kinds were a powerful organize r of inference in young children. In general, being a
member of a natural kind carries more inferential weight than being perceptually sim-
ilar. In addition, children give more weight to natural kind membership when reason-
ing about traits that actually are more likely to vary as a function of membership in a
natural kind, such as breathing, than when reasoning about traits that are more likely
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to vary as a function o f perceptual similarity, such as weight or visibility at night (for
summary, see Markman, 1989).

These principles apply far beyond these few simple cases. The world is full of long-
enduring structure, and the mind appears to be full of corresponding mechanisms that
use these structural features to solve a diverse array of adaptive problems: geometrical
and physical relationships that shape the probability of various trajectories (Shepard,
1984), biomechanically possible and impossibl e motions (Shiffra r &  Freyd, 1990),
momentum effects on trajectories (Freyd, 1987), correlations between the ingestion of
plant toxins and teratogenesi s (Profet, 1988 , this volume), privileged relationships
between the gravitational field and the orientation of objects in the world (Triesman,
1977), and o n an d on . I t i s only fo r expository convenience that w e have mostly
focused o n mechanism s bearin g o n categorizatio n an d inferenc e ("knowledge") ,
rather than on motivation, emotion, and decision making ("value"). The structure of
the world is reflected in the nature of behavior-regulating systems as well because the
long-term statistical structure of the world systematically creates relationships between
choices and adaptive consequences. (For a discussion of how emotional adaptations
reflect the relationship between decisions and the detailed structure of ancestral con-
ditions, see Tooby & Cosmides, 1990b. ) Mind/world relationships extend all the way
from th e ease with which people acquire fears of spiders and snakes (Marks, 1987;
Seligman, 1971) , to the mor e subtle impact tha t aestheti c factor s have on habita t
choice and wayfinding (Kaplan, this volume; Orians & Heerwagen, this volume), to
the relative unwillingness of adults to have sex with people with whom they co-resided
for lon g periods during childhood (McCabe , 1983 ; Parker & Parker, 1986 ; Pastner,
1986;Shepher, 1983; Westermarck, 1891; Wolf, 1966,1968; Wolf & Huang, 1980;N.
W. Thornhill, 1991) , to the intensity with which parents and children may come to
love each other (Bowlby, 1969), to the often violen t passions humans exhibit when
they discover the existence of spousal infidelity (Daly & Wilson, 1988; Wilson & Daly,
this volume).

For those who study psychological adaptations, the long-enduring structure of the
world provides a deeply illuminating source of knowledge about the evolved architec-
ture of the mind. As Shepard has so eloquently put it, there has been the evolution of
a mesh between the principles of the mind and the regularities of the world, such that
our minds reflect many properties of the world (Shepard, 1987a). Many statistical and
structural relationships that endured across human evolution were "detected" by nat-
ural selection, which designed corresponding computational machiner y that is spe-
cialized to use these regularities to generate knowledge and decisions that would have
been adaptive in the EEA. Because the enduring structure of ancestral environments
caused the design of psychological adaptations, the careful empirical investigation of
the structure of environments, from a perspective that focuses on adaptive problems
and outcomes, ca n provide powerful guidance in the exploration of the mind. The
long-term structur e o f the ancestra l worl d is worth knowing, worth studying, and
worth relating to psychology. This realization vastly widens the scope of information
that can be brought to bear on questions in psychology: Evolutionary biology, paleo-
anthropology, hunter-gatherer studies, behavioral ecology, botany, medicine, nutri -
tion, and many other fields can be mined for information that suggests specific hypoth-
eses, guides one toward productive experimentation, and informs one about the broad
array of functionally specialized mechanisms that are likely to be present. The stuff of



THE PSYCHOLOGICAL FOUNDATIONS OF CULTURE 73

the mind is the stuff of the world, and so the investigation of the rich structure of the
world provides a clearly observable and empirically tractable—if not royal—road into
the hidden countries of the mind.

THE CENTRAL ELEMENTS OF EVOLUTIONARY FUNCTIONAL ANALYSIS

Approaching the coordination between the structure of the ancestral world and the
design features of adaptations with an engineering sensibility is what gives empirical
specificity and inferential power to evolutionary functional analysis. The following are
five structured components that can be fit together in such an analysis.

1. An adaptive target:  a description of what counts as a biologically successful out-
come in a given situation. Out of the infinite set of potential behavioral sequences ,
which smal l subset would count as a solution to the adaptive problem? Here, one
wants to know which behavioral outcomes will have the property of enhancing the
propagation of the psychological designs that gave rise to them. For example, out of
all the substances in the world, which should the organism eat and which should it
avoid? With whom should the organism mate? How much parental care should it
devote to each offspring? When should the organism join a coalition? What inferences
should be drawn on the basis of the retinal display about the location of various sur-
faces? In defining an adaptive target, the goal is to ascertain whethe r the proposed
behavioral outcome, in combination with all the other activities and outcomes pro-
duced by the organism, will enhance design propagation under ancestral conditions.

2. Background conditions:  a description of the recurrent structure of the ancestral
world that is relevant to the adaptive problem. One wants to know what features of the
ancestral world were sufficiently stable to support the evolution of a design that could
produce an adaptive target. This could be a part of the external environment, another
part of the standard design of the organism, or a combination of the two. This includes
the information available to solve the problem, the environmental and endogenous
obstacles to solving the problem, and so on. So, for example, the regular spatial ori-
entation of human eyes with respect to each other, the face, and the ground constitute
background conditions for the evolution of face recognition mechanisms in infants .
Often, but not always, the ancestral world will be similar to the modem world (e.g.,
the properties of light and the laws of optics have not changed). However, one needs
to know something about hunter-gathere r studies and paleoanthropology to know
when ancestral conditions germane to the adaptive problem diverge from moder n
conditions. Of course, when there is a difference between the two, ancestral conditions
are the applicable ones for the purpose of analyzing the functional design of an adap-
tation because they are the cause of that design. Modern environments are relevant to
the analysis of the ontogeny of mechanisms and their calibration. It is important t o
keep in mind that a mechanism that was capable of producing an adaptive target under
ancestral conditions may not be capable of doing so under modern ones. Our visual
system fails to maintain color constancy under sodium vapor lamps in modern park-
ing lots (Shepard, this volume), and attempting to understand color constancy mech-
anisms under such unnatural illumination would have been a major impediment to
progress.

3. A design:  a description o f the articulated organization of recurrent features in
the organism that together comprise the adaptation or suspected adaptation. A design
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description o f the eye, for example, would include a specification of its species-typical
parts and the manner in which they interact to produce an adaptive target.

The design—or even the existence—of a proposed information-processing mech-
anism i s frequently unknown . Indeed, a n appropriat e functiona l descriptio n o f a
design is often wha t one is trying to discover . When this is the case, this step in an
evolutionary functiona l analysis would be the construction o f a hypothesis about the
existence and design features of a psychological adaptation. Thi s might include what
environmental cues the mechanism monitors; what information it draws from othe r
mechanisms, how it categorizes and represents this information, what procedures or
decision rule s transform the informationa l input, what kinds of representations o r
behaviors it produces as output, which mechanisms use its output for further process -
ing, how its output is used by other mechanisms to generate behavior, and so on. The
more causally explicit one can make the design description a t the cognitive level, the
better. Eventually, one hopes to have a description of the neurobiological implemen-
tation of the adaptation a s well.

4. A performance examination:  a description of what happens when the proposed
adaptation mechanisticall y interacts with the world. What range of outcomes does the
design actually produce? Like putting a new aircraft prototype in a wind tunnel, what
one is looking for is a good causal or "engineering" analysis of how the proposed design
actually performs under conditions that are representative of situations our ancestors
routinely faced, and how it performs under present conditions as well. For a proposed
language acquisition device , for example, one wants to model how its information-
processing procedures perform when they encounter normal linguistic environments,
in order to see whether the interaction of procedures an d environment assemble s an
increasingly elaborated computationa l syste m capable o f producing intelligible and
grammatical sentences. Similarly, one wants to model how psychological mechanisms
in women or men interact with their social and informational environments to pro-
duce mating preferences. We want to emphasize that we are looking here for a mech-
anistic or causal description o f how the system generates output given input. State -
ments like, "the huma n child learns its culture through imitation and generalization"
are not models of how input generates output. They are too unspecified to qualify as
hypotheses or explanations; we should have ceased treating them as such a long time
ago.

5. A performance evaluation:  a description o r analysis of how well (or how poorly)
the design, under circumstances paralleling ancestral conditions, managed to produce
the adaptive target (the set of biologically successful outcomes). Th e better the mech-
anism performs, the more likely it is that one has identified an adaptation .

It is just as important, however, to see whether the proposed mechanism produces
the behaviors one actually observes from real organisms under modern conditions. If
it does, this suggests that the researcher i s converging on a correct description o f the
design of the mechanisms involved, whether they are producing behavior that is cur-
rently adaptive o r not. The Westermarck incest avoidance mechanism, for example,
passes both tests. It produces adaptive outcomes under ancestral (and many modern)
conditions (e.g. , distaste fo r sex between siblings who co-resided a s children), and i t
also explains the nonadaptive outcomes that are observed under certain modern con-
ditions (e.g., distaste for sex between kibbutz creche mates who co-resided as children
[Shepher, 1983] ; distaste for sex with spouses who were adopted into one's family at a
young age and with whom one was raised [Wolf & Huang, 1980]) .
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In short , an evolutionary functional analysi s consists of asking a series of engi-
neering questions: Would the proposed design have interacted with properties of the
ancestral world to produce target adaptive outcomes? Does the proposed design inter-
act wit h properties o f the mode m worl d to produc e outcome s tha t on e actually
observes in real organisms, whether these outcomes are adaptive or not? Is there an
alternative design that is better able to generate adaptive targets under ancestral con-
ditions? If so, then are there any background conditions that one has overlooked that
would have prevented the alternative design from evolving? And so on.

Natural selection is the process that shapes biological form to match function, and
this link between form and function has been a critically illuminating relationship in
thousands of applications. Ever since Harvey's question about why there were valves
in the veins led him to discover the circulation of the blood, functional questions about
organismic design have been a powerful engine for the discovery of new knowledge
(Mayr, 1983) . Those even distantly connected to organismi c biology have become
aware of the spectacular functionalis t revolution that has transformed the field over
the last 30 years, placing adaptationism on a new and far more rigorous foundation
(Hamilton, 1964; Maynard Smith, 1982; see, especially, Williams, 1966). The reason
why Lewontin and Gould's accusation (famous among social scientists) that adapta-
tionism consists of post hoc storytelling has so resoundingly failed to impress practic-
ing evolutionary biologists is that they saw on a daily basis that adaptationism was
anything but post hoc (Gould & Lewontin, 1979; for discussion, see Pinker & Bloom,
this volume). Simply put, an explanation for a fact by a theory cannot be post hoc if
the fact was unknown until after it was predicted by the theory and if the reason the
fact is known at all is because of the theory. Functionalist analysis in biology has moti-
vated thousands of predictions about new and critical phenomena, whose subsequent
discovery confirme d the productivit y o f th e emergin g paradigm. Lewonti n an d
Gould's critique has primarily impressed those outside of evolutionary and organismic
biology who have not been exposed on a professional basis to the flood of new findings
that were both generated and economically organized by the newly emerging func-
tionalist principles.

When they are linked together, the five components outlined above not only pro-
vide a framework for the explanation o f facts that are already known; they also form
a powerful heuristic system for the generation of new knowledge. Depending on which
questions you need answered and what information you already have, you can put
these relationships to a number of richly productive alternative uses. For example, if
you are trying to discover the structure of unknown psychological mechanisms, you
first need to integrate steps 1  and 2 together into a definition of an adaptive problem
(what Marr called a computational theory or task analysis; Marr, 1982). You need to
determine things such as what information was routinely available in the environment
and in the organism to solve the problem (step 2), and what outcomes constituted a
successful solutio n t o th e proble m (ste p 1) . From this , yo u can begi n to develop
hypotheses about the nature of the information-processing mechanism s that might
have evolved to solve the problem, and then empirically test for their presence. (For a
discussion of this approach, see Marr, 1982, and Cosmides & Tooby, 1987. For some
applications of this approach to specific psychological problems: on vision, see Marr,
1982; on mechanisms specialized for reasoning about social exchange, see Cosmides,
1989, Cosmides & Tooby, 1989 , this volume, and Gigerenzer & Hug, in press; on
mechanisms regulating parental solicitude, see Mann, this volume, and Daly & Wil-
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son, 1988). In short, by using steps 1 and 2, one can create a hypothesis about function
that leads to the discovery of form. This use of the elements of evolutionary functional
analysis guides the researcher step by step from a definition of an adaptive problem to
the discovery and mapping of the mechanisms that solve it.

An alternative starting point is step 3: a well-specified candidate hypothesis about
the structure of an information-processing mechanism . So, for example, you might
hypothesize that operant conditioning explains the acquisition o f natural language
grammars. To proceed with an evolutionary functional analysis, you would then need
to develop a description o f the relevant environmental features (step 2) and defin e
what counts as a successful outcome (step 1) . You would then proceed to steps 4 and
5—performance examination and evaluation. If your hypothesis about design is cor-
rect, then the step 4 performance examination will reveal that the design's interaction
with the relevan t environment features is at least capable  o f producing a successfu l
outcome. The performance evaluation of step 5 will allow you to determine whether
the design hypothesized in step 3 is better at producing adaptive outcomes than alter-
native designs.

We will refer to the application of steps 4 and 5 as the solvability criterion: To be
correct, a  cognitive adaptation must be capable of solving the proposed proble m or
generating behavior that we know humans routinely perform and of doing so given
the relevant background conditions. Although this may seem like an obvious step, the-
ories in psychology are rarely evaluated in this way, which has allowed entire research
communities to labor under the impression that, say, associationism or imitation con-
stitute effective explanations of the phenomena they studied. Such tests of computa-
tional performance—or learnability analyses as they are called when applied to learn-
ing tasks—were pioneered in psycholinguistics by Pinker and colleagues (1979,1984,
1989, 1991 ; Pinker & Prince, 1988 ; Wexler & Culicover, 1980 ) in order to evaluate
which theories of language acquisition could actually account for the fact that children
learn the language of their local community. By using this method one can, in fact ,
rule out entire classes of theories as inadequate, without having to empirically test each
one of an inexhaustible set of trivial variants. Because there are an infinite number of
alternative theories, empirical falsification is not by itself a practical research strategy;
it must be combined with other sources of valid inference if one is to be able to draw
larger and more interesting conclusions. For psychologists, the analysis of computa-
tional performance is one way of doing this.

Yet another approach to evolutionary functional analysis begins with noting the
existence of a complexly articulated and recurrent phenotypic pattern—for example,
eyes, teeth, pregnancy sickness, or sexual jealousy—and investigating whether it might
be the expression of an adaptation (Williams, 1966, p. 10) . In such cases, one is fol-
lowing the logic in yet another direction: Given a known phenotypic structure (step
3), one dissects the environment (step 2) and the requirements for reproduction (step
1), to find out whether they compose a well-defined adaptive problem for which the
reliable outcomes of the design (step 4) constitute a well-engineered solution (step 5).
Profet's proposal that pregnancy sickness constitutes an adaptation to limit maternal
ingestion of teratogens during the most vulnerable phases of embryogenesis is an excel-
lent application o f this approach (Profet, this volume). It should be stressed that this
is the only type of functionalist analysis to which Gould and Lewontin's accusation of
post hoc storytelling could possibly apply, even in principle, since it is the only one
that works backward from known facts about phenotypic design. Yet, even here, the
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critique coul d only apply if all facts about the environment , the other parts of the
organism, and the structure believed to be an adaptation wer e known in advance. In
practice, this is never the case. This form-to-function approach is just as productive as
the others because it leads to the prediction and organization of previously unknown
facts, usually about additiona l desig n features of the organism as well as about th e
recurrent structure of the world. For example, the study of the visual system has prof-
ited immensely from the fact that scientists knew that the eye exists and that the visual
system's functio n i s to perfor m scene analysi s given data transduce d b y the eye.
Indeed, the functionalist approach to the study of vision has generated one of the most
sophisticated and least ad hoc bodies of knowledge in psychology. As Mayr put it, sum-
marizing the historical recor d in response to accusations that adaptationist research
was simply post hoc storytelling, "The adaptationis t question , 'What is the functio n
of a given structure or organ?' has been for centuries the basis for every advance in
physiology" (1983, p. 32). Adaptationist principles can provide equally powerful guid-
ance for research in psychology as well.

Even if every aspect of a mechanism were already known, examining the detailed
transactions betwee n selected feature s of the environment and selected parts of the
mechanism would clarify many features of its functional organization, such as which
aspects of the design perform the work (e.g., which aspects of pregnancy sickness cause
the mother to avoid ingesting teratogens) and which are functionless or even harmfu l
side effects (such as calorie reduction during the first trimester). Naturally, the form-
to-function approach does include the risk of answering the post hoc "why" question
that Gould and Lewontin so disdain; that is, of explaining why already known features
of biological designs came to be as they are. But even physics and geology run th e
"risk" of addressing such Kiplingesque post hoc questions as why Mercury has an orbit
that deviates from the predictions of Newtonian mechanics, why Asia has the Hima-
layas, or why the universe has its present set of four interactions, temporal asymmetry,
background radiation , an d particl e distribution . I n science , thi s i s usually called
"explanation."

TOWARD A POST-STANDARD MODEL VIEW OF DEVELOPMENT

Development from an Adaptationist Perspective

The recognition that organisms are integrated collections of problem-solving mecha-
nisms organized to propagate their designs brings with it an adaptationist framing of
development. An adaptation is , by its nature, an improbably good organization of ele-
ments and s o will not ofte n spontaneousl y come into existence merely by chance.
Instead, for adaptations to exist, they must be specifically constructed from the mate-
rials present in evolutionarily normal environments. Accordingly, the developmental
programs and machinery responsible for assembling an adaptation correctly are also
adaptations. As adaptations, they themselves have complex structures that assume and
require recurrent features of the world, and that interact with this recurrent structure
to produce biologically functional targeted outcomes.

Hence, th e primar y functio n o r targe t o f developmenta l adaptation s (whic h
include the genes) is to reconstruct i n offspring the evolved functional organization
that was present in their parents, which is predominantly species-typical design. The
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genes and the mechanisms of genetic transmission are, of course, adaptations to the
problem of faithfully replicatin g into the offsprin g critica l information necessary to
reconstruct this design. The genes come embedded in a matrix of cellular and devel-
opmental machinery constituting an additional set of adaptations that use the genetic
structure as regulatory elements to institute and to guide embryogenesis and subse-
quent development along species-standard pathways . For this reason, it is useful t o
think of the genes together with the developmental machinery as one integrated suite
of adaptations—the developmental programs—and to distinguish the minor idiosyn-
cratic features of an individual's genes and zygotic machinery from the recurrent or
species-typical dimensions that have endured long enough to have been organized by
natural selection. The latter specify the species-standard physiological and psycholog-
ical architecture visible in all humans raised in normal environments, whereas the for-
mer specify the usually minor perturbations within that architecture (Tooby & Cos-
mides, 1990a).

Why do we so often connec t complex adaptations o r evolved architectures with
concepts such as species-typical, human  universal, species-standard, recurrent,  and so
on? This is because when humans are described from the point of view of their com-
plex adaptations, differences tend to disappear, and a universal architecture stands out
in stark relief. This is both empirically the case (nearly everyone has two eyes, two
hands, the same sets of organs, and so on) and theoretically expected to be the case if
organisms are primarily collections of complex adaptations. The logic is straightfor-
ward (Tooby & Cosmides, 1990a; see also Tooby, 1982) :

1. A  species is a group of organisms with a common history of interbreeding and
a continuing ability to interbreed to form offspring who can typically reproduce
at least as well as their parents.

2. T o survive and reproduce in a complex world, organisms need complex prob-
lem-solving machinery (complex adaptations).

3. Comple x adaptations are intricate machines that require complex "blueprints"
at the genetic level. This means that they require coordinated gene expression,
involving hundreds or thousands of genes to regulate their development.

4. Sexua l reproduction automatically breaks apart existing sets of genes and ran-
domly generates in the offsprin g new , never before existing combinations of
genes at those loci that vary from individual to individual.

5. I f gene s differe d fro m individua l t o individua l i n way s tha t significantl y
impacted the developed design of the component parts of complex adaptations,
then existin g geneti c combination s whos e develope d expression s ha d fi t
together into complex adaptations would be pulled apart by sexual recombi-
nation. Equally, new combinations would be thrown randomly together, result-
ing in phenotypes whose parts were functionally incompatible. This is because
parts in any complex machine are functionally interdependent: If you tried to
build a new car engine out of a mixture of parts from a  Honda and a Toyota,
the parts would not fit together. To build a new engine whose component parts
fit together, you would have to salvage parts from two "parents" that were of
the same make and model.

6. Becaus e sexual recombination is a random process, it is improbable that all of
the genes necessary for a complex adaptation woul d be together in the same
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individual if the genes coding for the components of complex adaptations var-
ied substantially between individuals.

7. Therefore , it follows that humans, and other complex, long-lived, outbreeding
organisms, must be very nearly uniform in those genes that underlie our com-
plex adaptations .

8. B y the same token, sexually reproducing populations of organisms freely tol-
erate genetic variation to the extent that this variation does not impact the com-
plex adaptiv e organizatio n shared across individuals . To retur n to ou r ca r
engine example, the color of the parts is functionally irrelevant to the operation
of the car and so can vary arbitrarily and superficially among cars of the same
make and model; but the shapes of the parts are critical to functional perfor -
mance and so cannot vary if the "offspring" design is to function successfully .

These constraints on variation apply with equal force to psychological adaptations:
Even relatively simple cognitive programs, "menta l organs," or neurological struc -
tures must contain a  large number of interdependent processing steps, limiting the
nature of the variation that can exist without violating the functional integrity of the
psychological adaptation. The psychic unity of humankind—that is, a universal and
uniform human nature—is necessarily imposed to the extent and along those dimen-
sions that ou r psychologies are collections o f complex adaptations. Therefore , it is
selection interacting with sexual recombination that tends to impose near uniformity
at the functional level in complex adaptive designs (as well as in whatever is develop-
mentally coupled to complex functional structure). It is selection that is responsible
for what we have been calling our universal evolved psychological and physiological
architecture.

There is no small irony in the fact that Standard Social Science Model hostility to
adaptationist approache s is often justified through the accusation that adaptationist
approaches purportedly attribute importan t difference s betwee n individuals, races,
and classe s t o geneti c differences . I n actuality , adaptationis t approache s offe r th e
explanation for why the psychic unity of humankind is genuine and not just an ideo-
logical fiction; for why it applies in a privileged way to the most significant, global,
functional, and complexly organized dimensions of our architecture; and for why the
differences among humans that are caused by the genetic variability that geneticists
have found are so overwhelmingly peripheralized into architecturally minor and func-
tionally superficial properties. I f the anti-adaptationists were correct (e.g. , Gould &
Lewontin, 1979) and our evolved architectures were not predominantly sets of com-
plex adaptations or properties developmentally coupled to them, then selection would
not act to impose cross-individual uniformity , and individuals would be free to vary
in important ways and to any degree from other humans due to genetic differences. If
the world were, in fact, governed by nonselectionist forces, then the psychic unity of
humankind would simply be a fiction.

Modern geneticists, through innovative molecular genetic techniques, have cer-
tainly discovered within humans and other species large reservoirs of genetic variabil-
ity (Hubby & Lewontin, 1966; Lewontin & Hubby, 1966; see reviews in Ayala, 1976,
and Nevo, 1978). But it is only an adaptationist analysis that predicts and explains why
the impact of this variability is so often limited in its scope to micro-level biochemical
variation, instea d o f introducing substantia l individuatin g desig n differences . Th e
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study of the operation of selection o n complex mechanisms makes it difficult t o see
how more than a tiny fraction of this variation could be constitutive of complex psy-
chological or physiological adaptations.5

Thus, human design resolves itself into two primary tiers: First, an encompassing
functional superstructur e o f virtuall y universal , complexly articulated, adaptivel y
organized developmental, physiological , and psychological mechanisms, resting on a
universally shared genetic basis; and, second, low level biochemical variation creating
usually slight individuating perturbations in this universal design due to the existence
of a reservoir of genetic variability in the species. There may also be some thin films
of population-specific or frequency-dependent adaptive variation on this intricate uni-
versal structure (see, e.g., Durham, 1991 ; McCracken, 1971) , but for a number of rea-
sons these will be very small in magnitude next to the complex structure of a universal
human nature (for discussion, se e Tooby & Cosmides, 1990a , 1990b) . The primary
function o f developmental adaptations i s to reconstruct i n each new individual this
complex, functional architecture, and the primary focus of adaptationists is the study
of this universal structure .

The fact that humans in ordinary environments reliably develop a clearly recog-
nizable species-typical architecture should in no way be taken to imply that any devel-
oped feature of any human is immutable or impervious to modification or elimination
by sufficiently ingenious ontogenetic intervention. Nothing about humans could pos-
sibly be immune from developmenta l intervention , simpl y because we are physical
systems open to contact and manipulation by the rest of the world; we are not some-
thing made unalterable by inexorable supernatural predestination. People frightened
of the myth that biology is destiny can be reassured (just as others may be alarmed) by
the fac t that there are no limits to what could be done, especially by evolutionarily
novel measures: Deliver the right quanta to the right ribosomes or other locations at
the right times and anyone or anything could be successively modified into a water-
melon or an elephant. In contrast, Standard Socia l Science Model advocates, such as
Gould, tend to equate evolved biological design with immutability without any logical
or empirical warrant . As Gould expresse s his rathe r magica l belief, "If we are pro-
grammed to be what we are, then these traits are ineluctable. We may, at best, channel
them, but we cannot change them either by will, education, or culture" (Gould, 1977c,
p. 238).

In actuality, the very openness of development to intervention poses a critical set
of adaptive problems for developmental adaptations. Their primary function is to suc-
cessfully reconstruct eac h functionally necessary detail of our species-typical architec -
ture, including the tens or hundreds of thousands of specific components and arrange-
ments tha t endo w u s wit h a  lens , a  retina , a n opti c nerve , language , materna l
attachment, emotions , retinotopi c maps , te n fingers, a skeleton , colo r constancy ,
lungs, a  representationa l syste m embodyin g the implici t theor y tha t other s have
minds, an ability to cooperate, spatial cognition, and so on. Each of these adaptation s
constitutes a very narrow target of improbably good functional organization. Because
the world is full o f potential disruptions , ther e is the perennial threat that the devel-
opmental process may be perturbed away from the narrow targets that define mech-
anistic workability, producing some different and nonfunctional outcome. Develop-
mental adaptations are, therefore, intensely selected to evolve machinery that defends
the developmental proces s agains t disruption (Waddington , 1962) . Profet (thi s vol-
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ume) provides an elegant analysis of a psychological adaptation designe d to defen d
against just such threats to adaptive development, protecting embryogenesis from the
potentially disruptive plant toxins in the mother's diet through modifying her dietary
decisions durin g pregnancy . Mor e generally , developmenta l program s ar e ofte n
designed to respond to environmentally o r genetically introduce d disorde r through
feedback-driven compensation that redirects development back toward the successful
construction o f adaptations. Thus , developmenta l processes hav e been selected t o
defend themselves against the ordinary kinds of environmental and genetic variability
that were characteristic of the environment of evolutionary adaptedness, although not,
of course, against evolutionarily novel or unusual manipulations .

Of course, unlike human-built machines that have a static architecture until they
break down, organisms are systematically transformed by developmental adaptations
over their life histories from zygote to senescence. Thus, the task facing developmental
adaptations is not to assemble a machine of fixed design, but rather to assemble and
modify the set of expressed adaptations according to a moving target of age, sex, and
circumstance-dependent desig n specifications. For example, adaptive problems are
often specific to a particular life stage, and so the organism must be developmentally
timed to have the necessary adaptations for that stage, regardless of whether, as a side
effect, they happen to appear before or persist after they are needed (e.g., the placenta,
fetal hemoglobin , the sucking reflex, the ability to digest milk, the fea r of strangers,
ovulation, the ability to be sexually aroused, milk production, and so on).

Hence, the Standar d Mode l assumption—critica l to it s logic—that the menta l
organization present in adults but absent from newboras must be "acquired" from the
social world has no conceptual foundation and is, in many cases, known to be empir-
ically false . I n the worldvie w of the SSSM , biological constructio n goe s on i n th e
uterus, but at birth the child is "biologically complete" except for growth; at this point,
it is surrendered into the sole custody of social forces, which do the remainder of the
construction of the individual. This , of course, reflects folk biology, captured in the
two dictionary definitions of innate as "present from birth" and as "intrinsic." Social
construed vist arguments frequently take the form that because thus-and-such is absent
at birth, or doesn't appear until after age seven, or until after puberty, it is obviously
"learned" or "socially constructed." As a result, a common, but generally irrelevant
feature of "nativist" versus "environmentalist" debates is over what is "present from
birth." This confuse s (amon g other things ) the questio n o f whether something is
expressed at the time of birth with whether there exists in the individual evolved devel-
opmental mechanisms that may activate and organize the expression of an adaptation
at some point in the life cycle. Developmental processes continue to bring additional
adaptations on line (as well as remove them) at least until adulthood, and there is an
increasing amount of evidence to suggest that age-driven adaptive changes in psycho-
logical architecture continue throughout adulthood (see , e.g., Daly & Wilson, 1988) .
Thus, just as teeth and breasts are absent at birth and develop later in an individual's
life history, perceptual organization, domain-specifi c reasoning mechanisms, the lan-
guage acquisition device , motivational organization, an d many other intricate psy-
chological adaptations mature and are elaborated in age-specific fashions that are not
simply the product of the accumulation of "experience." Consequently, psychological
adaptations may be developmentally timed to appear, disappear, or change operation
to mesh with the changing demands of different age-specific tasks, such as parenting,
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emotional decoding of the mother's voice, language acquisition, species-appropriat e
song learning, and so on (Daly & Wilson, 1988 ; Feraald, this volume; Marler, 1991 ;
Newport, 1990).

Equally, althoug h mos t huma n psychologica l an d physiologica l adaptation s
appear t o be sexually monomorphic, some are obviously sexually differentiated t o
address those adaptive problems whose task demands were recurrently disparate for
females and males over evolutionary time (e.g., Buss, 1987, 1989 , 1991 , this volume;
Daly & Wilson, 1988 ; Ellis, thi s volume; Silverman & Eals, this volume; Symons,
1979; Wilson & Daly, this volume). For any particular gender difference, many psy-
chologists are interested in whether it was caused (1) by sexually monomorphic psy-
chologies encountering differential treatmen t by the social world , or (2) by sexually
differentiated developmenta l mechanism s encountering treatmen t fro m th e socia l
world, whether that treatment was uniform or differential. As interesting as this ques-
tion may be, however, the fac t that an expressed gender difference ma y first appear
after birth, or even late in life, is evidence neither for nor against either of these views.

For these reasons, one needs to distinguish an organism's evolved design or species-
typical architecture from its "initial state" (Carey, 1985a); that is, its state at whatever
point in development one chooses to define as "initial" (birth, conception, fetus prior
to gonadal or neural sexual differentiation, puberty, or whatever). Not all features of
evolved human design are or can be present at any one time in any one individual.
Thus, the genetically universal may be developmentally expressed as different matu -
rational designs in the infant, the child, the adolescent, and the adult; in females and
males; or in individuals who encounter different circumstances. Pregnancy sickness is
arguably a feature of our evolved universal design, but i t does not appear in males,
children, o r women who have never become pregnant; it is only present in sexually
mature women while they are pregnant. Thus, when we use terms such as "evolved
design," "evolved architecture," o r even "species-typical," "species-standard," "uni-
versal," and "panhuman," we are not making claims about every human phenotype
all or even some of the time; instead, we are referring to the existence of evolutionarily
organized developmental adaptations, whether they are activated o r latent. Adapta-
tions are not necessarily expressed in every individual. They only need to have been
expressed often enough in our evolutionary history to have been targets of selection,
and, hence, to hav e been organized by selection s o that they reliably develop under
appropriate circumstances. For this reason, adaptations and adaptive architecture can
be discussed and described at (at least) two levels: (1) the level of reliably achieved and
expressed organization (as, for example, in the realized structure of the eye), and (2)
at the level of the developmental programs that construct such organization. To avoid
cumbersome expressions , w e do no t usuall y bother t o terminologically distinguish
successfully assemble d expresse d adaptive architecture fro m th e more fundamenta l
developmental adaptation s tha t construc t them . Contex t usuall y make s obvious
which is being discussed.

Selection Regulates How Environments Shape Organisms

Many social and biological scientists have labored under the false impression that only
certain things are under the "control," or "influence," or "determination" of the genes
or of biology. According to this view, evolutionary approaches are only applicable to
those traits under such "genetic control," and the greater the environmental influence
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or control, the smaller the domain of things for which evolutionary analyses properly
apply (e.g. , Sahlins, 1976a ; Gould, 1977a , 1977b, 1977c ; note, especially , Gould's
Standard Model contrast of "genetic control" with the "purely cultural"). In this dual-
istic conception, th e genes are "biological" and evolved, while "the environment"—
including the social environment—is nonbiological and nonevolved. In consequence,
the environment is held to be something that not only can attenuate, nullify, or even
reverse "genetic forces" but may break the causal chain entirely, liberating human
affairs from the causal patterning of evolution. For proponents of the SSSM, it is self-
evident that the causal forces of evolution and "biology" are located solely inside the
organism and are expressed in an unadulterated form only at birth, if then. In contrast,
the causal forces of the environment are seen as external to the organism, as having
their own independent causal history, and as having no particular reason to act on the
organism in such a way as to preserve or elaborate the organism's initial biological
organization. In short, the environment is conceptualized as obviously nonbiological
in character. Development is consequently portrayed as a process in which the new-
born organism—usually seen as a passive clay-like object with some initial biologically
given form—i s pounded o r sculpted by the active and nonbiologica l environment
according to its accidents, structure, or agenda. It follows from this view that biology
can only express itself in human life if it is unalterable or at least rigid enough to resist
the pounding forces of the environment—a bombardment that begins at birth. One
might think of the stubbornly biological aspects of human life as the hardened part of
the clay, while the more plastic parts are easily shaped by the environment and quickly
lose their initial biological form. Consequently, even if advocates of the SSSM do not
want to dichotomize traits cleanly into two sets (e.g., hardened versus wet clay), they
could array them by this criterion as more or less biologically determined; that is, as
more or less environmentally influenced.

Despite its tenacity in the socia l sciences at large, this Standard Model view of
development ha s been abandone d b y many cognitive scientists an d b y biologist s
because it rests on a series of fallacies and misconceptions. To begin with, despite the
routine use of such dualistic concepts and term s by large numbers of researchers
throughout the social and biological sciences, there is nothing in the real world that
actually corresponds to such concepts as "genetic determination" o r "environmental
determination." There is nothing in the logic of development to justify the idea that
traits can be divided into genetically versus environmentally controlled sets or arrayed
along a spectrum that reflects the relative influence of genes versus environment. And,
most critically, the image of "the environment" as a "nonbiological" causal influence
that diminishes the "initial" evolved organization of humans rests on the failure to
appreciate the role that the evolutionary process plays in organizing the relationship
between our species-universal genetic endowment, our evolved developmental pro-
cesses, and the recurring features of developmental environments.

In the first place, every feature of every phenotype is fully an d equally codeter-
mined by the interaction of the organism's genes (embedded in its initial package of
zygotic cellular machinery) and its ontogenetic environments—meaning everything
else that impinges on it. By changing either the genes or the environment any outcome
can be changed, so the interaction of the two is always part of every complete expla-
nation of any human phenomenon. As with all interactions, the product simply can-
not be sensibly analyzed into separate genetically determined and environmentally
determined components or degrees of influence. For this reason, everything, from the
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most delicate nuance of Richard Strauss's last performance of Beethoven's Fifth Sym-
phony to the presence of calcium salts in his bones at birth, is totally and to exactly the
same extent genetically and environmentally codetermined. "Biology" cannot be seg-
regated off into some traits and not others.

Nevertheless, one could understand and acknowledge that all human phenomena
are generated by gene-environment interactions, yet believe that the existence and par-
ticipation of the environment in such interactions insulates human phenomena from
interesting evolutionary patterning. Afte r all, if only our genes evolved, whereas the
form o f the environment is generated by other processes (such as geology, cultural
transmission, epidemiology, and meteorology) then the gene-environment interaction
seems to blunt the organizing effects evolution might otherwise have on human life.
Although this view seems quite reasonable, a  close examination of how natural selec-
tion actually adaptively organizes gene-environment interactions over time leads to a
very different conclusion , whic h might be summed up by the counterintuitive claim
that "the environment" is just as much the product of evolution as are the genes.

To understand why this is so, one needs to distinguish "the environment" in the
sense of the real total state of the entire universe—which, of course, is not caused by
the genes or the developmental mechanism s of any individual—from "th e environ-
ment" in the sense of those particular aspects of the world that are rendered develop-
mentally relevant by the evolved design of an organism's developmental adaptations .
It is this developmental!}? relevant  environment—the environment as interacted with
by the organism—that, in a meaningful sense, can be said to be the product of evo-
lution, evolving in tandem with the organism's organized response to it. The confusion
of these two quite distinct senses of "environment" has obscured th e fac t tha t the
recurrent organization of the environment contributes a biological inheritance parallel
to that of the genes, which acts co-equally with them to evolutionarily organize the
organism throughout its life.

The assumption that only the genes are evolved reflects a widespread misconcep-
tion about the way natural selection acts. Genes are the so-called unit s of selection,
which are inherited, selected , or eliminated, an d so they are indeed something tha t
evolves. But every time one gene is selected over another, one design for a develop-
mental program is selected over another as well; by virtue of its structure, this devel-
opmental program interacts with some aspects of the environment rather than others,
rendering certain environmental features causally relevant to development. So, step
by step, as natural selection constructs the species' gene set (chosen from the available
mutations), i t constructs in tandem th e species' developmentally relevant environ-
ment (selected from the set of all properties of the world). Thus, both the genes and the
developmentally relevant  environment are the product of  evolution.

Even more crucially, by selecting one developmental program over another, the
evolutionary process is also selecting the mechanisms that determine how the organ-
ism will respond to environmental input, including environmental input that varies.
A developmental mechanism, by virtue of its physical design, embodies a specification
for how each possible state of the developmental environment is to be responded to,
if encountered. This is a central but little understood point: There is nothing "in" th e
environment that by itself organizes or explains the development, psychology, mor-
phology, or behavior of any organism. "The" environmen t affects different organisms
in differen t ways . We find the smell of dung repellent; dung flies are attracted to it .
Temperature a t incubation determines the sex of an alligator , but no t o f a human
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(Bull, 1983) . A honeybee larva that is fed Royal Jelly will become a queen bee rather
than a sterile worker, but Royal Jelly will not have this effect on a human baby. Many
bats navigate by sound echoes that humans cannot even hear. Rats have an elaborate
sense of smell, which their food choice mechanisms use, but their navigation mecha-
nisms ignore smell cues entirely in favor of geometric cues (Gallistel, 1990) . Indeed,
this last exampl e shows that the developmentally relevant environment is not just
organism-specific, i t i s mechanism-specific. In othe r words, the actual relationship
between environmenta l conditions an d developmenta l outcome s i s created b y the
design of the developmental procedures that exist in the organism and, within the limit
of the physically possible, mechanisms could be designed into the system to create a
causal relationship between any imaginable environmental input and any imaginable
output. In principle, genetic engineers could build honeybee larvae that develop into
workers if, and only if, they are exposed to recitations of Allen Ginsberg's "Howl."

Aside from physica l necessity, then, it is the evolved design of the organism that
decides what organized consequences the environment can have on it. The rules that
govern how environments impact the developing organism have themselves evolved
and hav e been shaped b y selection. Consequently , the evolutionary process deter -
mines how the environment shapes the organism. Over evolutionary time, genetic
variation in developmental programs (with selective retention of advantageous vari-
ants), explores sampled properties out of the total environment potentially available
to be interacted with . This process discovers which recurrent feature s are useful i n
the task o f organizing and calibratin g psychologica l adaptations an d whic h recur-
rent features are unreliable or disruptive. I t renders the latter irrelevant to develop-
ment.

A natural response is to claim that although the genes are highly stable, replicated
with few mutations from generation to generation, the environment is volatile, ren-
dering any developmental process coordinating the two ineffectual. Once again, how-
ever, our intuitions are not a privileged perspective from whic h one can declare the
world to b e either stabl e o r variable . Whether the world is "stable" or "variable"
depends on the categorization system used or, to put it another way, on which parts of
the world are selected to be processed by a mechanism.

Consider, for example, the following thought experiment. Imagine that an identi-
cal pool shot is set up every generation on a rather odd pool table. Three of the fou r
cushions wobble continuously and unpredictably, but one happens to be stable. The
"genes" determine the exact direction the cue ball is hit each time, while the "envi-
ronment" (i.e., the angle of the cushions when struck) determines how the shot will be
reflected back. Whether a particular shot successfully sinks the target ball in a pocket
(i.e., whether it achieves the adaptive target) is determined by the interaction of the
direction of the shot and the orientation of the cushion at the time the ball hits it (i.e.,
the interaction of genes and environment determine the outcome). Assume also that
there is variation in the direction of the shot (i.e., in the "genes") and that successful
shots cause genes to be retained.

Over the long run, feedback-driven selection will come to determine which direc-
tion the ball is hit. In determining this direction, it will also end up selecting the stable
cushion for the bank shot, and not the wildly oscillating ones. It will end up directing
the shot at exactly that spot along the stable cushion from which the shots are stably
successful.

Similarly, selection wil l design developmental adaptation s that respond to those
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aspects of the world that have a relatively stable recurrent structure, such that the mesh
between the two will reliably produce design-propagating outcomes. Just as selection
has acted on genetic systems to keep mutations to tolerable levels, selection has acted
to "choose" the more stable parts of the environment to render developmentally rel-
evant, such that these aspects of the environment stably mesh with developmental pro-
grams to produce reliably developing adaptive architectures.

The Standard Mode l framing says that the world pre-exists and is not caused by
the organism, so that the world's effect o n the organism will have no particular ten-
dency to organize the developing organism according to any evolved or adaptive pat-
tern. Equally , the pool-tabl e cushio n pre-existed eac h shot and wa s not created by
them, and the laws of physics determined how each shot would be reflected back. So,
in a static SSSM analysis, it is self-evident that the outcome is the mixture of two fac-
tors, one "biological" and one "nonbiological," with the nonbiological diluting, oblit-
erating, or even reversing the biological. I n contrast, an evolutionary analysis points
out that the shot, through its careful targeting , picked out the particular cushion hit
and the exact location hit . Over time, the selective retention of successful shot s will
organize the effec t tha t th e pre-existin g environment had o n the trajectories of the
shots an d th e outcom e o f the game . Th e pre-existin g structur e o f the worl d was
exploited to impose an organization on the outcome that it would not otherwise have
had.

In this same fashion, the evolutionary process explores and sifts the environment
for aspects that will usefully organize the developing organism. The evolutionary pro-
cess put s t o wor k source s o f organizatio n an d informatio n anywher e they ar e
unearthed, whether in the genes or in the environment, in a mother's smile or in a
companion's expressio n of surprise. Selection has crafted th e design of the develop-
mental programs so that organisms tap into these reservoirs of information o r hook
themselves to environmental forces that help to construct them. Thus, the genomes of
organisms have evolved to "store" organization and information that is necessary or
helpful fo r development in the structure of the world itself. For example, for a devel-
oping child, the information in the minds of other humans, properly used, is a very
useful source of information to use in their development, as are the linguistic patterns
encountered i n the local language community and patterns in local social behavior.
Natural selectio n ha s intricatel y orchestrate d developmenta l mechanism s s o tha t
things in the developmentally relevant world have been assigned an appropriate causal
role, from gravity, plants, and three-dimensionality, t o language, mothers, and social
groups. Evolutio n shapes the relationshi p between th e genes and th e environment
such that they both participate i n a coordinated wa y in the construction and calibra-
tion o f adaptations. Thus, evolutionarily patterned structur e i s coming in from th e
environment, just as much as it is coming out from the genes.

Accordingly, "biology" is not some substance that is segregated or localized inside
the initial state of the organism at birth, circumscribing the domain to which evolu-
tionary analyses apply. It is also in the organization of the developmentally relevant
world itself, when viewed from the perspective imposed by the evolved developmental
mechanisms of the organism. Thus, nothing the organism interacts with in the world
is nonbiological to it, and so for humans cultural forces are biological, social forces are
biological, physical forces are biological, and so on. The social and cultural are not
alternatives to the biological. They are aspects of evolved human biology and, hence,
they are the kinds of things to which evolutionary analysis can properly be applied.
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Social scientists need to recognize that humans have evolved to expect, rely on, and
take advantage of the richly structured participation of the environment—including
the human social and cultural environment—in the task of adaptive development.
Our developmental an d psychological programs evolved to invite the social and cul-
tural worlds in, but only the parts that tended, on balance, to have adaptively useful
effects. Program s governing psychological developmen t impos e conceptua l frame -
works on the cultural and social worlds; choose which parts of the environment are
monitored; choos e ho w observations an d interactions ar e categorized, represented ,
and interrelated; decide what entities to pursue interactions with; and, most impor-
tantly, determine what algorithms or relationships will organize environmental input
into developmental change or psychological output. Consequently, the study of devel-
opmental adaptations is a central branch of evolutionary psychology. Understanding
these adaptations will make visible the subtly stable structure of the developmentally
relevant worl d an d illuminat e th e evolutionar y patternin g i n ho w human being s
respond to smiles, to language, and to the cultural knowledge in others' minds . Each
human, by expressing his or her species-typical architecture , contribute s to the envi-
ronmental regularities that others inhabit and rely on for their development.

For these reasons, it is a complete misconceptio n t o think that an adaptationist
perspective denies or in the leas t minimizes the role of the environment in human
development, psychology, behavior, or social life. Environmentalists have been com-
pletely correct abou t the importance of environmental input in the explanation of
human behavior. Humans more richly and complexly engage the variable features of
the environment than any other species we know of. It is this perception that has main-
tained environmentalism as the predominant viewpoin t in the social sciences, despite
its crippling inadequacies as an analytic framework. The terms "culture," "socializa-
tion," "intelligence," and "learning" are labels for poorly understood families of pro-
cesses that reflect this complex and overwhelming human engagement with environ-
mental inputs. Any viable theory of the evolved architecture of humans must reflec t
this reality and must be environmentalist in this sense. As discussed, the incoherence
of Standard Mode l environmentalism stems from (1 ) the widespread failur e to rec-
ognize that environmental responsiveness requires a complex evolved design (express-
ible as either a set of developmental adaptations or as a reliably developing psycholog-
ical architecture; (2) the refusal to investigate or specify the nature of this architecture
or these programs; and (3) the failure to recognize that the regulatory structure of these
programs specifie s th e relationshi p between environmenta l inpu t an d behavioral ,
developmental, or psychological output.

For social scientists, of course, this recognition requires a radical change in prac-
tice: Every "environmentalist" explanatio n about the influence of a given part of the
environment on humans will—if it is to be considered coherent—need to be accom-
panied by a specific "nativist" hypothesis about the evolved developmental and psy-
chological mechanisms that forge the relationship between the environmental input
and the hypothesized psychological output. All "environmentalist" theorie s necessar-
ily depend upo n an d invok e "nativist" theories, renderin g environmentalism and
nativism interdependen t doctrines , rathe r tha n oppose d ones . Fo r post-Standar d
Model researchers, these incoherent traditional dichotomies (genetic/environmental,
biological/social, nativist/environmental ) are bein g abandoned, a s i s reflected , fo r
example, in the title of a recent article, "Learning by instinct" (J . Gould & Marler,
1987).

87
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The Impact of the Recurrent Structure of Human Life and Human Culture on
the Design of Psychological Adaptations

The evolved mesh between the information-processing design of human psychological
adaptations, their developmentally relevant environments , an d the stably recurring
structure of humans and their environments is pivotal to understanding how an evo-
lutionary psychological approach to culture differs fro m tha t of the Standard Socia l
Science Model. For traditional anthropologists, cultures vary from place to place, and
there i s nothing privileged abou t a  conceptual framewor k tha t categorize s human
thought and action so as to capture underlying patterns of cross-cultural uniformity,
as against the infinit e clas s of perspectives b y which human thought and behavio r
appear everywhere different (Geertz , 1973 , 1983, 1984; see D. E. Brown, 1991, for a
critique of this view). Nevertheless, from the "point of view" of natural selection, such
uniformities—however subtl e and unimportant to professionally neutral anthropo-
logical minds—are indeed privileged, and for a very simple reason. However variable
cultures and habitats may have been during human evolution, selection would have
sifted human social and cultural life (as well as everything else) for obvious or subtle
statistical and structural regularities, building psychological adaptations that exploited
some subset of these regularities to solve adaptive problems. (As we will discuss, one
of the problems that had to be solved using regularities was the problem of learning
"culture" itself.)

Thus, Geertz's starting point, that humans have evolved to use culture, is obviously
true (although not in the slavish sense he envisions). But the next step in his logic—
that humans don't have general cultures, only particular ones, and so evolved to real-
ize themselves only through cultural particularity—is the error of naive realism. No
instance of anything is intrinsically (much less exclusively) either "general" or "par -
ticular"—these ar e simpl y differen t level s a t whic h an y syste m o f categorizatio n
encounters the same world. When you meet Roger Shepard you are, at one and the
same time, meeting both a particular (and distinctive) individual and a manifestation
of humanity in general, embodying innumerable species-typical characteristics. So it
is with cultures. Selection operated across ancestral hominid populations according to
what were, in effect, systems of categorization, screenin g cross-cultural variability for
any recurrent relationships that were relevant to the solution of adaptive problems. To
be thoroughly metaphorical, natural selection scrutinized the structure of human cul-
tural and social environments, searching for regularities that could be used to engineer
into our evolved architecture effective techniques for adaptive problem-solving. Thus,
the issue is: During the Pleistocene, were there any statistical and structural uniform-
ities to human life from cultur e to culture and habitat to habitat, from an y perspec-
tive—no matter how subtle or abstract or unobservable—that could have been used
by species-typical problem-solvin g machinery for the adaptive regulation of behavior
and physiology? Geertz sees (modem) cultures as irredeemably particularized, confi -
dently dismissing talk of meaningful human universals as nearly vacuous. Did natural
selection "see" th e human world the same way?

The answer is obvious, once the question is asked. Anthropological orthodoxy to
the contrary, human life is full of structure that recurs from culture to culture, just as
the rest of the world is. (Or, if one prefers, there are innumerable frames of reference
within which meaningful cross-cultural uniformities appear, and many of these statis-
tical uniformities and structural regularities could potentially have beep used to solve
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adaptive problems.) Exactly which regularities are, in fact, part of the developmentally
relevant environment tha t i s used by our universa l architecture s i s a matter to be
empirically determined o n a mechanism by mechanism, case by case basis. Such sta-
tistical an d structural regularitie s concerning humans and human social lif e are an
immensely an d indefinitel y larg e class (D . E . Brown , 1991) : adults hav e children;
humans hav e a  species-typica l body form ; human s hav e characteristi c emotions ;
humans move through a life history cued by observable body changes; humans come
in two sexes; they eat food and are motivated to seek it when they lack it; humans are
born and eventually die; they are related throug h sexual reproduction an d through
chains of descent; they turn their eyes toward objects and events that tend to be infor-
mative about adaptivel y consequential issues; they often compete , contend , o r fight
over limited social or subsistance resources; they express fear and avoidance of dan-
gers; they preferentially associate with mates, children, and other kin; they create and
maintain enduring, mutually beneficial individuated relationships with nonrelatives;
they speak; they create and participate i n coalitions; the y desire, plan, deceive, love,
gaze, envy, get ill, have sex, play, can be injured, are satiated; and on and on. Our
immensely elaborate species-typical physiological and psychological architectures not
only constitute regularities in themselves but they impose within and across cultures
all kinds of regularities on human life, as do the common features of the environments
we inhabit (see D. E. Brown, 1991, for an important exploration of the kinds and sig-
nificance of human universals).

Human developmental mechanism s have been bora into one cultural environ-
ment or another hundreds of billions of times, so the only truly long-term cumula-
tively directional effect s of selection on human design would have been left by the sta-
tistical commonalit y tha t existe d acros s culture s an d habitats . Consequently , th e
sustained impact o f these cross-culturally recurren t relationship s sculpted the prob-
lem-solving mechanisms of the human mind to expect and exploit the common struc-
ture of human cultures and human life; that is, natural selection constructed adapta -
tions specialize d t o mes h wit h the detailed structura l regularitie s common t o ou r
ancestral cultural environments. For this reason, not only does natural selection priv-
ilege frames o f reference that reveal patterns of universality i n human lif e but ou r
evolved psychological architecture does also. Embedded in the programming structure
of our minds are, in effect, a  set of assumptions about the nature of the human world
we will meet during our lives. So (speaking metaphorically) we arrive in the world not
only expecting, Geertzian fashion, to meet some particular culture about whose spe-
cifically differentiated peculiarities we can know nothing in advance. W e also arrive
expecting to meet, at one and the same time, and in one and the same embodiment,
the general human culture as well—that is , recognizably human life manifestin g a
wide array of forms and relations common across cultures during our evolution (or at
least some set out of the superset). Thus, human architectures are "pre-equipped" (that
is, reliably develop) specialized mechanisms that "know" many things about humans,
social relations, emotions and facial expressions, the meaning of situations to others,
the underlying organization of contingent social actions such as threats and exchanges,
language, motivation, and so on.

To take only one example, humans everywhere include as part of their standard
conceptual equipment the idea that the behavior of others is guided by invisible inter-
nal entities, such as "beliefs" and "desires"—reflecting what Dennett calls "the inten-
tional stance" (1987). Of course, this way of thinking seems so natural to us that it is



90 EVOLUTIONARY AND PSYCHOLOGICAL FOUNDATIONS

difficult to see that there is anything to explain: It is tempting to think that beliefs and
desires are "real" and that, therefore, humans everywhere simply learn to see the world
as it really is. Side-stepping the complex question of whether this panhuman folk psy-
chology is an accurate way of capturing "real" human psychology (i.e., whether it is a
true or a complete description), we simply want to point out that things such as beliefs
and desires are inherently unobservable hidden variables used to explain observations
that could be explained by any of an infinit e se t of alternative theories (in fact, psy-
chologists have come up with many such theories). Therefore, a belief in beliefs and
desires cannot b e justified b y observations alone , so the fac t tha t i t is conventional
among humans to "theorize" about others in this fashion is not inexorably mandated
by their experience or otherwise required by the structure of the external world. For
the same set of nonmandated idea s to have emerged everywhere on earth, our devel-
opmental programs or cognitive architectures must impose this way of interpreting the
world of other humans on us.

In fact , a n intensiv e research effor t i n th e fiel d o f cognitive development ha s
recently provided substantial support for the hypothesis that our evolved psychologi-
cal architecture includes procedures that cause very young children to reliably develop
a belief-desire folk psychology—a so-called "theory of mind" (e.g, Astington, Harris,
& Olson, 1988; Leslie, 1987, 1988;Perner, 1991; Wellman, 1990; Wimmer & Perner,
1983). Developmental psychologists have been finding that even 2- and 3-year-old s
make different inferences about "mental entities" (dreams, thoughts, desires, beliefs)
than about "physical entities." Moreover, children typically "explain" behavior as the
confluence o f beliefs and desire s (e.g., Why has Mary gone to the water fountain?
Because she has a desire for water (i.e., she is thirsty) and she believes that water can
be found at the water fountain). Such inferences appear to be generated by a domain-
specific cognitive system that is sometimes called a "theory of mind" module (Leslie,
1987). This module consists of specialized computational machinery that allows one
to represen t the notio n tha t "agents" can have "attitudes" toward "propositions "
(thus, "Mary" can "believe" that "X, " "Mary " can "think" that "X, " an d so on).
Between the ages of 3 and 5 this domain-specific inferential system develops in a char-
acteristic pattern that has been replicated cross-culturally in North America, Europe,
China (Flavell, Zhang, Zou, Dong & Qui, 1983) , Japan (Gardner, Harris, Ohmoto &
Hamazaki, 1988), and a hunter-gatherer group in Camaroon (Avis & Harris, in press).
Moreover, there is now evidence suggesting that the neurological basis of this system
can be selectively damaged; indeed, autis m is suspected t o be caused by a selective
neurological impairment o f the "theory o f mind" module (Baron-Cohen, Leslie, &
Frith, 1985; Leslie, 1987 , 1988; Leslie &Thaiss, 1990) .

This research indicates that a panhuman "theory of mind" module structures the
folk psychology that people develop. People in different cultures may elaborate their
folk psychologies in different ways, but the computational machinery that guides the
development of their folk notions will be the same, and some of the notions developed
will be the same as well. Humans come into the world with the tendency to organize
their understanding of the actions of others in terms of beliefs and desires, just as they
organize patterns in their two-dimensional retinal array under the assumption that the
world is three-dimensional and that objects are permanent, bounded, and solid.

Thus, not only do evolved mechanisms assume certain things will tend to be true
of human life but these specialized procedures, representational formats, cues, and cat-
egorization systems impose—out of an infinite set of potential alternatives—a detailed
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organization on experience that is shared by all normal members of our species. There
is certainly cultural and individual variability in the exact forms of adult mental orga-
nization that emerge through development, but these are all expressions of what might
be called a single human metaculture. All humans tend to impose on the world a com-
mon encompassing conceptual organization, made possible by universal mechanisms
operating on the recurrent features of human life. This is a central reality of human
life and is necessary to explain how humans can communicate with each other, learn
the culture they are born into, understand the meaning of others' acts , imitate each
other, adopt the cultural practices of others, and operate in a coordinated way with
others in the social world they inhabit. By metaculture, we mean the system of uni-
versally recurrin g relationship s establishe d an d constitute d b y (1 ) ou r universa l
evolved species-typical psychological and physiological architectures, (2) the interac-
tion of these architectures with each other in populations, (3) their interaction with the
developmentally relevant recurrent structure of human natural and cultural environ-
ments, and (4) their patterned standard impact on human phenomena.

Social scientists have traditionally considered there to be a tension or explanatory
competition between human universals and transmitted cultural variability: the more
of one, the less of the other (D. E. Brown, 1991). However, careful causal analysis of
the information-processing tasks required to learn transmitted culture leads to what is
very nearly the opposite conclusion. I n fact, it is only the existence of this common
metacultural structure, which includes universal mechanisms specialized to mesh with
the social world, that makes the transmission of variable cultural forms possible.

To make this clear, consider the question o f how it is possible fo r pre-linguistic
children to deduce the meanings of the words they hear when they are in the process
of learning their local language for the first time. The child's task of discovering the
meanings of words involves isolating, out of an infinite set of possible meanings, the
actual meanings intended by other speakers (e.g., Carey, 1982, 1985a; Quine, 1960) .
Children can infer the meanings of messages in the local, but unknown language only
because they, like cryptographers, have a priori statistical knowledge about likely mes-
sages, given the situational context. To solve the problem of referential ambiguity, the
child's procedures for semantic analysis must depend on the fact that our universal
evolved psychological architectures impose on the world enough standard and recur-
rent interpretations between speaker and listener to make the deduction of a core lex-
icon possible. Since the infant i s new to the culture and ignorant of it, these shared
interpretations cannot be supplied by the culture itself, but must be supplied by the
human universal metaculture the infant or child shares with adults by virtue of their
common humanity. (In contrast, the Standard Model's initially content-free general
process child mind would share no common interpretation s wit h local adults and
could rely on no necessary imposition of common event construals by both speaker
and listener.) Thus, the system for assigning correct semantic meanings to culturally
arbitrary signs necessarily relie s on the presence o f species-typical cognitive adapta -
tions an d o n the nonarbitrariness of meaning systems that inhabi t these cognitive
adaptations. Thes e mechanisms reliably identify evolutionaril y recurrent situation s
(such as threat, play, or eating) in such a way that the participants have similar con-
struals of the situation and responses to it, including things likely to be said about it.

For example, children who are just learning their local language interpret novel
words using Markman's "whole objec t assumption" and he r "taxonomic assump-
tion." The whole object assumption causes them to interpret the novel word "cup" as
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referring to a whole cup, and not to its handle, the porcelain it is made of, a cup on a
saucer, a cup of tea (and so on); the "taxonomic assumption" cause s them to interpret
"cup" a s referring to all objects of the same type, and not to the particular cup being
pointed t o a t tha t momen t (Markman , 1989 ; Markman & Hutchinson, 1984) . Of
course, the operation o f these assumptions depends, in turn, on interpretations gen-
erated b y the kind s of domain-specific inferential systems discussed earlier , whic h
define what entities and relations count as whole objects, animals, plants, people, nat -
ural kinds, artifacts, taxonomic categories, an d so on (Carey & Gelman, 1991) . Still
other domain-specific reasonin g procedure s may privilege certain interpretations of
social relations. Thus, social contract algorithms have both intrinsic definitions for the
terms used by their procedures and cues for recognizing which elements in recurrent
situations correspond to those terms (Cosmides, 1989 ; Cosmides & Tooby, 1989 , this
volume). Consequently, these evolved reasoning specializations may sometimes func-
tion as nuclei around which semantic inferenc e is conducted. Emotional expression s
also function as metacultural cues that assign standardized meanings to the contingent
elements o f situations (see Fernald , this volume; Toob y &  Cosmides, 1990b) . For
example, if someone reacts with fear, others interpret this as a reaction to danger and
attempt to identify in the situation what the dangerous entity is, re-evaluating various
stimuli. They may scan the local environment, organizing their search by a categori-
zation syste m tha t privilege s som e thing s (e.g. , snakes ) over other s (e.g. , flowers)
(Cook, Modes, & Lang, 1986) .

Thus, we have the surprising result that it is the shared species-typical mechanisms
and common metacultura l framing s that make it possible for a child to learn what is
culturally variable: in this case, the meanings of words in the local language. This argu-
ment, in fact , generalize s beyond language: The variabl e features o f culture can be
learned solely because of the existence of an encompassing universal human metacul-
ture. The ability to imitate the relevant parts of others' actions (MeltzofF , 1988) , the
ability to reconstruct th e representations i n their minds , the ability to interpret the
conduct o f others correctly, and the ability to coordinate one' s behavior with others
all depend on the existence o f human metaculture. Sperber and Wilson (1986) have
written at length about how, for successful communication to be possible, both sender
and receiver mus t shar e a  great man y assumptions abou t th e world. The less they
mutually assume, the more difficult i t is to communicate until , in the limiting case,
they cannot communicate at all. The child arrives in the culture free of any knowledge
about its particularities, an d so the only way the child initially can be communicated
with is through what is mutually manifest between the child and the adults by virtue
of their common humanit y (e.g., Fernald, this volume). The same is true, as Sperber
(1982) concisely points out, of ethnographers: The best refutation of cultural relativity
is the activity of anthropologists themselves, who could not understand o r live within
other human groups unless the inhabitants of those groups shared assumptions tha t
were, in fact, very similar to those of the ethnographer. Like fish unaware of the exis-
tence of water, interpretativists swim from culture to culture interpreting through uni-
versal human metaculture. Metaculture informs their every thought, but they have not
yet noticed its existence.

So the beginning of this section, in which we discussed how natural selection sifte d
cultural variability throughout the Pleistocene for uniformities, gave only a one-sided
analysis of how, despite cultura l variability , universals still existed. I t is even more
important t o realize that contentfu l human universals make possible the very exis-
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tence o f transmitted cultura l variabilit y (wha t i s usually called "culture") , whic h
would otherwise be impossible . Therefore , the developmen t o f increasing cultura l
variation throughout the Pleistocene was made possible by the evolution of psycho-
logical specializations that exploited the regularities of human metaculture in order to
learn the variable features of culture. To return to a position William James stated a
century ago, to behave flexibly, humans must have more "instincts" than other ani-
mals, not fewer .

THE TRANSITION TO POST-STANDARD MODEL PSYCHOLOGY

The Decline of Standard Model Psychology

The progression fro m Standar d Model psychology to post-Standard Mode l psychol-
ogy was driven largely by the emergence of new and more rigorous standards that psy-
chological theories are now expected to meet . As the field grew more sophisticated,
various communities o f psychologists bega n insistin g o n causal  accounts  o f how
hypothesized Standard Model mechanisms produced their effects: What are the net-
works of cause and effec t that , step by step, lead from input to output? In the social
sciences, no model of the human psychological architecture seemed impossible when
its proponents didn't have to specify by what methods it generated human behavior.
The cognitive revolution, with its emphasis on formal analysis, made clear that theo-
ries needed to be made causally explicit to be meaningful, and it supplied psychologists
with a far more precise language and set of tools for analyzing and investigating com-
plexly contingent, information-responsive systems. When examined from thi s per-
spective, most traditional theories turned out to be both incomplete and incapable of
accounting for large classes of observed phenomena. Indeed, most no longer seemed
to qualify as hypotheses at all. For example, "learning" ceased to be seen as an expla-
nation for behavior, but instead was recognized as a label for a loosely defined class of
phenomena generated by as yet unknown procedures. For modern psychologists the
key question became: What is the explicit description of these procedures?

Over the last three decades, th e hard work of discovering procedures that could
actually account in detail for observed behavior and competences has led to the wide-
spread conclusion that our evolved psychological architecture must include a large set
of mechanisms of a very different characte r than Standard Model psychologists had
envisioned. Th e mos t fundamenta l shif t fro m Standar d Mode l t o post-Standar d
Model psychology has been the abandonment of the axiom that evolved psychological
mechanisms must be largely—or exclusively—general-purpose and fre e of any con-
tentful structure not put there by experience (e.g., Carey & Gelman, 1991 ; Chomsky,
1975;Cosmides&Tooby, 1987,1992;Gallistel, 1990;Gigerenzer, 1991b;Gigerenzer
& Murray, 1987; Herrastein, 1977; Pinker, 1984 ; Rozin, 1976; Rozin & Schull, 1988;
Shepard, 1984 , 1987a;Symons, 1987) . Many psychologists have been forced by their
data to conclude tha t both huma n and nonhuman mind s contain—in addition t o
whatever general-purpose machinery they may have—a large array of mechanisms
that are (to list some of the terms most frequently used) functionally specialized, con-
tent-dependent, content-sensitive , domain-specific , context-sensitive , special-pur -
pose, adaptively specialized, and so on. Mechanisms that are functionally specialized
have been called (with some differences in exact definition) adaptive specializations by
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Rozin (1976), modules by Fodor (1983), and cognitive competences or mental organs
by Chomsky (1975, 1980) .

Consequently, the core of the debate is not really about whether the reliably devel-
oping design of the mind evolved—the answer to that question can only be yes. The
debate is , instead, ove r whether our evolved psychological architecture is predomi-
nantly domain-general (Symons , 1987) . Did the human mind evolve to resemble a
single general-purpose computer with few or no intrinsic content-dependent programs
(e.g., Gould, 1979) ? Or does its evolved architecture more closely resemble an intricate
network of functionally dedicate d computers, eac h activated b y different classe s of
content o r problem, wit h some more general-purpose computer s embedded i n the
architecture as well (e.g., Chomsky, 1975, 1980 ; Cosmides & Tooby, 1987 ; Gallistel,
1990;Gazzaniga, 1985; Rozin, 1976; Symons, 1987)? In other words, does the human
mind come equipped with any procedures, representational formats, or content-prim-
itives that evolved especially to deal with faces, mothers, language, sex, food, infants ,
tools, siblings, friendship, and the rest of human metaculture and the world?

Solvability and the Formal Analysis of Natural Competences

Thirty years ago, Noam Chomsky inaugurated a new era in the behavioral sciences
when he began to explore psychological questions by analyzing the capacities of well-
specified computational systems (Chomsky 1957,1959). His approach was distinctive.
To evaluate existin g psychological theories , he first made their underlyin g assump-
tions about computationa l mechanism s explicit. He then tested th e ability of these
computational mechanisms to solve real, natural problems that humans were known
to be able to solve. In his first application of this method, he attempted to evaluate the
adequacy of behaviorist accounts of language, particularly as presented in Skinner's
then recently published book, Verbal  Behavior (1957). When Chomsky examined the
behaviorist account of language in the light of these criteria, he found that it suffere d
from a  series of difficulties tha t precluded i t from being a persuasive explanation for
human linguistic competence.

Chomsky's researc h progra m brough t th e seriou s deficiencie s of the Standar d
Model into plain view because it combined two key ingredients: (1) the study of tasks
related to a  natural, complex , real-world competence tha t human s were known to
have, and (2) the use of formal solvability analyses to explore the actual computational
capacities of mechanisms hypothesized to generate explicitly defined outcomes. A the-
ory about the design of a mechanism cannot be correct if , under the relevant condi-
tions, that design cannot solve the problem or generate the performance that the the-
ory claims it can; this can be determined using a solvability analysis, as outlined in pp.
73-77.

Language was a pivotal choice for a test of domain-general accounts of behavior
because language—particularly syntax—involved complex but clearly specifiable pat-
terns of behavior that humans were already known to be able to produce under natural
conditions withou t elaborate experimenta l manipulations . Within this domain, one
could precisely an d unambiguousl y define criteri a fo r recognizing what behavioral
patterns humans could and did routinely produce (grammatical versus ungrammati-
cal sentences). Therefore, one could define what output any mechanism hypothesized
to account fo r these behavioral patterns had to produce a s well. In contrast, no one
could tell whether associationist mechanism s or general-purpose symbol-processin g
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mechanisms could account for phenomena such as "religion," "marriage," or "poli-
tics" because no one had an unambiguous empirical definition of human performance
in these spheres.

By specifyin g wha t counts a s the production o f grammatical utterance s or th e
acquisition of the grammar of a human language, psycholinguists working within the
Chomskyan research tradition have been using solvability analyses to show that a task
routinely mastered by four-year-old children is too richly structured to be accounted
for by any known general-purpose mechanism operating in real time (Chomsky, 1975,
1980; Pinker, 1979,1984 , 1989,1991; Pinker & Bloom, this volume; Wexler&Culi-
cover, 1980) . Despite three decades of intensive efforts by Standard Model psycholo-
gists to get general-purpose cognitive machinery to learn grammar, their theories have
fared n o better than did their behaviorist predecessors. To take a recent example,
through careful solvability analyses, Pinker and Prince were able to show that newly
proposed domain-general connectionist and associationist models were computation-
ally insufficient to solve even so narrow a problem as the acquisition of the past tense
in English (Pinker, 1991 ; Pinker & Prince, 1988) . These mechanisms failed precisely
because they lacked computational machinery specialized for the acquisition of gram-
mar.

Thirty years of such findings have forced many cognitive psychologists , agains t
their inclination, to accept domain-specific hypotheses about language learning—to
conclude that human s have as part o f their evolved design a language acquisition
device (LAD), which incorporates content-dependent procedures that reflect in some
form "universa l grammar" (Chomsky, 1975, 1980; Pinker, 1979 , 1984, 1989, 1991;
Wexler & Culicover, 1980). In this view, the architecture of the human mind contains
content-specialized mechanism s that have evolved to exploit the subtle cross-cultur-
ally recurring features of the grammars of human language communities—one face t
of human metaculture (Pinker & Bloom, this volume).

The introduction of solvability analyses and the increasing demand for well-spec-
ified information-processing model s have exposed the deficiencies of Standard Model
theories in other areas of psychology as well (see, e.g., Carey & Gelman, 1991 ; Cos-
mides, 1989 ; Cosmides & Tooby, 1989 , this volume; Gelman &  Markman, 1986,
1987; Keil, 1989; Leslie, 1987; Markman, 1989). Standard Model theories are usually
so underspecified that one cannot make their underlying assumptions about compu-
tational mechanisms procedurally explicit. To the extent that they can be evaluated,
however, when they are faced with real world tasks that humans routinely solve, they
consistently perform poorly or not at all.

In fact, the large-scale theoretical claims of Standard Model psychology never had
a strong empirical base. Limited empirical support could be produced for Standard
Model domain-general theories, but only so long as research was confined to the inves-
tigation of experimenter-invented, laboratory limited, arbitrary tasks. The occasional
matches between domain-general theories and data sets have been chronically weak
and experimentally fragile. These restricted empirical successes depended on carefully
picked experimental venues, such as pigeons isolated fro m conspecific s pecking for
food in stimulus-depauperated environments or humans learning lists of nonsense syl-
lables. Standard Model theories of mechanisms have maintained themselves as empir-
ically credible primaril y through pretheoretical decisions concerning what kinds of
experiments were considered meaningful and through assumptions imposed a priori
on the class of hypotheses that would be entertained. Fo r humans and nonhumans
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alike, exposure to biologically significant stimul i and natura l tasks elicits complexly
patterned performances that Standard Model theories are unable to predict or explain.
So, to keep behavioral phenomena in line with theory, Standard Model psychologists
had to keep humans an d othe r specie s outside o f ecologically vali d circumstances ,
away from an y biologically significant stimuli , and tes t them on artificia l problem s
that subjects would not have had to solve in their environment of evolutionary adapt-
edness (for discussion, see Beach, 1950 ; Breland & Breland, 1961 ; Herrnstein, 1977;
Lockard, 1971) . Although these weaknesses have now mostly been abandoned in the
study of other species, they unfortunately remain endemic in many areas of human
psychology.

Once animal behavior researchers let the pigeon out of its barren artificial cage, a
rich flock of behavioral phenomena appeared , an d questions inevitably arose about
the mechanisms that guide the animal to do all the different thing s it needs to do in
natural environments to survive and reproduce. Thus , ethology (or behavioral ecol-
ogy, sociobiology, or animal behavior) played an important corrective role by provid-
ing examples of the tasks organisms solve and the complex performances they exhibit
in more natural conditions (Dal y & Wilson, 1984b ; Krebs & Davies, 1984 ; Lorenz,
1965; Rozin & Schull, 1988 ; Tinbergen, 1951 ; Wilson, 1975) . These fields carefully
documented functionall y interpretabl e behaviors that li e far outside anythin g that
Standard Model psychology and a short list of drives could explain. Researchers inves-
tigating the now well-known selection pressure expressed by Hamilton's rule (see pp.
67-68) documented an enormous array of kin-directed assistance in nonhuman ani-
mals—behaviors completely undreamed of in Standard Mode l psychology (Hamil-
ton, 1964 ; Williams & Williams, 1957 ; for review, see Krebs & Davies, 1984) . Infant
macaques become emotionally attached t o immobile cloth figures even though they
nurse ("are reinforced" ) on another structur e entirely (Harlow, Harlow, & Suomi,
1971). There are reports fro m a n entir e range of species—from langur s to lions to
rodents—of newly resident males killing the unweaned infants of their predecessors ,
thereby accelerating ovulatio n i n their new mates (Hrdy, 1977 ; Hausfater & Hrdy,
1984). Ring doves may expend considerable effor t to monitor the sexual behavior of
their mates (Erickson & Zenone, 1976) . There was the discovery of the complex pat-
terns of food reciprocation i n vampire bats—phenomena difficult to account for using
traditional notion s o f general-purpose cognition , conditioning , an d drive reduction
(e.g., Wilkinson 1988 , 1990) . From echolocation to parental care, to celestial naviga-
tion, t o courtship , t o coalitiona l action i n chimpanzees , t o seasonal migration , t o
decoying predators away from nests , to communication in bees, to "friendship" an d
dominance in baboons, nonhuma n behavior is full of tasks and organized behaviors
that do not remotely fit into Standard Model psychology . Thi s burgeoning body of
phenomena caused many animal behavior researchers to break away from the narrow
experimental paradigms and narrow questions of the Standard Socia l Science Model.

In human psychology, the observationa l basi s for Standard Mode l theories was
equally circumscribed, but escape from it s narrow experimental paradigms has been
more difficult than in nonhuman psychology. Standard Model psychologists had no
salient reason for suspecting that different psychologica l mechanisms would be acti-
vated by different kind s of tasks. Human activities appeared to be so variable—both
between cultures and among individuals within a culture—that the notion that some
tasks and problems might be more "natural" than others did not seem conspicuousl y
sensible. Although most psychologists were faintly aware that hominids lived for mil-
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lions of years as hunter-gatherers or foragers, they did not realize that this had theo-
retical implications for their work. More to the point, however, the logic of the Stan-
dard Social Science Model informed them that humans were more or less blank slates
for which no task was more natural than any other. Until the emergence of a com-
munity of Chomskyan psycholinguists, mainstream psychology had been overwhelm-
ingly dominated by general-purpose learning and cognitive theories. In consequence,
the same processes were assumed to account for learning and action in all domains of
human activity, from suckling at the breast to incest avoidance, language learning, and
alliance negotiations among Dani warriors.

By questioning the assumption that all tasks were created equal, Chomsky exposed
how narrowly chosen Standard Model research topics had actually been and how over-
reaching the extrapolation had been from thes e topics to the rest of human thought
and action. The rise of Chomskyan psycholinguistics constituted a  decisive turning
point in the development of human psychology because it introduced the subversive
idea that some tasks might awaken associated competences that were more "natural"
than others: more functionally specialized , more complex, more reliably developing,
more species-differentiated, and, therefore, more worthy of detailed exploration (Marr
&Nishihara, 1978).

The Rise of Domain-Specific Psychology

The Chomskyan revolutio n i n the study of language slowly began to legitimize the
exploration of models of our evolved psychological architecture that did not assume a
priori that all tasks are solved by the same set of content-independent processes . I n
diverse subcommunities, the gradually expanding freedom to consider domain-spe -
cific hypotheses alongside more orthodox ones has led to their increasing acceptance .
Performance in virtually every kind of experimental situation is sensitive to the con-
tent and context of the task, and domain-specific hypotheses tend to organize, account
for, an d predic t thi s performance bette r tha n thei r Standar d Mode l predecessors .
Although social and behavioral scientists outside of cognitive, comparative, and phys-
iological psychology still routinely assume a domain-general human mind, within the
community of psychologists who rigorously study mechanisms this view is in retreat
and disarray . Standar d Mode l psycholog y has bee n abl e t o persis t onl y i n thos e
research communities that avoid formal analysis entirely or that avoid using it to study
performance on ecologically valid, natural tasks.6

Thus, researcher s who ask hard questions abou t ho w organisms actually solve
problems and who focus on the real performance of organisms on natural tasks have
had t o abando n th e ide a tha t th e min d i s fre e o f content-specialized machinery .
Researchers who study color vision, visual scene analysis, speech perception, concep-
tual development in children, mental imagery, psychophysics, locomotion, language
acquisition, motor control, anticipatory motio n computation , fac e recognition, bio -
mechanical motion perception, emotion recognition, social cognition, reasoning, and
the perception and representation o f motion, for example, cannot account for the psy-
chological phenomena they study by positing computationa l mechanism s that ar e
solely domain-general and content-independent (see , e.g., Bizzi, Mussa-Ivaldi, & Gisz-
ter, 1991; Carey &Gelman, 1991;Etcoff , 1986;Freyd , 1987;Kosslyn, 1980;Liberman
& Mattingley, 1985, 1989; Lindblom, 1986 , 1988; Maloney & Wandell, 1985; Marr,
1982; Pinker, 1984,1989;Poggioetal., 1985;Proffitt&Gilden, 1989 ; Shepard, 1981,
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1984,1987a;Shiffrar&Freyd, 1990;Spelke , 1988,1990). In fact, the reality has always
been tha t every field of psychology bristles with observations o f content-dependen t
phenomena. Freedo m fro m th e axio m tha t al l psychological phenomena mus t be
explained b y content-independen t machiner y ha s allowe d psychologist s t o mov e
ahead to explore—and to view as meaningful—the rich content-sensitive effects that
permeate psychologica l phenomen a (e.g. , Astingto n e t al. , 1988 ; A. Brown, 1990;
Carey, 1985b; Carey & Gelman, 1991 ; Cosmides, 1989 ; Cosmides & Tooby, this vol-
ume; Gelman &  Markman, 1986 , 1987 ; Gigerenzer & Hug, in press; Gigerenzer &
Murray, 1987 ; Keil, 1989 ; Manktelow & Over, 1991) . Formerly, these omnipresent
content effect s were considered a n embarrassment to be explained away or else dis-
missed as noise. Now they are considered to be primary data about the structure of the
mind.

Outside o f cognitiv e psychology , th e emergenc e o f post-Standar d Mode l
approaches derived their impetus from branches of evolutionary biology. In the 1950s
and 1960s , the successful application o f evolutionary approaches to animal behavior
in ethology and its successor disciplines provided evidence of domain-specific mech-
anisms that was difficult t o ignore (e.g., attachment, emotion , phobias , mating, for-
aging, navigation). This trend was accelerated b y the rapid advances in evolutionary
biology over the last three decades, which made the previously clouded connectio n
between evolution and behavior somewhat clearer. These advances included (1) more
coherent approaches to the nature-nurture issue , (2) a more rigorous foundation for
the theory of natural selection (Williams, 1966), (3) formal analyses of what behaviors
would be favored by selection in a variety of newly explored domains (e.g., Charaov,
1976; Hamilton, 1964 ; Maynard Smith, 1982; Stephens & Krebs, 1986; Trivers, 1971,
1972, 1974; Williams, 1966) , and (4) a cascade of successful applications of these the-
ories to animal behavior (Alexander, 1974; Daly & Wilson, 1984b ; Krebs & Davies,
1984; Wilson, 1975) .

Just a s in th e cas e o f nonhuman behavior , evolutionaril y informed studies of
human choice, motivation , emotion, an d action als o bristle with documented phe-
nomena that cannot be accounted for with content-independent architecture s and a
short list of drives, rewards, or reinforcers (the chapters in this volume are a small sam-
pling of such cases). For example, ever since the Harlows demolished the myth that an
infant's love for its mother was a conditioned response to food rewards, the rich col-
lection o f co-adapted mechanism s in the mother and infan t ha s been a  productive
focus of psychological investigatio n (e.g. , Bowlby, 1969). Profet (this volume) identi-
fies a  maternal psychological adaptation for the protection of the fetus during embryo-
genesis. Feraald (this volume) explores the communicative adaptations mothers have
to the infant's perceptual limitations. Moreover , cross-cultural regularities in fall-rise
patterns o f maternal fundamenta l frequency provid e an elegan t illustration tha t a
child and adult initially communicate by virtue of what they share through their com-
mon human metaculture. Communication through such human universals is a pre-
condition for the child's acquisition of the culturally specific . Facial expressions o f
emotion represent another evolved modality through which humans communicate
situation-construals, and the cross-culturally stable features of emotional expression
provide another critical foundation for human metaculture. Ekman and his colleagues
have established one of the earliest and most sophisticated traditions of evolutionary
psychological research, and these studies of emotional expression represent a majo r
achievement in modern psychology (e.g., Ekman, 1973, 1982, 1984; Ekman & Frie-
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sen, 1975; Ekman, Levenson, & Friesen, 1983). Etcoff(1986) has marshalled substan-
tial neuropsychological evidence that human s have mechanisms specialized fo r the
identification of emotional expression—an adaptation to an important, stable feature
of ancestral social and cultural environments.

Indeed, ever since Darwin (1871, 1872) , emotions have been seen as the product
of the evolutionary process and usually , although not always, as functional adapta -
tions (e.g., Arnold, 1960,1968; Chance, 1980; Daly, etal., 1982;Eibl-Eibesfeldt, 1975;
Ekman, 1982;Frijda, 1986 ; Hamburg, 1968;Izard, 1977;Otte, 1974;Plutchik, 1980;
Tomkins, 1962 , 1963; Tooby & Cosmides, 1990b ; and many others). Functional or
not, the emotions collectively provide a dense and pervasive network of domain-spe-
cific phenomena that have consistently resisted assimilation into any Standard Model
theory. However, in contrast to their Standard Model reputation a s crude and indis-
criminate responses, o n close scrutiny each specific emotion appear s to be an intri-
cately structured information-sensitiv e regulatory adaptation. In fact , the emotions
appear to be designed to solve a certain category of regulatory problem that inevitably
emerges in a mind full of disparate, functionally specialized mechanisms—the prob-
lem of coordinating the menagerie of mechanisms with each other and with the situ-
ation being faced (Tooby, 1985 ; Tooby & Cosmides, 1990b;Nesse , 1990).

Daly and Wilson have been exploring the evolved complexity and functional sub-
tlety of the human motivational system. They have produced a  substantial body of
findings supporting specific hypotheses they derived from a broad array of adaptation-
ist theories (Daly & Wilson, 1981,1982,1984b, 1987a, 1987b, 1988; Daly, etal., 1982;
Wilson &  Daly, 1985 , 1987 , this volume) . Thei r particula r interes t ha s been th e
evolved motivational systems that regulate parental care, spousal relations, sexual jeal-
ousy, sexual proprietariness, and risk-taking. By using behavioral phenomena such as
violence and homicid e as dependent measures , the y have been abl e to investigat e
many aspects of these evolved motivational systems—including how their operation
is affected by factors such as gender, age, kinship, reproductive value, number of chil-
dren, and other situational variable s (see also Mann, this volume). Similarly, in the
area of human mate choice and sexuality, the work of Symons, Buss, and many others
shows that the construct o f a "sex drive" is completely inadequate to cope with the
structured richness of the situational factors processed by the differentiated sexual psy-
chologies of men and women across cultures (e.g., Buss, 1987, 1989, 1991, this vol-
ume, in prep.; Ellis, this volume; Sadalla, Kenrick, & Vershure, 1987; Symons, 1979;
Townsend, 1987). These studies indicate that existing theories of motivation will have
to be replaced with theories positing a far more elaborate motivational architecture ,
equipped with an extensive set of evolved information-processing algorithms that are
contingently sensitive to a long list of situational contents and contexts .

Thus, the examination of even a small sampling of non-Standard Mode l behav-
ioral studies by a handful o f researchers such as Bowlby, Daly and Wilson, Ekman,
Fernald, Marks, Buss, and Symons leads to the conclusion that the human mind con-
tains evolved emotional and motivational mechanisms that are specifically targeted to
address adaptive problem s involve d in parenting , emotiona l communicatio n with
infants and adults, kinship, mate choice, sexual attraction, aggression , the avoidance
of danger, mate guarding, effort allocation in child care, and so on. That is, humans
have psychological adaptations that contain contentful structure specifically "about"
their mothers , "about" their children, "about" the sexual behavior of their mates ,
"about" those identified by cues as kin, "about" how much to care for a sick child, and
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so on, and these contents are not derived exclusively from either a short list of drives
or from culturally variable, socially learned "values."

In short , the centra l tenet s of Standard Mode l psycholog y are contradicted b y
results from a large and rapidly growing body of research on humans and nonhumans
from the cognitive community , fro m the evolutionary community , fro m the behav-
ioral ecology community, and from other research communities as well (for example,
much of psychobiology, comparativ e psychology , an d neuroscience). Content-inde -
pendent mechanisms simply cannot generate or explain the richly patterned behaviors
and knowledge structures that appear whe n one's research focus is widened beyond
arbitrary laboratory tasks to include the complex performances orchestrated by nat-
ural competences on real world tasks. Moreover, unlike most Standard Model theories
and results , these kinds of studies and hypothese s withstand cross-cultura l scrutiny
and indicat e that a  great deal o f the substance o f social lif e attributed t o "culture"
around the world is in fact caused by the operation of contingently responsive domain-
specific mechanisms. These converging results are accumulating into a strikingly dif-
ferent picture than that provided by the Standard Social Science Model. They indicate
that a  universal , evolved psychological architectur e tha t i s filled with contingently
responsive mechanisms infuses distinctively human patterns into the life of every cul-
ture.

The Frame Problem and the Weakness of Content-Independent, Domain-
General Mechanisms
From Flexibility to Adaptive Flexibility

In the passage from Standard Model to post-Standard Mode l psychology it seems fair
to say that the greatest reversal lay in how content-independence an d domain-gener-
ality came to be regarded. Many modern researchers recognize that content-indepen-
dent, general problem-solvers are inherently weak in comparison to content-special -
ized mechanisms. From a  traditional poin t o f view, however, it seemed sensible to
regard generality as an enhancement of the capacity of a system: The system is not
prevented from assuming certain states or kept from doing what is adaptive (or desir-
able) by a "rigid" or "biased" architecture. Generality of application seem s like such
an obvious virtue and content-independence seems like such an obvious road to flex-
ible behavior, wha t could possibly be wrong with them? As Marvin Harris puts this
line of reasoning, "Selection i n the main has acted against genetically imposed limi-
tations on human cultural repertoires" (1979, p. 136). Why rigidly prevent the system
from engaging in certain behaviors on those occasions when they would be advanta-
geous? Moreover, why not have an "unbiased" architecture in which the actual struc-
ture of local circumstances impresses a true picture of itself in a free, objective , and
unconstrained way? In this view, content-specificity in evolved psychological design is
imbued with all the legendary attributes of "biology"—rigidity, inflexibility, and con-
straint. It is viewed as preventing the system from achieving advantageous states that
would otherwise naturally come about .

So what, after all, is so wrong with domain-general systems? Why do cognitive psy-
chologists an d artificia l intelligence researcher s consistentl y find them to o weak to
solve virtually any complex real world task? Why isn't "flexibility" in the form of con-
tent-independence a virtue? The answers to these questions emerge from one clarifi-
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cation and from tw o basic facts . The two facts have already been touched on many
times: (1) possibilities are infinite; and (2) desirable outcomes—by any usual human,
evolutionary, or problem-solving standard—are a very small subset of all possibilities.

The clarification concerns the kind of plasticity and flexibility that are implicitly
being referred to. Literally, plasticity, or flexibility, is the simple capacity to vary in
some dimension. The more dimensions of possible variation, the greater the "plastic-
ity." Hence , a  lump of clay is very plastic with respect to shape (although not with
respect to substance, density, and so on). Similarly, there is an infinite number of ways
that humans and other animals could potentially act . The difficulty lies in the fact that
the overwhelming majority of behavioral sequences would be lethal in a few hours,
days, or weeks. The set of behaviors that leads even to temporary individual survival—
let alone to reproduction o r design-propagation—constitutes an extremely miniscule
subset of all possible behavioral sequences. Thus, the property of freely varying behav-
ior in all dimensions independen t o f conditions is not advantageous: I t is evolution-
arily and individually ruinous.

Accordingly, to be endowed with broad behavioral plasticity unconnected to adap-
tive targets or environmental conditions is an evolutionary death sentence, guarantee -
ing that the design that generates it will be removed from the population. Designs that
produce "plasticity" can be retained by selection only if they have features that guide
behavior int o the infinitesimally smal l regions of relatively successful performance
with sufficient frequency. In reality, terms such as flexibility or plasticity are implicitly
used to mean something very different fro m the simple "capacity t o vary." They are
implicitly used to mean the capacity to adjust behavior (or morphology) as a coordi-
nated response to the specifics of local conditions so that the new behavior is particu-
larly appropriate t o or successful in the specific circumstances faced.

This narrowly specialized form of flexibility requires three components: (1 ) a set
of mechanisms that define an adaptive target (such as finding food, finding home, or
finding a mate); (2) a set of mechanisms that can compute or otherwise determine what
responses are most likely to achieve the adaptive target in each specific set of circum-
stances that one is likely to encounter; and (3) the ability to implement the specific
response once it is determined. Plasticity in the "lump of clay/capacity to vary" sense
refers only to the third component: If an organism has correctly computed what it is
advantageous to do, then (and only then) is it disadvantageous to be inflexibly pre-
vented from implementing those changes by some fixed element of the system.

In fact , plasticity (e.g., variability) tends to be injurious everywhere in the archi-
tecture except where it is guided by well-designed regulatory mechanisms that improve
outcomes or at least do no harm. It would be particularly damaging if these regulatory
mechanisms were themselves capriciously "plastic," instead of rigidly retaining those
computational method s that produce advantageous responses to changing conditions.
Thus, plasticity is only advantageous for those specific features of the organism that
are governed by procedures that can compute the specific changes or responses that
will be , o n average , more successfu l than a  fixed phenotype. Adaptiv e flexibility
requires a "guidance system" (Cosmides & Tooby, 1987 ; Tooby, 1985) .

The most important conclusio n t o be derived from thi s line of reasoning is that
adaptive flexibility can only evolve when the mechanisms that make it possible are
embedded withi n a  co-evolve d guidanc e system. Consequently , th e expansio n of
behavioral and cognitive flexibility over evolutionary time depended acutely on how
well-designed these computational guidance systems became. There is nothing in the
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ability to vary per se that naturally leads systems to gravitate toward producing suc-
cessful performances. It is the guidance system itself that is doing the bulk of the inter-
esting regulation of outcomes, with the "potential to vary" component explaining very
little about the situation. Thus, Gould's (1977a, 1979) faith in the explanatory power
of the SSSM concept of generalized human "biological potential " depends either on
(1) an unjustified Ideologica l panglossianism (e.g., unguided processes, such as acci-
dental brain growth, just happen to "work out for the best," giving humans the desire
to care for their children, to defend themselves when attacked, to cooperate; the ability
to recognize faces, to find food, to speak a language ...), or (2) the unacknowledged
existence of co-evolved cognitive adaptations tha t guide behavioral plasticity toward
the achievement of adaptive targets.

It is the necessary existence of these co-evolved guidance systems that has, for the
most part, escaped the attention of Standard Mode l advocates. In fact, the SSSM edi-
face is built on the conflation of two distinct notions of flexibility: (1) flexibility as the
absence of any limits on responses, and (2) flexibility as the production of contextually
appropriate responses . Advocate s o f the SSS M imagine that flexibility in th e first
sense—an absence o f limits on variation—i s easy to computationally arrange (just
remove all "constraints"). But they also assume this is the same as—or will automat-
ically produce—flexibility i n the second sense : adaptive, successful , or contextually
appropriate behavior . Post-Standard Mode l psychology rests on the recognition that
flexibility in this second sense is not something that is teleologically inevitable once
constraints are removed, but is , instead, something very improbable and difficul t t o
achieve, requiring elaborate functionally organized machinery .

The Weakness of Content-Independent Architectures

If the doors of perception were cleansed everything would appear to man as it is, infinite.
—WILLIAM BLAK E

If plasticity by itself is not only useless but injurious, the issue then becomes, what kind
of guidance systems can propel computationa l system s sufficiently ofte n toward the
small scattered islands of successful outcomes in the endless expanse of alternative pos-
sibilities? Attempts over the last three decades to answer this question have led directly
to two related concepts, called by artificial intelligence researchers and other cognitive
scientists combinatorial explosion and the frame problem.

Combinatorial explosion is the term for the fact that with each new degree of free-
dom added to a system, or with each new dimension of potential variation added, or
with each new successive choice in a chain of decisions, the total number of alternative
possibilities faced by a computational system grows with devastating rapidity . Fo r
example, if you are limited to emitting only one out of 100 alternative behaviors every
successive minut e (surely a gross underestimate: rais e arm , close hand , tos s book ,
extend foot , say "Havel," etc.), afte r th e secon d minut e you have 10,00 0 differen t
behavioral sequences from which to choose, a  million by the third minute, a trillion
by six minutes, and 10 120 possible alternative sequences afte r only one hour—a truly
unimaginable number. Every hour, each human is surrounded by a new and endless
expanse of behavioral possibility . Which leads to the best outcome? Or, leaving aside
optimality as a hopelessly Utopian luxury in an era of diminished expectations, which
sequences are nonfatal? The system could not possibly compute the anticipated out -
come of each alternative and compare the results, and so must be precluding withou t
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complete consideration the overwhelming majority of branching pathways. What are
the principles that allow us to act better than randomly?

Combinatorial explosio n attack s any system that deals with alternatives, which
means any system that is flexible in response or has decisions to make. The more flex -
ible the system, the greater the problem. Even worse, knowledge acquisition is impos-
sible for a computational syste m equipped onl y with the limited information it can
gain through its senses; this is because the number of alternative states of affairs in the
world that are consistent with its sense data is infinite. For example, if cognitive mech-
anisms are attempting to infer the meaning of an unknown word, there is an infinit e
set of potential meanings . If perceptual mechanisms are trying to construct a three
dimensional model of the local world from a visual array, there is an infinite number
of different ways to do it that are all consistent with the array. For any finite sample of
sentences encountered, ther e exists an infinite number of alternative grammars that
could have generated them. If one is making a decision about how to forage there is,
practically speaking, an infinite number of possibilities. Moreover, random choice is
not a general solution to the problem because for most adaptive or humanly defined
problems the islands of success are infinitesimal next to the illimitable seascapes of
failure. And for biological systems, success and failur e are not arbitrary. The causal
world imposes a nonarbitrary distinction between detecting in one's visual array the
faint outline of a partly camouflaged stalking predator and not detecting it because of
alternative interpretiv e procedures. Nonpropagating designs are removed from th e
population, whethe r they believe in naive realism or that everything is an arbitrary
social construction .

The inexhaustible rang e of possibilities latent in behavior, categorization , inter -
pretation, decision , and so on, is a not just an abstract philosophica l point . It is an
implacable reality facing every problem-solving computational system. Each prelin-
guistic child trying to learn her own language or to induce new knowledge about the
world is faced with this problem; so is every artificial intelligence system. In artificia l
intelligence research, it is called the "frame problem" (Boden, 1977); in linguistics, this
problem is called the "poverty of the stimuli" (Chomsky, 1975); in semantics, i t is
called the problem of "referential ambiguity" (Gleitman & Wanner, 1982); in devel-
opmental psychology , i t i s called th e "need for constraints o n induction" (Carey,
1985a); in perception, the y say that the stimulus array "underdetermines" the inter-
pretation. Any design for an organism tha t canno t generat e appropriate decisions ,
inferences, or perceptions because it is lost in an ocean of erroneous possibilities will
not propagate, an d will be removed from the population i n the next generation. As
selection pressures, combinatorial explosion and the frame problem are at least as mer-
ciless as starvation, predation, and disease .

With this as background, the converging results from artificia l intelligence , per-
ception, cognitiv e development , linguistics , philosophy , an d evolutionar y biology
about the weaknesses of domain-general content-independent mechanisms are not dif-
ficult to fathom. One source of difficulty can be sketched out quickly. If a computa-
tional system, living or electronic, doe s not initially know the solution to the problem
it faces then its procedures must operate to find a solution. What methods do content-
independent systems bring to problem-solving? To describe a system as domain-gen-
eral or content-independent i s to say not what it is but only what it lacks: It lacks any
specific a priori knowledge about the recurrent structure of particular situations or
problem-domains, either in declarative or procedural form, that might guide the sys-
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tern to a solution quickly. It lacks procedures that are specialized to detect and deal
with particular kinds of problems, situations, relationships, o r contents i n ways that
differ fro m an y other kind of problem, situation, relationship, or content. By defini-
tion, a domain-general system takes a "one size fits all" approach .

To understand the importance of this, consider the definition of an adaptation. An
adaptation is a reliably developing structure in the organism, which, because it meshes
with the recurrent structure of the world, causes the solution to an adaptive problem.
It is easy to see how a specific structure, like a bug detector in a frog's retina, in inter-
action with bug trajectories in the local environment, solves a feeding problem for the
frog. I t is easy to see how the Westermarck sexual disinterest mechanism combines
with the co-residence cue to diminish the probability o f sex between close relative s
(Shepher, 1983; Wolf & Huang, 1980). When the class of situations that a mechanism
is designed to solve is more narrowly defined, then (1) the situations will have more
recurrent features in common, and therefore (2) the mechanism can "know" more in
advance about any particular situation that is a member of this class. As a result, (3)
the mechanism's components can embody a greater variety of problem-solving strat-
egies. This is because mechanisms work by meshing with the features of situations and,
by definition, narrowly defined situations have more features in common. Our depth
perception mechanis m has this property, for example: It works well because it com-
bines the output of many small modules, eac h sensitive to a different cu e correlated
with depth. In addition, (4 ) the narrower the class, the more likely it is that a good,
simple solution exists—a solution that does not require the simultaneous presence of
many common features. The frog can have a simple "bug detector" precisely because
insects share features with one another that are not shared by many members of more
inclusive classes, such as "animals" or "objects."

In contrast, the more general a problem-solving techniqu e is , the larger the range
of situations across which the procedure must successfully apply itself. When the class
of situations that a mechanism must operate over is more broadly defined, then (1) the
situations will have fewer recurrent features in common, therefore (2) the mechanism
can "know" less in advance about any particular situatio n that is a member of this
class. Becaus e (3) broadly defined situation s hav e so few features in common fo r a
mechanism to mesh with, there exist fewer strategies capable of solving the problem.

This resul t i s logically inevitable . Ever y kin d o f problem-solving strategy tha t
applies to a more inclusive class also applies to every subset within it; but not every
strategy that applies to a narrowly defined class will apply to the larger classes that con-
tain it (e.g., all insects are objects, but not all objects are insects). By identifying smaller
and smaller problem domains on the basis of an increasing set of recurrent similarities,
more and more problem-solving strategie s can be brought to bear on that set . Con -
versely, by widening the problem domain tha t a mechanism must address, strategies
that worked correctly on only a subset of problems must be abandoned or subtracted
from the repertoire because they give incorrect answer s on the newly included prob-
lems i n th e enlarge d domain . A s problem domain s ge t large r and mor e broadl y
defined, a smaller and smaller set of residual strategies is left that remains applicable
to the increasingly diverse set of problems. At the limit of perfect generality, a problem-
solving system can know nothing except that which is always true of every situation in
any conceivable universe and, therefore, can apply no techniques except those that are
applicable to all imaginable situations . In short, i t has abandoned virtuall y anything
that could lead it to a solution.
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This weakness of domain-general architectures arises not because all relatively gen-
eral problem-solving techniques are useless; indeed, many are very useful—the ability
to reject propositions because they are contradicted, th e ability to associate, an d the
ability to recalibrate based on the consequences of actions, for example. The weakness
arises because content-sensitivity and specialization ar e eliminated from the architec-
ture. By definition, a content-independent architectur e does not distinguish between
different problem-domain s or content classes; therefore, it is restricted to employing
only general principles of problem-solving that can apply to all problems.

In contrast, a  content-dependent domain-specific architecture does identify situ -
ations as members of specific problem domains and content classes . Because of this,
it can maintain a  repertoire of specialized problem-solvin g techniques that are only
activated whe n they encounter the delimited domain s to which they are applicable
(e.g., snakes, sex with kin, grammar, falling in love, faces). At the same time, a plural-
istic architecture can simultaneously activate every other problem-solving technique
appropriate to the larger and more inclusive classes that contain the problem encoun-
tered (for faces: face recognition, object recognition, association formation, and so on).
Thus, a domain-specific architecture can deploy every general problem-solving tech-
nique at the disposal of a domain-general architecture and a multitude of more specific
ones as well. This sensible approach to organizing a problem-solving architecture is
exactly what is ruled out by SSSM advocates of a content-independent min d whose
procedures operate uniformly over every problem or domain.

To put it in adaptationist terms, what does the work of adaptive problem-solving
for organism s is (1) the recurrent structure of the world relevant to the problem, in
interaction wit h (2 ) the recurren t structur e o f the adaptation . Th e mor e broadly
defined the problem domain is (1) the less recurrent structure can be supplied by the
world (because more diverse situations have less recurrent structure in common), and
(2) the less recurrent structure can be supplied by the adaptation in the form of prob-
lem-solving procedures that are solution-promoting across a diverse class of situations.
The erosion of both sets of problem-solving structures—those in the adaptation and
those i n the world—increasingl y incapacitate s th e system . This ca n sometimes be
compensated for, but only through a correspondingly costly increase in the amount of
computation use d in the attempt t o solve the problem. Th e less the system knows
about the problem or the world to begin with, the more possibilities it must contend
with. Permutations being what they are, alternatives increase exponentially as gener-
ality increases and combinatorial explosion rapidly cripples the system. A mechanism
unaided b y domain-specific rules of relevance, specialized procedures , "preferred "
hypotheses, and so on could not solve any biological problem of routine complexity
in the amount of time the organism has to solve it, and usually could not solve it at
all.

It is the perennial hope of SSSM advocates within the psychological community
that some new technology or architecture (wax impressions, telephone switching, dig-
ital computers , symbol-processing , recursiv e programming languages , holograms,
non-von Neuman n architectures, parallel-distribute d processing— a new candidate
emerges every decade or so), will free them to return to empiricism, associationism ,
domain-generality and content-independence (where the SSSM tells them they should
go). Nevertheless, the functional necessity of content-specificity emerges in every tech-
nology because it is a logical inevitability. Most recently, researchers are establishing
this all over again with connectionism (e.g., Jacobs, Jordan, & Barto, 1990 ; Miller &
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Todd, 1990 ; Pinker & Prince, 1988 ; Todd & Miller, 199la , 1991b) . Combinatoria l
explosion and the frame problem are obstacles that can only be overcome by endowing
computational architectures with contentful structure. This is because the world itself
provides no framework that can decide among the infinite number of potential cate -
gory dimensions, the infinite number of relations, and the infinite number of potential
hypotheses that could be used to analyze it.

The Necessity of Frames

Artificial intelligence research is particularly illuminating about these issues because
explicitness is demanded in the act of implementing as programs specific hypotheses
about how problems can be solved. By the program's operation, one can tell a great
deal about the adequacy of the hypothesis. Moreover, artificial intelligence researchers
became interested in getting computers and robots to perform real world tasks, where,
just as in evolutionary biology, action is taken in a real, structured, and consequential
environment. As a result , artificial intelligence researchers ca n tel l unambiguously
whether the decisions the system makes are a success or a failure. The range of prob-
lems studied in artificial intelligence widened beyond cognitive psychology's more tra-
ditional, philosophy-derived concerns, to include problems such as the regulation of
purposive action in a three-dimensional world.

To their great surprise, artificial intelligence researchers found that it was very dif-
ficult to discover methods that would solve problems that humans find easy, such as
seeing, moving objects or even tying shoelaces. To get their programs to handle even
absurdly simplified tasks (such as moving a few blocks around), they were forced t o
build i n substantia l "innat e knowledge " o f the world . As a practica l matter , thi s
"knowledge" wa s either in the for m o f (1) content-dependent procedure s matched
closely to the structural features of the task domain within which they were designed
to operate , o r (2) representations (data structures ) that accurately reflected th e task
domain (i.e., "knowledge of the world"). To move an object, make the simplest induc-
tion, or solve a straightforward problem, the computer needed a sophisticated model
of the domain in question, embodied either in procedures or representations. Artificia l
intelligence researc h demonstrated in a concrete, empirical form , the long-standin g
philosophical objections to the tabula rasa (e.g., Hume, 1977'/1748 ; Kant, 1966/1781;
Popper, 1972 ; Quine, 1960 , 1969) . These demonstrations hav e the added advantage
of bracketing just how much "innate" structure is necessary to allow learning to occur.

Artificial intelligence researchers call the specific contentful structures that prob-
lem-solving systems need to be endowed with frames. For this reason, the consistent
inability of systems without sufficiently rich and specialized frames to solve real prob-
lems is called the frame problem (e.g., Boden, 1977; F. M. Brown, 1987; Fodor, 1983) .
A frame provides a "world-view": It carves the world into defined categories of entities
and properties, defines how these categories are related to each other, suggests opera-
tions that might be performed, defines what goal is to be achieved, provides methods
for interpreting observations in terms of the problem space and other knowledge, pro-
vides criteria to discriminate success from failure, suggests what information is lacking
and how to get it, and so on. For example, one might apply a spatial/object fram e to
a situation. I n such a frame, the local world is carved into empty space and objects,
which are cohesive, have boundaries defined by surfaces, and move as a unit. They
have locations and orientations with respect to each other. They have trajectories and,
if solid, cannot pass through one another (unless they change the shape of the object
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passed through) , and so on. In such a framing, human s are simply objects like any
other and are not expected to pass through other solid objects. Alternatively, one might
have a coalitional framing (present, for example, in a football game or a war), in which
humans are a relevant and differentiated entit y and are construed as animate goal-
seeking systems that ar e members of one of two mutually exclusive social sets ; the
members of each set are expected to coordinate their behavior with each other to reach
goals that cannot be mutually realized fo r both sets ; the goal of each set is to thwart
the purposes of the other, and so on. In our own work, we have attempted to sketch
out some of the framing necessary for humans to engage in social exchange (Cosmides,
1989; Cosmides & Tooby, 1989 , this volume). Very general mechanisms have frames
as well: In the formal logic of the prepositional calculus, the problem-space i s denned
syntactically in terms of sets of propositions, trut h values, and rules of inference such
as modens ponens and modus tollens. In this frame, the content of the propositions is
irrelevant to the operation of the rules of inference.

The solution to the frame problem and combinatorial explosion is always the same
whether one is talking about an evolved organism or an artificial intelligence system.
When the information available from the world is not sufficient to allow learning to
occur or the problem to be solved, it must be supplied from somewhere else. Because
the world cannot supply to the system what the system needs first in order to learn
about the world, the essential kernals of content-specific framing must be supplied ini-
tially by the architecture. For an artificial intelligence system, a programmer can sup-
ply it. For organisms, however, it can only be supplied through the process of natural
selection, which creates reliably developing architectures that come equipped with the
right frames and frame-builders necessary to solve the adaptive problems the specie s
faced during its evolutionary history.

Because of their survival into the present, we know for a fact that living species can
reliably solv e an enormou s arra y o f problems necessar y to consistentl y reproduc e
across thousands of generations in natural environments. Moreover , the signal lesson
of modern evolutionary biology is that this adaptive behavior requires the solution of
many information-processing problems that are highly complex—far more complex
than is commonly supposed (Cosmides & Tooby, 1987 , 1989). If one bothers to ana-
lyze virtually any adaptive proble m huma n hunter-gatherers solve, it turns out t o
require an incredible amount of evolved specialization (see , e.g, Cosmides & Tooby,
1989, this volume). Given (1) the complexity of the world, (2) the complexity of the
total array of adaptive tasks faced by living organisms, and (3 ) the sensitive frame -
dependence of problem-solving abilities, the psychological architecture of any real spe-
cies must be permeated with domain-specific structure to cause reliable reproduction
in natural environments. Current research in cognitive psychology and artificial intel-
ligence indicates that Standard Model theories are far too frame-impoverished to solve
even artificially simplified computational problems (e.g., identifying and picking up
soda cans in the MIT artificial intelligence laboratory) , le t alone the complex infor -
mation-processing problems regularly imposed by selective forces operating over evo-
lutionary time.

Our minds are always automatically applying a rich variety of frames to guide us
through the world. Implicitly, these frames appear to us to be part of the world. For
precisely this reason, we have difficulty appreciating the magnitude, or even the exis-
tence of, the frame problem. Just as the effortlessness of seeing led artificial intelligence
researchers to underestimate the complexity of the visual system, the automatic and
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effortless way in which our minds frame the world blinds us to the computational com-
plexity of the mechanisms responsible. When anthropologists go to other cultures, the
experience of variation awakens them to things they had previously taken for granted
in thei r ow n culture. Similarly , biologists and artificia l intelligenc e researchers are
"anthropologists" who travel to places where minds are far stranger than anywhere
any ethnographer has ever gone. We cannot understand what it is to be human until
we learn to appreciat e ho w truly different nonhuma n minds can be , and ou r bes t
points of comparison are the minds of other species and electronic minds. Such com-
parisons awaken us to an entire class of problems and issues that would escape us if we
were to remain "ethnocentrically" focused on humans, imprisoned by mistaking our
mentally imposed frames for an exhaustive demarcation o f reality.

When we examine electronic minds that truly have no frames and then try to give
them even a few of our own real world capacities, we are made forcefully aware of the
existence of the immensely intricate set of panhuman frames that humans depend on
to function in the world, to communicate with one another, and to acquire additional
frames through social inference from others (i.e., to "learn culture"). Geertz's (1973)
studies in Bali acquainted him with some of the culturally variable frames that diffe r
between Bali and the United States, but, as his writings make clear, they left him obliv-
ious to the encompassing, panhuma n frames withi n which these variable elements
were embedded (D . E. Brown, 1991) . If he had widened his scope to include other
animal species, he would have been made strongly aware of this dense level of univer-
sal and human-specific metacultural frames—a level that should interest every anthro-
pologist becaus e i t permeates and structure s every aspect o f human life . Indeed , if
Geertz had widened his scope still further to include electronic minds as points of com-
parison, he might have come to realize the sheer magnitude of what must be supplied
by evolution to our psychological architectures for us to be recognizably human. Per-
haps he might also have come to recognize that he and the "simple" Balinese fightin g
cocks he watched even shared many frames lacking from artificial intelligence systems
(about things such as space, motion, vision, looming threats, pain, hunger, and, per-
haps, conflict, rivalry, and status changes after fights). Biology, cognitive psychology,
and artificia l intelligence researc h compris e a  ne w form o f ethnography, whic h is
revealing the previousl y invisible wealth o f evolved frames an d specialize d frame -
builders that our evolved psychological architecture comes equipped with.

The Evolvability Criterion and Standard Model Architectures

In a solvability analysis, the researcher asks whether a proposed architecture is capable
of generating a behavio r that w e know humans (or the relevan t species) regularly
engage in, whether adaptive or not. But one can also evaluate a proposed architecture
by asking how it would fare in solving the actual adaptive problems a species is known
to have regularly confronted and solved during its evolutionary history. Because non-
human and human minds—i.e., the computational systems responsible for regulating
behavior—were produced by the evolutionary process operating over vast expanses of
time, tenable hypotheses about their design must be drawn from the class of designs
that evolution could plausibly—or at least possibly—have produced. To be adequate,
proposed designs must be able to account for the solution of the broad array of distinct
problems inherent in reliable reproduction over thousands of generations under ances-



THE PSYCHOLOGICAL FOUNDATIONS OF CULTURE 109

tral conditions. In short, a candidate design must satisfy the evolvability criterion.  In
essence, designs that are more plausible according to criteria drawn from evolutionary
biology are to be preferred over designs that are less plausible.

Some rules for evaluating hypotheses by the evolvability criterion are as follows:
1. Obviously, at a minimum, a candidate architecture must be able to perform all

of the tasks and subtasks necessary for it to reproduce. It can have no properties that
preclude, or make improbable, its own reproduction across multiple generations in
natural environments. Just by itself, this is a difficult criterio n to meet . No known
Standard Mode l psychological architecture can solve all or even ver y man y of the
problems posed by reproduction in natural environments.

2. Given that human minds evolved out of prehuman primate minds, a hypothesis
should not entail that an architecture that is substantially inferior at promoting its own
propagation (its inclusive fitness) replace an architecture that was better designed to
promote fitness under ancestral conditions. There is now known to be an entire range
of competences an d specialized design features that enhance propagation in a large
array of other species. A candidate architecture should be at least roughly comparable
to them in their ability to solve the classes of adaptive problems humans and other
primate species mutually faced. For this reason, it is not sufficient to incorporate into
a general-purpose system a few drives that account for why the organism does not die
of thirst or hunger in a few days. Even though some psychological architectures of this
kind might conceivably manage their own reproduction unde r artificially protecte d
circumstances, they contain nothing that would solve other obvious propagation-pro-
moting tasks that have called forth adaptive specializations in innumerable other spe-
cies. Thus, to be plausible, a proposed human architecture should cause individuals to
help relatives more or less appropriately, to defend sexual access to their mates, to for-
age in a relatively efficient way, and so on. The SSSM view that human evolution was
a process of erasing "instincts" violates the evolvability criterion unless it can be shown
that for each putatively "erased" adaptive specialization, th e general-purpose mech-
anism that is proposed t o have replaced i t would have solved the adaptive problem
better (Tooby, 1985; Tooby & DeVore, 1987). To our knowledge, no general mecha-
nism operating under natural circumstances has ever been demonstrated to be supe-
rior to an existing adaptive specialization .

3. A candidate architecture should not require the world to be other than it really
is. For example, models of grammar acquisition tha t assume that adults standardly
correct their children's grammatical errors do not meet this condition (Pinker, 1989).
Nor do socialization model s that require children to be taught where their own inter-
ests lie by individuals with conflicting interests—for many domains, this class even
includes the child's own parents and siblings (e.g., Hamilton, 1964 ; Trivers, 1974). An
architecture tha t was completely open to manipulation b y others, without any ten-
dency whatsoever to modif y o r resist exploitive or damaging social inpu t would be
strongly selected against. For this reason, cognitive architectures that are passive vehi-
cles for arbitrary semiotic systems are not plausible products of the evolutionary pro-
cess.

4. In a related vein, a candidate theory should not invoke hypotheses that require
assumptions about the coordinated actions of others (or any part of the environment)
unless i t explain s ho w such coordinatio n reliabl y cam e abou t durin g Pleistocen e
hunter-gatherer life . For example, if the model proposes that people acquire certain
adaptive skill s or information fro m other s through, say, imitation o r conversation ,
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that model needs to explain how these others reliably obtained the (correct) informa-
tion an d wher e the information originated. I f the blind lea d the blind , there is no
advantage t o imitation . Consequently , acceptabl e model s should no t emplo y shell
games, such as the venerable "adaptive knowledge comes from the social world."

5. A candidate model must not propose the existence of complex capacities in the
human psychologica l architectur e unles s these capacities solv e or solve d adaptiv e
(design-propagative) problem s for the individual. Tha t is, social scientist s shoul d be
extremely uneasy about positing an improbably complex structure in the system with
the capacity to serve nonbiological functional ends, unless that capacity is a by-prod-
uct of functionality that evolved to serve adaptive ends. Selection builds adaptive func-
tional organization; chance almost never builds complex functional organization. So
positing complex designs that serve the larger social good, or that complexly manip-
ulate symbolic codes to spin webs of meaning, or that cause one to maximize monetary
profit, al l violate the evolvability criterion unles s it can be shown that these are side
effects of what would have been adaptive functional organization i n the Pleistocene.
Similarly, on e shoul d no t posi t th e existenc e of complex functiona l design s tha t
evolved to solve adaptive problems that emerged only very recently. Complex func-
tionality require s time to evolve and, therefore , can arise only in response t o long-
standing adaptive problems (Dawkins, 1982, 1986;Tooby&Cosmides, 1990a) .

Over the course of their evolution, humans regularly needed to recognize objects,
avoid predators, avoid incest, avoid teratogens when pregnant, repair nutritional defi-
ciencies by dietary modification, judge distance, identify plant foods, capture animals,
acquire grammar, attend to alarm cries, detect when their children needed assistance,
be motivated to make that assistance, avoid contagious disease, acquire a lexicon, be
motivated to nurse, select conspecifics as mates, select mates of the opposite sex, select
mates of high reproductive value, induce potential mates to choose them, choose pro-
ductive activities , balanc e whe n walking, avoid being bitten b y venomous snakes,
understand an d make tools, avoi d needlessly enraging others, interpre t social situa-
tions correctly , hel p relatives, decide which foraging effort s hav e repaid the energy
expenditure, perform anticipatory motion computation, inhibit one's mate from con-
ceiving children by another, dete r aggression, maintain friendships , navigate, recog-
nize faces, recognize emotions, cooperate, an d make effective trade-offs among many
of these activities, along with a host of other tasks. To be a viable hypothesis about
human psychological architecture , the design proposed must be able to meet both solv-
ability and evolvability criteria: It must be able to solve the problems that we observe
modern humans routinely solving and it must solve all the problems that were nec-
essary for humans to survive and reproduce in ancestral environments. N o existing
version of Standard Mode l psychology can remotely begin to explain how humans
perform these tasks.

Over the course of this chapter, we have touched on how domain-specific mecha-
nisms are empirically better supporte d tha n domain-genera l mechanisms , on why
domain-general mechanisms cannot give rise to routinely observable behavioral per-
formances, o n why domain-specific architectures are usuall y more functiona l tha n
domain-general architectures, and, especially, on why it is implausible or impossible
for predominantl y content-independent , domain-general computationa l system s t o
perform the tasks necessary fo r survival and reproduction i n natural environments.
The mai n argument s that we have reviewed here (and elsewhere ; see Cosmides &
Tooby, 1987 , 1992; Tooby& Cosmides, 1990b) are as follows:
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1. In order to perform tasks successfully more often than chance, the architecture
must be able to discriminate successful performance from unsuccessful performance.
Because a domain-general architecture by definition has no built-in content-specific
rules for judging what counts as error and success on different tasks , i t must have a
general rule. Unfortunately, there is no useable general cue or criterion for success or
failure that can apply across domains. What counts as good performance for one task
(e.g., depth perception) is completely different from what counts as good performance
for othe r tasks (e.g., incest avoidance, immune regulation, avoiding contagion, imi-
tating, eating). The onl y unifying elemen t in discriminating success from failur e i s
whether an act promotes fitness (design-propagation). But the relative fitness contri-
bution of a given decision cannot be used as a criterion for learning or making choices
because it is inherently unobservable by the individual (for discussion, see Cosmides
& Tooby, 1987 , 1992; Tooby & Cosmides, 1990b) . Consequently, our evolved psy-
chological architecture needs substantial built-in content-specific structure to discrim-
inate adaptiv e succes s fro m failure . There need s t o b e a t leas t a s many differen t
domain-specific psychological adaptations as there are evolutionarily recurrent func-
tional tasks with different criteria for success.

2. As discussed a t length, domain-general, content-independen t mechanism s are
inefficient, handicapped , o r inert compared to systems that also include specialized
techniques for solving particular families of adaptive problems. A specialized mecha-
nism can make use of the enduring relationships present in the problem-domain or in
the related features of the world by reflecting these content-specific relationships in its
problem-solving structure . Suc h mechanisms wil l be far more efficient than general-
purpose mechanisms, which must expend time, energy, and risk learning these rela-
tionships through "trial and possibly fatal error" (Shepard, 1987a).

3. Many problems tha t humans routinel y solv e are simply not solvable by any
known general problem-solving strategy, as demonstrated by formal solvability anal-
yses on language acquisition (e.g. , Pinker, 1979, 1984, 1989, 1991; Pinker & Prince,
1988). We think that th e clas s of such problems i s large and, a s discussed above,
includes at a minimum all motivational problems.

4. Different adaptive problems are often incommensurate. They cannot, in prin-
ciple, be solved by the same mechanism (Chomsky, 1980). To take a simple example,
the factors that make a food nutritious are different fro m those that make a human a
good mate or a savannah a good habitat. As Sherry and Schacter point out, "functiona l
incompatibility exists when an adaptation that serves one function cannot, because of
its specialized nature, effectively serv e other functions. The specific properties of the
adaptation that make it effective a s a solution to one problem also render it incom-
patible with the demands of other problems" (1987, p. 439).

5. Many adaptive courses of action can be neither deduced nor learned by general
criteria alone because they depend on statistical relationships that are unobservable to
the relevant individual. For a content-independent syste m to learn a relationship, all
parts of the relationship mus t be perceptually detectable. Thi s is frequently no t the
case. Natural selection can "observe" relationships that exist between a sensory cue, a
decision rule, and a fitness outcome that is inherently unobservable to the individual
making the decision (Tooby & Cosmides, 1990b), as in the case of pregnancy sickness
(Profet, 1988 , this volume) or the Westermarck incest avoidance mechanism (She-
pher, 1983; Wolf & Huang, 1980). This is because natural selection does not work by
inference o r computation : I t too k th e rea l problem , "ra n th e experiment, " an d
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retained those designs whose information-processing procedures led over thousands
of generations to the best outcome. Natural selection, through incorporating content-
specific decision rules, allows the organism to behave as if it could see and be guided
by relationships that are perceptually undetectable and, hence, inherently unlearnable
by any general-purpose system.

6. As discussed, the more generally framed problems are, the more computational
systems suffer from combinatorial explosion, in which proliferating alternatives choke
decision and learning procedures, bringing the system to a halt. If it were true that, as
Rindos (1986, p. 315) puts the central tenet of the Standard Social Science Model, "the
specifics that we learn are in no sense predetermined by our genes," then we could
learn nothing at all.

7. Everything a domain-general system can do can be done as well or better by a
system that also permits domain-specific mechanisms because selection can incorpo-
rate any successful domain-general strategies into an architecture without displacing
its existing repertoire of domain-specific problem-solvers.

Without further belaboring the point, there is a host of other reasons why content-
free, general-purpos e systems could no t evolve, could not manage their own repro-
duction, and would be grossly inefficient and easily outcompeted i f they did. Equally
important, these arguments apply not simply to the extreme limiting case of a com-
pletely content-free, domain-general architecture but to all Standard Model architec-
tures, as conventionally presented. The single criterion that any proposed human psy-
chological architectur e mus t solv e al l th e problem s necessar y t o caus e reliabl e
reproduction under natural conditions is decisive. When taken seriously and consid-
ered carefully, i t leads to the conclusion that the human psychological architecture
must be far more frame-rich and permeated with content-specific structure than most
researchers (including ourselves) had ever suspected.

The Content-Specific Road to Adaptive Flexibility

The ability to adjust behavior flexibly and appropriately to meet the shifting demands
of immediate circumstances would , of course, be favored b y selection, other things
being equal. What organism would not be better off if it could solve a broader array of
problems? Moreover, the psychologies of different specie s do differ i n the breadth of
situations to which they can respond appropriately, with humans acting flexibly to a
degree that i s zoologically unprecedented. Human s engage in elaborate improvised
behaviors, from composing symphonies to piloting aircraft to rice cultivation, which
collectively indicate a generality of achieved problem-solving that is truly breathtak-
ing. Althoug h many human acts do not successfully solve adaptive problems, enough
do that the human population ha s increased a thousandfold in only a few thousand
years. If general-purpose mechanisms are so weak, how can the variability of observed
human behavior be reconciled with its level of functionality?

As discussed above , there is little in content-independent, domain-general strate-
gies o f problem-solvin g tha t b y themselve s can accoun t fo r functiona l behavior,
whether it is flexible or not. In contrast, specialized mechanisms can be very successful
and powerful problem-solvers, but they achieve this at the price of addressing a nar-
rower range of problems than a more general mechanism. If these were the only two
alternatives, organisms would be limited to being narrow successes or broad failures ,
and the human case of broad adaptive flexibility could not be accounted for.
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The solution to the paradox of how to create an architecture that is at the same
time both powerful and more general is to bundle larger numbers of specialized mech-
anisms together so that i n aggregate, rather than individually, they address a larger
range of problems. Breadth is achieved not by abandoning domain-specific techniques
but by adding more of them to the system. By adding together a face recognition mod-
ule, a spatial relations module, a rigid object mechanics module, a tool-use module, a
fear module , a  social-exchange module , an emotion-perception module , a kin-ori-
ented motivation module, an effort allocation and recalibration module, a child-care
module, a social-inference module, a sexual-attraction module, a semantic-inference
module, a friendship module, a grammar acquisition module, a communication-prag-
matics module, a theory of mind module, and so on, an architecture gains a breadth
of competences that allows it to solve a wider and wider array of problems, coming to
resemble, more and more, a human mind. The more a system initially "knows" about
the world and its persistent characteristics, and the more evolutionarily proven "skills"
it starts out with, the more it can learn, the more problems it can solve, the more it can
accomplish. In sharp contrast to the Standard Model, which views an absence of con-
tent-specific structur e a s a precondition for richly flexible behavior, the analysis of
what computational system s actually need to succeed suggests the opposite: that the
human capacity for adaptive flexibility and powerful problem-solving i s so great pre-
cisely because of the number and the domain-specificity of the mechanisms we have.
Again, thi s converge s o n Willia m James' s argumen t tha t human s hav e mor e
"instincts" than other animals, not fewer (James, 1892 ; Symons, 1987).

Moreover, there are many reasons to think that the number of function-general
mechanisms and function-specifi c mechanism s in an architecture are not inversely
related in a zero-sum relationship, but are positively related (Rozin, 1976). Content-
specialized mechanisms dissect situations, thereby creating a problem space rich with
relevant relationships that content-independen t mechanism s can exploit (e.g., Cos-
mides & Tooby, under review; Gigerenzer, Hoffrag e & Kleinbolting, 1991; Shepard,
1987b). Thus, the more alternative content-specialized mechanism s an architecture
contains, the more easily domain-general mechanism s can be applied to the problem
spaces the y create withou t bein g paralyzed by combinatorial explosion . Although
domain-general mechanisms may be weak in isolation, they can valuably broaden the
problem-solving range of an architecture if they are embedded in a matrix of adaptive
specializations that can act as a guidance system (Rozin, 1976) . For example, humans
have powerfu l specialize d socia l inferenc e mechanisms that reflec t th e contentfu l
structure of human metaculture, allowing humans to evaluate and interpret others '
behaviors. This provides a foundation for the human-specific ability to imitate others
(Galef, 1988 ; Meltzoff, 1988) , greatly increasing the range of situations to which they
can respond appropriately.

Therefore, what is special about the human mind is not that it gave up "instinct"
in order to become flexible, but that it proliferated "instincts"—that is, content-spe-
cific problem-solving specializations—which allowed an expanding role for psycho-
logical mechanisms that are (relatively) more function-general. These are presently
lumped into categories with unilluminating labels such as "the capacity for culture,"
"intelligence," "learning," and "rationality." It is time for the social sciences to turn
from a  nearl y exclusive focus o n thes e embedded, mor e function-genera l mecha-
nisms to a  wider view that includes th e crucial , an d largely neglected, superstruc -
ture of evolved functional specializations . Equally , we need to explore how the two
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classes o f mechanisms are interwove n so that thei r combined interactiv e product
is th e zoologicall y uniqu e ye t evolutionaril y patterne d breadt h o f functiona l
behaviors.

EVOLUTIONARY PSYCHOLOGY AND THE GENERATION OF CULTURE

The Pluralistic Analysis of Human Culture and Mental Organization

Malinowski maintained that cultural facts are partly to be explained in psychological terms.
This view has often been met with skepticism or even scorn, as if it were an easily exposed
naive fallacy. What I find fallacious are the arguments usually leveled against this view. What
I find naive is the belief that human mental abilities make culture possible and yet do not in
any way determine its content and organization.

—DAN SPERBER (1985, p. 73 )

A large and rapidly growing body of research from a diversity of disciplines has shown
that the content-independent psychology that provides the foundation for the Stan-
dard Social Science Model is an impossible psychology. It could not have evolved; it
requires an incoheren t developmental biology; it canno t accoun t fo r the observe d
problem-solving abilities of humans or the functional dimension of human behavior;
it cannot explain the recurrent patterns and characteristic contents of human mental
life an d behavior ; i t ha s repeatedly been empiricall y falsified ; an d i t canno t eve n
explain how humans learn their culture or their language. With the failure of Standard
Model psychology, and the emergence of a domain-specific psychology, the remaining
logic of the Standard Social Science Model also collapses.

In this chapter, we have limited ourselves to analyzing some of the defects of the
Standard Social Science Model, concentrating on the untenability of the psychology
that forms the foundation for its theory of culture. Along the way, we have touched on
only a  handfu l o f the changes that a n evolutionar y psychological approach would
introduce int o th e theoretica l foundation s of th e socia l sciences . Thes e an d th e
remarks that follow should not, however, be mistaken for a substantive discussion of
what a  new theory of culture that wa s based o n moder n biology , psychology, and
anthropology would look like. Still less should they be mistaken for a presentation of
the mutually consistent conceptual framework (wha t we have been calling the Inte-
grated Causal Model) that emerges when the various biological, behavioral, and social
science fields are even partially integrated and reconciled. Because our argument has
been narrowly focused on psychology, we have been unable to review or discuss the
many critical contributions that have been made to this embryonic synthesis from evo-
lutionary biology , anthropology , neurobiology , sociology , an d man y other fields ^
These must be taken up elsewhere. In particular, readers should be aware that the ideas
underlying the Integrated Causal Model are not original with us: They are the collab-
orative product of hundreds of individual scholars working in a diverse array of fields
over the last several decades.7 Indeed, the collaborative dimension of this new frame-
work i s key. The eclipse o f the Standar d Mode l and th e gradua l emergence of its
replacement has resulted fro m researcher s exploring the natural causal connections
that integrate separate fields (see, e.g., Barkow , 1989 , on the importance of making
psychology consistent wit h biology and anthropolog y consisten t wit h psychology).
The research program we and others are advocating is one of integration and consis-
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tency, not of psychological or biological reductionism. (See Atran, 1990; Daly & Wil-
son, 1988 ; and Symons, 1979 , for examples of how such integrative approaches can
be applied to specific problems.)

What does the rise of domain-specific psychology mean for theories of culture? By
themselves, psychological theories do not and cannot constitute theories of culture.
They only provide the foundations for theories of culture. Humans live and evolved
in interacting networks that exhibit complex population-level dynamics, and so the-
ories and analyses of population-level processes are necessary components for any full
understanding of human phenomena. Nevertheless, increasing knowledge about our
evolved psychological architecture places increasing constraints on admissible theories
of culture. Although our knowledge is still very rudimentary, it is already clear that
future theorie s o f culture will diffe r significantl y i n a  series of ways from Standar d
Social Scienc e Mode l theories . Mos t fundamentally , i f each huma n embodie s a n
evolved psychological architecture that comes richly equipped with content-imparting
mechanisms, the n th e traditiona l concep t o f cultur e itsel f mus t b e completel y
rethought.

Culture ha s bee n th e centra l concep t o f the Standar d Socia l Scienc e Model .
According to its tenets, culture is a unitary entity that expresses itself in a trinity of
aspects. (1) It is conceived as being some kind of contingently variable informational
substance that is transmitted by one generation to another within a group: Culture is
what is socially learned. (2) Because the individual mind is considered to be primarily
a social product forme d ou t o f the rudimentary infant mind , all or nearly all adult
mental organization and conten t i s assumed to be cultural in derivation and sub -
stance: Culture is what is contentful and organized in human mental life and behavior.
(3) Humans everywhere show striking patterns of local within-group similarity in their
behavior and thought, accompanied b y significant intergroup differences. Th e exis-
tence o f separate stream s of transmitted informationa l substance i s held to b e the
explanation fo r these group patterns: Cultures are these sets of similarities, and inter-
group or cross-location difference s are called cultural differences .

In the absence of a content-free psychology, however, this trinity breaks into sep-
arate pieces because these three sets of phenomena can no longer be equated. We have
already sketched out why the human mind must be permeated with content and orga-
nization that does not originate in the social world. This breaks apart any simple equiv-
alence between the first two meanings of "culture." Nevertheless, even for those who
admit that the mind has some content that is not socially supplied, the distribution of
human within-group similarities and between-group differences remains the most per-
suasive element in the Standard Model analysis. These salient differences are taken to
confirm that the socially learned supplies most of the rich substance of human life (see
"The Standar d Socia l Science Model", pp . 24-34). Because Standard Model advo-
cates believe that a  constant—our universa l evolved architecture—cannot explain
what varies, they can see no explanation for "cultural differences" other than differ -
ences in transmitted information.

Although this conclusion seem s compelling, a  simple thought experiment illus -
trates why it is unfounded. Imagine that extraterrestrials replaced each human being
on earth with a state-of-the-art compac t disk juke box that has thousands of songs in
its repertoire. Each juke box is identical. Moreover, each is equipped with a clock, an
automated navigationa l device that measures its latitude and longitude, and a circuit
that selects what song it will play on the basis of its location, the time, and the date.
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What our extraterrestrials would observe would be the same kind of pattern of within-
group similarities an d between-group differences observable among humans: In Rio,
every juke box would be playing the same song, which would be different from the song
that every juke box was playing in Beijing, and so on, around the world. Each juke
box's "behavior" would be clearly and complexly patterned becaus e each had been
equipped with the same large repertoire of songs. Moreover, each juke box's behavior
would change over time, because the song it plays is a function o f the date and time,
as well as of its location. Juke boxes that were moved from location to location would
appear to adopt the local songs, sequences, and "fashions." Ye t the generation of this
distinctive, culture-like pattern involve s no social learning or transmission whatso-
ever. This pattern i s brought about because, like humans, the juke boxes (1) share a
universal, highly organized, architecture, that (2) is designed to respond to inputs from
the local situation (e.g. , date, time, and location) .

All humans share a universal, highly organized architecture that is richly endowed
with contentfu l mechanisms , an d thes e mechanism s ar e designe d t o respon d t o
thousands o f inputs fro m loca l situations . A s a result , human s in group s can b e
expected t o express, i n response t o local conditions , a variety of organized within-
group similarities that are not caused by social learning or transmission. Of course,
these generated within-group similarities will simultaneously lead to systematic differ-
ences between groups facing different conditions. To take a single example, differences
in attitudes toward sharing between hunter-gatherer groups may be evoked by ecolog-
ical variables (for discussion, see Cosmides & Tooby, this volume).

Thus, complex shared patterns that differ from group to group may be evoked by
circumstances or may be produced by differential transmission . For this reason, the
general concept o f "culture" in the Standard Mode l sense is a conflation o f evoked
culture and transmitted  culture (as well as of metaculture and othe r components) .
Given that the mind contains many mechanisms, we expect that both transmitted and
evoked factors will play complementary role s in the generation of differentiated loca l
cultures. The operation of a richly responsive psychology, plus the ability to socially
"learn," can jointly explain far more about "culture" and cultural change than eithe r
can alone. For example, when members of a group face new and challenging circum-
stances (drought, war, migration, abundance), this may activate a common set of func-
tionally organized domain-specific mechanisms, evoking a new set of attitudes and
goals. The newly evoked psychological states will make certain new ideas appealing,
causing them to spread by transmission, and certain old ideas unappealing, causing
them to be discarded. I n contrast, th e Standard Mode l "do what your parents did "
concept o f culture is not a principle that can explain much about why cultural ele-
ments change, where new ones come from, why they spread, or why certain complex
patterns (e.g., pastoralist commonalities) recur in widely separated cultures. Of course,
many anthropologists implicitly recognize these points, bu t they need to make the
links between the cultural processes they study and the underlying evolved content-
organizing psychology they are assuming explicit. For example, economic and ecolog-
ical anthropology, to be coherent, necessarily assume underlying content-specialize d
psychological mechanisms that forge relationships between environmental and eco-
nomic variables and human thought and action.

It is especially important for post-Standard Model researchers to recognize that the
environmental factors that cause contentful mental and behavioral organization to be
expressed are not necessarily the processes that constructed that organization. In the
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case of the juke box, it would be a mistake to attribute the organized content manifest
in the musi c to the environmenta l stimuli (i.e., the location, date , and time) that
caused one song to be played rather than another. The stimuli did not compose the
music; they merely caused it to be expressed. Similarly, our psychological architectures
come equipped wit h evolved contentful organization, whic h can remain laten t o r
become activated depending on circumstances and which may vary in its expression
according to procedures embodying any degree of complexity. Because our psycho-
logical architecture is complexly responsive, the Standard Model practice of equating
the variable with the learned is a simple non sequitur. The claim that some phenomena
are "socially constructed" onl y means that the social environment provided some of
the inputs used by the psychological mechanisms of the individuals involved.

In short, observations o f patterns of similarities and differences do not establis h
that the substance of human life is created by social learning. In any specific case, we
need to map our evolved psychological architecture to know which elements (if any)
are provided by transmission, whic h by the res t of the environment , which by the
architecture, and how all these elements causally interact to produce the phenomenon
in question. Admittedly, the juke box thought experiment is an unrealistically extreme
case in which a complex, functionally organized, content-sensitive architecture inter-
nalizes no transmitted informational input other than an environmental trigger. But
this case is simply the mirror image of the SSSM's extreme view of the human mind
as a content-free architecture wher e everything is provided by the interaalization of
transmitted input. Our central point is that in any particular domain of human activ-
ity, the programming that gives our architecture its ability to contingently respond to
the environment may or may not be designed to take transmitted representations as
input. If it does, it may mix in content derived from its own structure and process the
resulting representations in complex and transformative ways. The trinity of cultural
phenomena can no longer be equated with one another. Our complex content-specific
psychological architectur e participate s in the ofte n distinc t processe s of generating
mental content, generating local similarities and between-group differences, and gen-
erating what is "transmitted." Indeed, i t also participates i n the complex process of
internalizing what others are "transmitting."

Inferential Reconstruction and Cultural Epidemiology

The Standard Social Science Model has been very effective in promulgating the unity
of th e trinity . Th e sociall y learned , th e se t o f within-grou p commonalitie s an d
between-group differences , an d the contentfu l organization o f human menta l an d
social life have been so thoroughly conflated that it is difficult to speak about human
phenomena without using the word culture. For this reason, we will use culture to refer
to any mental, behavioral, or material commonalities shared across individuals, from
those that are shared across the entire species down to the limiting case of those shared
only by a dyad, regardless of why these commonalities exist . When the causes of the
commonality can be identified, we will use a qualifier, such as "evoked."

So things that are cultural in the sense of being organized, contentful, and shared
among individuals may be explained in a  number of different ways . Within-grou p
commonalities may have been evoked by common circumstances impacting universal
architectures. An even larger proportion o f organized, contentful, an d share d phe-
nomena may be explained as the expression of our universal psychological and phys-
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iological architectures in interaction with the recurrent structure of the social or non-
social world—what we earlier called metaculture. Metaculture includes a huge range
of psychological and behavioral phenomena that under Standard Model analyses have
been invisibl e or misclassifie d (D . E . Brown, 1991) . Becaus e the Standar d Mode l
attributed everythin g that was contentful and recurrent to some form of social learn-
ing, it misinterpreted phenomena such as anger upon deliberate injury, grief at a loss,
the belief that others have minds, treating species as natural kinds, social cognition
about reciprocation , o r the searc h fo r food whe n hungr y as socially manufactured
products.

Nevertheless, after the evoked and the metacultural have been excluded, there still
remains a large residual category of representations or regulatory elements that reap-
pear in chains from individual to individual—"culture" in the classic sense. In giving
up the Standard Socia l Science Model, we are not abandoning the classic concept of
culture. Instead, we are attempting to explain what evolved psychological mechanisms
cause it to exist. That way we can get a clearer causal understanding of how psycho-
logical mechanisms and populational processes shape its content, and thereby restrict
its explanatory role in social theory to the phenomena that it actually causes.

This subset of cultural phenomena is restricted to (1) those representations or reg-
ulatory elements that exist originally in at least one mind that (2) come to exist in other
minds because (3) observation an d interaction between the source and the observer
cause inferential mechanisms in the observer to recreate the representations or regu-
latory elements in his or her own psychological architecture. In this case, the represen-
tations and elements inferred are contingent: They could be otherwise and, in other
human minds, they commonly are otherwise. Rather than calling this class of repre-
sentations "transmitted " culture , w e prefe r term s suc h a s reconstructed  culture,
adopted culture,  or epidemiological  culture.  The us e o f the wor d "transmission "
implies that the primary causal process is located i n the individuals from who m the
representations ar e derived. In contrast , a n evolutionar y psychological perspectiv e
emphasizes the primacy of the psychological mechanisms in the learner that, given
observations of the social world, inferentially reconstruct some of the representations
existing in the minds of the observed. Other people are usually just going about their
business as they are observed, and ar e not necessaril y intentionally "transmitting "
anything.

More precisely , an observe r (who , fo r expositor y simplicity , we wil l cal l th e
"child") witnesses some finite sample of behavior by others (e.g., public representa-
tions, such as utterances or other communicative acts; people going about their affairs;
people responding to the child's behavior). The task of the mechanisms in the child is
to (1) reconstruct within themselves on the basis of these observations a set of repre-
sentations or regulatory elements that (2) are similar enough to those present in the
humans she lives among so that (3) the behavior he r mechanisms generat e can be
adaptively coordinated with other people and her habitat. Thus, the problem of learn-
ing "culture" lies in deducing th e hidde n representation s and regulator y elements
embedded in others' minds that are responsible for generating their behavior. To the
extent that the child's mechanisms make mistakes—and mistakes are endemic—and
reconstruct the wrong underlying representations and regulatory elements, she will not
be able to predict other people's behavior, interpret their transactions with one another
in the world, imitate them, communicate with them, cooperate with them, help them,
or even anticipate or avoid their hostile and exploitive actions.
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Why di d ancestra l homini d forager s evolv e mechanisms that allowe d them to
reconstruct the representations presen t in the minds of those around them? Leaving
aside the question of their costs and limitations, the advantage of such mechanisms is
straightforward. Information about adaptive courses of action in local conditions is
difficult and costly to obtain by individual experience alone. Those who have preceded
an individual in a habitat and social environment have built up in their minds a rich
store of useful information. The existence of such information in other minds selected
for specialize d psychological adaptations that were able to use social observations to
reconstruct some of this information within one's own mind (e.g., Boyd & Richerson,
1985; Tooby & DeVore, 1987). By such inferential reconstruction, one individual was
able to profit from deducing what another already knew. When such inferential recon-
struction becomes common enough in a group, and some representations begin to be
stably re-created in sequential chains of individuals across generations, then the struc-
ture of events begins to warrant being called "cultural."

As discussed earlier, this task of reconstruction would be unsolvable if the child did
not come equipped with a rich battery of domain-specific inferential mechanisms, a
faculty of social cognition, a large set of frames about humans and the world drawn
from the common stock of human metaculture, and other specialized psychological
adaptations designed to solve the problems involved in this task (see, e.g., Boyer, 1990;
Sperber, 1985 , 1990; Sperber & Wilson, 1986 ; Tooby & Cosmides, 1989a) . Conse-
quently, epidemiological culture is also shaped by the details of our evolved psycho-
logical organization. Thus, there is no radical discontinuity inheren t in the evolution
of "culture" that removes humans into an autonomous realm. Mechanisms designed
for such inferential reconstruction evolved within a pre-existing complex psychologi-
cal architecture an d depende d o n thi s encompassing arra y of content-structurin g
mechanisms to successfully interpret observations, reconstruct representations, mod-
ify behavior, and so on. Solving these inferential problems is not computationally triv-
ial, and other species, with a few possible minor exceptions, are not equipped to per-
form this task to any significant degree (Galef, 1988) .

Moreover, outside of contexts of competition, knowledge is not usually devalued
by being shared. Consequently, to the substantial extent that individuals in a hunter-
gatherer group had interests in common an d had already evolved mechanisms for
inferential reconstruction, selection would have favored the evolution of mechanisms
that facilitated others' inferences about one's own knowledge (as, for example, by com-
municating or teaching). The mutual sharing of valuable knowledge and discoveries
has a dramatic effect on the usefulness of mechanisms that attempt to adaptively adjust
behavior to matc h loca l conditions (Boyd & Richerson, 1985 ; Tooby & DeVore,
1987). Because of combinatorial explosion , knowledge of successful local techniques
is precious and hard to discover, but relatively cheap to share (once again, ignoring the
cost of the psychological mechanisms that facilitate or perform such sequential recon-
struction). Within limits, this creates economies of scale: The greater the number of
individuals who participate in the system of knowledge sharing, (1) the larger the avail-
able pool of knowledge will be, (2) the more each individual can derive from the pool,
(3) the mor e advantageous reconstructive adaptations wil l be, and (4 ) the more it
would pay to evolve knowledge-dependent mechanisms that could exploit this set of
local representation s t o improvis e solutions t o loca l problems . Thi s collaborative
information-driven approach to the adaptive regulation of behavior can be thought of
as the "cognitive niche" (Tooby & DeVore, 1987). The mutual benefit of such knowl-
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edge sharing led to the co-evolution of sets of adaptations, such as language, elaborated
communicative emotional displays , and pedagog y that coordinat e specialize d pro-
cesses o f inferentia l reconstructio n wit h th e specialize d productio n o f behavior s
designed to facilitate such reconstruction (e.g. , Ekman, 1984 ; Freyd, 1983 ; Fridlund,
in press; Pinker & Bloom, this volume; Premack, in prep.; Sperber & Wilson, 1986).

Because reconstructive inferences are often erroneous and what others "know" is
often o f dubious qualit y o r irrelevant , suc h inferentia l processe s coul d no t hav e
evolved without adaptation s tha t assessed to some degree the value of such recon -
structed knowledge and how it fits in with knowledge derived from other sources. If a
representation i s easy to successfully reconstruc t and i s evaluated positively, then it
will tend t o sprea d throug h inter-individual chain s o f inference, becoming widely
shared. If it is difficult to reconstruct o r evaluated as not valuable, it will have only a
restricted distributio n o r wil l disappea r (Sperber , 1985 , 1990 ; Sperber &  Wilson,
1986). This evaluation process gives sequentially reconstructed culture its well-known,
if partial, parallels to natural selection acting on genes; that is, the selective retention
and accumulation o f favored variants overtime (e.g., Barkow, 1989; Boyd & Richer-
son, 1985 ; Campbell, 1965 , 1975; Cavalli-Sforza & Feldman, 1981 ; Dawkins, 1976;
Durham, 1991 ; Lumsden & Wilson, 1981) . Moreover, these psychological mecha-
nisms endow sequentially reconstructed culture with its epidemiological character, as
a dynamically changing distribution o f elements among individuals living in popula-
tions over time. As Sperber says, "Cultural phenomena are ecological patterns of psy-
chological phenomena. They do not pertain to an autonomous level of reality, as anti-
reductionists would have it, nor do they merely belong to psychology as reductionists
would have it" (1985, p. 76).

The more widely shared an element is, the more people are inclined to call it "cul-
tural," but there is no natural dividing point along a continuum of something shared
between two individuals to something shared through inferential reconstruction by the
entire human species (Sperber, 1985,1990) . The Standard Model practice of framing
"cultures" as sets of representations homogeneousl y shared by nearly all members of
discrete and bounded "groups" does not capture the richness of the ecological distri-
bution of these psychological elements, which cross-cut eac h other in a bewildering
variety o f fractal patterns . Languag e boundaries d o no t correspon d t o subsistenc e
practice boundaries, whic h do not correspond to political boundaries or to the distri-
bution of rituals (for discussion, see Campbell & LeVine, 1972) . Within groups, rep-
resentations occur with all kinds of different frequencies , fro m belief s passed across
generations by unique dyads, suc h as shamanistic knowledg e or mother-daughte r
advice, to beliefs shared by most or all members of the group.

The belie f tha t sequentiall y reconstructe d representation s exis t primaril y i n
bounded cells called "cultures " derives primarily from th e distribution o f language
boundaries, which do happen to be distributed more or less in this fashion. As Pinker
and Bloom (this volume) point out , communication protocol s can be arbitrary, but
must be shared between sender and receiver to be functional. The benefit of learning
an arbitrary linguistic element is proportional to how widely it is distributed among a
set of interacting individuals. Therefore, well-designed language acquisition mecha-
nisms distributed among a local set of individuals will tend to converge on a relatively
homogeneous se t of elements: It is useful for all local individuals to know the same
local language . Although there are other reason s why reconstructed element s may
show sharp coordinated boundarie s (e.g., ethnocentrism, common inheritance, sharp
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habitat boundaries, geographical barriers, and so on), most classes of representations
or regulatory elements dynamically distribute themselves according to very differen t
patterns, and it is probably more accurate to think of humanity as a single interacting
population tied together by sequences of reconstructive inference than as a collection
of discrete groups with separate bounded "cultures."

Finally, the reconstruction of regulatory elements and representations in a psycho-
logical architecture should not be thought of as a homogeneous process. Given that
our minds have a large set of domain-specific mechanisms, it seems likely that different
mechanisms would be selected t o exploi t socia l observations in different way s and
have quit e distinc t procedure s fo r acquiring , interpreting , an d usin g information
derived from th e social world. Certainly, the language acquisition device appears to
have its own special properties (e.g., Pinker, 1989) , and many other domains appear
to follow their own special rule s (Carey & Gelman, 1991) . It seems unlikely in the
extreme that the different modules underlying mate preferences (Symons, 1979; Buss,
in prep.), food preferences (e.g., Galef, 1990) , display rules for emotional expression
(Ekman, 1982), fears (Cook et al., 1986) and so on, process social observations accord-
ing to a single unitary process. Moreover, to the extent that there may exist a large,
potentially interactin g stor e of representations in the mind (see , e.g., Fodor 1983) ,
nothing in the psychologica l architectur e necessaril y segregate s off representation s
derived through "epidemiological culture" fro m representation s and regulatory ele-
ments derived from other sources.

This brief sketch suggests a few of the features future theories of culture may incor-
porate, once the Standard Model concept of learning is discarded. These are organized
by two themes. First, what is presently attributed to "culture" will come to be plural-
istically explained as metaculture, evoked culture, epidemiological culture, and indi-
vidual mental contents that are internally generated and not derived through infer-
ential reconstruction (see table below). Second, with the fal l of content-independent
learning, the socially constructed wall that separates psychology and anthropology (as
well as other fields) will disappear. Th e heterogeneous mechanisms comprising our
evolved psychological architecture participate inextricably in all cultural and social
phenomena and, because they are content-specialized, the y impart some contentful
patterning t o them . Indeed , model s o f psychological mechanisms , suc h a s social
exchange, maternal attachment, sexua l attraction, sexual jealousy, the categorization
of living kinds, and so on, are the building blocks out of which future theories of cul-
ture will, in part, be built (Sperber, 1990; Tooby & Cosmides, 1989a). By no means do

Table 1.1 Decomposin g the Traditional Concept of Culture

Metaculture

Mechanisms functionally
organized to use cross-
cultural regularities in
the social and
nonsocial
environment give rise
to panhuman mental
contents and
organization.

Evoked culture

Alternative, functionally
organized, domain-
specific mechanisms
are triggered by local
circumstances; leads
to within-group
similarities and
between-group
differences.

Epidemiological culture

Observer's inferential mechanisms
construct representations
similar to those present in
others; domain-specific
mechanisms influence which
representations spread through
a population easily and which
do not.
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we deny or minimize the existence of emergent phenomena, such as institutions, or
the fact that population-level processe s alter the epidemiological distribution o f cul-
tural contents over time. The point is simply that cultural and social phenomena can
never be fully divorced from the structure of the human psychological architecture or
understood without reference to its design.

The Twilight of Learning as a Social Science Explanation

Advocates of the Standard Socia l Science Model have believed for nearly a century
that they have a solid explanation for how the social world inserts organization into
the psychology of the developing individual. They maintain that structure enters from
the social (and physical) world by the process of "learning"—individuals "learn" their
language, they "learn" their culture, they "learn" to walk, and so on. All problems—
whether they are long-enduring adaptive problems or evolutionarily unprecedented
problems—are solved by "learning." In the intellectual communitie s dominate d b y
the SSSM, learning has been thought to be a powerful explanatio n for how certain
things come about, an explanation that is taken to refer to a well-understood and well-
specified general process that someone (i.e., the psychological community) has docu-
mented. For this reason, "learning," and such common companion concepts as "cul-
ture," "rationality," and "intelligence," is frequently invoked as an alternative expla-
nation to so-called "biological" explanations (e.g., sexual jealousy did not evolve, it is
learned fro m culture ; on e doesn' t nee d t o explai n ho w human s engage in socia l
exchange: They simply used their "reason" or "intelligence") .

Of course, a s most cognitiv e scientist s know (and al l should), "learning"—like
"culture," "rationality," and "intelligence"—is not an explanation for anything, but
is rather a  phenomenon tha t itsel f requires explanation (Cosmide s &  Tooby, 1987 ;
Tooby & Cosmides, 1990b) . In fact, the concept of "learning" has, for the social sci-
ences, served the same function that the concept of "protoplasm" did for so long in
biology. For decades, biologist s could see that living things were very different fro m
nonliving things, in that a host of very useful things happened insid e of living things
that did not occur inside of the nonliving (growth, the manufacture of complex chem-
icals, the assembly of useful structures, tissue differentiation, energy production, an d
so on). They had no idea what causal sequences brought these useful result s about.
They reified this unknown functionality, imagining it to be a real substance, and called
it "protoplasm," believing it to be the stuff that life was made of. It was a name given
to a  mystery, which was then used as an explanation for the functional result s that
remained in genuine need of explanation. Of course, the concept of protoplasm even-
tually disappeared whe n molecular biologists began to determine the actua l causa l
sequences b y whic h the functiona l busines s o f lif e wa s transacted. "Protoplasm "
turned out to be a heterogeneous collection of incredibly intricate functionally orga-
nized structures an d processes—a set of evolved adaptations, i n the form o f micro-
scopic molecula r machiner y such a s mitochondria , chloroplasts , th e Kreb s cycle,
DNA transcription, RNA translation, and so on.

Similarly, human minds do a host of singularly useful things, by which they coor-
dinate themselves wit h things in the world: They develop skill in the local communi-
ty's language; upon exposure to event s they change behavior in impressively func -
tional ways; they reconstruct i n themselves knowledge derived from others; they adopt
the practices of others around them; and so on. Psychologists did not know what causal
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sequences brought these useful result s about. They reined this unknown functionality,
imagining it to be a unitary process, and called i t "learning." "Learning" is a name
given to the unknown agent imagined to cause a large and heterogeneous set of func -
tional outcomes. This name was (and is) then used as an explanation for results that
remained in genuine need of explanation. We expect that the concept of learning will
eventually disappear as cognitive psychologists and other researchers make progress
in determining the actual causal sequences by which the functiona l busines s of the
mind is transacted. Under closer inspection, "learning" is turning out to be a diverse
set of processes caused by a series of incredibly intricate, functionally organized cog-
nitive adaptations, implemented in neurobiological machinery (see, e.g., Carey & Gel-
man, 1991;Gallistel, 1990; Pinker 1989,1991; Real, 1991). With slight qualifications
about the exact contexts of usage, similar things could be said for "culture," "intelli-
gence," and "rationality." The replacement of the concept of protoplasm with a real
understanding of the vast, hidden, underlying worlds of molecular causality has trans-
formed our understanding of the world in completely unexpected ways, and we can
only anticipate that the same will happen when "learning" is replaced with knowledge.

NOTES

1. Philosopher s an d historians of science sometimes use the phrase "unity o f science" as a
term of art to refer to an axiomatized reductionisti c approach to science. We are not using it in
this sense, but rather in its common sense meaning of mutual consistency an d relevance.

2. Fo r a very illuminating discussion o f how various "tools" (from wa x tablets to general-
purpose computers to methods of statistical inference) have served as metaphors for the structure
of the human mind, see "From tools to theories: A  heuristic of discovery in cognitive psychol-
ogy" by Gerd Gigerenzer (1991 a).

3. Nevertheless , given the sorry history of the social sciences, in which every new research
program has loosed a deluge of half-baked nostrums and public policy prescriptions on generally
unconsenting victims, an important caution is in order. The human mind is the most complex
phenomenon humans have encountered an d research int o it is in its infancy. I t will be a long
time before scientific knowledge of the aggregation of mechanisms that comprise the human
psychological architecture is reliable enough and comprehensive enoug h to provide the basis for
confident guidance in matters of social concern .

4. Findin g invariances in cognitive architecture should, in turn, help neuroscientists in their
search for the neural mechanisms that implement them. In neuroscience (as everywhere else),
researchers practicing unguided empiricism rapidly become lost in a forest of complex phenom-
ena without knowing how to group results so that the larger scale functional systems can be rec-
ognized. The evolved functional organization of cognitive programs offers an independently dis-
coverable, intelligibl e an d privilege d syste m fo r orderin g an d relatin g neuroscientifi c
phenomena: The brain itself evolved to solve adaptive problems, and its particular systems of
organization were selected fo r because they physically carried out information-processing pro-
cedures that led to the adaptive regulation of behavior and physiology.

5. I n fact, the actual distribution an d character of genetic variation fits well with theories that
explain it as mutations, selectively neutral variants (Nei, 1987), quantitative variation and, espe-
cially, as the product of parasite-driven frequency-dependent selection for biochemical individ-
uality (see e.g., Clarke, 1979 ; Hamilto n & Zuk, 1982; Tooby, 1982) . Briefly, th e mor e bio-
chemically individualize d people i n a  communit y are, the mor e difficul t i t i s fo r diseas e
micro-organisms adapted t o one individual s biochemistry to contagiously infect neighboring
humans. Thus, so long as this variation doesn't disrupt the higher level uniformity of functional
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integration in complex adaptations, selection wil l favor the maintenance of individualizing low
level protein variabilit y in the tissue s attacke d b y parasites, generating a large reservoir o f a
restricted kind of genetic variability (Tooby, 1982 ; Tooby & Cosmides, 1990a) .

6. Researcher s i n phenomena-oriented fields , suc h as personality an d socia l psychology,
usually avoid formal analysis, so one is never sure what kind of computational mechanisms are
hypothesized t o generat e performance . And , although man y who do mainstrea m cognitiv e
research o n memory , problem-solving, and decision-makin g make formal models , thes e ar e
devised to predict performance on artificial, evolutionarily unprecedented tasks, such as chess-
playing or cryptarithmetic. Naturally, the phenomena-oriented researchers reject the latter's for-
mal analyses as sterile and irrelevant to their interests, whereas those who do rigorous analyses
of artificial tasks regard the phenomena-oriented researcher s as wooly headed and unscientific.
But neither community considers the possibility that the assumptions of the SSSM might be the
problem.

7. See , for example, Alexander, 1979;Atran, 1990;Barkow, 1973,1978,1989; Berlin & Kay,
1969; Boyer, 1990; Bowlby, 1969; Boyd & Richerson, 1985 ; D. E . Brown, 1991; Buss, 1989,
1991; Campbell, 1965 , 1975 ; Cavalli-Sforza &  Feldman, 1981 ; Chagnon, 1988 , Chagnon &
Irons, 1979; Cheney &Seyfarth, 1990; Chomsky, 1959,1975,1980; Cloak, 1975;Clutton-Brock
& Harvey, 1979; Crawford & Anderson, 1989; Crawford, Smith, & Krebs, 1987; Daly & Wilson,
1981, 1984a, 1987a, 1988; Dawkins, 1976,1982,1986; Dennett, 1987;Dickemann , 1981; Dur-
ham, 1991;Eibl-Eibesfeldt, 1975;Ekman , 1982;Fodor, 1983; Fox, 1971; Freeman, 1983;Freyd ,
1987; Fridlund, in press; Galef, 1990;Gallistel , 1990 ; Garcia, 1990;Gazzaniga , 1985;Gelman ,
1990a;Ghiselin, 1973;Glantz&Pearce, 1989; Hamilton, 1964;Hinde, 1987;Hrdy, 1977; Irons,
1979; Jackendoff 1992 ; Kaplan & Hill, 1985; Keil, 1989; Konner, 1982; Krebs & Davies, 1984;
Laughlin &  d'Aquili, 1974 ; Lee & DeVore, 1968 , 1976 ; Leslie, 1987 , 1988 ; Lockard, 1971 ;
Lorenz, 1965 ; Lumsden & Wilson, 1981 ; Marr, 1982 ; Marshall, 1981 ; Maynard Smith, 1982;
Nesse, 1991 ; Pinker, 1989; Real, 1991 ; Rozin, 1976 ; Rozin & Schull, 1988; Seligman & Hager,
1972;Shepard, 1981,1984,1987a;Shepher , 1983; Sherry &Schacter, 1987;Spelke, 1990;Sper-
ber, 1974 , 1982 , 1985 , 1986 , 1990 ; Sperber & Wilson, 1986 ; Staddon, 1988 ; Symons, 1979 ,
1987, 1989 ; N. W. Thornhill, 1991; R. Thornhill, 1991 ; Tiger, 1969 ; Tinbergen, 1951 ; Trivers,
1971, 1972 ; Van den Berghe, 1981 ; de Waal, 1982 ; Williams, 1966, 1985; Wilson, 1971, 1975,
1978; Wilson & Daly, 1987; Wolf & Huang, 1980; Wrangham, 1987.
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2
On the Use and Misuse of Darwinism in the

Study of Human Behavior

DONALD SYMONS

A biological explanation shoul d invoke no factors other than the laws of physical science ,
natural selection, and the contingencies of history.

GEORGE C. WILLIAMS

Darwin's theory of evolution by natural selection answered one of the great existential
questions: "Why are people?" (Dawkins, 1976). But once we know why people are, a
second question immediately suggests itself: "What of it?" (Medawar, 1982). Had such
tough-minded thinker s o f th e seventeent h an d eighteent h centurie s a s Thoma s
Hobbes and Samue l Johnson bee n apprised o f Darwin's discovery, says Medawar,
they might well "have demanded to know what great and illuminating new truth about
mankind followed from our realisation of his having evolved" (p. 191). This essay is a
meditation on the question, "What of it?"

One of the major aims of this essay is to critically analyze the following hypothesis,
which many scholars believe to be entailed by the proposition tha t human beings are
the products of natural selection: Human behavior per se can be expected to be adap-
tive (i.e., reproduction-maximizing), and hence a science of human behavior can be
based on analyses of the reproductive consequences of human action. My critique of
this hypothesis perhaps can be introduced most easily by way of an example.

Because I wrote a book about the evolution of human sexuality (Symons, 1979), I
am sometimes invited to lecture on this topic. During such lectures, I present various
hypotheses about the psychological mechanisms that underpin human sexual behav-
ior and about the selective forces that shaped these mechanisms. For example, I claim
that, other things being equal, men tend to be more strongly sexually attracted t o
women with whom they have never had sexual relations than they are to women with
whom they regularly have sexual relations. Thi s phenomenon results , I  argue, not
from a  generalized tendency to become bored by familiarity, but from the operation
of a specialized psychological mechanism. Now, there is nothing in the laws of physical
science that can account fo r the existence of this mechanism; nor does it somehow
follow as an inevitable consequence of biological law or sexual reproduction; nor does
such a mechanism exist universally in male animals (indeed, many scientists, includ-
ing some evolutionists, implicitl y deny its existence in human males). This mecha-
nism, I argue, was produced by natural selection during the course of human evolu-
tionary history because opportunities sometimes existed for males to sire offspring at
little "cost" (a trivial amount of sperm, a few moments of their time) by copulating
with new females. Also, opportunities often existed for males of high status or excep-
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tional competitive abilities to acquire multiple mates. In such circumstances, even if
only a tiny fraction of sexual impulses could be consummated, ove r the course of
thousands of generations males with a roving eye, a taste for partner variety, and the
ability to discriminate low- from high-risk opportunities produced more offspring, on
the average, than did males with different psychological characteristics .

After the lecture I am often asked some version of the following question: "Since
polygamy is illegal, and modern women generally practice contraception, a roving eye
currently doesn't see m to make much reproductive sense; so why do men still have
it?" My usual answer is this: Natural selection takes hundreds or thousands of gener-
ations to fashion any complex adaptation. The brain/mind mechanism s that consti-
tute human nature were shaped by selection over vast periods of time in environments
different in many important respects from our own, and it is to these ancient environ-
ments that human nature is adapted. Becaus e modern contraceptive technology has
existed for an evolutionarily insignificant amount of time, we have no adaptations spe-
cifically designed to deal with it, and a roving eye may be less adaptive (i.e., less repro-
duction-maximizing) today tha n i t once was, or perhaps maladaptiv e (even in th e
ancestral environments in which human nature evolved, no doubt som e males met
early deaths as a direct consequence of their roving eyes). Indeed, if all women began
practicing perfectly effective contraceptive techniques, chose to be impregnated only
by their husbands, never married polygynously, and never married divorced men, over
the course of several thousand years selection might eliminate the human male's rov-
ing eye.

Although the questioner generally seems satisfied with this answer, the subsequent
discussion almost invariably reveals that a fundamental conceptual error, which moti-
vated the question in the first place, remains unresolved. That error—which is almost
as pervasive among behavioral scientists as it is among laymen—is to assume that if
life's machinery was designed by natural selection—i.e. , by nonrandom differentia l
reproduction—then this machinery ought to incarnate or instantiate some sort of gen-
eralized reproductive striving. In other words, the error is to confuse the general pro-
cess that produces adaptations with the adaptations themselves (Tooby & Cosmides,
1989a). Th e huma n brain/min d i s an integrate d bundl e o f complex mechanism s
(adaptations). Eac h mechanism wa s designed b y natural selectio n i n past environ-
ments to promote the survival of the genes that directed it s construction b y serving
some specific function—i.e., by performing some specific task, such as regulating blood
pressure, perceiving edges, or detecting cheaters in social exchanges. No mechanism
could possibly serv e the general function of promoting gene survival because there
simply is no general, universally effective way of doing so (Cosmides & Tooby, 1987).
What works in one species may not work in another; what works in the infant of the
species may not work in the adult; what works in the female of the species may not
work in the male; what works in a given species at one time may not work at another
time; what works in solving one kind of biological problem may not work in solving
another. And, in every case, "what works" is determined in the crucible of evolution-
ary time.

One source of confusion is that we are used to thinking of human behavior as being
uniquely flexible and responsive to environmental variation. Human behavior is flex -
ible, of course, but this flexibility is of means, not ends, and the basic experiential goals
that motivate human behavior are both inflexible and specific. For example, assume
that we, along with many other primates, possess a specialized gustatory mechanism
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underpinning the sensatio n o f sweetness . Thi s mechanis m was shaped b y natural
selection in ancestral population s because a sugar-producing fruit i s most nutritious
when its sugar content is highest, hence individuals who detected and liked sugar pro-
duced, on the average, more progeny than did individuals who could not detect sugar
or who actually preferred the taste of green or overripe or rotten fruit . Since human
behavior is so flexible, we have been able to develop virtually an infinite number of
ways of obtaining sugar; but the goal of eating sugar remains the same—to experience
the sensation of sweetness.

In modem industrial societies, wher e refined suga r is abundantly available, the
human sweet tooth may be dysfunctional, but sugar still tastes sweet, and the goal of
experiencing sweetness stil l motivate s behavior . That' s ho w we're made . W e can
decide to avoid refined sugar, but we can't decide to experience a sensation othe r than
sweetness when sugar is on our tongues. If we decide to forgo the pleasure of sweetness
in order to reduce the risk of tooth decay, this conscious decision will be in the service
of other specific goals (probably related to material cost, physical attractiveness, and
pain).

In summary, although human behavior is uniquely flexible, the goal of this behav-
ior is the achievement of specific experiences—such as sweetness, being warm, and
having high status. Ou r flexibility of means and ou r inflexible experientia l ends are
underpinned by an array of psychological mechanisms that is universal among Homo
sapiens (sex and age differences excepted) and finite (Tooby & Cosmides, 1990) . By
contrast, the behaviors that these mechanisms produce are not universal (species-typ-
ical movement patterns such as walking, suckling, and frowning excepted) and are infi-
nitely variable. We possess the particular array of psychological mechanisms that we
do, not because ther e is anything inherent i n physical o r biological la w that make s
them inevitable, but because in ancestral populations selection favore d certain vari-
ants of each mechanism over the available alternatives, and genes specifically for each
psychological mechanis m became established i n the human gene pool. (Ther e are,
however, no genes specifically for human behaviors—species-typical movement pat-
terns excepted.) In short, human beings, like all other organisms, have been designed
by selection to strive for specific goals , not the general goal of reproduction-maximiz-
ing: There can be no such thing as a generalized reproduction-maximizer mechanism
because there is no general, universally effective way to maximize reproduction. Thus,
there is no reason to expect whatever psychological mechanisms underpin our unique
flexibility of behavior to maximize reproductive success in evolutionarily novel envi-
ronments: These mechanisms merely make possible nove l behavioral mean s to the
same old specific ends.

My primary goal in this essay is to convince the reader that because Darwinism is
a theory of adaptation i t illuminates human behavior only insofar as it illuminates the
adaptations tha t constitut e th e machiner y o f behavior . I n othe r words , th e lin k
between Darwinian theory and behavior is psychology (Barkow, 1984, Cosmides &
Tooby, 1987). I proceed as follows: First, I describe the adaptationist program in biol-
ogy. Second, I try to show how this program can be applied fruitfull y t o human psy-
chological adaptations , usin g the perception o f sexual attractiveness a s an example.
Third, I illustrate how social scientists, whose goal is to illuminate phenomena that are
not themselves adaptations, ca n use evolutionary psychology to guide their research.
And fourth, I argue that no approach to human behavior can be simultaneously psy-
chologically agnostic and genuinely Darwinian.
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THE ADAPTATIONS! PROGRAM

The goal of the adaptationist program in biology is "to recognize certain of [the organ-
ism's] features as components of some special problem-solving machinery" (Williams,
1985, p . 1) . As Mayr (1983) notes, the study of adaptation lon g antedates Darwin:
"The adaptationist question , 'What is the function of a given structure or organ?' has
been for centuries the basis for every advance in physiology" (p. 328). But it was Dar-
win who provided the first and only scientifically coherent account of the origin and
maintenance of adaptations: evolution by natural selection (Darwin, 1859; Dawkins,
1986). To most evolutionary biologists, to say that a structural, behavioral, physiolog-
ical, or psychological trait is an adaptation is to say that the trait was designed by selec-
tion to serve a specific function (Thornhill, 1990; Williams, 1966). Since one can arbi-
trarily partitio n phenotype s i n a n infinit e numbe r o f ways—th e overwhelming
majority of which will be useless for any sort of biological analysis—the identification
of adaptations i s central to the study of the phenomena of life: By identifying adapta-
tions one carves the phenotype at its natural, functional joints. "The stud y of adap-
tation is not an optional preoccupation with fascinating fragments of natural history,
it is the core of biological study" (Pittendrigh, 1958, p. 395).

To claim that a trait is an adaptation i s thus to make a claim about the past: "The
one thing about which modern authors are unanimous is that adaptation i s not tele-
ological, but refer s to something produced i n the past by natural selection" (Mayr ,
1983, p . 324). It is also to make a claim about design:  Natural selection i s not mere
differential reproduction, i t is "differential reproduction i n consequence of... design
differences'" (Burian , 1983, p. 307). When one claims that a feature of an organism is
an adaptation, "one i s claining not only that the feature was brought about by differ -
ential reproduction among alternative forms, but also that the relative advantage of
the feature vis-a-vis its alternatives played a significant causal role in its production "
(Burian, 1983, p. 294). Finally, given modern understandings of the genetical basis of
reproduction, t o claim that a trait is an adaptation is to make a certain kind of claim
about genes. There has been much confusion on this point because the question, "Are
there genes for trait X?" can be a question about any one of three entirely different—
yet often confused—subjects: ontogeny, heritability, and adaptation. When people ask
whether there are genes for a given trait, they generally have some version of the adap-
tationist question in mind, and yet the answer they are given usually assumes that they
were asking the ontogenetic or the heritability question.

The ontogenetic question is, Did genes play a role in the development of trait X?
The answer is always yes, no matter what trait X  is—adaptation or pathology, idio-
syncrasy or species-typical organ—since every part of every organism emerges only via
interactions amon g genes, gene products, an d myria d environmenta l phenomena.
And because the answer to the ontogenetic question is always yes, it is uninformative.

Second i s the heritabilit y question: I s any of the population variance in trait X
caused by genetic variance? This rather specialized question is asked primarily by pop-
ulation and behavior geneticists, personality psychologists, medical researchers, and
plant and animal breeders. For example, if trait X is milk production in a particular
population o f cows, and if the answer is no (i.e., if the heritability is zero), then the
dairy farmer knows that attempts to increase milk production vi a selective breeding
would be futile. Th e heritability question can be asked about any phenotypic trait,
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whether or not the trait is an adaptation, an d the answer will reveal little about the
evolutionary past. In particular, a yes answer to this question is not evidence that trait
X is an adaptation, and a no answer is not evidence for the opposite conclusion. The
ability to lactate obviously is an adapation, whether or not any of its aspects are cur-
rently heritable. In fact, since selection tends to use up genetic variation, strong and
consistent selection pressures favoring trait X usually drive its heritability to zero.

Third is the adaptationis t question : Was trait X  per se designed by selection to
serve some function; i.e., is it an adaptation? When people ask whether there are genes
for trait X, this is the question whose answer they are usually seeking. Small wonder,
then, that they are perplexed when the useless, inevitably-affirmative answe r to the
ontogenetic question is palmed of f on them, or they are told that the answer depends
on the outcome of heritability studies! Evidence that there are genes for trait X in the
adaptationist sens e (i.e., evidence that trait X is an adaptation) comes from the study
of phenotopic design. Design can be demonstrated by comparative studies of evolu-
tionary convergences and divergences (Curio, 1973 ; Mayr, 1983) and by "engineer-
ing" analyses , i n which it is recognized i n the precision, economy , efficiency , con -
stancy, and complexity with which effects are achieved (Curio, 1973; Dawkins, 1986;
Thornhill, 1990; Williams, 1966,1985).

The adaptationist progra m applied t o the study of the human brain/mind ha s
come to be called "evolutionar y psychology " (see Barkow, 1980 , 1984 , 1986 ; Cos-
mides & Tooby, 1987 ; Daly &  Wilson, 1984 , 1986 , 1988 ; Symons , 1987b , 1989 ;
Tooby, 1985; Tooby & Cosmides, 1989a, 1989b). In the following section, I try to illus-
trate the usefulness of the evolutionary psychological approach by considering briefly
a single topic, the perception of sexual attractiveness.

THE EVOLUTIONARY PSYCHOLOGY OF SEXUAL ATTRACTIVENESS

Since Darwin's theory of evolution by natural selection is the only viable explanation
of the origin and maintenance of the machinery of life (Dawkins, 1982, 1986), it is a
powerful heuristic tool for investigating the phenomena o f life: It "provides a guide
and prevents certain kinds of errors, raises suspicions of certain explanations or obser-
vations, suggests lines of research to be followed, and provides a sound criterion for
recognizing significant observation s o n natura l phenomena" (Lloyd , 1979 , p. 18) .
Selectional thinking (i.e., thinking informed and inspired by Darwin's theory) can pro-
vide a guide to the study of human sexuality, not because it typically inspires startling
or counterintuitive hypotheses (although some day it may do so), but because it leads
one to expect that an array of specialized (specifically "sexual") psychological mech-
anisms underpins human sexual behavior. T o explain why this is so, and why this
expectation differs so profoundly from the psychological assumptions implicit in most
social science accounts of human sexual behavior, requires an introductory digression .

Every theory of human behavior implies a human psychology. This includes the-
ories that attribute human behavior to "culture": If human beings have culture, while
rocks, tree frogs, and lemurs don't, it must be because human beings have a differen t
psychological makeup from tha t of rocks, tree frogs, and lemurs. And every psycho-
logical theory implies a human nature; that is, every psychological theory implies that
the brain/mind comprises mechanisms that are typical of Homo sapiens as a species,
in the same sense that having arms rather than wings is typical of Homo sapiens. The
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phrase "human nature" thus does not imply the existence of a mysterious essence or
Platonic ideal but rather the possibility of evaluating scientifically alternative hypoth-
eses about brain/mind mechanisms: The brain/mind either is or is not sexually dimor-
phic; it either does or does not contain mechanisms specialized for detecting and pre-
ferring landscapes of certain sort s (Orians & Heerwagen, this volume), and so forth.

Historically, there have been two basic conceptions of human nature: the empiri-
cist conception, in which the brain is thought to comprise only a few domain-general,
unspecialized mechanisms; and the nativist conception, in which the brain is thought
to comprise many, domain-specific, specialized mechanisms . It is no accident tha t
Darwinians typicall y favo r som e versio n o f the latter : The adaptationis t progra m
entails thinking in terms of function, and the brain clearly has many varied functions;
that is, it has been designed by natural selection to solve many different kinds of prob-
lems. Each kind of problem is likely to require its own distinctive kind of solution. It
is no more probable that some sort of general-purpose brain/mind mechanism could
solve all the behavioral problem s an organism faces (find food, choose a mate, selec t
a habitat , etc. ) than i t is that some sort of general-purpose organ could perform all
physiological functions (pum p blood, diges t food, nouris h an embryo, etc.) or that
some sort of general-purpose kitchen device could perform al l food processing tasks
(broil, freeze, chop, etc.). There is no such thing as a "general problem solver" because
there is no such thing as a general problem.

Now consider in this light the question of the brain/mind mechanisms that are
responsible for human perceptions of sexual attractiveness. Anthropologists (indeed,
most social scientists) typically attribute such perceptions to "culture." In doing so,
they surely imply that this perception is merely one by-product of some—necessarily
general-purpose—"capacity-for-culture" mechanisms , whic h underpin th e myria d
phenomena that are attributed t o culture (kinship systems, pottery styles , religious
beliefs, etc.). In essence, to attribute the perception of sexual attractiveness to culture
is to deny , implicitly, that huma n beings possess specialized  psychologica l mecha-
nisms underpinning this perception; that is, it is to deny that this perception exists as
an independent psychological phenomeno n wit h its own distinctive rules and princi-
ples. Similarly, to attribute the perception of sexual attractiveness to "learning" is to
imply that this perception i s merely one by-product of some sort of general-purpose
"learning mechanism."

Selectional thinking and comparative data on nonhuman animals should arouse
deep suspicions of "cultural" and "learning" explanations of the perception o f sexual
attractiveness. Mos t Darwinist s expect that human beings will be found t o posses s
domain-specific, specialized mechanisms underlying this perception. The adaptation-
ist rationale for this expectation applies not only to human beings but to all complex,
sexually reproducing animals: Finding a mate represents a crucial adaptive problem,
and all objects in the environment are not equally valuable as potential mates, just as
all objects in the environment are not equally valuable as potential food. Thus, selec-
tion ha s produced brain/min d adaptation s specialize d to detect conspecific s o f the
opposite sex who evidence high "mate value," just as selection has produced adapta-
tions specialized to detect objects that evidence high nutritional value.

There is nothing inherent in eucalyptus leaves that makes them tasty or not tasty:
Like beauty, tastiness is in the adaptations of the beholder. Eucalyptus leaves are tasty
to koalas but not to human beings because the two species have different feeding adap-
tations. Similarly, the psychological mechanisms that underpin the perception of sex-
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ual attractiveness among koalas must differ fro m the mechanisms that underpin koala
food choice because, historically , there would have been no reproductive payoff for
koalas in choosing to mate with eucalyptus leaves. Of course, in a given species many
of the same psychological adaptations are likely to be involved in both food and mate
choice: basic mechanisms of visual perception, for example. But the central evaluative
mechanisms must be different because the qualities that make for nutritious food are
not the qualities that make for a good mate (though we may link the two with such
metaphors as "sweet"). In short, just as specialized, distinctively sexual anatomy exists
below the neck, so the Darwinist expects it to exist above the neck.

If the perception of sexual attractiveness wer e the product o f some sort of gener-
alized "capacity-for-culture " mechanisms , the n standard s o f sexual attractivenes s
would var y capriciousl y cross-culturall y an d woul d b e impossibl e t o predic t i n
advance for a heretofore unknown people. But if the evolutionary psychological argu-
ment outlined above is approximately correct, and specialized adaptations are respon-
sible for human perceptions of sexual attractiveness, then fundamental cross-cultural
regularities in standards o f sexual attractiveness would exist, cross-cultural variation
in these standards would be explicable largely in terms of universal, specialized psy-
chological mechanisms operating on varied inputs, and standards of sexual attractive-
ness among a heretofore unknown people would be predictable in advance with a rea-
sonable degree of accuracy.

Available evidence overwhelmingly favors the evolutionary psychological expec-
tation (Daly & Wilson, 1983, Symons, 1979,1987a). For example, human males uni-
versally seem to be maximally sexually attracted, othe r things being equal, to certain
physical correlates of female nubility, i.e., to certain physical characteristics indicativ e
of a human female who has recently begun fertile menstrual cycles and who has not
yet borne a child. In the human environment o f evolutionary adaptedness (EEA) —
i.e., the Pleistocene environment in which the overwhelming majority of human evo-
lution occurred—such a woman probably would have been between 1 5 and 1 8 years
of age. In modern contracepting societie s women can maintain a relatively youthful
appearance far longer than was possible in the EEA, hence in these societies the effec t
of age on women's sexual attractiveness is much less marked than it was in the past or
is today among band-level peoples (whose environments in some respects resemble the
EEA). Nevertheless , I'l l hazard the prediction tha t no society will be found in which
most men perceive 38-year-old women as more sexually attractive than 18-year-old
women (see Symons, 1979 , 1987a).

As a second example, available evidence indicates that women are maximally sex-
ually attracted , othe r thing s being equal , t o me n wh o exhibit signs of high statu s
(Symons, 1979; Daly & Wilson, 1983). I predict that this preference will be found uni-
versally and that it will be as characteristic of high-status women as it is of low-status
women. The particular correlates or indexes of male status do, of course, vary; what is
invariant is the psychological adaptation tha t specifie s the rule "prefer signs of high
status."

These prediction s abou t mal e and femal e sexua l preferences have two sources:
First, the hypothesized psychological mechanisms that inform the predictions make
excellent adaptive sense; and, second, the existence of such psychological mechanisms
is strongly implied by the available data on sexual attractiveness (Symons, 1979; also
see Buss, 1989 ; Dal y &  Wilson, 1983 ; Ellis , thi s volume ; Symons , 1987a , 1987b ;
Townsend, 1987,1989) . Although selectional thinking is an important source of inspi-
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ration for the evolutionary psychologist, nature always gets the last word. For example,
it would seem to make excellent adaptive sense for human males to be able to detect
female ovulation and to find ovulating females most sexually attractive; but the pre-
ponderance of evidence is that no such adaptation exists (Doty, 1985).

Because the goal of evolutionary psychology, as noted above , is to discover and
describe adaptations, evolutionar y psychological hypotheses are necessarily hypothe-
ses about the past, including the nature of the EEA (Tooby & DeVore, 1987) , about
phenotypic design, and about genes, in the adaptationist sense . The hypothesis that
human male s evolved specialized female-nubility-preferrin g psychologica l mecha-
nisms thus entails the following assumptions: (a) During the evolutionary past, heri-
table variation existed among ancestral males in tendencies to be sexually attracted to
certain physical correlates of female nubility; (b) males who preferred nubile females
outreproduced, o n the average , males with differen t sexua l preferences, specifically
because of the former's preference for nubility; (c) selection designed at least one psy-
chological mechanism specifically fo r nubility-preferring; and (d ) genes for nubility-
preferring thus became established i n human gene pools.

Since the brain/mind mechanisms that collectively constitute human nature were
designed by natural selection i n the EEA, they must be described solel y in terms of
phenomena that existed in the EEA; but the kinds of data that can be used to evaluate
evolutionary psychologica l hypothese s are potentially limitless , and evolutionaril y
novel phenomena ca n be just as informative as phenomena that existed in the EEA,
or more so (Tooby & Cosmides, 1989b) . As Daly and Wilson (1986) note, "You're
starting to get a real handle on how the hunger mechanism works... when you know
how to get a stuffed ra t to eat or a starved one to abstain" (p. 189). Human activities
in moder n industria l societie s ca n b e looked upo n a s unplanned experiment s on
human nature, analogous to the planned experiments on nonhuman animal natur e
with which ethologists supplement their field studies. The sugar, salt, and fat served in
fast foo d restaurant s tel l us at least as much about th e nature and evolution of the
mechanisms that underpin our appetite as hunter/gatherer menus do. In evaluating
the hypothesi s tha t huma n male s evolve d specialize d female-nubility-preferrin g
mechanisms, here are some of the kinds of data that might prove to be relevant: obser-
vations of human behavior in public places, literary works (particularly the classics ,
which have passed the tests of time and translation) , questionnair e results , the eth-
nographic record, measurement of the strength of penile erection in response to pho-
tographs of women of various ages, analyses of the effects of cosmetics, observation s
in brothels, the effects of specific brain lesions on sexual preferences, skin magazines,
and discoveries in neurophysiology.

But surely the most compelling tests of this hypothesis, at least at present, would
be cross-cultural studie s designed specifically for that purpose. Cultural anthropolo -
gists are uniquely well situated to conduct research on psychological universals, since
cross-cultural comparisons are the cornerstone of anthropology. Furthermore, anthro -
pological research among band-level peoples (supplemented by the findings of archae-
ology and paleoanthropology) provides insight into the human EEA not obtainabl e
from any other source. Cross-cultural data also can inspire evolutionary psychological
hypotheses. For example, it was empirical evidence in the ethnographic record (rather
than selectional thinking) that led van den Berghe and Frost (1986) to hypothesize that
human males evolved a specialized psychological mechanism to prefer females with a
skin tone somewhat lighter than the female average.
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Now it might be argued that the human male's taste for nubile females is hardly
front pag e news, that the existence o f multibillion dolla r industrie s producin g cos -
metics designed to make post-nubile women look younger is common knowledge, and
that insofar as evolutionary psychologist s emphasiz e suc h phenomena the y merely
belabor the obvious. There are two rejoinders to this argument. First, there has been
essentially no systematic psychological research on variation in female sexual attrac-
tiveness with age. Are human males really most strongly sexually attracted to nubile
females? If so, by what specific cues is nubility detected? Systematic changes in wom-
en's skin texture with age are obvious candidates, bu t are there perhaps also subtle
changes in facial proportions that men unconsciously detect and respond to? Is the age
of maximal female sexual attractiveness in some degree a function of the age or status
of the male who is doing the evaluating? Academic psychology is silent on such mat-
ters. The human visual system "obviously" includes mechanisms designed to main-
tain size, color, and shape constancies, yet the obviousness o f perceptual constancie s
quite properly has not prevented psychologists from investigating them. To the extent
that evolutionary psychology focuses attention and inspires research on neglected but
important topics, such as the perception of sexual attractiveness, it is valuable indeed.

Second, wheneve r a social scientis t attributes somethin g like the human male' s
sexual attraction to nubile females to cultural conditioning, social learning, socializa-
tion, etc., and whenever a social scientist begins a discussion o f such matters with the
phrase "In our culture..." (gratuitously implying that things are different elsewhere),
he implicitly rejects a nativist conception of human nature and embraces an empiricist
conception. A s long as social scientists continue to make assumptions about human
nature that have essentially no chance of being correct, even seemingly mundane find-
ings of evolutionary psychology will be scientifically significant.

EVOLUTIONARY PSYCHOLOGY AND SOCIAL SCIENCE

Even though the goal of most social scientific research is to illuminate phenomena that
are not themselves adaptations, social scientists can sometimes use evolutionary psy-
chology as a guide. For example, Chagnon's (1988) investigation of kin term manip-
ulation among the Yanomamo, an Amazonian tribal people, was inspired by his basic
evolutionary psychological assumption that selection has designed each human being
to have some goals that are achievable only at the expense of other human beings. This
assumption implie s tha t competitio n mus t alway s have permeated huma n affair s
(Alexander, 1975) , which, in turn, led Chagnon to suspect that among a people like
the Yanomamo, where kinship classification has profound social ramifications and
where there often exists enough ambiguity about the "correct" classification to provide
scope for strategic manipulation, people are unlikely to be mere passive acceptors of
their kinshi p system , as anthropologists hav e usually assumed. Rather , peopl e ar e
likely to be active critics and manipulators of their kinship system. And this is precisely
what Chagnon foun d to be the case among the Yanomamo; fo r example, a Yano-
mamo man may begin calling a particular young woman in his village by a kin term
that transfers her from a  category in which she was ineligible to marry his son to a
category in which she is a potential daughter-in-law . If this reclassification becomes
generally accepted, i t will inevitably harm some people's interests, an d fights often
erupt over such attempts to manipulate the kinship system (also see Chagnon, 1968,
p. 65).
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Now, Chagnon did not claim that his data point to the existence of a heretofore
undreamed of psychological mechanism specialized for kin term manipulation (i.e.,
he did not argue that kin term manipulation per se is an adaptation). In fact, he did
not claim that these data shed light on human psychology at all (although surely they
do bolster hi s basic assumptions about human nature). Rather, he realized that tra-
ditional anthropological views of kinship and kin term usage are informed by a con-
ception o f a human nature that is , to a Darwinian, highly implausible. Although he
did not form a  specific hypothesis about psychological mechanisms, Chagnon's gen-
eral selection-minded assumption s about human nature inspired bot h suspicions of
traditional anthropologica l view s of kinship and the collection of data on kin term
manipulation (whic h few other anthropologists ha d thought to collect) .

As this example illustrates, evolutionary psychology is useful to social scientists, at
least at present, not because it typically inspires startling or counterintuitive hypoth-
eses (as soon as one understands the social ramifications of kin classification among
the Yanomamo, one immediately empathizes with the temptation to manipulate the
system), but because it leads to the questioning of the basic assumptions about human
nature that are implicit in traditional socia l scientific research and theory. From evo-
lutionary biologist John Maynard Smith's (1982) vantage point outside the social sci-
ences, it may seem trivial to demonstrate "that human behaviour is influenced by kin-
ship, and that kinship has something to do with genetic relationship, because surely,
despite som e ver y odd remarks by anthropologists, tha t i s uncontroversial?" (p. 3).
From a  vantage point within the social sciences, however , these "odd remarks " are ,
alas, the very warp and wef t of accepted theory: Kinship often i s thought to be inde-
pendent o f genetic relationship, hence the importance o f an evolutionary psycholog -
ical perspective on human nature.

DARWINIAN SOCIAL SCIENCE

In contrast to social scientists who use evolutionary psychology as a guide to research,
some evolution-minded scholars seek to construct a psychologically agnostic science
of human behavior based on the hypothesis that human beings are reproduction (or
inclusive fitness) maximizers. This approach has been variously called human socio-
biology, human behaviora l ecology , evolutionary biological anthropology , and, by
me, Darwinian anthropology (Symons, 1989). I'll refer to it here as "Darwinian socia l
science" (since not all of its practitioners are anthropologists) and use the abbreviation
DSS to mean both Darwinian socia l science and Darwinian socia l scientist. In refer-
ring to someone as a DSS I mean to imply only that he wears a DSS hat in the specific
context under discussion, no t in all his research. (And it should not be inferred that all
research classified as human sociobiology, human behavioral ecology, or evolutionary
biological anthropolog y i s DSS.) For examples of DSS see Chagnon and Irons (1979)
and Betzig , Borgerhoff Mulder and Turke (1988). In this section I  describe DSS; in
subsequent sections I critically analyze it. I will attempt to show that DSS is not gen-
uinely Darwinian and that the reproductive data DSSes have collected rarely shed light
on human nature or the selective forces that shaped that nature.

The central DSS hypothesis is that "evolved behavioral tendencies" cause human
"behavior t o assume the form tha t maximizes inclusive fitness" (Irons, 1979 , p. 33).
Turke and Betzi g (1985) put i t this way: "Modern Darwinia n theory predicts that
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human behavior will be adaptive, that is, designed to promote maximum reproductive
success (RS) through available descendent and nondescendent relatives" (p. 79). The
research of Crook and Crook (1988) is a typical example of DSS. Crook and Crook
collected reproductiv e dat a on Tibetans wh o did and who did no t marr y polyan-
drously and concluded, from an analysis of these data, that polyandry is adaptive (i.e.,
fitness-promoting) in certai n highl y unusual environmenta l conditions tha t som e
Tibetans have encountered in recent times. Now, polyandry, like all human activities,
results from the operation of some array of brain/mind mechanisms; but polyandry is
an adaptation only if at least one of these mechanisms was designed by selection spe-
cifically to produce it. In other words, it is an adaptation only if at least one psycho-
logical mechanism owes its form to the greater reproductive success of individuals who
married polyandrously, in certain circumstances, in ancestral populations. If no such
specialized mechanism exists, polyandry is not an adaptation, even though it may cur-
rently be adaptive—i.e., fitness-promoting—in certain modem environments. Since
the specific environmental features to which Tibetan polyandry is adapted, according
to Crook and Crook, include agricultural estates, animal husbandry, primogeniture,
monasticism, artistocrats , landlords , governments , an d taxation , non e o f which
existed in the human EEA, there is no reason to suppose that polyandry is an adap-
tation.

The research of Crook and Crook differs fro m Chagnon' s investigation of Yano-
mamo kin term manipulation in the following way: Chagnon's goal was to illuminate
an important anthropological problem, the nature of kin term usage. He realized that
traditional anthropologica l view s of this matte r ar e base d o n assumption s abou t
human psychology that are almost certainly wrong. Thus, he became suspicious of
these traditional views and was inspired to collect novel data on kin term manipula-
tion. The result was a major contribution to the study of kinship, a subject of interest
to anthropologists and to many other people. By contrast, Crook and Crook did not
use evolutionary psychology to question previous views of polyandry. There is no rea-
son to suppose that their assumptions about human nature differ fro m th e assump-
tions made by other students of polyandry; i.e., ther e is no reason to suppose that
Crook an d Crook' s reproductive data will—o r should—promp t othe r student s of
polyandry to question or to modify previously held assumptions about human psy-
chology. Indeed , there i s no particular reaso n t o suppos e tha t Croo k and Crook' s
reproductive data have any bearing on the anthropology of polyandry; they simply
argued that polyandrous marriages are fitness-promoting in certain highly unusual cir-
cumstances. Crook and Crook believe that the scientific significance of their repro-
ductive data lies in the fact that these data test the following prediction: "The central
prediction made in a Darwinian perspective," they write, "is that humans are endea-
vouring consciously or unconsciously to optimize their reproductive success. It is then
a matter of research to discover whether individuals marrying in contrasting ways in
different context s are in fac t showin g behaviour that does promote their genetic fit-
ness" (p. 98).

To understand the scientific significance of this or of any prediction, one needs to
know what theory, hypothesis, or assumption would be called into question by the
prediction's disconfirmation . Sinc e Darwin's theory of adaptation throug h natural
selection is "the only workable theory we have to explain the organized complexity of
life" (Dawkins, 1982, p. 35), there is no known scientific alternative to the theory that
human nature is the product of natural selection. This theory is not on trial, and it
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obviously would not have been called into question—even in the slightest degree—by
the disconfirmatio n o f Crook an d Crook' s predictio n abou t th e adaptivenes s o f
Tibetan polyandry. Williams (1985) points out that "predictions are tested to check
on the truth of an understanding of the phenomena investigated. This understanding
always includes special assumptions in addition to those of the major theory, and it is
these that are confirmed or modified according to the outcome of an investigation "
(p. 18) . To evaluate the scientific significance of DSS research, such as that of Crook
and Crook (1988), it is therefore necessary to discover and to evaluate the "special
assumptions" (i.e., assumptions in addition to the theory that human nature is the
product of natural selection) that underlie the DSS prediction that human behavior
will be adaptive.

ADAPTATION AN D ADAPTIVENES S

In describing the DSS enterprise, Irons (1979) writes, "The statement that a particular
form of behavior is adaptive to a particular environment is a statement about its effect
on survival and reproduction and nothing more" (p. 38; also see Dunbar, 1988). But
the statement that a particular form of behavior is an adaptation to a particular envi-
ronment does not impl y the curren t existence of beneficial effects o n survival and
reproduction; it implies that during the course of evolutionary history selection pro-
duced that  particular form o f behavior  because that form serve d a specific functio n
more efficientl y tha n availabl e alternativ e form s di d (Thornhill , 1990 , Williams,
1966). The focus of DSS research thus is not adaptation but rather what Betzig (1989)
calls "adaptiveness."

Studies of adaptiveness are not unique to DSS. They have been pursued for three
reasons: First, to shed light on adaptations. Fo r example, Lack (1954) collected evi-
dence that songbirds producing clutches that are smaller or larger than average typi-
cally fledge fewer offspring than do conspecifics producing average-size clutches, and
he argued that these data support the hypothesis that producing the average-size clutch
is an adaptation. (Even though Lack did not describe specific physiological mecha-
nisms, his hypothesis was that the songbird species in question possesses at least one
physiological mechanism specialized'to produce the average-size clutch.)

Although studies of adaptiveness may sometimes play a role in the adaptationist
program, it would be a non sequitu r to conclude that measurement s of differential
reproduction illuminate adaptations fro m the premise that adaptations are produced
by differential reproduction. For a number of reasons, correlating individual variation
in the expressio n of a trait with reproductive success is normally an ineffectiv e o r
ambiguous way to study adaptation. For example, one reason is that such correlations
generally are superfluous. That the lens of the vertebrate eye is adapted to focusin g
light on the retina is unambiguously manifested in the eye's design. Comparing the
fertility of living individuals whose lenses focused light behind, on, and in front of their
retinas would be pointless (such comparisons could not undermine the evidence of
design no matter what results were obtained). A second reason is that the expression
of an adaptation designed to cope with fitness-threatening exigencies might often cor-
relate negatively  wit h reproductive success. If , say, fever i n mammals functions t o
combat pathogen infection, then individuals with the highest fevers might typically
have fewer offspring than individuals without fevers (who were not infected in the first
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place) and individuals with lower fevers (who were infected less severely or who hap-
pened to have more efficient immun e systems). A third reason is that an adaptatio n
that is genetically fixed in population (i.e., with a heritability of zero) might vary capri-
ciously with environmental variation , and, hence, its expression probably would not
be correlated with reproductive success. Fourth, correlations too small to detect may
have great selective significance over evolutionary time. Fifth, a given trait may covary
with reproductive succes s merely because both are correlated wit h a third variable .
Sixth, a given trait may promote fitness—and hence correlate positively with repro-
ductive success—because it currently produces some effect other than its evolved func-
tion. Seventh, the hypothesis that trait X is an adaptation does not imply that trait X
is currently adaptive (e.g., the human sweet tooth is an adaptation whether or not it is
currently adaptive). As Hailman (1980) remarks, "Correlation of individual variation
with reproductive success... is a mental briar patch that scratches all who enter" (p.
189).

The measurement o f reproductive differential s has always been a problematica l
tool in the adaptationist program because such measurement, in and of itself, "simply
does not measure degree of fitness or adaptedness in any of the senses relevant to evo-
lutionary theory—all of which have something to do with systematic or designed fit
with the environment, with causally mediated propensities to reproductive success"
(Burian, 1983 , p. 299; also see ThornhiU, 1990) . The hypothesis that human males
evolved specialized female-nubility-preferrin g psychological mechanisms, for exam-
ple, does not imply any of the following: (a) that selection is currently favoring a sexual
preference for nubile females; (b) that variation i n the phenotypic expression o f this
preference i s correlated wit h male reproductive succes ; and (c ) that comparing the
reproductive success of males who are and who are not sexually attracted t o nubile
females (other things being equal) would illuminate either male psychology or the evo-
lutionary processes that produced that psychology.

The second reason for studying adaptiveness is that such investigations may some-
times shed light on the selective forces that maintain an adaptation when these diffe r
from th e forces that produced it. For example, the mottled pattern of black-headed
gulls' eggs strongly implies a camouflage function. Since experiments have shown that
parent birds sit better on normal than on artificially solid-colored eggs , however, the
mottled pattern ma y be maintained by selection no t only because mottled eggs are
more cryptic but also because they provide a more effective sitting stimulus for parents
(Tinbergen, 1967) . (This does not imply that a function o f mottling is to provide an
effective sittin g stimulus: That parent s prefer mottle d to solid-colore d egg s reveals
something about the design of black headed gulls' brains, not their eggs.)

Third, Caro and Borgerhoff Mulder (1987) argue that studying the adaptiveness of
current human activities might make it possible to predict the future course of evo-
lution. To accurately predict that selection will favo r currently adaptive activity X,
however, one would have to know that the tendency to perform X is heritable; that
selection pressures on the X-producing psychological and physiological mechanisms
in other contexts will not counter or simply wash out any tendency for selection to
favor the performance of X specifically; and that the relevant environmental condi-
tions will persist for an evolutionarily significant span of time. The likelihood of know-
ing these things strikes me as being sufficiently remote to rule out a prognostic ration-
ale for studying the adaptiveness of human activities.

DSSes study adaptiveness fo r yet another reason: They assume that such investi-
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gations provide the ra w materia l fo r building a science of human behavior . Thi s
assumption, however , is a conceptual muddle . DSSes invoke such notions as "Dar -
winism," "modern evolutionary theory," "natural selection," "sexual selection," "ki n
selection," and "inclusiv e fitness" to justify thei r inquiries into the adaptivenss of
human behavior, but evolutionary fact and theory can be logically coupled to the study
of human behavior only via adaptations (Barkow, 1984; Cosmides & Tooby, 1987).
Except for such species-typical behavioral patterns as walking, running, smiling, and
crying, human behavior per se was not designe d by selection; rather, most human
behavior is the product of the interaction of myriad psychological mechanisms, and it
is these mechanism that were designed by selection. To the extent that DSSes' descrip-
tions of human behavior are agnostic with respect to psychological mechanisms, they
are adaptation-free, past-free, and gene-free, and , therefore, not logically coupled to
evolutionary fact and theory.

Dawkins (1982) elaborates this point in the following anecdote about a seminar he
attended in which a DSS interpreted human polyandry in terms of kin selection:

Though fascinated by the information he presented, I tried to warn him of some difficultie s
in his hypothesis. I  pointed out that the theory of kin selection i s fundamentally a genetic
theory, and that kin-selected adaptations to local conditions had to come about through the
replacement o f alleles by other alleles, over generations. Ha d his polyandrous tribes bee n
living, I asked, unde r their curren t peculia r condition s for long enough—enough genera-
tions—for the necessary geneti c replacement t o have taken place? Was there, indeed , any
reason to believe that variations in human mating systems are under genetic control at all?

The speaker , supporte d b y man y o f hi s anthropologica l colleague s i n th e seminar ,
objected t o my dragging genes into the discussion. H e was not talking about genes, he said,
but abou t a  socia l behavio r patter n I  tried t o persuad e hi m that i t was he who had
'dragged genes in' to the discussion although , to be sure, he had not mentioned the word
gene in his talk.... You cannot tal k about ki n selection, o r any other for m o f Darwinian
selection, without  dragging genes in, whether you do so explicitly or not. By even speculating
about kin selection as an explanation of differences in tribal mating systems, my anthropol-
ogist friend was implicitly dragging genes into the discussion. I t is a pity he did not make it
explicit, because h e would then have realized what formidable difficulties lay in the path of
his kin selection hypothesis : either his polyandrous tribes had to have been living, in partial
genetic isolation, unde r their peculiar conditions for a large number of centuries, or natural
selection had to have favoured the universal occurrrence of genes programming some com-
plex 'conditional strategy.' (pp. 27-28)

According to Irons (1979), the DSS focus on human behavior rather than psy-
chology has a distinctively Darwinian justification: "It is actual behavior which influ-
ences reproductive success directly" (p. 9). This argument, however, should be stood
on its head: Darwin's theory of natural selection is a theory of adaptation, a historical
account of the origin and maintenance of phenotypic design. In the study of adapta-
tion, the key issue is whether differential reproductive success historically influenced
the design of a given trait, not whether the trait currently influences differential repro-
ductive success. In short, nothing in the theory of evolution by natural selection jus-
tifies an adaptation-agnostic scienc e of adaptiveness. As J. Tooby (personal commu-
nication, 1989) notes, the study of adaptivenss merely draws metaphorical inspiration
from Darwinism , whereas the stud y of adaptation i s Darwinian. The tendenc y of
DSSes to focus on adaptiveness stems in part, I believe, from their assumption that the
social science Rosetta stone, the key to deciphering the deep structure of human affairs,
is reproduction.
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REPRODUCTION MINDEDNESS

Not only did Darwin's theory of natural selection account for adaptation and function,
it gave them more precise meanings. Adaptations are designed to promote reproduc-
tion in specific environments—in modern terms, t o promote th e survival of genes.
"Reproduction mindedness " thus can be useful to students of adaptation. The func -
tion of the peacock's tail, for example, would never be discovered by someone who
assumed that the tail was designed to promote the survival of peacocks (rather than to
promote the survival of peacock genes).

Reproduction mindedness , however , is no conceptual magi c carpet, capabl e of
soaring ove r questions o f adaptation . Consider , fo r example , Alexander' s (1987)
reproduction-minded discussion of human male sexuality. Alexander argues that "for
men much of sexual activity has had as a main (ultimate) significance the initiating of
pregnancies" (p. 216). "This argument," he says, "does not predict, for example, that
men will never wish to use contraceptives or have vasectomies (both evolutionary nov-
elties), but it does predict that most males will be reluctant to do the first and exceed-
ingly reluctant to do the second" (p. 218). He continues:

It will probably be necessary to defend part of the above argument further. Thus, some men
will undoubtedly assert that they are more interested in sex if there is no possibility of preg-
nancy, or that they are only interested in sex when contraceptives are used. Although it is
not the principal theme of this essay, what is required is a review of the interplay of proximate
and ultimat e mechanisms. A man behaving so as to avoid pregnancies, and who derives
from an evolutionary background of avoiding pregnancies, should be expected to favor cop-
ulation with women who are for age or other reasons incapable of pregnancy. A man derived
from an evolutionary process in which securing of pregnancies typically was favored, may
be expected to be most interested sexually in women most likely to become pregnant and
near the height of the reproductive probability curve. This means that men should usually
be expected to anticipate the greatest sexual pleasure with young, healthy, intelligent women
who show promise of providing superior parental care. (p. 218)

Whether or not Alexander's predictions about male responses to contraceptive s
and vasectomies are correct, his justification for these predictions is at best incomplete.
Neither the fact that men derive from an evolutionary process in which securing preg-
nancies was favored nor the fact that men typically fancy young, healthy women jus-
tifies the prediction that most men will be reluctant to use contraceptives. As discussed
above, the psychological mechanism s that underpin the human male's perception of
female sexual attractiveness were designed by natural selection in the EEA to assess
specific correlates  of mate value; for example, th e huma n male's predilection s fo r
young and healthy women presumably reflect the operation of specialized psycholog-
ical mechanisms: in ancestral populations, men with heritable tendencies to be sexu-
ally atttracted to certain physica l correlates of youth and health typically outrepro-
duced men whose tastes ran to physical correlates of old age and disease. (Since an
intelligent mate may often have been a better mate, Alexander's assumption that men
evolved a sexual taste for intelligent women is a psychological hypothesis worth inves-
tigating.) To be logically justified, a prediction about male sexual responses to evolu-
tionary novelties, such as modem contraceptive technology, must necessarily be based
on specific knowledge or assumptions about the psychological machiner y of sexual
attraction. In the absence of such psychological knowledge or assumptions, informa -



152 EVOLUTIONARY AND PSYCHOLOGICAL FOUNDATIONS

tion about the probable reproductive consequences of sexual intercourse with a given
woman (e.g., information about her use of oral contraceptives) provide s no basis what-
ever for predicting her sexual attractiveness. Merel y knowing that male psychology is
the product of natural selection is not enough.

PREDICTION AND KNOWLEDGE

The obsession wit h falsifiabl e predictio n an d quantificatio n that i s endemic in th e
social sciences may in part account for the emphasis in DSS on the testing of predic-
tions about differential reproduction. Yet the history of the social sciences stands as a
monument to the proposition that testing falsifiable predictions and acquiring scien-
tifically significan t knowledg e are no t synonymous . All predictions that have some
minimal empirical content and are not excessively vague are falsifiable, bu t falsifia -
bility per se is no guarantee of scientific significance. The key question with respect to
any prediction i s this: If it is disconfirmed, what theory, hypothesis, or assumption is
thereby called into question? The more precisely a student of adaptation characterizes
phenotypic design the less ambiguous his predictions wil l be and the more likely it is
that testing these predictions will illuminate adaptation. Similarly , the more precise an
evolution-minded socia l scientist' s assumptions are about human nature, the more
closely coupled his predictions wil l be to evolutionary fact and theory, and the more
likely it is that testing these predictions will be scientifically significant.

To illustrate this point, I will contrast two predictions made by Betzig (1988) in her
evolution-inspired ethnographi c research on Ifaluk, an atoll in the Western Caroline
Islands. Her first prediction i s that Ifaluk chiefs will profit materially from thei r high
status. Thi s prediction, I  believe, i s based o n definite , albei t implicit , assumption s
about phenotypic design (human nature). Despite evidence in the ethnographic record
that in many pre-state societies high-rankin g individuals control the distribution of
resources and skim off the fat for themselves and their relatives, Betzig argues that two
theoretical positions—substantivis m ,and Marxism—hol d that i n pre-state societie s
there is always plenty of everything, and, hence, those in power distribute resources in
a disinterested, nonexploitive fashion . Evolutionary psychological assumption s mad e
Betzig suspicious of these theories. Sh e investigated the matter and foun d tha t "th e
material advantage in sharing food on Ifaluk is not on the subordinates' side Nor ,
in this respect, is access to these life sustaining resources equal Rather , consistent
with the Darwinian prediction, chief s appear to gain productively by their positions"
(Betzig, 1988, p. 55).

Had Betzig' s "Darwinia n prediction " bee n disconfirmed , certain assumption s
about huma n natur e might have been calle d into question. Conversely , the confir -
mation o f he r predictio n ma y undermin e the—admittedl y vague—assumption s
about human nature that have led some social scientists to romanticize pre-state peo-
ples and to grossly exaggerate cultural variability . As Betzig notes, in essence she has
demonstrated tha t the relationship between power and access to material resources is
the same on Ifaluk as it is in the societies most of use are familiar with (presumably
because human nature is the same on Ifaluk as it is elsewhere). Furthermore, whether
Ifaluk chief s do o r do no t obtai n a  disproportionate shar e of material resource s is
potentially relevant to long-standing anthropological questions about the relationship
between political power and resource acquisition, questions also of interest to other
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social scientists, historians, and people in general. In this respect, Betzig's research is
analogous to tha t o f Chagnon (1988) , discusse d above , on Yanomam o kin ter m
manipulation.1

Now consider a second Betzig prediction: high-ranking Ifaluk men and their male
successors wil l have higher fertility than low-ranking men. What assumption would
be called int o question i f this prediction wer e to b e disconfirmed? I t i s extremely
unlikely that any assumption abou t the psychology of status or the evolution of that
psychology would be affected. That human beings everywhere pursue status—indeed,
that "status " i s universally a meaningfu l psychologica l category—implie s tha t i n
ancestral populations high-status individuals typically outreproduced low-status indi-
viduals (a proposition supporte d b y many studies of nonhuman animals [Wilson,
1975] and band-level huma n societies [Symons,1979]). There is no known or sus-
pected alternative explanation for the existence of the human status motive. Indeed,
Vining (1986) notes that the correlations between status and reproductive success in
modern Western societies is typically inverse, yet few, if any, of the many commen-
tators on Vining's article seem to believe that such data can test any significant hypoth-
esis about the psychology of status striving or the selective forces that produced that
psychology. Furthermore, since no competing social science theory predicts anything
at all about the relationship between status or material resources and reproductive suc-
cess, the outcome of a test of Betzig's second prediction cannot contribute to the res-
olution of any theoretical issue in the social sciences. Nor is it likely that assumptions
about human nature implicit in other social science theories would be called into ques-
tion by the confirmation of Betzig's prediction.

But Betzig's reproductive prediction most likely was not intended to test assump-
tions about human nature or the selective forces that produced that nature, nor was it
intended to undermine rival social science theories. Rather, it was probably intended
to test the central DSS hypothesis that human behavior is designed to maximize inclu-
sive fitness. Betzig did confirm he r reproductive prediction; does this confirmation
support the DSS hypothesis? Not necessarily. The question "Are human beings inclu-
sive fitness maximizers?" can be met only with another question: "Compared with
what?" One approach (which Betzig did not pursue) is to compare the behavior of eth-
nographic subjects with an imaginary social engineer's ideal design for inclusive fit-
ness-maximizing behavior. Given the particular circumstances in which the ethno-
graphic subjects find themselves, and given the range of options open to them, how
closely does their behavior approximate the engineering ideal? Kitcher (1985) uses this
approach to analyze several of DSS's mos t famous ethnographic examples, and he
concludes that the ethnographic subjects' behavior does not closely approximate the
social engineering ideal.

Kitcher's criterion may , however, be too stringent: Probably no DSSes actually
believe that human behavior achieves some unconstrained ideal of fitness maximiza-
tion. For one thing, DSSes are aware of the many factors that can prevent natural selec-
tion fro m achievin g optimal phenotypic design. For another, most DSSes probably
would admit that since human behavior per se was not designed by selection, it might
for that reason alone fai l to achieve the social engineering ideal. And finally, DSSes
know that current human environments differ in many respects from the EEA. Alex-
ander (1979) sums up the DSS hypothesis this way: "I have not suggested that culture
precisely tracks the interests of the genes—obviously this is not true—but that, in his-
torical terms, it does so much more closely than we might have imagined" (p. 142).
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DSS's central hypothesis thus appears to be something like the following: Modern
Darwinian theory predicts that human behavior will be surprisingly adaptive. The spe-
cial assumptions that this hypothesis seems to entail (in addition t o the unconteste d
assumption that human nature is the product of natural selection) are that (a) patterns
perceivable in mechanism-agnostic descriptions o f human behavior approximate fit-
ness-maximizing designs to a surprising degree; (b) evolutionarily novel environments
cause human behavior to deviate from the path of fitness maximization less than one
might have imagined; and (c) the accumulated measurements of the reproductive con-
sequences of human behavior will lead to a deep understanding of human affairs .

The central DSS hypothesis—and the special assumptions i t comprises—can be
evaluated b y considering th e following questions: (a) Is the hypothesis reall y derived
from Darwinia n theory? (b) Is it accurate? (c) Are tests of its accuracy scientifically
significant? With respect to the first question, since Darwin's is a theory of adaptation,
not adaptiveness, the DSS hypothesis is not clearly derived from the theory of evolu-
tion b y natura l selection . Eve n i f DSSes ha d tim e machine s an d coul d conduc t
research in the EEA, there would be no Darwinian justification for an adaptation-free
study of adaptiveness. Th e problems become acute, however, when human behavio r
is observed, a s it always is, in evolutionarily novel environments. I n fact , since th e
adaptations that underpin human behavior were designed by selection to function in
specific environments , there is a principled Darwinia n argument for assuming that
behavior in evolutionarily novel environments will often be ma/adaptive. But no Dar-
winian argument justifies the assumption tha t such behavior will be more adaptive
than on e migh t have imagined. I n addition , th e hypothesi s entails comparing the
adaptiveness of human behavior with people's expectation s about adaptiveness, and
it is unclear how a prediction about people's expectations could be derived from Dar -
winian theory.

The next question is whether the DSS hypothesis is accurate. Strictly speaking, we
can't really be sure because w e don't know how adaptive peopl e generall y imagine
human behavior to be (we don't know, for example, whether people are likely to be
surprised b y Betzig's reproductive data) . No rival social science theory predicts any-
thing at all about adaptiveness per se, and it is probably a subject to which most people
have never given a moment's thought. In the EEA, human behavior presumably was
as adaptive as that o f any other animal species in its EEA, although whether it was
surprisingly adaptive is anybody's guess. As I have argued elsewhere (Symons, 1987c),
however, in modern industrial societies human behavior is so poorly designed to max-
imize fitness, given the available reproductive opportunities, tha t it is hard to imagine
anyone being surprised by how adaptive it is. Consider, for example, the reproductive
opportunities availabl e in the United State s today to a  healthy white woman who
wanted to maximize her fitness: She could bear a baby every year or two, from nubility
to menopause, and give it up for adoption, confiden t that it would be cherished by a
middle-class family . A reasonably young male member of the Forbes'400 could use
his fortune to construct a  reproductive paradise i n which women and their children
could live in modest affluenc e and security for life (as long as paternity was verified).
Such a man might well sire two orders of magnitude more offspring than the current
average for male members o f the Forbes'  400. I n a world in which people actuall y
wanted to maximize inclusive fitness, opportunities to make deposits in sperm banks
would be immensely competitive, a subject of endless public scrutiny and debate, with
the possibility o f reverse embezzlement by male sperm bank officers an ever-present
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problem. It is difficult to picture clearly a modem industrial society in which people
strive to maximize inclusive fitness because such a society would have so little in com-
mon with our own.

Finally, there i s the questio n o f the scientifi c significance of tests o f the DSS
hypothesis: If certain human behaviors were shown to be surprisingly adaptive, some
of the demonstrations of adaptiveness might inspire novel hypotheses about the nature
or evolution of the human brain/mind (Betzig, 1989; Thornhill, 1990); but it is diffi-
cult to see how a science of human behavior could be based on the demonstrations
themselves. In fact, the possibility of a mechanism-agnostic science of human behavior
of any sort—Darwinian or otherwise—is by no means a matter of universal agree-
ment. It is often argued that the history of the social sciences (which are characteris-
tically mechanism-agnostic) is a history of failures to establish reliable and useful bod-
ies of knowledge and theory (Lindblom & Cohen, 1979 , Murdock, 1972, Rosenberg,
1980, Ziman, 1978). "A good rule of thumb to keep in mind," quips Searle (1984), "is
that anything that calls itself'science' [e.g., Christian Science, military science, library
science, social science] probably isn't" (p. 11).

In summary, the hypothesis that human behavior is surprisingly adaptive does not
derive from Darwinia n theory and i s almost certainly wrong in modern industrial
environments. This hypothesis is presumably falsifiable, but that does not necessarily
imply that testing it is scientifically significant. The accumulated measurements of the
reproductive consequences of human behavior are unlikely to lead to a deep under-
standing of human affairs because such measurements merely demonstrate that vari-
ous activities either are or aren't adaptive; they do not constitute new knowledge about
human nature or the evolutionary processes that produced that nature (Tooby & Cos-
mides, 1989b).

CONCLUSION

The adaptationist program, whose goal is to recognize certain features of organisms as
components of some special problem-solving machinery (Williams, 1985), has been
the foundation of biology for centuries. Darwin's theory of evolution by natural selec-
tion added to this program a scientifically coherent account of the origin and main-
tenance of adaptations as well as a powerful heuristic tool: Darwinism provides a guide
to research on phenotypic design, prevents certain kinds of errors, and raises suspi-
cions of certain explanations and theories. The subject matter of the adaptationist pro-
gram is structural, physiological, behavioral, or psychological phenotypic features that
have been shaped by selection to serve some function. Although adaptations are pro-
duced by differential reproduction , studying differential reproductio n does not nec-
essarily illuminate adaptations. As Williams (1966) remarks, "Measuring reproduc-
tive success focuses attention on the rather trivial problem of the degree to which an
organism actually achieves reproductive survival. The central biological problem is
not survival as such, but design for survival" (p. 159) . Current effects of phenotypic
features—including beneficial effects on reproduction—thus are relevant to the adap-
tationist program only insofar as the study of such effects illuminates adaptations.

Evolutionary psychology is the application o f the adaptationist program to the
study of the human brain/mind. Evolutionary psychologists assume that the brain/
mind has many functions—i.e., that it has been designed by selection to solve many
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different kinds of problems, each of which is likely to require its own distinctive kind
of solution—and, therefore, that the brain/mind comprises many domain-specific,
specialized mechanisms . For example , selectional thinking leads to the expectation
that human perceptions of sexual attractiveness are underpinned by many specialized
mechanisms (which operate according to their own distinctive rules and principles)
rather than by some sort of generalized "learning" or "capacity-for-culture" mecha-
nisms.

Cultural anthropologists are uniquely well situated to investigate evolutionary psy-
chological hypotheses because the cornerstone of anthropology is cross-cultural com-
parison an d becaus e anthropologica l reseac h amon g band-level peoples provides
insight into the human environment of evolutionary adaptedness. Social scientists can
use evolutionary psychology as a guide to research. For example, evolutionary psy-
chological assumptions made Betzig (1988) suspicious of Marxist and substantivist
claims about the relationship between political power and resource acquisition in pre-
state societies. She investigated the matter on Ifaluk, and her findings are significan t
both with respect to questions of human nature and with respect to long-standing
issues in the social sciences. On the other hand, her psychologically agnostic demon-
stration that high-ranking Ifaluk men and their male successors have higher fertility
than low-ranking men does not seem to me to be scientifically significant because these
data do not bear on questions of human nature or the selective forces that shaped that
nature, nor do they have any apparent relevance for issues in the social sciences.

In sum, Darwin's theory of natural selection sheds light on human behavior only
insofar as it sheds light on the adaptations that constitute the machinery of behavior:
A science of human behavior cannot be simultaneously psychologically agnostic and
genuinely Darwinian . Althoug h grea t an d illuminatin g ne w truths abou t huma n
beings may not follow automatically from the realization that we evolved, Darwinism
can be a guide and source of inspiration for students of human nature.
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NOTE

1. Ther e are two potential objections to Betzig's interpretation o f these data. First, it is an
open question whether those who consider themselves to be substantivists and Marxists would
agree that their theoretical positions imply that Ifaluk chiefs can be expected not to skim off the
fat for themselves and their relatives (A. Robertson, persona l communication, 1989) . Neverthe-
less, it seems clear to me that there is a widespread belief that people in non-state societies are
nicer and less self-interested than people in state societies, and it is to this belief that Betzig's data
speak. Second, Alexander (1988) argues that Betzig does not really demonstrate that Ifaluk chiefs
exploit their subordinates: Chief s may acquire material resources fro m thos e beneath them as
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fair compensation for services rendered, just as a highly paid CEO may be worth her salary. This
cogent argument does not materially affect the moral I wish to draw from Betzig's research: Bet-
zig's prediction implies a cynical view of human nature—which she takes to be the Darwinian
view—in which people in pre-state societies, like people in state societies, often will  exploit one
another when the opportunity arises and the cost is not prohibitive (whether or not they are actu-
ally doing so in this particular case).
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II
COOPERATION

For many people, Darwin's view of life conjures up images of a Hobbesian war
of all against all, where life is "solitary, poor, nasty, brutish and short/' and of a
"nature red in tooth and claw." Indeed, in popular discourse, to call something
"Darwinian" is intended to convey the image of ruthless and exploitative com-
petition, where individuals pursue their own interests regardless of what costs
this inflicts or consequences it has on others. But for the community of evolu-
tionary biologists, the persistence of these popular stereotypes into the 1990s
is paradoxical. Far from being preoccupied with the study of competition and
aggression, for more than a quarter of a century evolutionary biologists have
been keenly interested in understanding such phenomena as altruism and
cooperation. The desire to understand the conditions under which organisms
can be expected to help one another, cooperate with one another, share with
one another, and even sacrifice themselves for one another has generated
some of the most important recent advances in evolutionary biology, such as
Hamilton's (1964) inclusive fitness theory, Williams and Williams's (1957) work
on "social donorism," Trivers's (1971) reciprocal altruism theory, and Axelrod
and Hamilton's (1981) work on the evolution of cooperation. Prior to this work,
most standard analyses of the evolutionary process led biologists to expect that
it would be difficult or impossible for altruism to evolve, and that organisms
were indeed designed to be "selfish." However, these theoretical advances
have transformed our understanding both of how natural selection operates
and of what kinds of adaptations it can be expected to produce. Instead of the
traditional view that selfishness is "natural" and altruism is only imposed
socially against natural inclination, evolutionary biology has discovered that
altruism and cooperation can be as natural as selfishness. In fact, these analyses
have shown that Hobbes was quite wrong: Cooperation can emerge in the
absence of a Leviathan, and adaptations for the expression and regulation of
cooperation and altruism are expected design features of social organisms.

The chapters in this part focus on investigating some of the adaptations that
govern cooperation in humans and other species. Evolutionary biologists have
analyzed the conditions under which adaptations for engaging in cooperative
behavior can be expected to evolve. These analyses show that cognitive mech-
anisms for engaging in cooperation can be selected for only if they solve certain
complex information-processing problems. To solve these problems efficiently,
the cognitive mechanisms involved must have certain specific design features.
Cosmides and Tooby review experiments that have been conducted to see
whether these predicted design features actually exist. The results of these
experiments strongly suggest that they do. The human cognitive architecture
appears to contain algorithms that are well designed for reasoning about coop-
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eration and that cannot be explained as the by-product of more general-pur-
pose cognitive processes. In other words, we seem to have information-pro-
cessing mechanisms that are adaptations for reasoning about cooperation.

Cosmides and Tooby used theories about selection pressures to generate
hypotheses about the human cognitive architecture. In contrast, McGrew and
Feistner used evidence about the adaptations governing cooperation in differ-
ent primate species to generate hypotheses about the selection pressures that
shaped those species. Game-theoretic analyses in evolutionary biology had
already shown that some selection pressures are species-general: They apply to
any species that has evolved the ability to engage in cooperation. But other
selection pressures are necessarily species-specific. A species's ecology and its
prior phenotypic structure can profoundly affect the design of any newly arising
adaptation.

Although the adaptations governing cooperation in different species show
some strking commonalities—commonalities that reflect species-general selec-
tion pressures—they also differ in some rather interesting ways. These differ-
ences should reflect species-specific histories of selection. McGrew and Feist-
ner's goal was to reconstruct some of the selection pressures that shaped
cooperation in the human line. To this end, they compared food sharing in
chimpanzees, callitrichids, and humans to see whether cooperation in these
species differs merely in degree or in kind. They then examined the relationship
among food sharing, tool use, and the ecologies of these different species, in an
attempt to shed light on the unique configuration of selection pressures that
caused the human line to diverge so profoundly from that of our primate cous-
ins.
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LEDA COSMIDES AND JOHN TOOBY

INTRODUCTION

Is it not reasonable to anticipate that our understanding of the human mind would be aided
greatly by knowing the purpose for which it was designed?

GEORGE C. WILLIAM S

Research Background

The human mind is the most complex natural phenomenon humans have yet encoun-
tered, and Darwin's gift to those who wish to understand it is a knowledge of the pro-
cess that created it and gave it its distinctive organization: evolution. Because we know
that the human mind is the product of the evolutionary process, we know something
vitally illuminating: that, aside from those properties acquired by chance, the mind
consists of a set of adaptations, designed to solve the long-standing adaptive problems
humans encountered a s hunter-gatherers. Such a vie w i s uncontroversial to mos t
behavioral scientists when applied to topics such as vision or balance. Yet adaptation-
ist approaches to human psychology are considered radical—o r even transparently
false—when applie d t o mos t other area s of human thought and action , especially
social behavior. Nevertheless, the logic of the adaptationist postion is completely gen-
eral, and a dispassionate evaluatio n of its implications leads to the expectation that
humans should have evolved a constellation of cognitive adaptations to social life. Our
ancestors have been members of social groups and engaging in social interactions for
millions and probably tens of millions of years. To behave adaptively, they not only
needed to construct a spatial map of the objects disclosed to them by their retinas, but
a social map of the persons, relationships, motives, interactions, emotions, and inten-
tions that made up their social world.

Our view, then, is that humans have a faculty of social cognition, consisting of a
rich collection o f dedicated, functionally specialized, interrelated modules (i.e., func -
tionally isolable subunits, mechanisms, mental organs, etc.), organized to collectively
guide thought and behavior with respect to the evolutionarily recurrent adaptive prob-
lems posed by the social world. Nonetheless, if such a view has merit, it not only must
be argued for on theoretical grounds—however compelling—but also must be sub-
stantiated by experimental evidence, as well as by converging lines of empirical sup-
port drawn from related fields such as neuroscience, linguistics, and anthropology. The

3
Cognitive Adaptations for Social Exchange
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eventual goal is to recover out of carefully designed experimental studies "high-reso-
lution" maps of the intricate mechanism s involved. Such an approach is intended to
exploit the signal virtue of cognitive psychology: With its emphasis on mechanisms,
cognitive approaches allow causal pathways to be precisely specified through reference
to explicitly described algorithms and representations .

Toward this end, we have conducted an experimental research program over the
last eight years, exploring the hypothesis that the human mind contains algorithms
(specialized mechanisms) designed for reasoning about social exchange. The topic of
reasoning about socia l exchange was selected for several reasons. In the first place, as
we will discuss, many aspects of the evolutionary theory of social exchange (also some-
times calle d cooperation, reciproca l altruism , o r reciprocation ) ar e relativel y well
developed and unambiguous. Consequently, certain features of the functional logic of
social exchange ca n be confidently relied o n in constructing hypothese s abou t th e
structure of the information-processing procedures that this activity requires.

In the second place , comple x adaptation s are constructed i n response t o evolu-
tionarily long-enduring problems, an d it is likely that our ancestors have engaged in
social exhange for at least severa l million years. Several converging lines of evidence
support thi s view. Social exchange behavior is both universa l and highly elaborated
across all human cultures—including hunter-gatherer cultures (e.g., Gashdan, 1989;
Lee & DeVore, 1968 ; Sharp, 1952 ; Wiessner, 1982)—a s would be expected if it were
an ancient and central part of human social life. If social exchange were merely a recent
invention, like writing or rice cultivation, one would expect to find evidence of its hav-
ing one or several points of origin, of its having spread by contact, an d o f its being
extremely elaborated in some cultures and absent in others. Moreover, the nearest rel-
atives to the hominid line, the chimpanzees, als o engage in certain types of sophisti-
cated reciprocation (de Waal, 1982 ; de Waal & Luttrell, 1988) , which implies that
some cognitive adaptations to social exchange were present in the hominid lineage at
least as far back as the common ancestors that we share with the chimpanzees, five to
ten million years ago. Finally, paleoanthropological evidence also supports the view
that exchange behavior i s extremely ancient (e.g., Isaac, 1978 ; McGrew & Feistner,
this volume; Tooby & DeVore, 1987) . These facts, plus the existence of reciprocation
among members of primate specie s that are even more distantly relate d to us than
chimpanzees—such as macaques and baboon s (Packer , 1977 ; de Waal & Luttrell,
1988)—strongly support the view that situations involving social exchange have con-
stituted a long-enduring selection pressure on hominids.

The third reason we selected reasoning about socia l exchange as the focus of this
experimental series was that theories abou t reasonin g and rationality have played a
central role in both cognitive science and the social sciences. Research in this area can,
as a result, function as a powerful test of certain traditional socia l science postulates .
An adaptationist approach to human psychology is often viewed as radical or false not
because of gaps in its logic or any comparative lac k of evidence for its hypotheses, bu t
because it violates certain privileged tenets of this century's dominant behavioral and
social science paradigm—what we have called elsewhere the Standard Socia l Scienc e
Model (see Tooby & Cosmides, this volume). According to this view, all of the specific
content of the human mind originally derives from the "outside"—from the environ-
ment and the social world—and the evolved architecture o f the mind consists solely
or predominantly of a small number of general-purpose mechanisms that are content-
independent, an d which sail under names such as "learning," "induction," "intelli-
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gence," "imitation," "rationality," "the capacity for culture," or, simply, "culture."
On this view, the same mechanisms are thought to govern how one acquires a language
and how one acquires a gender identity. This is because the mechanisms that govern
reasoning, learning , an d memor y ar e assume d t o operat e uniforml y across al l
domains: They do not impart content, they are not imbued with content, and they
have no features specialized fo r processing particular kinds of content. Hypotheses
that are inconsistent with this content-free view of the mind are, a priori, not consid-
ered credible, and the data that support them are usually explained away by invoking
as alternatives th e operation o f general-purpose processe s o f an unspecified nature.
Strong results indicating the involvement of domain-specific adaptations in areas such
as perception, language , and emotio n have sometimes—though grudgingly—bee n
accepted as genuine, but have been ghettoized as exceptional cases, not characteristi c
of the great majority of mental processes.

In this dialogue, reasoning has served as the paradigm case of the "general-pur -
pose" psychological process: It has been viewed as preeminently characteristic of those
processes that are purportedly the central engine of the human mind. Even vigorous
advocates of modularity have held so-called central processes, such as reasoning, to be
general-purpose and content-independent (e.g., Fodor, 1983) . Consequently, we felt
that reasoning about social exchange offered a n excellent opportunity to cut to the
quick of the controversy. If even human reasoning, the doctrinal "citadel" of the advo-
cates of content-free, general-purpose processes, turns out to include a large number
of content-dependent cognitive adaptations, then the presumption that psychological
mechanisms are characteristically domain-genera l and originally content-free can no
longer be accorded privileged status. Such results would jeopardize the assumption
that whenever content-dependent psychological phenomena are found, they neces-
sarily imply the prior action of cultural or environmental shaping. Instead, such results
would add credibility to the contrary view that the mind is richly textured with con-
tent-specialized psychological adaptations.

Evolutionary biologists have developed useful criteria for establishing the existence
of adaptations (e.g. , Dawkins 1982 , 1986 ; Symons, this volume; Thornhill, 1991 ;
Tooby & Cosmides, 1990b ; Williams, 1966 , 1985) , and these crtieria are helpful i n
evaluating experimental evidence that bears on these two positions. Adaptations can
be recognized by "evidence of special design" (Williams, 1966)—that is, by recogniz-
ing that features of the evolved species-typical design of an organism are "components
of some special problem-solving machinery" that solves an evolutionarily long-stand-
ing problem (Williams, 1985 , p. 1) . Standards for recognizing special design include
factors such as economy, efficiency, complexity , precision, specialization, an d reli-
ability, which—like a key fitting a lock—render the design too good a solution to an
adaptive problem to have arisen by chance (Williams, 1966) . For example, the eye is
extremely well suited for the detection an d extractio n of information presente d by
ambient light, and poorly designed as an orifice for ingesting food or as armor to pro-
tect the vulnerable brain from sharp objects. It displays many properties that are only
plausibly interpreted as design features for solving the problem of vision. Moreover,
the properties of an adaptation ca n be used to identify the class of problems, at the
correct level of specificity or generality, that the adaptation was designed to solve. The
eye allows humans to see hyenas, but tha t does not mea n it i s an adaptation that
evolved particularly for hyena detection: There are no features that render it bette r
designed fo r seeing hyenas than fo r seeing any o f a fa r larger class of comparable
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objects. These principles governing adpatations can be developed into a series of meth-
ods for empirically arbitrating the dispute between traditional an d domain-specific
views ofthe mind. The Standard Social Science Model and evolutionary psychological
approaches diffe r mos t strongly on the grounds of functional specialization , o f con-
tent-specificity, an d of evolutionary appropriatenes s (Tooby & Cbsmides, this vol-
ume).

According to the evolutionary psychological approach to social cognition outlined
here and elsewhere (Cosmides, 1985 , 1989; Cosmides& Tooby, 1987 , 1989; Tooby,
1985; Tooby & Cosmides, 1989 , 1990b), the mind should contain organized systems
of inference that are specialized for solving various families of problem, such as social
exchange, threat, coalitional relations, and mat e choice. Advocates of evolutionary
views do not deny that humans learn, reason, develop, or acquire a culture; however,
they do argue that these functions are accomplished at least in part through the oper-
ation o f cognitive mechanism s tha t are content-specialized—mechanisms that are
activated by particular content domains and that are designed to process information
from those domains. Each cognitive specialization is expected to contain design fea-
tures targeted to mesh with the recurrent structure of its characteristic problem type,
as encountered unde r Pleistocene conditions . Consequently , one expects cognitive
adaptations specialize d fo r reasoning about social exchange to have some design fea-
tures that are particular and appropriate to social exchange, but that are not activated
by or applied to other content domains.

In contrast, the Standard Social Science Model predicts that the reasoning proce-
dures applied to situations of social exchange should be the same reasoning procedures
that are applied to other kinds of content. O n this view, reasoning is viewed as the
operation o f content-independent procedures , suc h as formal logic , applied impar-
tially and uniformly to every problem, regardless ofthe nature ofthe content involved.
There should be nothing in the evolved structure ofthe mind—no content-sensitive
procedures, n o special representational format—tha t is more appropriate fo r reason-
ing about social exchange than about hat racks, rutabagas, warfare, Hinayana scrip-
ture, turbulence, or textuality. In other words, the standard view is that the faculty of
reasoning consists of a small number of processes that are designed to solve the most
inclusive and genera l class of reasoning problems possible—a class no t define d i n
terms of its content, as the class includes all potential contents equally. On this view,
any variability in reasoning due to content must be the product of experiential vari-
ables such as familiarity or explicit instruction .

For these reasons, the questions of interest for this experimental program include
the following: Do patterns of performance on problems that require reasoning about
social exchange reflect content-general rules of logic? Do patterns of performance on
social exchang e content, a s compared wit h other contents , sho w systematic differ -
ences? If so, can these differences be explained through invoking general-purpose vari-
ables such as familiarity? Does the complexly articulated performance of subjects on
social exchange problems have the detailed properties predicted in advance by an evo-
lutionary analysis of the design features required for a cognitive adaptation to social
exchange? By answering these and related questions, building from one experimental
result to the next, the functional structure of human cognitive adaptations for reason-
ing about social exchange can begin to be delineated, and the adequacy ofthe Standard
Social Science Model can be assessed.
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Standard Analyses of the Evolutio n of Altruism

Natural selection is a feedback process that is driven by the differential reproductio n
of alternative designs. If a change in an organism's design allows it to outreproduce the
alternative designs in the population, then that design change will become more com-
mon—it will be selected for. If this reproductive advantage continues, then over many
generations that design change will spread through the population until all members
of the species have it. Design changes that enhance reproduction are selected for; those
that hinder reproduction relative to others are selected against and, therefore, tend to
disappear. This ongoing process leads over time to the accumulation of designs orga-
nized for reproduction.

Consider, then, a design change that appears to decrease the reproduction of an
individual who has it while simultaneously increasing the reproduction o f other indi-
viduals. How could such a design change possibly spread through the population? At
first glance, it would seem that a design feature that had this property would be selected
against.

Yet many organisms do engage in behaviors that decrease their own reproduction
while enhancing that of others. One chimpanzee will endanger itself to help another
in a fight (de Waal, 1982) . A vampire bat will feed blood that it has collected from its
prey to a hungry conspecific (Wilkinson, 1988,1990). A ground squirrel will warn oth-
ers of the presence of a predator by emitting an alarm call that can draw the predator's
attention to itsel f (Sherman, 1977) . Among many species of social insects , workers
forgo reproduction entirely in prder to help raise their sisters (Wilson, 1971). People
sometimes put themselves at great peril to help their fellow human beings, and carry
out innumerable acts on a daily basis whose purpose is to help others. If a psychological
mechanism generates such behavior on a regular basis, how could it possibly have been
selected for ?

Evolutionary biologists call this the "problem of altruism." An "altruistic" design
feature i s an aspec t o f the phenotyp e that i s designed to produc e some effec t tha t
enhances the reproduction o f other individuals even though it may cause the individ-
ual who has it to reproduce less. The question is, how can designs that generate such
behavior spread through a population until they become universal and species-typical?

So far, evolutionary biologists have provided two answers to the problem of altru-
ism. The first, kin selection theory (or inclusive fitness theory), was proposed by W. D.
Hamilton in 1964 (see also Maynard Smith, 1964; Williams & Williams, 1957). Imag-
ine a design change that causes an individual to increase the reproduction of that indi-
vidual's relatives, but that decreases the individual's own reproduction. There is some
probability, r, that the kin member who receives the help has inherited that very same
design change from a common ancestor. Therefore, the design change—through help-
ing the relative to reproduce—may be spreading new copies of itself in the population,
even though it is simultaneously decreasing the rate at which it creates new copies of
itself through the individual it is in, by slowing the reproduction of that particular indi-
vidual. Whenever a design change affects both direct reproduction and kin reproduc-
tion, there is a trade-off between these two different avenues by which a design change
can be reproduced. The fate of the design change will be determined by how much it
helps (or harms) the relative, how much it harms (or helps) the helper, and the prob-
ability the relative shares the design change by virtue of their sharing common ances-
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tors. By using what was, in effect, mathematica l game theory, Hamilton showed that
a "helping design" can spread through the population i f it causes an organism to help
a kin member whenever the cost to the organism's own reproduction is offset by the
benefit to the reproduction of its kin member, discounted by the probability/, that the
kin member has inherited the same helping design. Although helping under these cir-
cumstances decreases the helper's personal reproduction, throug h its effect o n other
individuals it causes a net increase in the reproduction of the helping design itself in
the population.

Consequently, if C, and Bt refer to costs and benefits to an individual f s own repro-
duction, then an altruistic design change can be selected for if it causes / to helpy when-
ever Cj  <  rjjBj.  An y design change that causes an individual to help more than this—
or less than this—would be selected against. This constraint is completely general and
falls out of the logic of natural selection theory: It should be true of any species on any
planet at any time. A species may be solitary, and individuals may have no social inter-
actions with their relatives; but i f members of a species consistently interact socially
with their relatives in ways that affect their reproduction, then they will be selected to
evolve information-processing mechanisms that produce behavior that respects this
constraint.

Because it suggested a rich set of hypotheses about phenotypic design, kin selection
theory allowed animal behavior researcher s to discover a  flood of new phenomena.
They began to find that the altruistic behavior of many species shows the design fea-
tures that one would expect i f their information-processin g mechanism s had been
shaped by kin selection. For example, ground squirrels are far more likely to give an
alarm call if a close relative lives nearby (Sherman, 1977), and they have psychological
mechanisms that allow them to discriminate full siblings from half siblings from unre-
lated individuals (Hanken & Sherman, 1981 ; Holmes & Sherman, 1982) . Similarly,
kinship is a major predictor of whether a vampire bat will share its food with a partic-
ular individual (Wilkinson, 1988 , 1990) . Most strikingly, kin selection theory (e.g.,
Hamilton, 1964 ; Williams & Williams, 1957) finally explained the existence of the
sterile worker castes in the eusocial insects that had so troubled Darwin, providing an
elegant set of hypotheses concerning how eusocial insects should allocate their repro-
ductive effort among sisters, half-sisters, brothers and offspring, which have since been
tested and confirme d (e.g., Frumhoff & Baker, 1988; Frumhoff &  Schneider, 1987;
Trivers & Hare, 1976) .

The realization that a design feature can make copies of itself not only by affecting
the reproductive success of its bearer, but also by affecting the reproductive success of
its bearers' kin, led to a new definition of the concept of fitness. Previously, evolution-
ary biologists spoke of a design's "Darwinian fitness": its effect on the number of off -
spring produced by an individual who has the design. But since Hamilton, one speaks
of a design's "inclusive fitness": its effect on the number of offspring produced by an
individual who has the design plus its effects on the number of offspring produced by
others who may have the same design—that individual's relatives—with each effec t
discounted by the appropriate measure of relatedness, often designated by r (Dawkins,
1982; Hamilton, 1964) . Above, we used C/ and Bt to refer to effects on a design's Dar-
winian fitness; henceforth, we will use these variables to refer to effects on a design's
inclusive fitness.1

Kin-directed helping behavior is common in the animal kingdom. But on occa-
sion, one finds a species in which individuals help nonrelatives as well. How can a
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design feature that decreases one's own inclusive fitness while simultaneously increas-
ing that of nonrelative be selected for? Although rare compared to kin-directed help-
ing, such behavior does exist. For example, although kinship is a major predictor of
food sharing in vampire bats, they share food with certain nonrelatives as well. Male
baboons sometimes protect offsprin g no t their own (Smuts, 1986) . Unrelated chim-
panzees will come to each other's aid when threatened (de Waal & Luttrell, 1988).

Williams (1966) , Triver s (1971) , Axelro d and Hamilto n (1981) , an d Axelrod
(1984) provided a  second approach t o the problem of altruism, reciprocal altruism
theory, which in effect draws on the economist's concep t of trade. Selection may act
to create physiological or psychological mechanisms designed to deliver benefits even
to nonrelatives, provided that the delivery of such benefits acts, with sufficient prob -
ability, to cause reciprocal benefit s to be delivered in return. Such social exchange is
easily understood as advantageous whenever there exist what economists call "gains
in trade"—that is, whenever what each party receives is worth more than what it cost
to deliver the reciprocal benefi t to the other party. Ecologically realistic conditions,
however, seldom provid e opportunitie s i n whic h two parties simultaneousl y have
value to offer each other. For this reason, biologists have tended to focus on situations
of deferred implicit exchange, where one party helps another at one point in time, in
order to increase the probability that when their situations are reversed at some (usu-
ally) unspecified time in the future, the act will be reciprocated (hence the terms recip-
rocal altruism, reciprocation, or , as we prefer for the general class, social exchange).

If the reproductive benefit one receives in return is larger than the cost one incurred
in renderin g help, then individuals who engage in thi s kin d o f reciprocal helping
behavior will outreproduce those who do not, causing this kind of helping design to
spread. For example, if a vampire bat fails to find food for two nights in a row it will
die, and there is high variance in food-gathering success. Sharing food allows the bats
to cope with this variance, and the major predictor o f whether a bat will share food
with a nonrelative is whether the nonrelative has shared with that individual in the
past (Wilkinson, 1988,1990). Reciprocal altruism is simply cooperation between two
or more individuals for mutual benefit, and it is variously known in the literature as
social exchange , cooperation, o r reciprocation . Desig n feature s tha t allo w one t o
engage in reciprocal altruism can be selected for because they result in a net increase
in one's own reproduction o r that of one's relatives and, consequently, in the repro-
duction of the design features that produce this particular kind of cooperative behav-
ior.

For example , according t o reciproca l altruis m theory , cognitive programs that
generate food sharing among nonrelatives can be selected for only if they exhibit cer-
tain design features. By cataloging these design features, Wilkinson (1988, 1990) was
able to look for—and discover—heretofore unknown aspects of the psychology and
behavior of female vampire bats. Reciprocal altruism theory guided his research pro-
gram:

I needed t o demonstrate tha t five criteria wer e being met: that females associate for long
periods, so that each one has a large but unpredictable number of opportunities to engage in
blood sharing; that the likelihood of an individual regurgitating to a roostmate can be pre-
dicted on the basis of their past association; that the roles of donor and recipient frequentl y
reverse; that the short-term benefits to the recipient are greater than the costs to the donor;
and that donors are able to recognize and expel cheaters from the system. (Wilkinson 1990,
p. 77)
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Like kin selection theory, reciprocal altruism theory suggested a host of hypotheses
about phenotypi c design , whic h allowe d anima l behavio r researcher s t o discover
many previously unsuspected phenomena. Recently , it has done the same for those
who stud y socia l exchang e i n humans . Reciproca l altruis m theor y ha s allowe d
researchers to derive a rich set of hypotheses about the design features of the cognitive
programs that generate cooperative behavio r in humans. We will examine some of
these hypotheses and the evidence for them.

This chapter i s divided into three parts. I n the first part (Selection Pressures) we
explore some of the constraints reciprocal altruism theory places on the class of designs
that can evolve in humans. These "evolvability constraints" (see Tooby & Cosmides,
this volume) led us to develop a set of hypotheses about the design features of the cog-
nitive programs that are responsible for reasoning about social exchange. In the second
part (Cognitive Processes) we review research that we and others have conducted t o
test thes e hypotheses and sho w that th e cognitive programs that govern reasoning
about social exchange in humans have many of the design features one would expect
if they were adaptations sculpted by the selection pressures discussed in the first part.
In the third part (Implications for Culture) we discuss the implications of this work for
understanding cross-cultural uniformities and variability in cooperative behavior.

SELECTION PRESSURES

Natural selection permit s the evolution of only certain strategie s for engaging social
exchange. To be selected for, a design governing reasoning about social exchange must
embody one of these strategies—in other words, it must meet an "evolvability crite -
rion" (see Tooby & Cosmides, this volume). By studying the nature of these strategies,
one can deduce many properties that human algorithms regulating social exchange
must have, as well as much about the associated capabilitie s such algorithms require
to function properly. Using this framework, one can then make empirical predictions
about human performance in areas that are the traditional concern of cognitive psy-
chologists: attention , communication , reasoning , the organization of memory, and
learning. One can also make specific predictions about human performance on rea-
soning tests, such as the ones we will discuss in Cognitive Processes (following).

In this part, we explore the nature of the selection pressures on social exchange
during hominid evolution—the relevant evolvability constraints—and see what these
allow one to infer about the psychological basis for social exchange in humans.

Game-Theoretic Constraints on the Evolution of Social Exchange

The critical act in formulating computational theories turns out to be the discovery of valid
constraints on the way the world is structured. (Marr & Nishihara, 1978, p. 41)

In Evolution and the Theory o f Games, John Maynard Smith (1982) pointed out that
natural selection has a game-theoretic structure. Alternative designs are selected for or
not because of the different effects they have on their "own" reproduction—that is, on
the reproduction o f all identical designs in the population. Some designs will outre-
produce others until they become universal in the population; others will be selected
out. Using game theory, one can mathematically model this process with some pre-
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cision. Thi s is true whether one is describing the alternative design s anatomically,
physiologically, or cognitively. For example, it is irrelevant to the analysis whether one
describes a  design chang e in a  particular regio n o f the brain anatomically—a s an
increase in the density of serotonin receptor s in that region—physiologically—as an
increase in the rate of serotonin uptake (which was caused by the increased recepto r
density)—or cognitively—as a difference in how the individual who has the increased
receptor density processes information. All that matters to the analysis is what effect
the design change—however described—has on its own reproduction. Becaus e our
concern in this chapter is the evolution o f the information-processing mechanism s
that generate cooperative behavior, we will describe alternative designs cognitively, by
specifying the different rules that they embody and the representations that those rules
act upon.

To see how a game-theoretic analysis works, consider how one can use it to under-
stand th e ramification s o f reciproca l altruis m theor y fo r th e evolutio n o f socia l
exchange between unrelated individuals.

Designs reproduce themselves through the reproduction o f the individuals who
embody them. Given an individual, /, define a benefit t o i (£,) as the extent to which
any act, entity, or state of affairs increases the inclusive fitness of that individual. Sim-
ilarly, define a  cost  to i (C,) as the extent to which any act, entity, or state of affair s
decreases the inclusive fitness of individual i . Let 0, refer to any act, entity, or state of
affairs tha t ha s no effec t o n f  s inclusive fitness. A cognitive program that causes a
decrease in its own inclusive fitness while increasing that of an unrelated individua l
can evolve only if it has design features that embody the evolvability constraints of
reciprocal altruism theory. A game-theoretic analysis allows one to explore what these
constraints are. For ease of explication, the two interactants in a hypothetical social
exchange will be designated "you " an d "I," wit h appropriate possessive pronouns .

Reciprocal altruism, or social exchange, typically involves two acts: what "you" do
for "me" (ac t 1) , and what "I" do for "you" (ac t 2). For example, you might help me
out by baby-sitting my child (act 1) , and I might help you by taking care of your veg-
etable garden when you are out of town (act 2). Imagine the following situation: Baby-
sitting my child inconveniences you a bit, but this inconvenience is more than com-
pensated for by my watering your garden when you are out of town. Similarly, water-
ing your garden inconveniences me a bit, but this is outweighed by the benefit to me
of your baby-sitting my child. Formally put:

1. You r doing act 1 for me benefits me (B )̂ at some cost to yourself (C^).
2. M y doing act 2 for you benefits you (B^u) at some cost to myself (CTOf).
3. Th e benefit to you of receiving my act 2 is greater than the cost to you of doing

act 1 for me (B̂  of act 2 > C^ of act 1).
4. Th e benefit to me of receiving act 1  from you is greater than the cost to me of

doing act 2 for you (B̂  of act 1 > C^ of act 2).

If these four conditions are met—if acts 1 and 2 have this cost/benefit structure—then
we would both get a net benefit by exchanging acts 1 and 2. Social exchange, or recip-
rocal altruism, is an interaction that has this mutually beneficial cost/benefit structure
(see Table 3.1).

At first glance, one might think that natural selection would favor the emergence
of cognitive programs with decision rules that cause organisms to participate in social
exchange whenever the above conditions hold. After all, participation would result, by



172 COOPERATION

Table 3.1 Sincere Social Contracts: Cost/Benefit Relations When One Party Is
Sincere, and That Party Believes the Other Party Is Also Sincere3

My offer: "I f you do Act 1  for me then I'll do Act 2 for you."

Sincere offer

I believe:

You do Act 1  B me
You do not do Act 1 0 ^
I do Act 2  C m<?
/ do not do Act 2 Q m
Profit margin  positive :

Bme > Cme

Cyou
"you
Byou

"you
positive:
B ~~> fyou ** ^ *~*you

Sincere acceptance

You believe:

B^
Ome
^-•me
0™
positive:
Bme > Cme

Cyou

Qyou
Byou

"you
positive:
Byou > Cyou

Translation of the offer into the value systems of the participants:
My terms  "I f B^ then C "̂ "IfB^thenC V
Your terms "I f C,™ then B "̂ "I f C,™ then B^"

aB^ = benefi t to x; Cx = cos t to x; Ox = no change in x's zero-level utility baseline. The zero-level utility baseline is
the individual's level of well-being (including expectations about the future) at the time the offer is made, but inde-
pendent of it. Benefits and costs are increases and decreases in one's utility, relative to one's zero-level utility baseline.

definition, in a net increase in the replication of such designs, as compared with alter-
native designs that cause one to not participate .

But there is a hitch: You can benefit even more by cheating me. If I take care of
your garden, but you do not baby-sit my child—i.e., if I cooperate by doing act 2 for
you, bu t yo u defect o n the agreement by not doing act 1  for me—then you benefi t
more than if we both cooperate. This is because your payoff for cheating when I have
cooperated (B^ ) is greater than your payoff for mutual cooperation (B^ — C^)—
you hav e benefited from m y taking care o f your garden without having inconven-
ienced yourself by baby-sitting for me. Moreover, the same set of incentives applies to
me. This single fact constitutes a barrier to the evolution of social exchange, a problem
that is structurally identical to one of the most famous situations in game theory: the
one-move Prisoner's Dilemma (e.g., Axelrod, 1984; Axelrod & Hamilton, 1981 ; Boyd,
1988;Trivers, 1971). 2

Mathematicians an d economist s us e game theory to determine which decision
rules wil l maximize an individual' s monetary profit s o r subjectiv e utility . Conse -
quently, they express payoffs in dollars or "utils." Such currencies are inappropriate
to an evolutionary analysis, however, because the goal of an evolutionary analysis is
different. Evolutionary biologists use game theory to explore evolvability constraints.
The goal is to determine which decision rules can, in principle, be selected for—which
will, over generations, promote their own inclusive fitness. For this purpose, units of
inclusive fitness are the only relevant payoff currency. Other assumptions are minimal.
The organism need not "know," either consciously or unconsciously, why the decision
rule it executes is better or worse than others, or even that the rule it executes is better
or worse than others. To be selected for , a decision rule must promote its inclusive
fitness bette r than alternative rules—and that's all. It doesn't need to make one happy,
it doesn't need to maximize subjective utility, it doesn't need to promote the survival
of the species, it doesn't need to promote social welfare. To be selected for, i t need only
promote its own replication better than alternative designs.
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C = Cooperate
D = Defect
R = Reward for mutual cooperation
T = Temptation to defect
S =  Sucker's payoff
P =  Punishment for mutual defection

Constraints: T > R > P > S ; R> (T+S)/2*

*For an interated game, R > ( T + S)/2 . This is to prevent players from "cooperating" t o maximize their utility by
alternately defecting on one another.

Figure 3.1 Payoff Schedule for the Prisoner's Dilemma situation in game theory.

Mathematicians and economists have used the Prisoner's Dilemma to understand
how cooperation can arise in the absence of a "Leviathan," that is, a powerful state or
agency that enforces contracts. Evolutionary biologists have used it to understand the
conditions unde r which design features that allow individuals to cooperate ca n be
selected for. It is a game in which mutual cooperation would benefit both players, but
it is in the interest of each player, individually, to defect, cheat, or inform on the other.
It is frequently conceptualized a s a situation in which two people who have collabo-
rated i n committing a  crime are prevented fro m communicatin g with each other ,
while a district attorney offers each individual a lighter sentence if he will snitch on his
partner. But the payoffs can represent anything for which both players have a similar
preference ranking: money, prestige, points in a game—even inclusive fitness. A pos-
sible payoff matrix and the relationship that must exist between variables is shown in
Figure 3.1.

Looking at this payoffmatrix, one might ask: "What's the dilemma? I will be better
off, and so will you, if we both cooperate—you will surely recognize this and cooperate
with me." I f there is only one move in the game, however, it is always in the interest
of each party to defect (Luce & Raiffa, 1957) . That is what creates the dilemma, as we
will show below.

Figure 3.2 shows that the cost/benefit structure of a social exchange creates the
same payoffmatrix a s a Prisoner's Dilemma: (B,) > (B , — C/) > 0  > C , (i.e., T > R
> P  > S) ; and (B, - Q  > (B , - C  ,)/2 (i.e., R > T  + S/2) . In other words, if I
cooperate on our agreement, you get B̂  for defecting, which is greater than the B^
~ Cyou  you would get for cooperating (i.e., T > R) . If I defect on our agreement, you
get nothing for defecting (this is equivalent to our not interacting at all; thus P = 0 and
R > P) , which is better than the Ĉ  loss you would incur by cooperating (i.e., P > S).
The payoffs are in inclusive fitness units—the numbers listed are included simply to
reinforce the analogy with Figure 3.1. In actuality, there is no reason why C^ must
equal C^ (or BW(, = B^); an exchange will have the stucture of a Prisoner's Dilemma
as long as mutual cooperation would produce a net benefit for both of us.

Now that we have defined the situation, consider two alternative decision rules:

Decision rule 1: Always cooperate.
Decision rule 2: Always  defect.

you
C

c
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Figure 3.2 Social exchange sets up a Prisoner's Dilemma. B, = Benefit to /, C, = Cost
to /, 0, = ;'s inclusive fitness is unchanged.

An individual with cognitive programs that embody decision rule 1 would be an indis-
criminate cooperator; a n individual with cognitive programs that embody decision
rule 2 would be an indiscriminate cheater .

Now imagine a population o f organisms, most of whom have cognitive programs
that embody decision rule 1, but a few of whom have cognitive programs that embody
decision rule 2.3 Then imagine a tournament that pits the reproduction of decision rule
1 against that of decision rule 2.

In this tournament, both sets of individuals face similar environments. For exam-
ple, one might specif y tha t bot h type s of organisms are subject to the sam e payof f
matrix, that each organism participates i n three interactions per "generation," an d
that these three interactions must be with three different individuals, randomly chosen
from the population. After every organism has completed its three interactions, each
organism "reproduces" and then "dies." "Offspring" carry the same decision rule as
the "parent," and the number of offspring produced by an individual is proportional
to the payoffs i t gained in the three interactions i t participated in in that generation.
This process repeats itself every generation.

Using this tournament, one can ask, After one generation, how many replicas of
rule 1 versus rule 2 exist in the population? How many replicas of each rule exist after
n generations? If one were to run a computer model of this tournament, one would
find that after a few generations individuals who operate according to rule 2 ("Always
defect") would , on average , be leaving more offsprin g tha n individual s operating
according to rule 1  ("Always cooperate"); the magnitude of the difference between
them is rule 2's "selective advantage" over rule 1. This magnitude will depend on what
payoff and opportunity parameters were specified in the program used, as well as the
population composition .

After a larger number of "generations," rule 1—"Alway s cooperate"—would be
selected out. For every interaction with a cheater, rule 1 would lose two inclusive fit-
ness points, an d rul e 2 would gain five. Consequently, indiscriminat e cooperators
would eventually be selected out , and indiscriminate cheater s would spread through
the population; the number of generations this would take is a function of how many
cheaters versus indiscriminate cooperators were in the initial population. In practice,
a population o f "cheaters" is a population of individuals wh o never participate i n

you
c D

me:R = Bme -C me = + 3 me : S = Cme =-2
C

you: R = Eyou -  C you = +3 you : T = Eyou =  +5

me

me:T = B/m? = + 5 me : P = Ome = 0
D

you: S  = Cyou=-2 you : P = 0̂  = 0
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social exchange; if you "cheat" by not doing act 1  for me, and I "cheat" by not doing
act 2 for you, then, in effect, we have exchanged nothing. And an indiscriminate coop-
erator in the midst of defectors is, in practice, always an "altruist" or victim, contin-
ually incurring costs in the course of helping others, but receiving no benefits in return.

So, after n  generations, where n is a function of the magnitude of rule 2's selective
advantage in the tournament's "environment" an d other population parameters, one
would find that rule 2 had "gone to fixation": Virtually all individuals would have rule
2, and, regardless of the population's absolut e size, a vanishingly small proportion of
the individuals in it would have rule 1. 4

By using this kind of logic, one can show that if a new design coding for rule 2—
"Always defect"—were to appear i n a population that is dominated b y individual s
with rule 1—"Alway s cooperate"—it would spread through the population unti l it
became fixed, and it would not be vulnerable to invasion by rule 1 (see, e.g., Axelrod,
1984). In a tournament pitting indiscriminate altruists against indiscriminate cheaters,
the cheaters will come to dominate the population .

One might object that real life is not like a Prisoner's Dilemma , because real-lif e
exchanges are simultaneous , face-to-fac e interactions . Yo u ca n directl y recognize
whether I am about to cheat you or not (provided you are equipped with cognitive
equipment that guides you into making this discrimination). If I show up without the
item I promised, the n you simply do not give me what I want. This is often true in a
twentieth-century market economy, where money is used as a medium of exchange.
But no species that engages in social exchange, including our own, evolved the infor-
mation-processing mechanism s that enable this behavior in the context of a market
economy with a medium of exchange.

Virtually any nonsimultaneous exchange increases the opportunity for defection,
and in nature, most opportunities for exchange are not simultaneous. Fo r example, a
drowning man need s immediate assistance , bu t whil e he is being pulled fro m th e
water, he is in n o position t o hel p his benefactor. Opportunitie s fo r simultaneous
mutual aid—and therefore for the withdrawal of benefits in the face of cheating—are
rare in nature for several reasons :

The "items" of exchange are frequently act s that, once done, cannot be undone
(e.g., protection from a n attack an d alerting other s to the presence o f a food
source).

The needs and abilities of organisms are rarely exactly and simultaneously com-
plementary. For example, a female baboon is not fertile when her infant needs
protection, ye t this is when the male's ability to protect is of most value to her.

On those occasions when repayment is made in the same currency, simultaneous
exchange is senseless. If two hunters both make kills on the same day, they gain
nothing from sharing their kills with each other: They would be swapping iden-
tical goods. In contrast, repaymen t in the same currency can be advantageous
when exchange is not simultaneous, because of declining marginal utilities: The
value of a piece of meat is larger to a hungry individual than to a sated one.

Thus, in the absence of a widely accepted mediu m of exchange, most exchanges are
not simultaneou s an d therefor e do provide opportunitie s fo r defection. You mus t
decide whether to benefit me or not without any guarantee that I will return the favor
in the future. This is why Trivers (1971) describes social exchange in nature as "recip-
rocal altruism." I behave "altruistically" (i.e., I incur a cost in order to benefit you) at
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one point in time, on the possibility that you will reciprocate may altruistic act in the
future. I f you do, in fact, reciprocate, the n our "reciprocally altruistic " interactio n is
properly described as an instance of delayed mutual benefit: Neither of us has incurred
a net cost; both of us have gained a net benefit.

A syste m o f mutua l cooperatio n canno t emerg e i n a  one-mov e Prisoner' s
Dilemma because it is always in the interest of each player to defect. In fact, the argu-
ment is general to any known, fixed number of games (Luce & Raiffa, 1957) . But selec-
tion pressures change radically when individuals play a series of Prisoner's Dilemma
games. Mutua l cooperation—and therefor e social exchange—ca n emerg e between
two players when (a) there is a high probability that they will meet again, (b) neither
knows for sure exactly how many times they will meet,5 and (c) they do not value later
payoffs by too muc h less than earlier payoff s (Axelrod , 1984 ; Axelrod & Hamilton,
1981). If the parties are making a series of moves rather than just one, then one party's
behavior on a move can influence the other's behavio r on future moves . If I defec t
when you cooperated, the n you can retaliate by defecting on the next move; if I coop-
erate, then you can reward me by cooperating on the next move. In an iterated Pri -
soner's Dilemma game, a system can emerge that has incentives for cooperation an d
disincentives for defection.

The work of Trivers (1971), Axelrod and Hamilton (1981), and Axelrod (1984) has
shown that indiscriminate cooperation (Decisio n rule 1 ) cannot be selected for when
the opportunity for cheating exists. But selective cooperation can be selected for. Deci-
sion rules that cause one to cooperate wit h other cooperators and defect on cheaters
can invade a population o f noncooperators.

Consider, for example, Decision rule 3:

Decision rul e 3: Cooperate on the first move; on subsequent moves, do whatever
your partner did on the previous move.

This decision rule is known in the literature as TIT FOR TAT (Axelrod & Hamilton,
1981). If rule 3's partner cooperates on a move, rule 3 will cooperate on the next move
with that partner. I f rule 3's partner defects on a move, rule 3 will defect on the next
move with that partner. It has been shown that rule 3 can invade a population domi -
nated by indiscriminate cheater s (individuals who behave according to decision rule
2: "Always defect"). Using the payoff matrix in Figure 3.2, it is clear that rule 3 would
outreproduce rul e 2: Mutual cooperators (pair s of individuals who behave according
to rule 3) would get strings of +3 inclusiv e fitness points, peppered with a few —2s
from a first trial with a rule 2 cheater (after which the cooperator would cease to coop-
erate with that individual) . I n contrast , mutua l defectors (pairs of individuals who
behave according to rule 2) would get strings of Os, peppered with a few + 5s from an
occasional first trial with a rule 3 cooperator (afte r which the cooperator would never
cooperate with that individual again).

Game-theoretic analyse s have shown that a decision rule embodying a cooperative
strategy can invade a population of noncooperators if , and only if, it cooperates with
other cooperators an d excludes (or retaliates against) cheaters. If a decision rule regu-
lating when one should cooperate and when one should cheat violates this constraint,
then it will be selected against .

Axelrod (1984) has shown that there are many decision rules that do embody this
constraint. Al l else equal (an important caveat) , any of these could, in theory, have
been selected for in humans. Which decision rule, out of this constrained set, is embod-
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ied in the cognitive programs that actually evolved in the human lineage is an empir-
ical question. But note that to embody any of this class of decision rules, the cognitive
programs involved would have to incorporate a number of specific design features:

1. The y must include algorithms that are sensitive to cues that indicate when an
exchange is being offered and when reciprocation i s expected.

2. The y must include algorithms that estimate the costs and benefits of various
actions, entities, or states of affairs to oneself.6

3. The y must include algorithms that estimate the costs and benefits of various
actions, entities, or states of affairs to others (in order to know when to initiate
an exchange).

4. The y must include algorithms that estimate the probability that these actions,
entities, or states of affairs will come about in the absence of an exchange.

5. The y must include algorithms that compare these estimates to one another (in
order to determine whether B, > Q) .

6. The y must include decision rules that cause / to reject an exchange offer when
B,<Q.

7. The y mus t includ e decisio n rule s tha t caus e / ' to accep t (o r initiate ) a n
exchange when B/ > C , (and other conditions are met).

8. The y mus t includ e algorithm s with inference procedure s tha t captur e th e
intercontingent nature of exchange (see Cosmides & Tooby, 1989, pp. 81 -84).

9. The y must include algorithms that can translate the exchange into the value
assignments appropriate to each participant .

10. They mus t includ e algorithm s tha t can detect cheaters (thes e mus t defin e
cheating as an illicitly taken benefit).

11. The y must include algorithms that cause one to punish cheating under the
appropriate circumstances .

12. The y must include algorithms that stor e informatio n about th e histor y of
one's past exchanges with other individuals (in order to know when to coop-
erate, when to defect, and when to punish defection).

13. They mus t includ e algorithms tha t can recogniz e differen t individual s (i n
order to do any of the above).

14. They nee d no t includ e algorithm s fo r detectin g indiscriminat e altruists ,
because there shouldn't be any.

Not all of these algorithms need to be part of the same "mental organ." For example,
because algorithms that can do 2,3,4,5, and 13 are necessary to engage in social inter-
actions othe r tha n exchange—suc h a s aggressive threat—these migh t be activated
even when the algorithms that are specific to social exchange are not.

Design features 1 to 1 4 are just a partial listing, based on some very general con-
straints on the evolution o f social exchange that fall out of an examination of the iter-
ated Prisoner's Dilemma. These constraints are general in the sense that they apply to
the evolution of reciprocal altruism in almost any species—from reciprocal egg trading
in hermaphroditic fish (Fischer, 1988 ) to food sharing in humans. Other, species-spe -
cific constraints on the design of social exchange algorithms can be derived by consid-
ering how these general selection pressures would have manifested themselves in the
ecological context of hominid evolution.

For example, the sharing rules that are applied to high-variance resources, such as
hunted meat, should differ in some ways from those that are applied to low-variance
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resources, such as gathered plant foods (Kaplan & Hill, 198 5 • see also Implications for
Culture, this chapter). This raises the possibility that human exchange algorithms have
two alternative, context-specifi c modes of activation. Both modes would have to sat-
isfy the general constraints listed above, but they might differ considerably in various
details, such as whether one expects to be repaid in the same currency (e.g., meat for
meat), whether one requires reciprocation befor e one is willing to help a second time,
or whether one is quick to punish suspected cheaters . Another example of how eco-
logical context can place species-specific constraints o n design concerns the kind of
representations that exchange algorithms can be expected to operate on. For example,
exchange algorithms in humans should operate on more abstract representations than
exchange algorithms in vampire bats. The reciprocation algorithm s of vampire bats
could, in principle, operate on representations o f regurgitated blood, because this is
the only item that they exchange. But item-specific representations of this kind would
not make sense for the exchange algorithms of humans. Because our ancestors evolved
the ability to make and use tools and to communicate information verbally, exchange
algorithms that could accept a wide and ever-changing variety of goods, services, and
information as input would enjoy a selective advantage over ones that were limited to
only a few items of exchange. To accommodate an almost limitless variety of inputs—
stone axes, meat, help in fights, sexual access, information about one's enemies, access
to one's water hole, necklaces, blow guns, and so forth—representations of particular
items of exchange would have to be translated into an abstract "lingu a franca" that
the various exchange algorithms could operate on. This constraint led us to hypothe-
size that an item-specific repesentation of an exchange would be translated into more
abstract cost-benefit representations (like those in the last two lines of Table 3.1) at a
relatively early stage in processing, and that many of the algorithms listed earlier would
operate o n thes e cost-benefi t representations (Cosmide s &  Tooby, 1989) . Because
some o f thes e species-specifi c constraint s o n th e evolutio n of socia l exchang e in
humans have interesting implications for cultural variation, we will defer a discussion
of them to the third part of this chapter (Implications fo r Culture), where we discuss
social exchange and culture.

David Marr argued that "an algorithm is likely to be understood more readily by
understanding the nature of the problem being solved than by examining the mecha-
nism (and the hardware) in which it is embodied" (1982, p. 27). This is because the
nature of the problem places constraints on the class of designs capable of solving it.
The iterated Prisoner's Dilemma is an abstract description o f the problem of altruism
between nonrelatives. By studying it, one can derive a set of general constraints that
the cognitive problems of virtually any species must satisfy t o be selected fo r under
these circumstances. By studying the ecological context in which this problem mani-
fested itsel f for our Pleistocene ancestors , on e can derive additional constraints. All
these constraints on the evolution of social exchange—those that apply across species
and those that apply just to humans—allow one to develop a task analysis or, to use
Marr's term, a "computational theory" of the adaptive problem of social exchange.
Cosmides and Tooby (1989) used some of these constraints to develop the beginnings
of a computational theory of social exchange, which we call "social contract theory."
So as not t o repea t ourselves here, we refer the reader to that article for details. By
constraining the class of possible designs, this theory allowed us and others to make
some predictions about the design features of the algorithms and representations that



COGNITIVE ADAPTATIONS FOR SOCIAL EXCHANGE 179

evolved to solve the problem of social exchange in humans. Design features 1-14 listed
earlier are a small subset of those predictions.

The computationa l theor y we developed ha s guided our researc h progra m on
human reasoning. We have been conducting experiments to see whether people have
cognitive processe s tha t ar e specialize d fo r reasonin g abou t socia l exchange . The
experiments we will review in the following part were designed to test for design fea-
tures 1,9 , 10 , and 14 , as well as some other predictions derived from the computa-
tional theory . We have been particularl y interested i n testing the hypothesi s that
humans have algorithms that are specialized fo r detecting cheaters in situations of
social exchange.

COGNITIVE PROCESSES

Differential reproduction of alternative designs is the engine that drives natural selec-
tion: If having a particular mental structure, such as a rule of inference, allows a design
to outreproduce other designs that exist in the species, then that mental structure will
be selected for. Over many generations it will spread through the population until it
becomes a universal, species-typical trait.

Traditionally, cognitiv e psychologist s hav e assume d tha t th e huma n min d
includes only general-purpose rules of reasoning and that these rules are few in number
and content-free. But a cognitive perspective that is informed by evolutionary biology
casts doubt on these assumptions. This is because natural selection is also likely to have
produced many mental rules that are specialized for reasoning about various evolu-
tionarily important domains, such as cooperation, aggressive threat, parenting, disease
avoidance, predator avoidance, object permanence, and object movement. Different
adaptive problems frequently have different optima l solutions, and can therefore be
solved more efficiently b y the applicatio n o f different problem-solvin g procedures.
When two adaptive problems have different optimal solutions, a single general solu-
tion will be inferior to two specialized solutions. In such cases, a jack-of-all-trades will
necessarily be a master of none, because generality can be achieved only by sacrificing
efficiency. Indeed , it is usually more than efficiency that is lost by being limited to a
general-purpose method—generality may ofte n sacrific e the ver y possibility of suc-
cessfully solving a problem, as, for example, when the solution requires supplemental
information that cannot be sensorily derived (this is known as the "frame problem"
in artificial intelligence research).

The same principle applies to adaptive problems that require reasoning: There are
cases where the rules for reasoning adaptively about one domain will lead one into
serious error if applied to a different domain. Such problems cannot, in principle, be
solved by a single general-purpose reasoning procedure. They are best solved by dif-
ferent special-purpose reasoning procedures.

For example, the rules of inference of the prepositional calculus (formal logic) are
general-purpose rules of inference: They can be applied regardless of what subject mat-
ter one is reasoning about. Yet the consistent application of these rules of logical rea-
soning will not allow one to detect cheaters in situations of social exchange, because
what counts as cheating does not map onto the definition of violation imposed by the
prepositional calculus. Suppose you and I agree to the following exchange: "If you give
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me your watch then I'll give you $20." You would have violated our agreement—you
would have cheated me—if you had taken my $20 but not given me your watch. But
according to the rules of inference of the prepositional calculus, the only way this rule
can be violated is by your giving me your watch but my not giving you $20.7 If the only
mental rules my mind contained were the rules of inference of the propositional cal-
culus, then I would not be able to tell when you had cheated me. Similarly, rules of
inference for detecting cheaters on social contracts will not allow one to detect bluff s
or double crosses in situations of aggressive threat (Cosmides & Tooby, in prep., a).
What counts as a violation differs fo r a social contract, a  threat, a rule describing the
state of the world, and so on. Because of this difference, the same reasoning procedure
cannot be successfully applied to all of these situations. As a result, there cannot be a
general-purpose reasoning procedure that works for all of them. If these problems are
to be solved at all, they must be solved by different specialized reasoning procedures.

Given the selection pressures discussed earlier, we can define a social contract as a
situation in which an individual is obligated to satisfy a  requirement of some kind,
usually at some cost to him- or herself, in order to be entitled to receive a benefit fro m
another individual (or group). The requirement is imposed because its satisfaction cre-
ates a situation that benefits the party that imposed it. Thus, a well-formed social con-
tract expresses an intercontingent situation of mutual benefit: To receive a benefit, an
individual (or group) is required to provide a benefit. Usually (but not always) one
incurs a cost by satisfying the requirement. But that cost is outweighed by the benefit
one receives in return.

Cheating is a violation of a social contract. A cheater is an individual who illicitly
benefits himself or herself by taking a benefit without having satisfied the requirement
that the other party to the contract made the provision of that benefit contingent on.
In this section, we review evidence that people have cognitive adaptations that are spe-
cialized for reasoning about social contracts. We will pay particular attention to the
hypothesis that people have inference procedures specialized for cheater detection.

Adaptations are aspects of the phenotype that were designed by natural selection.
To show that an aspect of the phenotype is an adaptation, one must produce evidence
that it is well designed for solving an adaptive problem. Contrary to popular belief ,
developmental evidence is not criterial: Adaptations need not be present from birth
(e.g., breasts), they need not develop in the absence o f learning or experience (e.g.,
vision, language—see Pinker & Bloom, this volume),8 and they need not be heritable
(Tooby & Cosmides, 1990a). In fact, although the developmental processes that create
adaptations are inherited, adaptations will usually exhibit low heritability. Differences
between individuals will not be due to differences in their genes because adaptation s
are, in most cases, universal and species-typical—everyone has the genes that guide
their development. The filter of natural selection does not sif t designs on the basis of
their developmental trajectory per se:9 It doesn't matter how a design was built, only
that it was built, and to the proper specifications.

To say that an organism has cognitive procedures that are adaptations for detecting
cheaters, one must show that these procedures are well designed for detecting cheaters
on social contracts. One must also show that their design features are not more par-
simoniously explained as by-products o f cognitive processes that evolve d to solve
some other kind of problem, or a more general class of problems. We approached this
question by studying human reasoning. A large literature already existed that showed
that people are not very good at detecting violations of conditional rules, even when



COGNITIVE ADAPTATIONS FOR SOCIAL EXCHANGE 181

these rules deal with familiar content drawn from everyday life. To show that people
who ordinarily cannot detect violations of conditional rules can do so when that vio-
lation represents cheating on a social contract would constitute evidence that people
have reasoning procedures that are specially designed for detecting cheaters in situa-
tions of social exchange.

The Wason Selection Task

One of the most intriguing and widely used experimental paradigms for exploring peo-
ple's ability to detect violations of conditional rules has been the Wason selection task
(Wason, 1966 ; see Figure 3.3, panel a). Peter Wason was interested in Karl Popper' s
view that the structure of science was hypothetico-deductive. He wondered if everyday
learning was really hypothesis testing—i.e., the search for evidence that contradicts a
hypothesis. Wason devised his selection task because he wanted to see whether people
are well equipped to test hypotheses by looking for evidence that could potentially fal -
sify them. In the Wason selection task, a subject is asked to see whether a conditional
hypothesis of the form IfP  then  Q has been violated by any one of four instances rep-
resented by cards.

A hypothesis of the form IfP then  Q is violated only when P is true but Q  is false:
The rule in Figure 3.3, panel a, for example, can be violated only by a card that has a
D on one side and a number other than 3 on the other side. Thus, one would have to
turn over the P card (to see if it has a not-Q on the back) and the not-Q card (to see if
it has a P on the back)—D and 7, respectively, for the rule in Figure 3.3, panel a. Con-
sequently, the logically correct response for a rule of the form IfP then  Q is always P
& not-Q.

Wason expected that people would be good at detecting violations of conditional
rules. Nevertheless , over the pas t 2 5 years, h e and man y other psychologist s have
found that few people actually give this logically correct answer (less than 25% for rules
expressing unfamiliar relations). Most people choose either the P card alone orP&Q.
Few people choose the not-Q card, even though a P on the other side of it would falsify
the rule.

A wid e variet y o f conditiona l rule s tha t describ e som e aspec t o f th e worl d
("descriptive rules") have been tested; some of these have expressed relatively familiar
relations, such as "If a person goes to Boston, then he takes the subway" or "If a person
eats hot chili peppers, then he will drink a cold beer." Others have expressed unfamiliar
relations, such as "If you eat duiker meat, then you have found an ostrich eggshell" or
"If there is an 'A' on one side of a card, then there is a '3' on the other side." In many
experiments, performance on familiar descriptive rules is just as low as on unfamiliar
ones. For example, rules relating food to drink, such as the hot chili pepper rule above,
have never elicited logica l performance higher than that elicited by unfamiliar rules,
even though the typical sophomore i n such experiments has had about 22,000 expe-
riences in which he or she has had both foo d and drink, and even though recurrent
relations between certain food s and certain drinks are common—cereal with orange
juice at breakfast, red wine with red meat, coffee with dessert, and so on. Sometimes
familiar rule s do elicit a  higher percentage of logically correct response s than unfa -
miliar ones, but even when they do, they typically elicit the logically correct response
from fewe r than half of the people tested. For example, in the Wason selection task
literature, the transportation problem—"I f a person goes to Boston, then he takes the



Figure 3.3 Content effects on the Wason selection task. The logical structures of these
three Wason selection tasks are identical: They differ only in propositional content.
Regardless of content, the logical solution to all three problems is the same: P & not-Q.
Although <25% of college students choose both these cards for the abstract problem
in panel a, about 75% do for the drinking age problem (panel b)—a familiar "standard"
social contract. Panel c shows the abstract structure of a social contract problem.
Cheater detection algorithms should cause subjects to choose the "benefit accepted"
card and the "cost not paid" card, regardless of which logical categories they represent.
These cards correspond to the logical categories P & not-Q for the "standard" form in
rule 1, but to the logical categories not-P & Q for the "switched" form in rule 2.
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subway"—is the familiar descriptive rule that has the best record for eliciting logically
correct responses, and performance on this rule was consistently higher in Cosmides's
(1989) experiments than in most others. Even so, it elicited the logically correct P &
not-Q response from only 48% of the 96 subjects tested. Recently, Stone and Cosmides
(in prep.) tested rules expressing causal relations; the pattern of results is essentially the
same as for descriptive rules. Humans do not appear to be naturally equipped to seek
out violations of descriptive or causal rules.

When subjects are asked to look for violations of conditional rules that express
social contracts, however , their performance changes radically. Consider the "drink-
ing age problem" in Figure 3.3, panel b. It expresses a social contract in which one is
entitled to receive a benefit (beer) only if one has satisfied a requirement (being a cer-
tain age).10 The drinking age problem elicits the logically correct response, P & not-Q,
from about 75% of subjects (e.g., Griggs & Cox, 1982; Cosmides, 1985) . On this rule,
it is very easy to see why one needs to check what the 16-year-old is drinking (the not-
Q card) and the age of the person drinking beer (P), and it is equally obvious why the
25-year-old (Q) and the coke drinker (not-P) nee d not be checked. Experiments with
the drinking age problem and other familiar social contracts show that human reason-
ing changes dramatically depending on the subject matter one is reasoning about. Such
changes are known as "content effects. "

Figure 3.3, panel c, shows the abstract structure of a social contract problem. To
detect cheaters on a social contract, on e would always want to choose the "benefit
accepted" card and the "cost not paid" card, regardless of what logical category these
cards happen to correspond to. For the drinking age problem, these cards happen to
correspond to the logical categories P  and not-Q.  Consequently, a subject who was
looking for cheaters on a social contract would, by coincidence, choose the logically
correct answer. But, as this figure also shows, there are situations in which the correct
answer if one is looking for cheaters is not the logically correct answer. This point is
important, and we will return to it later.

When we began this research in 1983 , the literature on the Wason selection task
was full of reports of a wide variety of content effects, and there was no satisfying theory
or empirical generalization that could account for these content effects. When we cat-
egorized these content effects according to whether they conformed to social contracts,
a striking pattern emerged. Robust and replicable content effects were found only for
rules that related terms that are recognizable as benefits and cost/requirements in the
format of a standard social contract—i.e., in the format of Rule 1 in Figure 3.3, panel
c (see Cosmides, 1985 , for a review). No thematic rule that was not a social contract
had ever produced a  content effec t tha t was both robus t and replicable. Moreover,
most of the content effect s reporte d fo r non-social contrac t rule s were either weak,
clouded by procedural difficulties, or had some earmarks of a social contract problem.
All told, for non-social contract thematic problems, 3 experiments had produced a
substantial content effect, 2 had produced a weak content effect, and 1 4 had produced
no content effect at all. The few effects that were found did not replicate. In contrast,
16 ou t o f 1 6 experiments that fi t th e criteri a fo r standar d socia l contracts—i.e. ,
100%—elicited substantial content effects . (Sinc e that time, additional types of con-
tent have been tested; evolutionarily salient contents have elicited new, highly pat-
terned content effects that are indicative of additional cognitive specializations in rea-
soning.)11

Special design is the hallmark of adaptation. As promising as these initial results
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were, they were not sufficient to demonstrate the existence of an adaptation fo r social
exchange. First, although the familiar rules that were social contracts always elicited a
robust effect , an d th e familiar rules that were not socia l contract s faile d t o elici t a
robust and replicable effect, this was true across experiments; individual experiments
usually pitted performanc e on a familiar social contract agains t performance on an
unfamiliar descriptive rule. Because they confounded familiarity with whether a rule
was a social contract or not, these experiments could not decide the issue.12 Familiarity
could still be causing the differences in performance in complex ways that varied across
different subject populations. Second , even if it were shown that familiarity could not
account for the result, these experiments could not rule out the hypothesis that social
contract conten t simpl y facilitates logical  reasoning. This is because the adaptively
correct answer, if one is looking for cheaters on the social contracts tested, happened
to also be the logically correct answer. To show that the results were caused by rules of
inference that are specialized for reasoning about social exchange, one would have to
test social contract rule s in which the correct "loo k fo r cheaters" answer is different
from the logically correct answer.

Below, we review evidence addressing these, and other, hypotheses. Our goal will
be twofold: (a) to show that the reasoning procedures involved show the features of
special design that one would expect if they were adaptations for social exchange, and
(b) to show that the results cannot be explained as by-products of other, more general-
purpose reasoning procedures .

Did the Social Contract Problems Elicit Superior Performance Because They
Were Familiar?

Familiar social contracts elicited high levels of apparently logical performance. Could
this result be a by-product of the familiarity of the social contract rules tested? Suppose
we have general-purpose reasoning procedures whose design makes us more likely to
produce logically correct answers for familiar or thematic rules . Then high levels of/*
& not-Q responses to familiar social contract rules could be a by-product of the oper-
ation of these general-purpose mechanisms, rather than the result of algorithms spe-
cialized for reasoning about social exchange.

The first family of hypotheses that we tested against was the availability theories of
reasoning, which are sophisticated an d detailed versions of this "by-product" hypoth -
esis (Griggs & Cox, 1982 ; Johnson-Laird, 1982 ; Manktelow & Evans, 1979 ; Pollard,
1982; Wason, 1983 ; for a detailed review, see Cosmides, 1985) . These theories come
in a variety of forms with some important theoretical differences , but common to all
is th e notio n tha t th e subject' s actua l pas t experience s creat e associationa l link s
between terms mentioned in the selection task. These theories sought to explain the
"now you see it, now you don't" results common for certain familiar descriptive rules,
such as the transportation problem . Sometime s these rules elicited a  small content
effect; other times they elicited none at all. This was in spite of the fact that the relations
tested—between, for example, destinations and means of transportation o r between
eating certain foods in conjunction wit h certain drinks—wer e perfectly familiar to
subjects. This meant that a general familiarity with the relation itself was not sufficien t
to explain the results. The proposal, therefore, was that subjects who had, for example,
gone to Boston more often by cab than by subway would be more likely to pick "Bos-

different
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ton" and "cab"—i.e., P & not-Q—for the rule "If one goes to Boston, then one takes
the subway" than those who had gone to Boston more often by subway (Q). According
to the availability theories, the more exposures a subject has had to the co-occurrence
of P and Q, the stronger that association will become, and the easier it will come to
mind, i.e., become "available" as a response. A subject is more likely to have actually
experienced the co-occurrence of P and not-Q  for a familiar rule, therefore familia r
rules are more likely to elici t logically correct response s than unfamilia r rules. But
whether a given rule elicits a content effect or not will depend on the actual, concrete
experiences of the subject population tested.

Despite their differences, the various availability theories make the same predic-
tion about unfamiliar rules. If all the terms in a task are unfamiliar, the only associa-
tional link available will be that created between P and Q by the conditional rule itself,
because no previous link will exist among any of the terms. Thus P & Q will be the
most common response for unfamiliar rules. P & not-Q responses will be rare for all
unfamiliar rules, whether they are social contracts or not. The fact that a social-con-
tract-type relation  might be familia r t o subject s is irrelevant: Previous results had
already shown that the familiarity of a relation could not, by itself, enhance perfor-
mance.

We can test against this family of hypotheses because social contract theory makes
very different predictions. If people do have inference procedures that are specialized
for reasoning about social contracts, then these ought to function, in part, as frame or
schema builders, which structure new experiences. This means they should operate in
unfamiliar situations . No matter how unfamiliar the relation or terms of a rule, if the
subject perceives the terms as representing a rationed benefit and a cost/requirement
in the implicational arrangement appropriate to a social contract, then a cheater detec-
tion procedure should be activated. Social contract algorithms need to be able to oper-
ate in new contexts if one is to be able to take advantage of new exchange opportuni-
ties. Therefore, the ability to operate on social contracts even when they are unfamiliar
is a design featur e tha t algorithms specialized fo r reasoning about socia l exchange
should have. Social contract theory predicts a high level of P & not-Q responses on all
"standard" social contract problems, whether they are familiar or not. It is silent on
whether availability exerts an independent effect on non-social contract problems. A
standard social contract is one that has the abstract form, If  you take the benefit, then
you pay the cost (see Rule 1, Figure 3.3, panel c).

In the first set of experiments, we pitted social contract theory against the avail-
ability family of theories by testing performance on an unfamiliar standard  social con-
tract—a problem for which the two hypotheses make diametrically opposite predic-
tions (for details, see Cosmides, 1989 , Experiments 1 and 2) . Each subject was given
four Waso n selectio n task s to solve : an unfamilia r social contract , a n unfamilia r
descriptive rule , a  familia r descriptiv e rule (the transportation problem) , and a n
abstract problem (as in Figure 3.3, panel a). Problem order was counterbalanced across
subjects. The abstract problem was included because it is the usual standard for assess-
ing the presence of a content effec t i n the Wason selection task literature; the trans-
portation problem was included as a standard against which to judge the size of any
social contract effect that might occur.

Rules such as, "If you eat duiker meat, then you have found an ostrich eggshell,"
or, "If a man eats cassava root, then he must have a tattoo on his face," were used for
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the unfamiliar problems; we felt it was safe to assume that our subjects would not have
associative links between terms such as "cassava root" and "no tattoo" stored in long-
term memory. An unfamiliar rule was made into a social contract or a descriptive rule
by manipulating the surrounding story context. For example, a social contract version
of the cassava root rule might say that in this (fictitious) culture, cassava root (P)  i s a
much prized aphrodisiac wherea s molo nuts (not-P) ar e considered nasty and bitter ,
thereby conveying that eating cassava root is considered a benefit compared to eating
molo nuts, which are the alternative food. Having a tattoo o n one's fac e (Q) means
one is married; not having a tattoo (not-Q) means one is unmarried. As subjects know
that marriage is a contract in which certain obligations are incurred to secure certain
benefits (many of which involve'sexual access), being married in this story is the cost/
requirement. Finally, the story explains that because the people of this culture are con-
cerned about sexual mores, they have created the rule, "If a man eats cassava root, then
he must have a tattoo on his face." The four cards, each representing one man, would
read "eats cassava root," "eats molo nuts," "tattoo," and "no tattoo." Other story con-
texts were invented for other rules.

The descriptive version of the unfamiliar rule would also give meaning to the terms
and suggest a meaningful relation between them, but the surrounding story would not
give the rul e the cost/benefi t structur e o f a socia l contract . Fo r example , i t might
explain that cassava root and molo nuts are both staple foods eaten by the people of
the fictitious culture (i.e., there is no differential benefi t to eating one over the other),
but that cassava roo t grows only at one end of the island they live on, whereas molo
nuts grow only at the other end. Having a tattoo on your face or not again indicates
whether a man is married, and it so happens that married men live on the side of the
island where the cassava root grows, whereas unmarried men live on the side where
the molo nuts grow. Note that in this version, being married has no significance as a
cost/requirement; i t is merely a correlate of where one lives. The story then provides
a meaningful relation to link the terms of the rule, "If a man eats cassava root, then
he must have a tattoo on his face," by suggesting that it simply describes the fact that
men are eating the foods that are most available to them.

Subjects who were given a cassava roo t versio n of the socia l contract rul e were
given a duiker meat version of the descriptive rule, and vice versa, so that no subject
encountered two versions of the exact same unfamiliar rule. The availability theories
predict low levels of P & not-Q responses on both unfamiliar rules, whether they are
portrayed as social contracts or not. Social contract theory predicts high levels of P &
not-Q responses for the unfamiliar social contract, but not for the unfamiliar descrip-
tive rule. The predictions o f the two theories, an d the results of two different set s of
experiments, are shown in Figure 3.4.

The results clearly favor social contract theory. Even though they were unfamiliar
and culturally alien, the social contract problems elicited a high percentage of P & not-
Q responses. I n fact, both we and Gigerenzer and Hug (in press) found that the per-
formance level for unfamiliar social contracts is just as high as it usually is for familiar
social contracts such as the drinking age problem—around 75% correct in our exper-
iments. Unfamiliar social contracts elicite d level s of P & not-Q responses tha t were
even highe r than thos e elicite d b y the familia r descriptive transporatio n problem .
From our various experiments, we estimated the size of the social contract effec t to be
about 1.4 9 times large r than th e siz e of the effec t tha t availabilit y ha s on familiar
descriptive problems .
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Figure 3.4 Social contract theory versus availability theory: Predictions and results for
standard social contracts (from Cosmides, 1989, Experiments 1 and 2).

Familiarity, therefore , cannot accoun t fo r the patter n o f reasoning elicited by
social contract problems. Social contract performance is not a by-product of familiar-
ity.

Does Social Contract Content Simply Facilitate Logical Reasoning?

In the experiments just described, the adaptively correct answer if one is looking for
cheaters happens to be the same as the logically correct answer—P & not-Q. Therefore,
they cannot tell one whether performance on social contracts problems is governed by
rules of inference that are specialized for reasoning about social exchange or by the
rules of inference of the prepositional calculus. Although we can think of no reason
why this would be the case, perhaps social contract content simply facilitates logical
reasoning. If so, then social contract performance could be a by-product of a logic fac-
ulty.

Two different sets of experiments show that this is not the case. The first involves
"switched" social contracts (Cosmides, 1989 , Experiments 3 and 4), and the second
involves perspective change (Gigerenzer & Hug, in press).

Switched Social Contracts.  Th e prepositional calculus is content-independent: Th e
combination of P & not-Q violates any conditional rule of the form IfP  then  Q, no
matter what "P" and "Q" stand for. The proposed social contract algorithms are not
content-independent: Cheating is defined as accepting a benefit without paying the
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required cost. It does not matter what logical category these values happen to corre-
spond to. For example, although the same social contract is expressed by both of the
following statements, the proposition "you give me your watch" corresponds to the
logical category P in the first rule and to Q in the second one.

Rule 1 : "I f you give me your watch, I'll give you $20" (standard form) .
Rule 2: "I f I give you $20, you give me your watch" (switched form).

No matter how the contract is expressed, I will have cheated you if I accept your watch
but do not offe r you the $20, that is, if I accept a benefit from you without paying the
required cost. If you are looking for cheaters, you should therefore choose the "benefit
accepted" card (I took your watch) and the "cost not paid" card (I did not give you the
$20) no matter what logical category they correspond to. In the case of Rule 1 , my
taking your watch without paying you the $20 would correspond t o the logical cate-
gories P and not-Q,  which happens to be the logically correct answer. But in the case
of Rule 2, my taking your watch without giving you the $20 corresponds to the logical
categories Q and not-P. This is not the logically correct response. In this case, choosing
the logically correct answer, P & not-Q, would constitute a n adaptive error: If I gave
you the $2 0 (P) but di d no t tak e your watch (not-Q), I  have paid the cos t but no t
accepted the benefit. This makes me an altruist or a fool, but not a cheater.

The general principle is illustrated in Figure 3.3, panel c, which shows the cost-
benefit structure of a social contract. Rule 1 ("If you take the benefit, then you pay the
cost") expresses the same social contract as Rule 2 ("If you pay the cost, then you take
the benefit"). A person looking for cheaters should always pick the "benefit accepted "
card and the "cost not paid" card. But for Rule 1, a "standard" social contract, these
cards correspon d t o th e logica l categorie s P  an d not-Q,  wherea s fo r Rul e 2 , a
"switched" social contract , the y correspond t o the logical categorie s Q  and not-P.
Because the correct social contract answer is different fro m the correct logical answer
for switched social contracts, by testing such rules we can see whether social contract s
activate inference procedures of the prepositional calculus, such as modus ponens and
modus tollens, or inference procedures that are specialized fo r detecting cheaters on
social contracts.

The design of the following experiments was similar to that just described. Each
subject solve d four Waso n selection tasks , presented in counterbalanced order: an
unfamiliar socia l contract, a n unfamiliar descriptive problem, a familiar descriptive
problem, and an abstract problem. The only difference was that in this case the terms
of the two unfamiliar rules were "switched" within the "If-then" structure of the rule.
For example, instead of reading, "I f you eat duiker meat, then you have found a n
ostrich eggshell," the rule would read, "If you have found an ostrich eggshell, then you
eat duiker meat." This was true for both the unfamiliar social contract and the unfa -
miliar descriptive rule. For the social contract rules, this switch in the order of the
terms had the effect of putting the cost term in the "If clause , and the benefit term in
the "then" clause, giving the rule the structure of the switched social contract shown
in Rule 2 of Figure 3.3, panel c.

The predictions of social contract theory and the availability theories are shown in
Figure 3.5, along with the results of two experiments. Not-P & Q is an extremely rare
response on the Wason selection task, but social contract theory predicts that it will be
very common on switched social contracts. That is exactly what happened. In fact, as
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Figure 3.5 Social contract theory versus availability theory: Predictions and results for
switched social contracts (from Cosmides, 1989, Experiments 3 and 4).

many people chose not-P & Q on the unfamiliar switched social contracts as chose P
& not-Q on the standard social contract problems described above.

If social contract content merely facilitates logical reasoning, then subjects should
have chosen P & not-Q on these switched social contract problems. The fact that they
chose not-P & Q—a logically incorrect response—shows that social contract perfor-
mance is not caused by the activation of a logic faculty. This is, however, the response
one would expect if humans have rules of inference that are specialized for cheater
detection.

Table 3.2 shows individual card choices for matching sets of experiments with
standard versus switched social contracts, sorted by logical category and by social con-
tract category. The results for non-social contract problems replicate beautifully when
sorted by logical category. But not the results for the social contract problems. These
results replicate when sorted by social contract category, not by logical category. This
shows that the content-dependent social contract categories, not the logical categories,
are psychologically real for subjects solving social contract problems. This confirms
another predicted design feature of the social contract algorithms: They define cheat-
ing in terms of cost-benefit categories, not in terms of logical categories.

Manktelow and Ove r (1987) have pointed ou t tha t eve n when word s such as
"must" or "may" ar e left ou t of a social contract, one tends to interpret a standard
social contract a s meaning, "I f you take the benefit, then you (must) pay the cost,"
whereas one tends to interpret a switched social contract as meaning, "If you pay the
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Table 3.2 Selection Frequencies for Individual Cards, Sorted by Logical Category and
by Social Contract Category3

Descriptive

Logical Category

P
not-P
Q
not-Q

Social Contract Category:
Benefit accepted
Benefit not  accepted
Cost paid
Cost not paid

Exp.
1&2

43
9

20
18

Exp.
3&4

40
11
23
20

Problem

Exp.
1&2

46
10
15
21

Exp.
3&4

46
11
23
25

Descriptive

Exp.
1&2

46
1
8

23

Exp.
3&4

45
2
6

32

Unfamiliar Socia l
Contract

Standard

Exp.
1&2

43
3
0

39

43
3
0

39

Switched

Exp.
3&4

3
36
44
3

44
3
3

36

"Experiments 1  and 2  tested standard versions of the two unfamiliar rules , whereas Experiments 3 and 4  tested
switched versions of these rules.

cost, then you (may) take the benefit." This is, in fact, a prediction of social contract
theory: A cost is something one is obligated to pay when one has accepted a  benefit,
whereas a benefit is something that one is entitled to take (but need not) when one has
paid the required cost. Thus, the interpretive component of the social contract algo-
rithms should cause subjects to "read in" the appropriate "musts" and "mays," even
when they are not actually present in the problem (three out of four of the standard
social contracts had no "must," and non e o f the switche d socia l contract s ha d a
"may"). Could it be that subjects are in fact reasoning with the prepositional calculus,
but applying it to these reinterpretations of the social contract rules?

No. In the prepositional calculus, "may" and "must" refer to possibility and neces-
sity, not to entitlement and obligation. On the Wason selection task, the logically cor-
rect answer for the rule, "If you pay the cost, then it is possible fo r you to take the
benefit," is to choose no cards at all. Because this rule admits only of possibility, not
of necessity, no combination of values can falsify it . The fact that most subjects chose
not-P & Q, rather than no cards at all, shows that they were not applying the prepo-
sitional calculus to a rule reinterpreted in this way.13 To choose not-P & Q, one would
have to be following the implicational structure of social exchange specified in Cos-
mides and Tooby( 1989).

Perspective Change. Gigerenze r and Hug (in press) have conducted an elegant series
of experiments that test another design feature of the proposed socia l contract algo-
rithms, while simultaneously showing that the results cannot be explained by the prep-
ositional calculus or by permission schem a theory, which is discussed later . They gave
two groups of subjects Wason selection tasks in which they were to look for violations
of social contract rule s such as, "If an employee gets a pension, then that employee
must have worked for the firm for at least 1 0 years." The only difference between the
two groups was that one group was told "You are the employer" whereas the other
group was told "You are the employee."

 FamiliarAbstractUnfamiliar
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In social contract theory, what counts as cheating depends on one's perspective.
Providing a pension is a cost that the employer incurs to benefit the employee, whereas
working 10 or more years is a cost that the employee incurs to benefit the employer.
Whether the event "the employe e gets a pension" is considered a  cost or a benefi t
therefore depends on whether one is taking the perspective of the employer (= cost )
or the employee (= benefit).The definition of cheating as taking a benefit without pay-
ing the cost is invariant across perspectives, but the theory predicts that which events
count as benefit and cost will differ acros s actors. From the employer's perspective,
cheating is when an employee gets a pension (the employee has taken the benefit) but
has not worked for the firm for at least 1 0 years (the employee has not paid the cost).
These cards correspond to the logical categories P & not-Q. From the employee's per-
spective, cheating is when an employee has worked for at least 1 0 years (the employer
has taken the benefit), but has not been given the pension that he or she is therefore
entitled to (the employer has not paid the cost). These cards correspond to the logical
categories not-P & Q.

In other words, there are two different states of affairs that count as cheating in this
situation, whic h correspond to the perspectives of the two parties to the exchange.
What counts as cheating depends on what role one occupies; cheating is a well-defined
concept, but its definition is preeminently content- and context-dependent.

In contrast, whether one is cued into the role of employer or employee is irrelevant
to the content-independent prepositional calculus. The correct answer on such a prob-
lem is P & not-Q (employee got the pension but did not work 10 years), regardless of
whether the subject is assigned the role of the employer or the employee.

Gigerenzer and Hug conducted fou r experiments using different socia l contrac t
rules to test the perspective change hypothesis. The predictions of both social contract
theory and the prepositional calculus are shown in Figure 3.6, along with the results.
The results are as social contract theory predicts: Even though it is logically incorrect,
subjects answer not-P & Q when these values correspond to the adaptively correct
"look for cheaters" response. The hypothesis that social contract content simply facil-
itates logical reasoning cannot explain this result. The perspective change results and
the switched social contract results show that social contract performance is not a by-
product of the activation of a logic faculty.

In light of these results, it is interesting to note that although schizophrenic indi-
viduals often perform more poorly than normals on problems requiring logical rea-
soning, deliberation, o r seriation, Maljkovic found that their reasoning about social
contracts is unimpaired (Maljkovic, 1987). She argues that this result makes sense if
one assumes that the brain centers that govern reasoning about social contracts are
different fro m those that govern logical reasoning.

To show adaptation, on e must both eliminate by-product hypotheses and show
evidence of special design for accomplishing an adaptive function. Algorithms spe-
cialized for reasoning about social exchange should have certain specific design fea-
tures, and the switched social contract an d perspective change experiments confirm
three more predictions about those design features:

1. Th e definition of cheating embodied in the social contract algorithms should
depend on one's perspective. The perspective change experiments confirm the
existence of this design feature.

2. Computin g a cost-benefit representation of a social contract from on e party's
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Figure 3.6 Perspective change experiments. Social contract theory versus logic facili-
tation hypothesis and permission schema theory: Predictions and results. Three separate
experiments were conducted, testing the predictions of the theories against one
another. The results of the three experiments are indicated by circles, squares, and tri-
angles. Filled versus unfilled represents versions otherwise identical, except that the per-
spective (e.g., employer versus employee) is reversed (from Gigerenzer & Hug, in press).

perspective should be just as easy as computing it from the other party's per-
spective. There are two reasons for this prediction: First, to successfully nego-
tiate with others, one must be able to compute the conditions under which oth-
ers would feel that you had cheated them, as well as the conditions under which
they had cheated you. Second, being able to understand what counts as cheating
from bot h perspectives facilitates social learning; by watching other people's
exchanges one can gather information about the values, and perhaps about the
trustworthiness, of people one may interact with in the future. If people are just
as good at translating a social contract into the values of one party as the other,
then they should be just as good at detecting cheaters from one perspective as
the other: There should be just as many P & not-Q responses to the "employer"
version as there are not-P & Q responses to the "employee" version. This was,
in fact, the case.

3. Th e implicational structure of social contract theory mandates that the state-
ment "If an employee gets a pension, then that employee must have worked for
the firm for at least 1 0 years" be taken to imply "If the employee has worked
for 1 0 years, then the employer must give that employee a pension." This is
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because when the employee has fulfilled his obligation to benefit the employer,
the employer is obligated to benefit the employee in return. If subjects draw this
implication, then they should choose not-P& Q in both the switched social con-
tract experiments and in the employee version of the perspective change exper-
iments. The fact that they did confirms this design feature of the proposed social
contract algorithms .

/$ There a Cheater Detection Procedure, or Are People Simply Good at
Reasoning about Social Contracts?

Social contract theory posits that the mind contains inference procedures specialized
for detecting cheaters and that this explains the high percentage of correct social con-
tract answers that these problems elicit. But maybe social contract problems simply
"afford" clear thinking. Perhaps they are interesting, or motivationally compelling, in
a way that other problems are not. Rather than having inference procedures special-
ized for detecting cheaters, perhaps we form a more complete mental model of a prob-
lem space for social contract problems, and this allows us to correctly answer any ques-
tion tha t w e might be asked abou t them , whethe r it i s about cheating or no t (for
descriptions of mental model theories of reasoning, see Evans, 1984; Johnson-Laird,
1983; Manktelow & Over, 1987). Although it would be difficult to reconcile the per-
spective change data with this hypothesis, it is still worth considering.

No one has presented any independent criteria for judging what kinds of problems
ought t o be "interesting," "motivationally compelling, " o r "eas y t o understand, "
which makes this hypothesis nebulous. Nevertheless, it can be tested by studying per-
formance on reasoning problems in which the rule is portrayed as a social contract ,
but in which the subject is not asked to look for cheaters.

Two sets of experiments did just that. One set asked subjects to look for altruists
in a situation of social exchange; the other asked subjects to look for violations of a
social contract rule in a context in which looking for violations did not correspond to
looking for cheaters. If people are good at detecting cheaters merely because social con-
tract problems are easy to understand, then performance on such problems should be
just as good as performance on cheater detection problems.14 But if people are good at
detecting cheaters because they have inference procedures specialized fo r doing so,
then such problems should elicit lower levels of performance than social contract prob-
lems that require cheater detection.

Are People Good at Looking for Altruists?  Th e game-theoretic models for the evolu-
tion of cooperation that could be reasonably applied to the range of population struc-
tures that typified hominid hunter-gatherers require the existence of some mechanism
for detecting cheaters or otherwise excluding them from the benefits of cooperation.
This is because the capacity to engage in social exchange could not have evolved in the
first place unless the individuals involved could avoid being continually exploited by
cheaters. But most models do not require the existence of a mechanism for detecting
"altruists"—individuals who follow the strategy of paying the required cost (thereby
benefiting the other party), but not accepting from the other party the benefit to which
this act entitles them.15 Indeed, because individuals who were consistently altruisti c
would incur costs but receive no compensating benefits, under most plausible scenar-
ios they would be selected out. Because they would not be a long-enduring feature of
the adaptive landscape, there would be no selection pressure for "altruist detection"
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mechanisms. Thus, while we did expect the existence of inference procedures special-
ized for detecting cheaters, we did not expec t the existence of inference procedures
specialized fo r detecting altruists.

In contrast, if people are good at detecting cheaters merely because social contract
problems affor d clea r thinking , the n performanc e o n altruis t detectio n problem s
should be just as good as performance on cheater detection problems. The mental
model of the social contract would be the same in either case; one would simply search
the problem space for altruists rather than for cheaters.

To see whether this was so, we tested 75 Stanford students on some of the same
social contract problems that were used by Cosmides (1985,1989), but instead of ask-
ing them to look for cheaters, they were asked to look for altruists (the procedure was
the same as that described i n Cosmides, 1989 , for Experiments 5 through 9). Each
subject wa s given one socia l contrac t problem , and thi s problem required altruist
detection. There were three conditions with 25 subjects each; a different social contract
problem was tested in each condition. The first two conditions tested problems that
portrayed a private exchange between "Big Kiku" (a headman in a fictitious culture)
and four hungry men from another band; the third condition tested a problem about
a social law. The first group's problem was identical to the cheater detection problem
tested by Cosmides (1989) in Experiment 2, except for the instruction to look for altru-
ists (see Figure 3.7 for a comparison betwee n the cheater detection versio n and the
altruist detection version) . The problem in the second condition was essentially the
same, but instead of portraying Big Kiku (the potential altruist) as a ruthless character,
he was portrayed as having a generous personality. The third condition tested th e
social law, "If you eat duiker meat, then you have found an ostrich eggshell" (see Cos-
mides, 1989, Experiment 1). The instructions on this problem were suitably modified
to ask subjects to look for altruists rather than cheaters.16

Because altruists are individuals who have paid the cost but have not accepted the
benefit, subjects should choose the "benefit not accepted" card (not-P) an d the "cost
paid" card (Q) on these problems. These values would correspond to the "no tattoo"
card and the "Big Kiku gave him cassava root" card for the first two problems, and to
the "does not eat any duiker meat" card and the "has found an ostrich eggshell" card
for the social law problem. Table 3.3 shows that the percentage of subjects who made
this response was quite low for all three altruist detection problems.

Is it possible that Stanford students simply do not know the meaning of the word
"altruistic"? We thought this highly unlikely, but just to be sure, we ran another 75
Stanford student s (n = 25 per condition) on problems that were identical to the first
three, except that the word "selflessly" was substituted for the word "altruistically. "
The word "selfless" effectively announces its own definition—less for the self. If there
are inference procedures specialized for detecting altruists—or if social contract prob-

Table 3.3 Altruis t Detection: Percen t Correct (not-P  & Q)

Personal Exchange

Altruistic
Selfless

Ruthless

28
40

Generous

8
36

Law

8
12
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lems merely afford clea r thinking—then surely subjects should be able to perform as
well on the "selfless" problems as they do on cheater detection problems.

Table 3.3 shows that this was not the case. Although performance was a bit higher
on the problems that used "selfless" than on the problems that used "altruistic," per-
formance was nowhere near the average of 74% that Cosmides (1989) found for com-
parable cheater detection problems.17 In fact, performance on the selfless versions of
the altruis t detectio n problem s wa s no bette r tha n performanc e on th e familia r
descriptive transportation problem (reported earlier). This indicates that people do not
have inference procedures specialized for detecting altruists on social contracts, which
is just what social contract theory predicted. More important, i t casts doubt on the
hypothesis tha t cheater detection problems elicit high levels of performance merely
because social contracts afford clear thinking.

Are People  Good  at Looking for Violations  of  Social Contracts  When  These  Do Not
Indicate Cheating? Gigerenzer and Hug (in press) conducted a  series of experiments
designed to disentangle the concept of cheater detection fro m the concept of a social
contract. The opportunity to illicitly benefit oneself is intrinsic to the notion of cheat-
ing. But one can construct situations in which the reason one is looking for violations
of a social contract rule has nothing to do with looking for individuals who are illicitly
benefiting themselves—i.e., one can construct situations in which looking for viola-
tions is not tantamount to looking for cheaters. Gigerenzer and Hu g gave subjects
Wason selection tasks in which all rules were framed a s social contracts, but which
varied in whether or not looking for violations constituted looking for cheaters.

Here is an example using the rule, "If one stays overnight in the cabin, then one
must bring a load o f firewood up fro m th e valley." In the "cheating" version, it is
explained that two Germans are hiking in the Swiss Alps and that the local Alpine Club
has cabins at high altitudes that serve as overnight shelters for hikers. These cabins are
heated by firewood, which must be brought up from the valley because trees do not
grow at this altitude. So the Alpine Club has made the (social contract) rule, "If one
stays overnight in the cabin, then one must bring along a bundle of firewood from the
valley." There are rumors that the rule is not always followed. The subject is cued into
the perspective of a guard whose job is to check for violations of the rule. In this ver-
sion, looking for violations of the rule is the same as looking for cheaters.

In the "no cheating" version, the subject is cued into the perspective of a member
of the German Alpine Association who is visiting a cabin in the Swiss Alps and wants
to find out how the local Swiss Alpine Club runs the cabin. He sees people carrying
loads of firewood into the cabin, and a friend suggest s that the Swiss might have the
same social contract rule as the Germans—"If one stays overnight in the cabin, then
one must bring along a bundle of firewood from the valley." The story also mentions
an alternative explanation: that members of the Swiss Alpine Club (who do not stay
overnight in the cabin) bring wood, rather than the hikers.To settle the question, the
subject is asked to assume that the proposed social contract rule is in effect, and then
to look for violations of it. Note that the intent here is not to catch cheaters. In this
situation, violations of the proposed social contract rule can occur simply because the
Swiss Alpine Club never made such a rule in the first place.

In both versions, the rule in question is a social contract rule—in fact, exactly the
same social contract rule. And in both versions, the subject is asked to look for viola-
tions of that rule . But in the cheating version, the subject is looking for violations



Cheater version:

You are an anthropologist studyin g the Kaluame, a Polynesian people
who live in small, waning bands on Maku Island in the Pacific. You are
interested in how Kaluame "big men" - chieftains - wield power.

"Big Kiku" is a Kaluame big man who is known for his ruthlessness.
As a sign of loyalty, he makes his own "subjects" put a tattoo on their
face. Members of other Kaluame bands never have facial tattoos. Big
Kiku has made so many enemies in other Kaluame bands, that being
caught in another village with a facial tattoo is, quite literally, the kiss of
death.

Four men from different bands stumble into Big Kiku's village, starv-
ing and desperate. They have been kicked out of their respective villages
for various misdeeds, an d have come to Big Kiku because they need
food badly. Big Kiku offers eac h of them the following deal:

"If you get a tattoo on your face, then I'll give you cassava root."

Cassava root is a very sustaining food which Big Kiku's people culti-
vate. The four men are very hungry, so they agree to Big Kiku's deal. Big
Kiku says that the tattoos must be in place tonight, but that the cassava
root will not be available until the following morning.

You learn that Big Kiku hates some of these men for betraying him to
his enemies. You suspect he will cheat and betray some of them. Thus,
this is a perfect opportunity for you to see first hand how Big Kiku
wields his power.

The cards below have information about the fates of the four men.
Each card represents on e man. One side of a card tells whether or not the
man went through with the facial tattoo that evening and the other side of
the card tells whether or not Big Kiku gave that man cassava root the
next day.

Did Big Kiku get away with cheating an y of these four men? Indicat e
only those card(s) you definitely need to turn over to see if Big Kiku has
broken his word to any of these four men.

Figure 3.7 Both problems describe a social contract rule, but the problem on the left
asks the subject to look for cheaters (individuals who took the benefit without paying the
cost), whereas the problem on the right asks the subject to look for altruists (individuals
who paid the cost but did not take the benefit to which this entitles them).



Altruist version:

You are an anthropologist studying the Kaluame, a Polynesian people
who live in small, warring bands on Maku Island in the Pacific. You are
interested in how Kaluame "big men " - chieftains - wield power.

"Big Kiku" is a Kaluame big man who is known for his ruthlessness.
As a sign of loyalty, he makes his own "subjects" put a tattoo on their
face. Members of other Kaluame bands never have facial tattoos. Big
Kiku has made so many enemies in other Kaluame bands, that being
caught in another village with a facial tattoo is, quite literally, the kiss of
death.

Four men from different bands stumble into Big Kiku's village, starv-
ing and desperate. They have been kicked out of their respective villages
for various misdeeds, an d have come to Big Kiku because they need
food badly. Big Kiku offers each of them the following deal:

"If you get a tattoo on your face, then I'll give you cassava root."

Cassava root is a very sustaining food which Big Kiku's people culti-
vate. The four men are very hungry, so they agree to Big Kiku's deal.
Big Kiku says that the tattoos must be in place tonight, but that the
cassava root will not be available until the following morning.

You learn that Big Kiku hates some of these men for betraying him to
his enemies. You suspect he will cheat and betray some of them. How-
ever, you have also heard that Big Kiku sometimes, quite unexpectedly ,
shows great generosity towards others - tha t he is sometimes quite
altruistic. Thus, this is a perfect opportunity for you to see first hand
how Big Kiku wields his power.

The cards below have information about the fates of the four men.
Each card represents on e man. One side of a card tells whether or not
the man went through with the facial tattoo that evening, and the other
side of the card tells whether or not Big Kiku gave that man cassava root
the next day.

Did Big Kiku behave altruistically towards any of these four men?
Indicate only those card(s) you definitely need to turn over to see if Big
Kiku has behaved altruistically towards any of these four men.
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Figure 3.8 Is cheating necessary? Predictions and results. In these experiments, both
conditions tested social contract rules, but in the "no cheating" condition looking for
violations did not correspond to looking for cheaters. Social contract theory predicts a
different pattern of results from both permission schema theory and the hypothesis that
social contract content merely affords "clear thinking." Four separate experiments were
conducted, testing the predictions of the theories against one another. The results of the
four experiments are indicated by filled and unfilled triangles, and filled and unfilled cir-
cles (from Gigernzer & Hug, in press).

because he or she is looking for individuals who are illicitly benefiting themselves,
whereas in the no cheating version the subject is looking for violations because he or
she is interested in whether the proposed social contract rule is in effect. If social con-
tract problems merely afford clea r thinking, then a violation is a violation is a viola-
tion: It shouldn't matte r whether the violation constitutes cheating or not.18 In con-
trast, i f ther e ar e inferenc e procedure s specialize d fo r cheate r detection , the n
performance should be much better in the cheating version, where looking for viola-
tions is looking for illicitly taken benefits. Figure 3.8 shows the predictions and th e
results of fou r suc h experiments. O n average , 83% of subjects correctly solved th e
cheating version, compared with only 44% on the no cheating version. Cosmides and
Tooby (in prep, b) conducted a similarly designed experiment, with similar results. In
both problems, it was stipulated tha t a social contract rule was in effec t an d that the
people whose job i t was to enforce the rule may have violated it. But in one version
violations were portrayed as due to cheating, whereas in the other version violations
were portrayed as due to innocent mistakes. We found 68% of subjects correctly solved
the cheating version, compared with only 27% of subjects on the "mistake" (no cheat-
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ing) version. Thus, using a different "no cheating" context in which it was stipulated
that the social contract rule was in effect, we were able to replicate the difference that
Gigerenzer and Hug found between their cheating and no cheating versions almost
exactly (39 percentage points in Gigerenzer and Hug ; 41 percentage points in Cos-
mides and Tooby).

These data indicate that social contract problems do not merely afford clear think-
ing. In addition, these results provide further evidence against the availability theories
and the hypothesis that social contract content merely facilitates logical reasoning.

The result s o f thes e experiment s ar e mos t parsimoniousl y explaine d b y th e
assumption that people have inference procedures specialized fo r detecting cheaters:
individuals who have illicitly taken benefits. Because these procedures operate on the
cost-benefit representation o f a problem, they can detect a violation only if that vio-
lation is represented as an illicitly taken benefit. They would not be able to detect other
kinds of violations, nor would they detect altruists. These results provide further con-
firmation of a proposed design feature of the social contract algorithms : This bundle
of cognitive processes appears to include inference procedures specialized for cheater
detection.

Are Cost-Benefit Representations Necessary, or Are Subjects Good at
Detecting Violations of Any Rule Involving Permission?

The social contract algorithm s should contain decisio n rule s that govern when one
should engage in an exchange. A proposed contract should not be accepted unless the
costs one incurs by providing a benefit to the other party are outweighed by the benefits
one receives by engaging in the exchange. Consequently, the first stage of processing
must be the assignment o f cost-benefit weightings to the "benefit term"—the event,
item, or state of affairs the contract entitles one to receive—and to the "cost term"—
the event, item, or state of affairs that the other party requires of one. We have been
calling these terms the "benefit" term and the "cost" term for ease of explication; we
do not mean to prejudge the actual values that the parties to the exchange assign to
these terms. For example, satisfying the requirement may actually benefit the person
who satisfies it—the offerer's belief that the benefit she is requiring the other party to
provide represents a cost to that party may be erroneous. But the offerer would not
propose the contract in the first place unless she believed that the state of affairs she
wants to bring about would not occur in the absence of the contract—it would be silly
to offe r you $20 for your watch if I believed you were going to give it to me anyway.
Similarly, the offerer may be mistaken in her belief that she is offering a benefit to the
other party, in which case her offer will not be accepted—you might value your watch
more than you would value having an extra $20. In social contract theory, costs and
benefits are defined with respect to the value systems of the participants, and relative
to a  zero-level utility baseline tha t represents how each party would behave in the
absence of the contract. (The cost-benefit conditions that should adhere for an offere r
to offer and the acceptor to accept a social contract are spelled out in Cosmides, 1985 ,
and Cosmides & Tooby, 1989. )

Once the contract has been translated into cost-benefit terms, the decision rules for
acceptance or rejection can operate on that representation. The cheater detection pro-
cedures should also act on that representation, causing one to investigate individual s
who have not fulfilled the requirement specified in the cost term and individuals who
have taken the benefit offered . By operating on this relatively abstract leve l of repre-
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sentation, the cheater detection procedures ca n detect cheater s no matter what the
actual items of exchange are. Because humans are a technological species capable of
exchanging a wide array of items, we hypothesized that human cheater detection pro-
cedures would operate on this abstract cost-benefit level of representation, rather than
be tied to any particular item of exchange, as discussed earlier in this chapter. In other
species, the constraint that cheaters must be detected might be implemented by algo-
rithms that operate on other levels of representation (as discussed for the vampire bat).

Thus, a predicted design feature of human social contract algorithms is that they
cause one to assign cost-benefit representations to a social contract, one for each party
to the interaction. The presence of this design feature was confirmed by the perspective
change experiments. Another predicted desig n feature i s that cheater detection pro -
cedures operate on cost-benefit representations. Indeed , it is difficult t o see how they
could do otherwise, given that cheating is defined as accepting a benefit one is not enti-
tled to. Technically, a violation that does not illicitly benefit one is not cheating.

If cheater detection algorithms operate on cost-benefit representations, the n they
should not be able to operate on rules that are similar to social contracts but that have
not been assigned a cost-benefit representation. To test this prediction, we investigated
Wason selection task performance on permission rules that did not afford the assign-
ment of a cost-benefit representation .

Permission rule s are prescriptive rules that specify the conditions under which one
is allowed to take some action. Cheng and Holyoak (1985) define them as "regulations
... typically imposed by an authority to achieve some social purpose" (p. 398). Their
"permission schema theory" proposes that people have a schema for reasoning about
permissions that consists of the following four production rules:

Rule 1 : I f the action is to be taken, then the precondition must be satisfied.
Rule 2: I f the action is not to be taken, then the precondition need not be satisfied.
Rule 3: I f the precondition i s satisfied, then the action may be taken.
Rule 4: I f the precondition i s not satisfied, then the action must not be taken.

On a Wason selection tas k in the linguistic format of rule 1 , the first production rule
would cause one to choose the "action has been taken" card (P), an d the fourth pro-
duction rule would cause one to choose the "precondition has not been satisfied" card
(not-Q). Rule s 2 and 3 would not cause any card to be chosen. If a Wason selection
task presented a  rule in the linguistic format of rule 3 (a cognate to our switched social
contracts), the n the same two cards would be chosen fo r the same reason, but they
would now correspond to the logical categories Q  and not-P.

Cheng and Holyoak (1985) and Cheng, Holyoak, Nisbett, and Oliver (1986) also
propose the existence o f "obligation schemas." These hav e the same implicationa l
structure as permission schema s (and hence lead to the same predictions), but their
representational forma t is "If conditio n C  occurs, the n actio n A  must be taken."
Because in any concrete case it is difficult to tell a permission from an obligation, we
will refer to both kinds of rules under the rubric of permission schema theory.19

All social contracts are permission rules, but not all permission rules are social con-
tracts. Social contract rules that have the form "If one takes the benefit, then one must
pay the cost" are subsets of the set of all permission rules , because taking a benefit is
just one kind of action that a person can take. Taking a benefit always entails taking
an action, but there are many situations in which taking an action does not entail tak-
ing a benefit.
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Permission schem a theory has already been falsified by the experiments of Giger-
enzer and Hug, described earlier. In permission schema theory, a permission rule has
been violated whenever the action has been taken but the precondition ha s not been
satisfied. It should not matter why subjects are interested i n violations. Whether one
is interested in violations because one is interested in finding cheaters or because one
is interested in seeing whether the rule is in effect i s irrelevant to permission schema
theory. As long as the subject recognizes that the rule is a permission rule, the permis-
sion schema should cause the "action taken" and the "precondition not met" cards to
be chosen. Consequently, permission schema theory would have to predict equally
high levels of performance for the cheating and the no cheating versions of the social
contract rule s tested by Gigerenzer and Hug, as Figure 3.8 shows. Yet, even though
both problems involved looking for violations of the same (social contract) permission
rule, the cheating version elicited much higher performance than the no cheating ver-
sion. Gigerenzer and Hug' s perspective chang e experiments also falsif y permissio n
schema theory, and for a similar reason. Only one combination o f values—"action
taken" and "precondition not satisfied"—violates a  permission rul e in permissio n
schema theory. What counts as a violation does not change depending on one's per-
spective; indeed, permission schema theory has no theoretical vocabulary for discuss-
ing differences o f perspective. Ye t the subjects ' definitio n of violation depended on
what role they were cued into, the employer's (P & not-Q) or the employee's (not-P &
Q). Permission schema theory can account for the P & not-Q response, but not for the
not-P & Q response.20

Permission schema theory and social contract theory differ in yet another way: The
permission schem a operates on the more abstract and inclusive action-preconditio n
level of representation, wherea s social contract algorithm s construct an d operate on
the somewhat less general cost-benefit level of representation. Consequently , permis-
sion schema theory predicts that all permission rule s will elicit high levels of perfor-
mance, whether they have the cost-benefit structure of a social contract or not. In con-
trast, social contract theory does not predict high levels of performance for permission
rules that do not afford the assignment of a cost-benefit representation. This is because
cheating is defined a s an illicitly taken benefit; where there are no benefits, there can
be no cheating. By comparing performance on permission rule s that do and do not
afford the assignment of the appropriate cost-benefi t representation, w e can both test
the prediction that cheater detection algorithms require a cost-benefit representation
to operate and provide yet another test between social contract theory and permission
schema theory.

In the first series of experiments (reported in Cosmides, 1989) , we used the same
research strategy as before: Wason selection tasks using rules whose terms and relation
would be unfamiliar to our subjects, surrounded by a story context that either did or
did not afford th e assignment of the cost-benefit structure of a social contract to the
rule. But in these experiments, the non-social-contract rul e was a permission rule, not
a descriptive rule. Let us illustrate the difference with an example: the school rule.

The school rule tested i n both conditions was "If a student is to be assigned to
Grover High School, then that student must live in Grover City." In the social contract
version, the story explained that Grover High School is a much better high school than
Hanover High, with a good record for getting students into college. Citizens of Grover
City pay higher taxes for education than citizens of the town of Hanover, which is why
Grover High is the better school. The story surrounding the rule thus portrays going
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to Grover High as a rationed benefit that must be paid for through higher taxes. Vol-
unteers, some of whom are mothers with high-school-age children, are processing the
school assignment documents, and it is rumored that some might have cheated on the
rule in assigning their own children to a school. The subject is cued into the role of
someone who is supervising these volunteers and must therefore look for cheaters.

In the non-social-contract version, the same permission rule is used, but the sur-
rounding story did not affor d a  cost-benefit interpretation o f the terms of the rule .
Grover High is not portrayed a s any better than Hanover High, nor does the story
mention any greater cost that is incurred by living in Grover City rather than Hanover.
It is, however, explained that it is important that this rule for assigning students from
various towns to the appropriate school district be followed, because the population
statistics they provide allow the board of education to decide how many teachers need
to be assigned to each school. If the rule is not followed, some schools could end up
with too many teachers and others with too few. Thus the story context gives the rule
a "social purpose." The subject is cued into the role of a person who is replacing the
absent-minded secretary who was supposed to follow this rule in sorting the students'
documents. Because the former secretary frequently made mistakes, the subject must
check the documents to see if the rule was ever violated.

Although this rule is a permission rule—stating the conditions under which one is
allowed to assign a student to Grover High School—nothing in the story affords th e
assignment of the cost-benefit structure of a social contract to this rule. There is no
benefit to assigning someone to Grover rather than to Hanover High, and no cost asso-
ciated with living in one city rather than the other. Moreover, there is no apparent way
that the absent-minded secretary could have illicitly benefited from breaking the rule.
Thus her mistakes would not constitute cheating. By hypothesis, cheater detection
algorithms should not be able to operate on this problem, because they would have no
cost-benefit representations to attach themselves to. Social contract theory, therefore,
predicts a lower percent of correct responses for this version than for the social contract
version. I n contrast , permissio n schem a theor y predicts hig h levels of the correc t
responses for both rules, because both are permission rules: Both have the action-pre-
condition representational format that permission schema theory requires. (For both
theories, the "correct" response i s P & not-Q for standard rule s and not-P  & Q for
switched rules.)

The predictions an d result s of four experiments—two with standard rules , two
with switched rules—are displayed in Figure 3.9. Across the four experiments, 75% of
subjects chose the correct answer for the social contract permission rules, compared
with only 21% for the non-social-contract permissio n rules.

Using unfamiliar rules with a long story context has the advantage of giving the
experimenter some control over the subject's mental model of the situation. The dis-
advantage of this method, however, is that it is difficult t o create matching stories in
which only one element varies. In the matched school rules, for example, two elements
that distinguis h permissio n schem a theor y an d socia l contrac t theor y varied : (a)
whether the rule was given a cost-benefit structure, and (b) whether the potential vio-
lator was portrayed as a cheater or as a person who might have broken the rule by
mistake. So we tackled the question of whether the rule must have a cost-benefit struc-
ture in another way as well: We tested minimalist problems that varied only in whether
the subjects' past experience would cause them to interpret the antecedent of the rule
as a benefit (Cosmides & Tooby, in prep., b). These problems had virtually no context:
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Figure 3.9 Are cost-benefit representations necessary? Social contract theory versus
permission schema theory: Predictions and results (from Cosmides, 1989, Experiments
5, 6, 8, and 9).

They simply explained that among the Kalama (another fictitious culture) the elders
make the laws, and one of the laws they made is, "If one is going out at night, then one
must tie a small piece of red volcanic rock around one's ankle." The subject was then
asked to see if any of four individuals had violated this law. The rule was based on one
developed by Cheng and Holyoak (1989), but the context gave the rule no rationale
or "social purpose."

We tested three versions of the rule that differed in only one respect: how much of
a benefit the antecedent would seem to be. Among undergraduates, going out at night
is a benefit: It represents fun , dating, adventure, and so on. Staying home at night is
not as much fun, and taking out the garbage is even less so. Consequently, we com-
pared performance on the "going out at night" rule to performance on two other rules:
"If one is staying home at night, then one must tie a small piece of red volcanic rock
around one's ankle" and "If one is taking out the garbage, then one must tie a small
piece of red volcanic rock around one's ankle." If permission schema theory were cor-
rect, then all three of these permission rules would elicit equally high levels of P & not-
Q responses.21 But if social contract theory is correct, and the rule must have the cost-
benefit structur e o f a socia l contrac t t o elici t th e effect , the n performanc e should
decline as the value of the antecedent declines. The more difficult i t is to interpret the
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antecedent a s a benefit, the more difficul t i t should be to see how one could illicitly
benefit by breaking the rule.

The predictions and results are depicted in Figure 3.10. Performance decreases as
the size of the benefit in the antecedent decreases , just as social contract theory pre-
dicts. Figure 3.10 also depicts the results of another, similar experiment with the so-
called "Sears problem." A s we removed the cost-benefit structure of the Sears prob-
lem, performanc e decreased . Thi s experimen t i s also describe d i n Cosmide s an d
Tooby (in prep., b).

Manktelow and Over (1990; scenarios B  and C) tested two obligation rules that
lacked the cost-benefit structure of a social contract, with similar results. Cheng and
Holyoak's theory predicts that both of these rules will elicit a high percentage of P &
not-Q responses, ye t they elicited this response from onl y 12% and 25 % of subjects,
respectively.

These experiments eliminate yet another by-product hypothesis: They show that
reasoning on social contract problems is not a by-product o f inference procedures for
reasoning about a more general class of problems, permission problems. Permission
rules elicit the effec t only if the cost-benefit representation o f a social contract can be
assigned to them and i f violating the rule would illicitly benefit th e violator . These
results confirm another predicte d design feature : They show that cheate r detectio n
algorithms do not operate properly unless the appropriate cost-benefit representation
can be assigned to the rule.

Will Any Rule That Involves the Possibility of Positive or Negative Payoffs Elicit  Good
Performance o n the Wason  Selection Task? Manktelo w and Over (1990) were inter-
ested in this question when they designed the experiments just described. Their obli-

Figure 3.10 Are cost-benefit representations necessary? Social contract theory versus
permission schema theory: Predictions and results (from Cosmides & Tooby, in prep., b).
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gation rules lacked the cost-benefit structure of a social contract and, therefore, the
property that one could illicitly benefit by cheating. But in both scenarios a person
would receive high payoffs for following the rule. Violating the rule would cause a per-
son to incur a cost; a small one in the case of one of the scenarios, a large one in the
case of the other. They found that the possibility of payoffs, either positive or negative,
was not sufficient to elicit high levels of P & not-Q responses. We found similar results
in experiments testing rules concerning the possibility that a food was poisonous (Cos-
mides & Tooby, in prep., c), rules such as "If a person eats the red berries, then that
person will vomit."

These experiments eliminate another by-product hypothesis: They show that the
possibility of a payoff is not sufficient to elicit good performance on the Wason selec-
tion task and, therefore, not sufficient to explain the social contract effect. To be good
at detecting violations of a social contract rule, the violation has to represent an illicitly
taken benefit.

The possibility of payoffs is not sufficien t to explain the social contract effect. Bu t
heuristically, it is an important dimension to consider when one is trying to discover
specialized inference procedures. An evolutionary approach would lead one to inves-
tigate domains in which our foraging ancestors would have experienced positive (fit -
ness) payoffs for "correct" reasoning and negative (fitness) payoffs for "incorrect" rea-
soning. We place "correct" and "incorrect" in scare quotes because these notions are
defined with respect to the adaptive problem to be solved; "correct" does not neces-
sarily mean the-logically correct P  & not-Q, just as it did not in many of the socia l
contract experiments reported here. In addition to social contracts, there is now exper-
imental evidence suggesting the existence of specialized inference procedures for two
other domains , both of which involve large fitness payoffs: precaution s (prudential
obligations) an d threats . Manktelo w and Ove r (1990; scenario A) were the first to
uncover the possibility o f precaution schemas for rules of the general form "I f on e
enters a hazardous situation, then one should take the appropriate precaution," and
Cheng and Holyoak (1989) and we (Cosmides & Tooby, in prep., b) have provided
evidence in support of the existence of precaution schemas. But the experiments to be
reported in Cosmides and Tooby (in prep., b) also show that precaution rules are pro-
cessed differently fro m socia l contract rules , in accordance with a different adaptiv e
logic appropriate to that problem. This is also true of threats. Our tests of threat rules
show that people are very good at detecting bluffs and double crosses in situations of
threat, but again, the reasoning involved does not map on to cheater detection in social
contract situations (Cosmides & Tooby, in prep., a).

Summary of Experimental Findings

Virtually all the experiments reviewed above asked subjects to detect violations of a
conditional rule . Sometimes these violations corresponded t o detecting cheaters on
social contracts, othe r times they did not. The results showed that we do not have a
general-purpose ability to detect violations of conditional rules. But human reasoning
is well designed for detecting violations of conditional rules when these can be inter-
preted as cheating on a social contract. Base d on our computational theor y of social
exchange, we predicted that reasoning about social contracts would exhibit a number
of specific design features. The results of the experiments reviewed above confirm the
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existence of many of these design features and do not falsif y an y of them. They show
the following:

1. Th e algorithms governing reasoning about social contracts include inference
procedures specialized for cheater detection.

2. Thei r cheater detection procedures cannot detect violations that do not corre-
spond to cheating (such as mistakes).

3. Th e algorithm s governing reasoning about socia l contract s operat e eve n in
unfamiliar situations .

4. Th e definition of cheating that they embody depends on one's perspective.
5. The y are just as good at computing the cost-benefit representation of a social

contract fro m the perspective of one party as from the perspective of another.
6. The y cannot operate so as to detect cheaters unless the rule has been assigned

the cost-benefit representation o f a social contract.
7. The y embody implicational procedures specified by the computation theory

(e.g., "If you take the benefit then you are obligated to pay the cost" implies "If
you paid the cost, then you are entitled to take the benefit").

8. The y do not include altruist detection procedures .
Furthermore, the highly patterned reasoning performance elicited by social con-

tracts cannot be explained as a by-product of any of the more general-purpose reason-
ing procedures that have been proposed so far. The following by-product hypotheses
were eliminated:

1. Tha t familiarity can explain the social contract effect .
2. Tha t social contract content merely activates the rules of inference of the prep-

ositional calculus.
3. Tha t social contract content merely promotes, for whatever reason, clear think-

ing.
4. Tha t permission schema theory can explain the social contract effect .
5. Tha t any problem involving payoffs will elicit the detection of violations.
6. Tha t a  content-independent forma l logic , such as the prepositional calculus,

quantificational logic, or deontic logic can explain the social contract effect .
These findings strongly support the hypothesis that the human mind includes cogni-
tive procedures that are adaptations for reasoning about social exchange.

IMPLICATIONS FOR CULTURE

Cultural Forms Are Structured by Our Universal, Evolved Psychology

Wherever human beings live, their cultural forms and social life are infused with social
exchange relations (e.g., Malinowski, 1922; Mauss, 1925/1967). Such relations appear
in an enormous range of different guises , both simple and highly elaborated, implicit
and explicit, deferred and simultaneous, practical and symbolic. The magnitude, vari-
ety, and complexity of our social exchange relations are among the most distinctive
features of human social life, and differentiate us strongly from all other animal species
(Tooby & DeVore, 1987).

Antiquity, universality , an d cross-cultura l elaboratio n ar e exactl y wha t on e
expects of behaviors that are the expression of universal, evolved information-pro-
cessing mechanisms. From th e child who gets dessert if her plate is cleaned, to the
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devout Christia n wh o views the Old and New Testaments as covenants arrive d a t
between humans and the supernatural, to the ubiquitous exchange of women between
descent group s among tribal peoples , t o trading partners in the Kul a Rin g of the
Pacific—all of these phenomena require, from th e participants, th e recognition and
comprehension of a complex set of implicit assumptions that apply to social contract
situations. Our social exchange psychology supplies a set of inference procedures that
fill in all these necessary steps, mapping the elements in each exchange situation t o
their representationa l equivalent s within the socia l contrac t algorithms , specifyin g
who in the situation count s as an agent in the exchange, which items are costs and
benefits and to whom, who is entitled to what, under what conditions the contract is
fulfilled o r broken, and so on (Cosmides & Tooby, 1989) .

Without social exchange and the underlying constellation of cognitive adaptations
that support it, social and mental life in every culture would be so different a s to be
unrecognizable as human  life. I f one remove d fro m ou r evolutionar y history and
hence from ou r mind s the possibility o f cooperation an d reciprocity—o f mutually
contingent benefit-benefit interactions arrived at through mutual consent—then coer-
cion and force would loom even larger as instruments of social influence, and positive
relationships would be limited primaril y to self-sacrificia l interaction s among kin.
Such conditions do, in fact, typify the social life of most other animal species. What
psychological mechanisms allow humans to behave so differently?

According to the Standard Socia l Science Model, "culture" builds all concepts as
sophisticated and as content-specific as social exchange from scratch, using only con-
tent-free general-purpose mental processes (see Tooby & Cosmides, this volume). Yet
the experiments reviewed herein have shown that no general-purpose process so far
proposed can produce the sophisticated pattern of reasoning needed to engage in social
exchange. Moreover, these experiments cast serious doubt on the claim that content -
free general-purpose mechanisms were responsible for building  the content-specific
social contract algorithms . Although we have reasoning procedures elaborately tai-
lored for solving this ancient adaptive problem, these experiments have demonstrated
that we do not hav e reasoning procedures that are similarly specialized fo r solving
many familiar problems that are routinely encountered in the modern social world—
such as detecting whether someone has made a mistake, detecting whether someone
has broken a prescriptive rule that is not a social contract , and detecting whether a
situation exists that violates a descriptive rule. Yet, if we did have a content-free psy-
chology that could build the necessary reasoning mechanisms "as needed," then one
would expect to find elaborate reasoning procedures specialized for solving such prob-
lems. Procedures specialize d fo r solving ancient adaptiv e problems, such as social
exchange, would be no more likely to develop than procedures specialized for solving
the many evolutionarily novel problems posed by life in a modem, postindustrial cul-
ture. Evaluating a scientific hypothesis about the effects of dietary cholesterol, detect-
ing whether someone has misfiled a document, and following the string of "if-then"
directions on one's tax returns would be as effortless—and requir e as little explicit
instruction—as detecting cheaters in a situation of social exchange among members
of an unfamiliar tribal culture who value cassava root and facial tattoos.

The claim that our only evolved psychological mechanisms are general-purpose
and content-free, and that "culture" must therefore supply all the specific content of
our minds , i s exactl y th e issu e o n whic h evolutionary psychological approaches
diverge most sharply from more traditional ones. In our view, instead of culture man-
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ufacturing the psychology of social exchange de novo, content-specific, evolved psy-
chologies constitute the building blocks out of which cultures themselves are manu-
factured (Toob y &  Cosmides, thi s volume). These psychologies evolved to proces s
information about ancient and important adaptive problems, such as social exchange,
sexual jealousy, kin recognition, language acquisition, emotion recognition, and par-
enting. On this view, the social environment need not provide all of the (hypothetical)
properties needed to construct a social exchange psychology from a set of content-free
mental procedures (assuming this is possible at all), because the evolved architecture
of the human mind already contains content-specific mechanisms that wil l cause a
social exchange psychology to reliably develop in every normal human being. Because
every human being will develop the same basic set of social contract algorithms, cul-
tural forms that require their presence can emerge: traditions, rituals, institutions, lin-
guistic conventions, symbols, and so forth can develop that rely on the stable features
of this psychology, and that simply supply the specifics that activate and deploy it in
each new situation.

Thus, ther e i s a n immediat e differenc e betwee n evolutionar y psychologica l
approaches and approaches that maintain that everything involving social interaction
is "socially constructed." An evolutionary psychological perspective suggests that the
universal evolve d architecture o f the huma n mind contain s som e content-specific
algorithms that are shared across individuals and across cultures, and that, therefore,
many things related to social exchange should be the same from plac e to place—as
indeed they are. In contrast, a Standard Social Science Model approach would, if thor-
oughgoing, maintain that social exchange is culture-specific and historically contin-
gent, existing in some places and not in others. Moreover, the Standard Model would
have to predict tha t wherever social exchange is found t o exist, it would have to be
taught or communicated from the ground up. Because nothing about social exchange
is initially present in the psychology of the learner, every structural feature of social
exchange must be specified by the social environment as against the infinity of logically
alternative branchings that could exist. It is telling that it is just this explicitness that
is usually lacking in social life. Few individuals are able to articulate the assumptions
that structure their own cultural forms—to do so usually requires considerable effor t
and is accompanied by the awareness that one is doing something unusual and artifi -
cial (Sperber, 1975) . We suggest that social exchange is learned without explicit enu-
meration of the underlying assumptions. Th e surface forms are provided by specific
cultures, but they are interpreted by content-specific information-processing devices
containing implicit assumptions and procedures that evolved for exactly this purpose.

The issue of explicitness is particularly instructive. As Sperber and Wilson (1986)
point out, if two individuals have no shared assumptions abou t the world, commu-
nication between them is impossible. The explicit part of the communicative process
concerns those features of a situation that are known to the sender but not yet known
to the receiver, but such transmissions are only interpretable because of what is already
mutually understood. This point is particularly relevant to understanding human cul-
ture, because the learning of a culture itself in effect consist s of successful communi-
cation between members of the culture and the individual who is learning about it .
Consequently, for someone ignorant of a culture to learn it in the first place, it is nec-
essary that she already share many assumptions with those from whom she is learning
the culture. If human minds truly were initially tabula rasas, with no prior contentful
structure, then no anthropologist o r immigrant to a culture could ever learn about it
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(Quine, 1969). More to the point, all children are immigrants,born into the world with
no culturally specific knowledge at all. If the evolved architecture of the child's mind
contained n o meaningful conten t a t all—that is, if it were truly content-free—then
children could never learn the culture they are born into: They would have no reliable
means of interpreting anything they saw and hence of placing the same construction
on it that members of their culture do.

We suggest that domain-specific reasoning procedures such as social contract algo-
rithms (Cosmides, 1989 ; Cosmides & Tooby, 1989 ) supply what is missing from tra -
ditional accounts of the acquisition of culture: that is, the necessary preexisting con-
ceptual organization , whic h provide s th e share d assumption s human s nee d t o
interpret unfamiliar behavior and utterances and, in so doing, to acquire their culture.
Such domain-specific algorithms embody both intrinsic definitions for the represen-
tations that they operate on (e.g., benefit, requirement, cheater) and cues for recogniz-
ing which elements in ontogenetically unfamiliar but evolutionarily recurrent situa-
tions correspond to those representations. This is why humans can barter or even form
friendships where no common language is spoken. It is for this reason that we tested
our subjects ' abilit y t o appl y socia l contrac t algorithm s to unfamilia r situations :
Indeed, they did so as easily as they apply them to familia r contents . For all of the
above reasons, we argue that such content-sensitive cognitive adaptations are a critical
element in the process of cultural transmission. Culture would not be possible without
them.

In any case, the way in which such a universal psychology would lead to cultural
universals is straightforward, and the enumeration of cases of social exchange found
cross-culturally would add little to furthering the discussion. For that reason, we would
like to focus on two more interesting issues: (a) Assuming there is a universal, evolved
psychology of social exchange, how might one explain and organize our understanding
of cultural differences? That is, how can an underlying universal psychology express
itself differently in different cultures? And (b) How can the ethnographic record inform
us about additional aspects of our social exchange psychology, beyond those few algo-
rithms and representations that have already been explored experimentally?

Intergroup Differences: Evoked Culture and Transmitted Culture

Human thought and behavior differs in an organized fashion from place to place, and
these differences are typically termed "cultural" variation. In fact , i t is considered a
tautology by many to attribute this variation to the operation of culture—that is, to
social transmission. Nevertheless, there are two complementary explanations for the
existence o f these within-locatio n similaritie s an d between-locatio n difference s i n
thought and behavior (Tooby & Cosmides, 1989, this volume). The traditional expla-
nation is that these systematic differences are caused by what is usually called trans-
mitted culture, that is, the process whereby the thought and behavior of some individ-
uals (usually from the preceding generation) is passed on to other individuals, thereby
causing the present pattern. Indeed, we have already touched on how domain-specific
cognitive adaptations make cultural transmission possible.

There is, however, a second way in which such local similarities can be brought
about. Our universal, evolved information-processing mechanisms should be sensi-
tively context-dependent: Different informationa l inputs should evoke different rep -
resentational and behavioral outputs. Humans share the same evolved information-
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processing mechanisms, but they do not all live under the same circumstances. People
living in the same location are likely to experience somewha t simila r circumstances ,
which should evoke the same kind of response from each individual; people living in
different location s are likely to experience somewhat different circumstances , which
should evoke different responses fro m each individual. To take an obvious example,
people in tropical fores t environments all around the world tend to be at most only
lightly clothed, somethin g that ha s less to do with parental example than with heat
load.

The more complex the set of species-typical psychological mechanisms, the more
sensitively dependent behavior may be on local circumstances. This means that cul-
tural forms may exist that are not primarily generated by cultural transmission at all.
We call similarities triggered b y local circumstances evoked  culture  (Tooby &  Cos-
mides, this volume). Of course, thes e two explanations are by no means mutually
exclusive and usually operate together to shape the distribution of human similarities
and differences . Th e evolutionary psychology of social exchange shapes both evoked
culture and transmitted culture, and the exploration of a few of these issues serves to
illustrate how an evolutionary psychological approach to culture can diverge from tra-
ditional anthropological approaches .

Open Questions in the Psychology of Social Exchange

Before proceeding to discuss how an evolved, universal psychology can generate cul-
tural variation, it is necessary to emphasize the limited nature of what we have done
so far. We have tested only a small number of hypotheses about one mode of social
exchange out of many. We have not discussed, much less experimentally explored, the
rest of the intricate and complex psychology of social exchange. Anyone examining
his or her own human experience wil l immediately identify larg e areas o f the psy-
chology of social exchange, such as the psychology of friendship, that are not captured
well by the models introduced s o far. More important, the other components of our
evolved faculty of social cognition—for example, the psychological mechanisms that
govern sexual relations, coalitional partnerships , status , revenge , threat, and parent -
ing—will have to be mapped ou t and integrated with the psychological mechanisms
governing social exchange before social exchange can be fully unraveled. Each com-
ponent of the faculty of social cognition ca n be only incompletely understood when
taken in isolation.

The computational theor y that w e have developed specifie s certain contractua l
relationships and implici t inferences that people can be expected to make in social
contract situations (Cosmides & Tooby, 1989) . It is, however, very far from a complete
computational theory of social exchange and should not be mistaken for one: Instead,
it is only an initial exploration of some of its major features. Many crucial questions
were left unaddressed—questions that must be answered if we are to understand social
exchange in all its various forms across cultures, or even within a single culture. For
example, how many instances o f cheating should the decision rul e tolerate before it
activates mechanism s causin g on e to seve r one' s relationship wit h an individual ?
Under what conditions shoul d one cooperate with a person on a short-term basis, as
opposed t o a long-term basis? Should one's willingness to tolerate cheating differ in
short-term versu s long-term relationships ? Wil l variance i n the acquisitio n o f the
resources being exchanged affect the ways in which they are shared? What are the other
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bases for sharing, assistance, and friendship? What role do groups and coalitions play
in shaping patterns of assistance? What is the role of aggression, retaliation, and status?

We expect that further evolutionary analyses will support the claim that differen t
decision rules will be favored for long-term versus short-term relationships, fo r high-
versus low-variance resources, and for other variations in conditions that we have not
considered here. If this turns out to'be true, then although some decision rules govern-
ing social exchange should be common across situations, others will differ in ways that
are sensitively dependent on context. I n other words, the social contract algorithm s
might contain different situation-specific modes of activation. For example, we expect
the rules governing social exchange among close friends to differ somewhat from th e
rules governing social exchange among strangers.

Given an evolved architecture with a design of this kind, one can develop a coher-
ent conceptual framework for understanding the ecological distribution of mental rep-
resentations and expressed behaviors having to do with social exchange, both within
and between groups (Sperber, 1985) . Although the analysis of individual and cultural
variation within the context of a universal human nature is too complex to review fully
here, extended discussions can be found in Cosmides and Tooby (1987), Tooby and
Cosmides (1989,1990a), and Brown (1991). Briefly:

1. B y virtue of being members of the human species, all humans are expected to
have the same adaptive mechanisms, either at the level of developmental pro-
grams, which govern alternative developmental pathways, or (more likely in the
case of social exchange) universally developing cognitive specializations.

2. I n consequence, certain fundamental ways of thinking about social exchange
will be the same everywhere, without needing to be socially transmitted.

3. A s i s standardl y believed , socia l transmissio n ma y indee d shap e socia l
exchange. But it does so not by manufacturing the concept of social exchange
de novo. Instead, ther e are probably certain specifi c avenues through which
social transmission can act: for example, by influencing the valuation placed on
items or actions, by providing information that helps one identify appropriat e
partners, or by providing information that allows one to identify appropriat e
contexts.

4. Ou r social exchange psychology should be highly context-dependent. Conse-
quently, many dimensions along which social exchange varies, both within and
between cultures, may be instances of evoked culture. The presence or magni-
tude of certain cues, conditions, or situations should cause mechanisms within
our social exchange psychology to be calibrated; to be activated or inhibited; or
to be switched into alternative modes of activation. When local circumstances
trigger a particular mod e of activation o f the socia l contrac t algorithms , for
example, this may cause a highly structured, multi-individual behavioral out-
come. Therefore, when one sees similar patterns of social exchange in widely
different parts of the world, one cannot assume that the similarity is determined
primarily by social transmission; the similarity may instead by an instance of
evoked culture.

One simple illustration o f evoked culture involves the decision rule s governing reci-
procity in food sharing. As we describe below, a contextual variable—the presence or
absence of "luck" in food acquisition—appears to activate different decision rules gov-
erning food sharing.
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Luck and Sharing

One finding from th e literature of evolutionary ecology on optimal foragin g i s that
different kinds of sharing rules benefit the individual in different situations (see Kaplan
& Hill, 1985). For example, when the variance in foraging success of the individual is
greater than the variance for the band as a whole, band-wide food sharing buffers the
variance. This can happen whe n one individual's succes s on a given day is uncon-
nected to that of another.

Luck, skill, and effor t al l affect whethe r an individual finds food o n a  given day,
but for certain food sources, luck is much more important than skill and effort. When
success in finding food randomly varies a great deal from da y to day, consider what
would happen to a person who ate only that which he or she individually acquired.
Some days that person would be starving; other days that person would have more to
eat than he or she could possibly consume. It would be a feast or famine kind of life.
Moreover, the temporary famines hit harder than the feasts can make up for. This is
because (a) there is a zero point with food—death by starvation—and (b) the law of
decreasing marginal utilities applies because we can only metabolize so much at one
time—consequently, the fifth pound o f meat eaten i s far less valuable than the first
pound. Under these circumstances, one is better off individually if one can redistribute
food fro m period s o f feast t o period s o f famine. There ar e two ways of doing this:
through food storage or through pooling resources with others. Food storage is not an
option for many hunter-gatherers, but pooling resources is: If two people average their
returns, the variance decreases—one buys fewer periods of privation at the price of
fewer period s of superabundance. B y adding more individual s to th e risk-poolin g
group, the variance may continue to decrease, making band-wide sharing an attractive
system for hunter-gatherers facing certain conditions.

Thus, situations involving a random and frequen t reversa l of fortune can create
substantial payoffs for cooperation. In effect, an individual can store food in the for m
of social obligations—by accepting food, others obligate themselves to reciprocate in
the future. I  may sacrifice by giving you some of my food today, but tomorrow I may
be th e on e wh o i s empty-handed an d i n need . Fo r situation s involvin g frequent ,
chance-driven reversal s of fortune, the favored strategy involves sharing, from indi -
viduals who have food to those who do not. Luck plays an important role in hunting;
consequently, hunter-gatherers frequently distribute game relatively equally to every-
one in the band, no matter who found it or made a particular kill. Because it is a rel-
atively high-variance activity, hunting may have been a particularly important driving
force i n th e evolutio n o f cognitive adaptations fo r socia l exchang e (see Tooby &
DeVore, 1987 , for discussion).

By the same token, when variance in foraging success for an individual is low, the
average long-term payoffs to sharing are less. If everyone reliably has access to the same
goods, there is no particular benefit to sharing—one gains nothing by swapping the
same goods at the same time. In this circumstance, an individual may be better off
sharing just within his or her family , i n accordance with kin selection, mating , and
parenting principles.

Under low-variance conditions, not only might there be no benefit to sharing, there
may be definite costs. When luck is eliminated as a factor, skill and effort remain. The
smaller the role played by chance, the more differences between individuals in amount
of food forage d wil l reflect differences i n skil l and effort . Unde r such circumstances,
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band-wide food sharing would simply redistribute food from those who expend more
effort o r are more skilled, to those who expend less effort o r are less skilled. Sharing
under these circumstances offers few—i f any—intrinsic payoffs fo r those who have
acquired more food. Without chance creating reversals of fortune, there is little reason
to expect that the future will be different from the present and, therefore, little reason
to expect that those with less food now will be in a better position to reciprocate in the
future. Under these circumstances, then, one expects that (a) potential recipient s will
welcome sharing, but (b) potential donors will be more reluctant to share.

Consequently, the degree and source variance in resource acquisition were selec-
tion pressures that should have shaped the evolved architecture of our social exchange
algorithms. Information about variance in foraging success should activate differen t
modes of operation o f these algorithms, with high variance due to chance triggering a
psychology of sharing. To modem social scientists , factor s such as variance in foo d
acquisition ma y seem arcane and implausible because of their lack of connection to
modern (middle-class) experience . But for our ancestors, food acquisition was a daily
problem, as consequential as breathing. Daily decisions with respect to sharing had an
unremitting impac t o n thei r live s an d reproductiv e success , ove r hundred s o f
thousands of generations. In consequence, it is hard to see how our social psychology
would not have been shaped by factors of this kind.

Obviously, this analysis of selection pressures is restricted to factors internal to for-
aging success. There are, of course, many other selection pressures that have shaped
human social psychology over evolutionary time and hence many other factors that
may lead to food sharing other than simple social exchange—kinship, love, parenting,
sex, coercion, and status , fo r example. Moreover, even within the context of social
exchange, the return on sharing food ma y be something other than food . Selectio n
may have produced psychological mechanism s that cause highly productive foragers
to share food without expecting any return of food, if, for example, by so doing others
valued them highly and were therefore more disposed to render them aid when they
were threatened, protect thei r children, grant them sexual access, and so on (Kaplan
& Hill, 1985) . Complicated though it may be, a more comprehensive understanding
of social exchange eventually can be built up, element by element, by examining each
selection pressure in turn and seeing whether our psychological mechanisms have the
design features these selection pressures would lead one to expect.

In other words, the selection pressures analyzed in optimal foraging theory are one
component of a task analysis, or, in David Mart's terms, a "computational theory, "
of the adaptive problem of foraging. It defines the nature of the problem to be solved
and thereby specifies constraints that any mechanism that evolved to solve this prob-
lem can be expected to satisfy. In this case, optimal foraging theory suggests (a) that
we should have content-specific information-processing mechanism s governing for-
aging and sharing , and (b ) these mechanism s should b e sensitive t o information
regarding variance in foraging success, causing us to prefer one set of sharing rules for
high-variance items and another set for low-variance items.

The Ache: Within-Group Evidence for Evoked Culture

Kaplan and Hill's (1985) study of the Ache, a hunter-gatherer group living in eastern
Paraguay, provides a particularly elegant test of the hypothesis just described, because
it controls for "culture." Meat is a very high-variance food item among the Ache: On
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any given day, there is a 40% chance that a hunter will come back empty-handed (Kap-
lan, Hill, & Hurtado, 1990) . Collected plant foods, in contrast, are very low-variance
items. Kaplan an d Hil l foun d tha t the Ache engage in band-wide sharing of meat,
whereas they share plant foods primarily within the nuclear family. Thus the same
individuals, in the same culture, engage in different pattern s of sharing for differen t
foods, depending on the variance they experience in obtaining them.

The fact that meat is such a high-variance item also creates problems in cheater
detection. If a man brings back no meat for seven days in a row, has he just had a run
of bad luck , or has he been shirking? An Ache man's life an d th e lif e o f his famil y
depend on the long-term reciprocity relationships he has with the other hunters in his
band. To accuse someone of cheating and ostracize him from the reciprocity network
is a very serious matter. If the charge is false, then not only will the ostracized man' s
survival be jeopardized, but each member of the band will have lost a valuable recip-
rocation partner. If one is not sure, or if the suspected cheater is providing a net benefit
even though it is less than he could provide if he tried harder , it might be better t o
continue the relationship.

The anthropologists who study the Ache know who the best hunters are, because
they have recorded and weighed what each man brings back over long periods of time.
Presumably, the Ache know also. Bu t H. Kaplan (personal communication, 1991)
reports that when he and his colleagues ask Ache men who the best hunters are, the
question makes them very uncomfortable and they refuse to answer.22 This is not due
to a general cultural prohibition agains t accusing others of cheating. When the Ache
are staying at a  mission camp , acrimonious arguments erupt ove r whether various
individuals are doing their fair share of work in the garden. Gardening, however, pro-
vides a low-variance source of food, making the punishment of cheaters less risky, and
it occurs in a well-defined, observable location, making it easy to monitor who is, and
who is not, cheating.

IKung San Versus//Gana San: Between-Group Evidence for Evoked Culture

Resource variance can also explain differences between groups, evoking different cul-
tures i n respons e t o different , variance-relate d loca l circumstances . Fo r example,
Cashdan (1980) found variance-related differences in sharing between groups of Kala-
hari San that mirror those found within Ache culture.

The Kalahari San are well known in anthropological circles for their economic and
political egalitarianism. For example, the IKun g San, who experience extreme vari-
ability in the availability of food and water, have very strong social sanctions that rein-
force sharing, discourage hoarding (calling someone "stingy" is a strong insult), and
discourage displays of arrogance and authority. For example:

The proper behavior of a IKung hunter who has made a big kill is to speak of it in passing
and in a deprecating manner...; if an individual does not minimize or speak lightly of his
own accomplishments, his friends and relatives will not hesitate to do it for him. (Cashdan,
1980, p. 116 )

But it turns out that some San bands are more egalitarian than others, and their
degree of egalitarianism is related to variance in their food supply. The //Gana San of
the northeastern Kalahar i are able to buffe r themselve s from variabilit y in the foo d
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and water supply in ways that other San cannot, through a small amount of food cul-
tivation (including a kind of melon that stores water in the desert environment) and
some goat husbandry. In contrast to the IKung, the //Gana manifest considerable eco-
nomic inequality, they hoard more , they are more polygynous, and, although they
have no clear-cut authority structure , wealthy, high-status //Gana men are quick to
claim tha t they speak fo r others and that they are the "headman"—behavio r tha t
would be considered unconscionable among the IKung. Again, even though the !Kung
and the //Gana are culturally similar in many ways—they share the same encom-
passing "meme-pool," so to speak—their social rules regarding sharing and economic
equality differ, and these differences track the variance in their food and water supplies.

Local Conditions and Evoked Culture

It is difficult to explain these phenomena simply as the result of cultural transmission,
at least in any traditional sense . Among the Ache of Paraguay, the same individuals
share food types with different variance s differently. Hal f way around the world, in
Africa, two different groups of Kalahari San manifest what appear to be the same dif-
ferential sharing patterns in response to the same variable—variance. A parsimonious
explanation is that these social norms and the highly patterned behaviors they give rise
to are evoked by the same variable.

Because foraging and sharing are complex adaptive problems with a long evolu-
tionary history, it is difficult t o see how humans could have escaped evolving highly
structured domain-specific psychological mechanisms that are well designed for solv-
ing them. These mechanisms should be sensitive to local informational input, such as
information regarding variance in the food supply. This input can act as a switch, turn-
ing on and off different modes of activation o f the appropriate domain-specific mech-
anisms. The experience of high variance in foraging success should activate rules of
inference, memory retrieval cues, attentional mechanisms, and motivational mecha-
nisms. These should not only allow band-wide sharing to occur, but should make it
seem fai r and appealing . The experience of low variance in foraging success should
activate rules of inference, memory retrieval cues, attentional mechanisms, and moti-
vational mechanisms that make within-family sharing possible and appealing, but that
make band-wide sharing seem unattractive and unjust . These alternative modes of
activation of the domain-specific mechanisms provide the core knowledge that must
be mutually manifest (see Sperber & Wilson, 1986) to the various actors for band-wide
or within-family sharing to occur. This core knowledge can then organize and provide
points of attachment fo r symbolic activities that arise in these domains.

If this notion of evoked culture is correct, then one should not expect cultural vari-
ation to vary continuously along all imaginable dimensions. The free play of human
creativity may assign relatively arbitrary construals to elements in some areas of life,
such as the number of gods or the appropriate decoration on men's clothing. Bu t in
other areas of life one might expect there to be a limited number of recurring patterns,
both within and across cultures. For certain domains of human activity, people fro m
very different places and times may "reinvent" the same kinds of concepts, valuations,
social rules, and customs (see Tooby & Cosmides, this volume). In short, such alter-
native modes of activation in psychological mechanisms can create alternative sets of
complexly patterned social rules and activities. These will emerge independently, that
is, in the absence of direct cultural transmission, in culture after culture, when the indi-
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vidual members are exposed to the informational cues that activate these alternative
modes.

Cross-cultural studies of social exchange by Fiske provide support for this notion
(Fiske, 1990 , 19 9 la). Based on his field studies of the Moose ("Mossi") of Burkina
Faso and his review of the anthropologica l literature , Fiske argues that the human
mind contains four alternative implicit models of how sharing should be conducted,
which are used to generate and evaluate social relations. These models are implicit in
the sens e tha t the y are acte d o n unreflectivel y an d withou t conscious awareness ;
indeed, they may never have been explicitly stated by any member of the culture. Nev-
ertheless, "these shared but unanalyzed, tacit models for Moose social relations allow
them to generate coordinated, consistent, and culturally comprehensible interactions
of four contrasting types" (Fiske, 1990, pp. 180-181). For example, one of Fiske's four
models is communal sharing of the kind used by the Ache in distributing hunted meat;
another i s "market pricing"—th e kind of explicit contingent exchange that occur s
when two people explicitly agree to trade, say, honey for meat or money for milk.

Varieties of Hunter-Gatherer Exchange

Whether or not Fiske's specific taxonomy of four categories is exactly the correct way
to capture and characterize the limited set of modes whereby humans engage in social
exchange, we very much agree with this general framework fo r conceptualizing cul-
tural variation in social exchange. If human thought falls into recurrent patterns from
place to plac e an d fro m tim e to time , thi s i s because i t i s the expressio n of , and
anchored in, universal psychological mechanisms. If there is a limited set of such pat-
terns, i t is because differen t mode s of activation o f the algorithms regulatin g socia l
exchange solved differen t adaptiv e problems that hunter-gatherer s routinely faced .
Consequently, clues as to how many modes of activation the social contract algorithms
have, what the structure of each mode might be, and what kinds of circumstances can
be expected to activate each mode can be found by investigating the various forms of
social exchange that hunter-gatherers engage in, as well as the conditions under which
each form of exchange arises.

Despite the common characterization o f hunter-gatherer life as an orgy of indis-
criminate, egalitarian cooperation an d sharing—a kind of retro-utopia—the archae-
ological and ethnographic record shows that hunter-gatherers engaged in a number of
different forms of social exchange (for an excellent review of hunter-gatherer econom -
ics, se e Cashdan , 1989) . Communa l sharin g doe s no t exhaus t th e ful l rang e o f
exchange i n suc h societies . Hunter-gatherer s als o engag e i n explici t contingen t
exchange—Fiske's "market pricing"—in whic h tool s and othe r durabl e goods are
traded between bands, often in networks that extend over vast areas. A common form
of trade is formal gift exchanges with carefully chosen partners from other bands. For
instance, aboriginal Australians traded tools such as sting ray spears and stone axes
through gift exchanges with partners from neighboring bands. These partnerships were
linked in a chain that extended 620 km, from the coast, where sting ray spears were
produced, to the interior, where there were quarries where the stone axes could be pro-
duced. Here, environmental variatio n i n the source of raw materials for tool making
allowed gains from trade based on economic specialization, and the laws of supply and
demand seemed to operate: At the coast, where sting ray spears were common, it took
more of them to buy an ax than in the interior, where spears were dear and axes cheap
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(Sharp, 1952) . Similarly, th e IKun g of the Kalahar i deser t engag e in a  system of
delayed reciproca l gif t givin g called "hxaro " (Weissner , 1982 ; Cashdan, 1989) ,
through which they trade durable goods such as blankets and necklaces.

Unpredictable variatio n i n rainfal l an d gam e makes access to lan d an d water
resources another important "item of trade" between hunter-gatherer bands and cre-
ates situations in which a kind of implicit one-for-on e reciprocity prevail s (Fiske's
"equality matching"). For instance, a IKung band that is caught in a drought will "visit
relatives" in a band that is camped in an area that is experiencing more rainfall (Cash-
day, 1989) . Indeed, hxaro partners are chosen carefully , no t only for their ability to
confer durable goods, but also to provide alternative residences in distant places during
times of local scarcity (Weissner, 1982). And before using another band's water hole
or land, the IKung are expected to ask permission; reciprocity in access to water holes
is extremely important to the IKung, who live in a desert with few permanent sources
of water. Although formal permission is almost always granted, as the implicit rules of
one-for-one reciprocity require, if the hosts really don't want to accommodate their
guests, they make them fee l unwelcome , thereby subtly encouraging them to leave
(Cashdan, 1989) .

Although authoritaria n socia l relation s are unusua l among the fe w remaining
modern hunter-gatherer groups, this is probably a by-product of their having been
pushed into marginal environments by the peoples of agricultural and industrial cul-
tures. Variance in the foo d suppl y is high in harsh environments like the Kalahari
desert, and band-wide communal sharing is advantageous for high-variance resources.
But as variance i s buffered, a s in the //Gana San example discussed earlier , more
inequality and mor e authority-ranking relationships develop. This process was, for
example, quite pronounced i n the hunter-gatherer societies of the Pacific Northwest.
The Paqfic Northwest was so rich in fish and game that the hunter-gatherers living
there could afford to be relatively sedentary. These people developed stable, complex
societies that were so hierarchical that some of them even included a slave class formed
from prisoners of war (Drucker, 1983 ; Donald, 1983) . Of course, the distribution of
goods and services that occurs between individuals of different ran k is often deter -
mined by an uneasy mixture of coercion, threat, and exchange.

This is not the place to attempt a full computational theory of the various modes
of activation of the social contract algorithms. But even these brief examples drawn
from hunter-gatherer life provide some hints as to what might be relevant variables in
such an analysis: variance in the food supply; degree of kinship; status or rank; whether
a relationship is long- or short-term; whether one is in daily contact (communal shar-
ing; implicit deferred reciprocity) or only rare contact (explicit contingent exchange);
whether storage is possible; whether the group is sedentary enough for inequalities in
wealth to accumulate; whether gaining a resource requires close, interdependent coop-
eration; whether people are trading different resources or dividing the same resource;
whether an external, consensual definition of "equal portion" is feasible; whether an
individual can control access to a resource, and thereby "own" it ; and so on (see also
McGrew & Feistner, this volume).

To understand social exchange in all its various forms, the adaptive problems that
selected fo r different decisio n rules must be precisely defined in the for m of compu-
tational theories. The computational theories can then be used to generate hypotheses
about th e design features that characterize the differen t mode s of activation o f the
social contract algorithms. Psychological experiments of the kind described earlier in
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this chapter would allow one to test among these hypotheses and thereby develop a
detailed ma p of the situation-specifi c cognitive processes tha t create these differen t
modes of activation. Once we know what situational cues activate each set of decision
rules, we should be able to predict a great deal of cultural variation.

Interpreting Other Cultures and Understanding Cultural Change

Significant aspects of cultural variation in social exchange can be readily reconciled
with a universal human nature through applying the concept of evoked culture. The
various sets of decision rule s governing social exchange will be universal, but which
sets are activated will differ fro m situatio n to situation within a culture, as well as
between cultures. For example, in American middle-class culture different exchange
rules apply to different aspects of a dinner party (Fiske, 1991b) . Invitations are some-
times governed by one-for-one reciprocity—an implicit rule such as "If you had me
to your home for dinner, then at some point I  must invite you to dinner." But food
sharing at the party is governed by the same kind of communal sharing rules that char-
acterize Ache meat sharing. Obtaining the food that is served is governed by explicit
contingent exchange at a grocery store, and seating at the dinner table is sometimes
determined by rank or status (as for example, at diplomatic dinners, birthday parties,
or in certain traditional families).

The point is that communal sharing, explicit contingent exchange, equality match-
ing, an d so on, are not unique to American culture: The same sets of decision rules
appear in other cultures as well, but local circumstances cause them to be applied to
different situations (Fiske, 1990,1991 a). Whereas all food at an American dinner party
is shared communally , this is not true on Ache foraging trips: Meat is shared com-
munally at the level of the entire band, but plant foods are not. In many cultures, men
engage in explicit contingent exchange to procure wives: One man wil l buy another
man's daughter (see Wilson & Daly, this volume). In other cultures, men do not buy
wives, but instead can engage in explicit contingent exchange with a woman to gain
temporary sexua l access to her. In still other cultures, the use of explicit contingent
exchange is illegal in both circumstances (but may still be understood and occasionally
practiced).

Fiske argues that in relatively stable, traditional societies there is a tacit consensus
about which decision rules to apply in which situation. To apply the wrong decision
rules to a situation can be uncomfortable, insulting, or even shocking: At the end of
an American dinner party, one does not pull out a wallet and offer to pay the hosts for
their services. Similarly, when Americans are sitting with friends or co-workers, they
might spontaneously offer t o split a sandwich, but they almost never spontaneously
pull out their wallets and offer money. Indeed, figuring out which decision rules a cul-
ture applies to which situations is part of what it means to understand another culture
(Fiske, 1990). On this view, "interpreting another culture" is not usually a matter of
absorbing wholly new systems of culturally alien semantic relations. Instead , inter-
preting another culture is a matter of learning how the evolved set of meanings that
we have come to assign to one set of objects or elements in a situation are, in another
culture, assigned to a different set .

New events of all kinds, from migrations to natural disasters to new technologies,
create culturall y unprecedented circumstance s in whic h there i s no within-cultur e
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consensus about which exchange rules are appropriate. In the United States, for exam-
ple, there is a vigorous debate ove r which form o f exchange should apply when a
woman wants to be a surrogate mother for an infertile couple. Many women prefer
explicit contingent exchange in which they are paid money for their labor (so to speak).
But other Americans argue that surrogacy should occur—if at all—only among close
friends and relatives who participate in informal communal sharing relationships and
that women should be legally prohibited fro m granting access to their wombs on the
basis of explicit contingent exchange.

Where do the impulses—or, more accurately—the decision rule s come from tha t
lead individuals or entire cultures to reject an existing practice or to invent or adopt
something new? Transmission model s can account for stable transmission of existing
attitudes an d cultura l forms bu t intrinsicall y have no way to accoun t fo r cultural
change, or indeed any nonimitated individual act. The existence of a species-typical
evolved psychology fills in this missing gap. It provides a basis from which one can
interpret individual action, minority dissent, and the emergence of a new consensus.
Dramatic new circumstances ma y evoke new attitudes overnight, as when the Battle
of Britain changed the attitudes and sharing practices of Londoners, or when depic-
tions of earthquakes and other natural disasters promp t people to donate food and
other assistance. Eve n where one i s dealing with the sprea d o f new cultural form s
through transmission, however , the dynamics are powerfully structured by our con-
tent-sensitive evolve d psychology (fo r a lucid discussio n of the "epidemiology" of
beliefs and other representations, see Sperber, 1985,1990).

Consider the political and moral debate concerning the homeless in the United
States. Thos e with opposing posture s concernin g how much to hel p the homeless
frame their positions in ways that exploit the structure of this evolved psychology. One
persistent theme among those who wish to motivate more sharing is the idea of "ther e
but fo r fortune, go you or I." That is , they emphasize the random, variance-driven
dimensions of the situation. The potential recipient of aid is viewed as worthy because
he or she is the unlucky victim of circumstances, suc h as unemployment, discrimi-
nation, or mental illness. On the other hand, those who oppose an increase in sharing
with the homeless emphasize the putatively chosen or self-caused dimensions of the
situation. Potential recipients are viewed as unworthy of aid because they "brought i t
on themselves": They are portrayed as able-bodied bu t lazy, or as having debilitated
themselves through choosing to use alcohol and other drugs. The counterresponse
from those who want to motivate more sharing is to portray drug use not as a choice,
but as a sickness, and so on.

If cultural meanings were truly arbitrary, then, cross-culturally, donor s would be
just as likely to view people as "worthy of assistance" when they have "brought it on
themselves" as when they have been "the victims of bad luck." Indeed, if all were arbi-
trary, somewhere one should find a culture in which potential donors are most eager
to help those who are more fortunate than themselves, merely because the potential
recipients ar e mor e fortunat e (and not , say , because the y hope fo r something in
return).

Finally, although ou r cognitive mechanism s evolve d to promote adaptiv e deci -
sions in the Pleistocene, they do not necessarily produce adaptive decisions under evo-
lutionarily novel modern circumstances (se e Symons, this volume). For example, if
individual variance in obtaining alcohol is greater than group variance for homeless
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alcoholics who camp out in the same alley, this circumstance might activate decision
rules that promote communal sharing of alcohol, even though these people's mutual
generosity would be slowly killing them.

CONCLUSIONS

Human reason has long been believed to be the paradigm case of the impartial, con-
tent-blind, general-purpose process. Further, it has been viewed as the faculty that dis-
tinguished humans from al l other animals, and the very antithesis of "instinct." But
if even reasoning turns out to be the product of a collection of functionally specialized,
evolved mechanisms, most of which are content-dependent an d content-imparting,
then this has implications far beyond the study of reasoning. The presumption that
psychological mechanism s are characteristicall y general-purpos e an d content-free
would no longer be tenable: Such hypotheses should no longer be accorded the privi-
leged statu s an d th e near-immunity  fro m questio n tha t the y hav e customarily
received. Instead, domain-general and domain-specifi c hypotheses should be given
equal footing and evaluated solely on their ability to be turned into genuine, well-spec-
ified models that actually account for observed phenomena. Guided by such tenets,
we may discover that the human mind is structurally far richer than we have suspected
and contains a large population of different mechanisms.

We have used as a test case the intersection of reasoning and social exchange. The
results of the experiments discussed herein directly contradict th e traditional view;
they indicate that the algorithms and representations whereby people reason about
social exchange are specialized and domain-specific. Indeed, there has been an accu-
mulation of "evidence of special design" (Williams, 1966), indicating the presence of
an adaptation. Th e results are most parsimoniously explained by positing the exis-
tence of "specialized problem-solvin g machinery" (Williams, 1966)—suc h as cost-
benefit representations an d cheater detection procedures—tha t are well designed for
solving adaptive problems particular to social exchange. Moreover, they cannot be
explained as the by-product of mechanisms designed for reasoning about classes of
problems that are more general than social contracts, such as "all propositions," o r
even the relativel y restricted clas s of "all permissions. " I n addition, the pattern of
results indicate that this specialized problem-solving machinery was not built  by an
evolved architecture that i s general-purpose and content-fre e (see Implications for
Culture, this chapter, and Cosmides , 1989) . In other words, the empirical record is
most parsimoniously explained by the hypothesis that the evolved architecture of the
human mind contains functionally specialized, content-dependent cognitive adapta-
tions for social exchange . Such mechanisms, if they exist, would impose a distinct
social contract conceptual organization on certain social situations and impart certain
meanings to human psychological, social, and cultural life. We suggest these evolved
algorithms constitute on e functiona l subunit , ou t o f many others, tha t ar e linked
together to form a larger faculty of social cognition (e.g., Jackendoff, 1991) .

The results of the experiments discussed herein undermine two central tenets of
the Standar d Socia l Scienc e Mode l (Toob y &  Cosmides, this volume). First, they
undermine the proposition that the evolved architecture of the human mind contains
a single "reasoning faculty " that is function-general and content-free. Instead, they
support the contrary contention that human reasoning is governed by a diverse col-
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lection of evolved mechanisms, man y of which are functionally specialized, domain -
specific, content-imbued, an d content-imparting (see Tooby & Cosmides, thi s vol-
ume). According to this contrary view, situations involving threat, social exchange,
hazard, rigid-object mechanics, contagion, and s o on each activate different set s of
functionally specialized procedures that exploit the recurrent properties of the corre-
sponding domain in a way that would have produced an efficacious solution under
Pleistocene conditions . On this view, the human mind would more closely resemble
an intricate network of functionally dedicated computer s than a single general-pur-
pose computer. The second tenet that these results undermine is the proposition tha t
all contentful features of the human mind are "socially constructed" or environmen-
tally derived. In its place, this research supports the view that the human mind imposes
contentful structure on the social world, derived from specialize d functional design
inherent in its evolved cognitive architecture.

The conceptua l integratio n o f evolutionary biology with cognitive psychology
offers something far more valuable than general arguments. The analysis of the com-
putational requirement s o f specific adaptive problems provides a principled way of
identifying likely new modules, mental organs, or cognitive adaptations, and thereby
opens the way for extensive empirical progress. By understanding these requirements,
one can make educated guesses about the design features of the information-process-
ing mechanisms that evolved to solve them. Turning knowledge of the adaptive prob-
lems our ancestors faced over evolutionary time into well-specified computational the-
ories ca n therefor e be a  powerfu l engin e of discovery, allowing one to construc t
experiments tha t can capture , document , an d catalog the functionall y specialized
information-processing mechanisms that collectively constitute much (or all) of our
"central processes. " In effect , knowledg e of the adaptiv e problems humans faced,
described in explicitly computational terms, can function as a kind of Rosetta Stone:
It allows the bewildering array of content effects that cognitive psychologists routinely
encounter—and usuall y disregard—t o b e translate d int o meaningfu l statement s
about the structure of the mind. The resulting maps of domain-specific information-
processing mechanisms can supply the currently missing accounts of how the human
mind generates and engages the rich content of human culture, behavior, and social
life.
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NOTES

1. Fo r example, if Q and B, refer to decreases and increases in f s reproduction, then a deci-
sion rule that causes i to perform act Z if, and only if, C, of doing Z < 0  would promote its own
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Darwinian fitness, but not its inclusive fitness. In contrast, a decision rule that causes i to perform
act Z if, and only if, (C, of doing Z) < (B y of i's doing Z) X r^  would promote its inclusive fitness ,
sometimes at the expense of its Darwinian fitness. The first decision rule would be at a selective
disadvantage compared with the second one, because it can make copies of itself only through
its bearer, and not through its bearer's relatives. For this reason, designs that promote their own
inclusive fitness tend to replace alternative designs that promote Darwinian fitness at the expense
of inclusive fitness.

Although this example involves helping behavior, kin selection theory applies to the evolu-
tion of nonbehavioral design features as well, for example, to the evolution of aposematic col-
oration of butterfly wings. In principle, one can compute the extent to which a new wing color
affects the reproduction of its bearer and its bearer's kin, just as one can compute the extent to
which an action affects the reproduction o f these individuals.

2. Othe r models of social exchange are possible, but they will not change the basic conclu-
sion o f this section: that reciprocatio n is necessary fo r the evolution o f social exchange . Fo r
example, the Prisoner's Dilemma assumes that enforceable threats and enforceable contracts are
impossibilities (Axelrod, 1984) , assumptions that are frequently violated in nature. The intro-
duction of these factors would not obviate reciprocation—in fact, they would enforce it.

3. Followin g Marr, 1982, we would like to distinguish between the cognitive program itself
and an abstract characterization of the decision rule it embodies. Algorithms that differ some-
what in the way they process information may nevertheless embody the same decision rule. For
example, the algorithms for adding Arabic numerals differ from those for adding Roman numer-
als, yet they both embody the same rules for addition (e.g., that A + B = B + A) and therefore
yield the same answer (Marr, 1982).

4. Thes e selection pressure s exis t even  in the absence of competition  for scarce  resources.
They are a consequence of the game-theoretic structure of the social interaction.

5. Th e game "unravels" i f they do. I f we both know we are playing three games, then we
both know we will mutually defect on the last game. In practice, then, our second game is our
last game. But we know that we will, therefore, mutually defect on that game, so, in practice, we
are playing only one game. The argument is general to any known, fixed number of games (Luce
&RaifFa, 1957).

6. Th e cost-benefit values that these algorithms assign to items of exchange should be cor-
related with costs and benefits to fitness in the environment in which the algorithms evolved;
otherwise, the algorithms could not have been selected for. But these assigned values will no t
necessarily correlate with fitness in the modern world. For example, our taste mechanisms assess
fat conten t in food and our cognitive system uses this cue to assign food value: We tend to like
food "rich" (!) in fat, such as ice cream, cheese, and marbled meat. The use of this cue is corre-
lated with fitness in a hunter-gatherer ecology, where dietary fat is hard to come by (wild game
is low in fat). But in modern industrial societies, fa t is cheap and plentiful, and our love of it has
become a liability. The environment changed in a way that lowered the cue validity of fat for
fitness. But our cognitive system, which evolved in a foraging ecology, still uses it as a cue for
assigning food value.

Given the long human generation time, and the fact that agriculture represents less than 1 %
of the evolutionary history of the genus Homo, it is unlikely that we have evolved any complex
adaptations to an agricultural (or industrial) way of life (Tooby & Cosmides, 1990a) . Our ances-
tors spent most of the last 2 million years as hunter-gatherers, and our primate ancestors before
the appearance of Homo  were foragers as well, of course. The very first appearance of agriculture
was only 10,000 years ago, and it wasn't until about 5,000 years ago that a significant fraction of
the human population was engaged in agriculture.

7. Interpretin g the statement as a biconditional, rather than as a material conditional, will
also lead to error. Consider a situation in which you gave me your watch, but you did not take
my $20. This would have to be considered a violation of the rule on a biconditional interpreta -
tion, but it is not necessarily cheating. If I had not offered you the $20, then I would have cheated.
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But if I had offered i t and you had refused to take it, then no cheating would have occurred on
either of our parts. In this situation, your behavior could be characterized as altruistic or foolish,
but no t as cheating. Distinctions based on notions such as "offering" o r intentionality are not
part of the definition of a violation in the propositional calculus.

8. Indeed , one expects learning under certain circumstances: The genome can "store" infor-
mation in the environment if that information is stably present (Tooby & Cosmides, 1990a) .

9. O f course, if two developmental trajectories have different reproductiv e consequences,
one will be favored over the other.

10. Th e drinking-age problem is also a social contract from the point of view of those who
enacted the law. Satisfying the age requirement before drinking beer provides those who enacted
the law with a benefit: People feel that the roads are safer when immature people are not allowed
to drink. Although satisfying the requirement in a social contract will often cause one to incur a
cost, it need not do so (see Cosmides & Tooby, 1989) . The requirement is imposed not because
it inflicts a cost on the person who must satisfy it , but because it creates a situation that benefits
the recipient, which the recipient believes would not occur if the requirement were not imposed.

Consider the following social contract: "I f you are a relative of Nisa's, then you may drink
from my water hole." A hunter-gatherer may make this rule because she wants to be able to call
on Nis a for a favor i n the future . A  given person eithe r is, or i s not, Nisa's relative; it would
therefore be odd to say that being Nisa's relative inflicts a cost on one. Nevertheless, i t is the
requirement that must be satisfied to gain access to a benefit, and it was imposed because it cre-
ates a situation tha t can benefit the person who imposed it . This is why Cheng and Holyoak' s
(1989) distinction between "true" social exchange, where the parties incur costs, and "pseudo"
social exchange, where at least one party must meet a requirement that may not be costly, con-
stitutes a  misunderstanding of social contract theory and the basic evolutionary biology that
underlies it. Social exchange is the reciprocal provisioning of benefits, and the fact that the deliv-
ery of a benefit may prove costly is purely a by-product.

11. S o far, the evidence suggests that we also have specialized procedures for reasoning about
threats and precautions, for example.

12. N o criticism o f the experimenters is implied; these experiments were not designed for
the purpose of testing social contract theory.

13. Wha t if people read in a "may" tha t refers to obligation, rather than to possibility? That
is, after all, a prediction of social contract theory. Logicians have tried to create "deontic logics":
rules of inference that apply to situations of obligation and entitlement. Social contract theory
is, in fact, a circumscribed form of deontic logic. But could subjects be using a generalized form
of deontic logic? Manktelow and Over (1987) say that the answer is not clear because deontic
logicians do not yet agree: According to some, no cards should be chosen on the switched social
contracts; accordin g to others, not-P  & Q should be chosen. Because the rules of inference in
social contract theory include the concepts of entitlement and obligation, it can be thought of as
a specialized, domain-specific deontic logic. But we doubt that people have a generalized deontic
logic. If they did, then non-social contrac t problems that involve obligation should elicit equally
high levels of performance. But this is not the case, as will be discussed later in the chapter.

14. Eve n if this hypothesis wer e true, one would still have to explain wh y social contrac t
problems are easier to understand, or more interesting, than other situations. After all, there is
nothing particularly complicated abou t the situation described in a rule such as "If a person eats
red meat, then that person drinks red wine." Social contract problems could be easier to under-
stand, or more interesting, precisely because we do have social contract algorithms that organize
our experience in such situations. Consequently, showing that social contract problems affor d
clear thinking about a wide variety of problems would not eliminate the possibility that there are
social contract algorithms; it would simply cast doubt on the more specific claim that this set of
algorithms includes a procedure specialized fo r cheater detection.

15. W e would like to point out that the relationship between psychology and evolutionary
biology can be a two-way street. For example, one could imagine models for the emergence of
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stable cooperation tha t require the evolution of a mechanism for altruism detection. I f the selec-
tion pressure s require d by these model s were present durin g hominid evolution, they should
have left their mark on the design of our social contract algorithms. Finding that people are not
good at detecting altruists casts doubt on this possibility, suggesting altruists were too rare to be
worth evolving specialized mechanisms to detect, and hence gives insight into the kind of selec-
tion pressures that shaped the hominid line.

16. Fo r example, instead o f asking subjects to "indicat e onl y those card(s) you definitel y
need to turn over to see if any of these boys have broken the law," the altruist version asked them
to "indicate only those card(s) you definitely nee d to turn over to see if any of these boys have
behaved altruistically with respect t o this law."

17. Indeed , on the altruist detection problem s in which the rule was a social law, more sub-
jects detected cheaters  than detected altruists ! (This result was 64% in the altruist version; 44%
in the selfless version.) I t is almost as if, when it comes to a social law, subjects equate altruisti c
behavior with honorable behavior—i.e., with the absence of cheating. (This may be because for
many social laws, such as the drinking age law, "society"—i.e., the individuals who enacted the
law—benefits from th e total configuration of events that ensues when the law is obeyed.) This
was not true of the personal exchange laws, where it is easy to see how the other party benefits
by your paying the cost to them bu t not accepting th e benefit they have offered i n return. (Fo r
the private exchange problems, only 16% of subjects chose the "look fo r cheaters" answer in the
two altruist versions; 8% and 4%, in the selfless versions.)

18. Manktelo w and Over (1987) point out that people do understand what conditions con-
stitute a violation of a conditional rule , even when it is an abstrac t one . Henc e the failur e t o
perform wel l on the no cheating versio n canno t be attributed to subjects ' no t knowin g what
counts as a violation. (This fact may seem puzzling at first. But one can know what counts as a
violation without being able to use that knowledge to generate falsifying inferences, as the failure
to choose P  & not-Q on abstract Waso n selection task s shows. Two separate kind s of cognitive
processes appea r t o be involved. An analogy might be the ease with which one can recognize a
name that one has been having trouble recalling. )

19. I t is difficult to tell a permission from an obligation because both involve obligation and
because ther e are no criteria fo r distinguishing the two representational format s ("If action is
taken, then precondition mus t be satisfied" versu s "If condition occurs , the n action mus t be
taken"). "Conditions" and "preconditions" can, after all, be "actions." The primary difference
seems to be a time relation: I f the obligation mus t be fulfilled befor e the action is taken, i t is a
permission. If the obligation can be fulfilled afte r a condition (which can be an "action taken" )
occurs, then it is an obligation. A social contract o f the form, "If you take the benefit, then you
must pay the cost" would be considered a  permission i f you were required to pay the cost before
taking the benefit, but an obligation if you had first taken the benefit, thereby incurring the obli-
gation to pay the cost.

20. T o choose not-P & Q, one would have to interpret "If an employee gets a pension, then
that employe e must have worked fo r the fir m fo r at leas t 1 0 years" as also implyin g "I f a n
employee has worked for the firm for at least 1 0 years, then that employee must be given a pen-
sion." Social contract theory predicts that the one statement wil l be interpreted as implying the
other, but permission schema theory does not. In fact, its translation rules (the four production
rules) bar this interpretation. Th e rule presented t o subjects—"If an employee gets a pension,
then that employee must have worked for the firm for at least 1 0 years"—has the linguistic for-
mat of rule 1 of the permission schema—"If the action is to be taken, then the precondition must
be satisfied." Rule 1  can be taken to imply rules 2, 3, and 4 , but no t other rules. By rule 3, the
rule stated in the problem would translate to "If an employee has worked for the firm for at least
10 years, then that employee may be given a pension"—not that the employee must be given a
pension.

21. O r equally low performance. Chen g & Holybak have provided ver y little theory con -
cerning wha t element s in a  situatio n ca n b e expecte d t o activat e th e permissio n schema .
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Although they have suggested that the provision of a rationale or social purpose helps, they have
never denned what counts as such, and there are (social contract) permission rules that lack ratio-
nales that nevertheless produce the effect (Cosmides , 1989) . The problems tha t we tested her e
clearly stated that the rule is a law made by authorities, which ought to clarify that they are per-
mission rules and prevent subjects from interpreting them as descriptive rules. If this is sufficient
to activate a permission schema, then performance on all three problems should be equally high.
But none of the problems contains or suggests a rationale. So if one were to claim that rationales
are necessary, then performance on all three problems should be equally low. Either way, per-
formance should not vary across the three problems.

22. Thi s is the kind of situation that Nesse and Lloy d (this volume) suggest might call for
benevolent self-deception. Although one memory module may be keeping an account of the
other person' s failure to contribute his fair share, this information migh t not be fed into the
mechanisms that would cause an angry reaction to cheating. By preventing an angry reaction,
this temporary encapsulation o f the information would permit one to continue to cooperate with
the suspected cheater. This situation would continue as long as one is still receiving a net benefit
from th e other person , or until it becomes sufficientl y clea r that th e other perso n i s cheating
rather than experiencing a run of bad luck. At that point, the accounts kept by the one module
would be fed into other modules, provoking an angry, recrimination-filled reaction.
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4
Two Nonhuman Primate Models for the

Evolution of Human Food Sharing:
Chimpanzees and Callitrichids

W. C. McGREW AND ANNA T. C. FE1STNER

INTRODUCTION: FOOD SHARING IN HOMINIZATION

Scenarios for the evolutionary transition from apes to humans, that is, for hominiza-
tion, almost always include food sharing as a component (Goodall & Hamburg, 1974;
Isaac, 1978;McGrew, 1979,1981,1992; Tanner, 1981,1987;Tooby&DeVore, 1987;
Wrangham, 1987- ; Zihlman, 1981) . However, hypotheses on the nature, timing, and
extent of food sharing in hominization vary greatly from one theory to the next.

Only the late Glynn Isaac, as far as we know, made food sharing the keystone of
the process, so it is worth exploring his system in detail (see Figure 4.1). It is a three-
stage sequence: His starting point is an ancestral hominoid, resembling a chimpanzee
(Pan), which shows small-scale hunting that leads to "tolerated scrounging" of meat.
Simple tool use is present but is independent of the hunting and scrounging.

The middle stage of hominization involves food sharing as the integrator of hunt-
ing and gathering, which are organized in terms of home bases and division of labor.
Supporting all of this is an infrastructure of tool making and tool using. This stage was
present in the Plio-Pleistocene era of about 2 million years ago.

The third stage is what now exists in modern human societies, each with their var-
ied versions and socioeconomic elaborations. The infrastructure includes all of tech-
nology, from milking pails to vending machines. An all-embracing superstructure of
culture overlies all such food sharing, from potlatches to fast-food outlets.

Isaac's evidence for behavior was necessarily circumstantial, since only artifacts,
and not actions, persist . He inferred the practice food sharing in the middle stage on
the basis of concentrations o f stone tools that could have been used for processin g
meat, found with a large mammal's fossilized bones. Stronger inference came fro m
concentrations of tools found with the remains of several large mammals, which might
indicate mass or repeated transport of prey. Why should hunters do this if not to share
the proceeds? There are alternative explanations such as parallel scavenging (e.g., Ship-
man, 1986) or accumulated individual processing (e.g., Potts, 1987), but Isaac's expla-
nation remains a possibility .

What is missing from Isaac's account is the catalyst for adaptation: Integrated sys-
tems such as his middle stage do not spring full-blown (Tooby & DeVore, 1987). Two
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Figure 4.1 Isaac's (1978) three-stage sequence of the role of food sharing in hominid
evolution.

types of explanation for the transition, one social and one technological, exemplify the
two main strands of his argument.

Lovejoy (1981) placed the star t o f food sharin g in the origins of the sexual pair-
bond, 4  millio n year s ago in th e Miocene . Mor e precisely , he outlined th e likel y
enhancement of reproductive succes s tha t would follow fro m a  male's provisioning
his mate. By improving her physical condition, early hominid parents could shorten
the birth interval between offspring and increase the likelihood o f their survival. (How
foraging males could enforce fidelity and ensure paternity while away hunting is not
clear, however. For an alternative view that stresses the importance of food sharing at
the earlier stage of courtship, se e Parker, 1987) .

From the more technological viewpoint, Parker and Gibson (1979) suggested that
food sharing arose as a secondary adaptation fro m tool use. To be more exact, it was
an adaptatio n fo r "extractive foraging, " tha t is , the acquisitio n o f embedded foo d
items, which requires advanced sensorimotor and symbolizing intelligence. In their
scheme, sharing such acquired solid food was more efficient for a mother than sharing
food through the more energetically costly means of lactation. Sharing patterns thus
created could generalize to other relationships. (Why chimpanzees, who are excellent
extractive foragers, have not taken food sharing further in the hominid direction is not
clear.)

To tackle these issues relating to the transition from nonhuman to human primate
food sharing, we will proceed in stages: First, we will summarize briefly current knowl-
edge of food sharing in other primates. Second , we will focus on the two types of pri-
mates who engage in habitual food sharing—chimpanzees and callitrichids (marmo-
sets and tamarins) . Third, we will use Isaac's (1978) 10 features of food sharin g to
contrast Homo sapiens with our nearest living relations and to contrast chimpanzee s
and callitrichids. These features will be reordered, modified, corrected, and updated ,
whenever necessary, in an effor t to say whether the human-nonhuman contrasts are
ones of kind or only of degree. Finally, we will return to the themes of the social and
the technological, i n an attempt at synthesis.
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FOOD SHARING IN NONHUMAN PRIMATES

In another article, we reviewed the literature on food sharing by primates (Feistner &
McGrew, 1989). Overall, we found that transfer of food items between individuals has
been reported in many species of simians. However , most of these records are anec-
dotal or are based on a few occasional events. Except for the chimpanzees and calli-
trichids, there is no convincing evidence that such transfer of food is important, much
less essential for survival. This contrasts markedly with several species of social car-
nivores, especially in the Canidae (e.g., wolves), Felidae (e.g., lions), and Hyaenidae
(hyenas), in which the provisioning of mates and young is crucial to successful repro-
duction (e.g., Kuhme, 1965). Of the orders of mammals, the Carnivora present a more
basic and consistent range of food sharing adaptations, suc h as reciprocal exchange,
than do the Primates, humankind excepted.

When food sharing does occur commonly in nonhuman primates, it almost always
takes the form of "tolerated scrounging " from parents, usually the mother, by young-
sters. That is, infants or juveniles usually take leftovers, with little resistance offered by
the parent. This parental tolerance may function in the weaning of offspring from milk
to solid food.

There is some indication that food sharing is most developed in monogamous pri-
mates such as gibbons (Hylobates spp. , e.g., Schlesser & Nash, 1977) and titi monkeys
(Callicebus spp., e.g., Starin, 1978). However, no one has done an experimental study
of its importance, nor have observational studies kept track of such basic variables as
intake, calories, energetic or nutritional trade-offs, and so on.

For these reasons, we will focus on the chimpanzees and callitrichids, as they are
the only primates in which food sharing is both important and well studied.

Chimpanzee Life

The common chimpanzee (Pan troglodytes,  Pongidae) is among the most-studied of
nonhuman primates, wit h ongoing field studies lasting over 30 years at sites across
Africa. Studies of chimpanzees in captivity go back even further, and the settings vary
from laboratorie s to zoos to human homes. Chimpanzees studied in captivity have
ranged from those confined alone in small cages to mixed groups in naturalistic enclo-
sures. (Neither of these generalizations applies to bonobos or pygmy chimpanzees, Pan
paniscus, about whom little is yet known, e.g., there are as yet no empirical data on
food sharing in captivity.)

There is a remarkable consensus about chimpanzee nature from these varied stud-
ies (Nishida, 1989) . In the wild, the apes live in loosely structured communities or
"unit-groups." Rarely, if ever, are all members together. Instead, parties of varying size
and composition form and break up over hours or days. It has been said that the only
lasting subgrouping is that of a mother and her dependent young (Goodall, 1968) .

Parties are not random, however. Adult males (who are often related) form bonds
with each other and travel together to patrol the edges of the community's home rang e
in xenophobic vigilance. Adult females and their offspring range less widely and spend
less time together. There are no lasting sexual bonds and most mating is "promiscu-
ous," althoug h mos t conception s occu r i n nonrandom , temporar y consortship s
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(Tutin, 1979) . In short, males compete fo r access to mates, and females compete for
resources for their matrilineal kin. Males stay in their natal communities, but females
move out, sometimes more than once. Communities displace or avoid one another,
but do not defend set territorial boundaries. Ther e may be much overlap between the
ranges of neighboring groups, especially seasonally, an d som e females may transfer
membership between communities . I n captivity , when space and facilitie s permit ,
social life shows many of the same patterns (e.g., de Waal, 1982).

Chimpanzee Food Sharing

Observations of food sharing in the wild are available only from populations of chim-
panzees that are well used to humans at close range. Most come from two sites: Gombe
(Goodall, 1968;McGrew, 1975; Silk, 1978) and Kasoje (Nishida, 1970), both in west-
ern Tanzania. The only nearly comparable data on bonobos are from Wamba, in Zaire
(Kano, 1980 ; Kuroda , 1984) . Observation s o f food sharing in captivit y ar e fewer ,
despite th e ubiquit y o f the behaviora l pattern , wit h Silk' s (1979 ) bein g the mos t
detailed. Unti l recently , experimenta l studie s wer e contrived o r limited (Lefebvre ,
1982; Nissen & Crawford, 1936), but de Waal (1989) has rectified this.

The following generalizations can be made:

1. Mos t food sharin g of everyday plant foods is from mothe r to dependent off -
spring, and it is tolerated scrounging (see Figure 4.2).

2. Nex t most common is sharing by adult males with adult females, but there are
not yet enough data to know if there are regular partner preferences (see Figure
4.3).

3. Th e nature of the food item affects the pattern of its distribution. Prized foods
in short supply (e.g., meat, sugar cane) lead to high rates of interaction over food
and mor e aggression. Common but hard-to-proces s food s increase mothers '
sharing with infants.

4. Pattern s of meat sharin g are the mos t complicated , bein g influenced by age
(with older individuals receiving more meat), kinship (with higher rates of shar-
ing within matrilines), and reproductive state (with estrous females receiving
more than anestrous ones) .

5. Th e causatio n o f transfer of foo d varie s widely. An individua l may coerc e
another to hand over food or , more rarely, may donate food without prompt-
ing. Most cases, however, follow on from various forms of begging by the even-
tual recipients, and so can be termed responsive  rather than spontaneous.

6. Chimpanzee s give a special cal l that alerts others at a distance to the presence
of food. As such, this is food sharing of sorts, but it need not be interpreted as
charitable. A caller faced with more than enough food will lose nothing by shar-
ing it and may benefit later whe n another chimpanze e reciprocate s (Wrang -
ham, 1977).

7. Th e overall pattern for bonobos is apparently the same as for common chim-
panzees, but age and sex differences are less clear-cut .

8. Finally , patterns of food sharing, whenever examined so far, follow evolution-
arily predictable lines in terms of parent-offspring conflict, nepotism, and inter-
sexual competition. For example, mothers share food with offspring, but come
into conflic t whe n offspring see k to continu e receiving parental investment
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Figure 4.2 An infant chimpanzee (left) tries to scrounge sugar cane while his mother
(right) eats (at Kasoje).

beyond the point when it is in the mother's interest to redirect it to future off -
spring (Trivers, 1974) .

Callitrichid Life

The Callitrichidae are one of the two main families of New World monkeys (Platyr-
rhini). The y mak e u p abou t 2 0 specie s i n fou r genera : marmoset s (Callithrix,
Cebuella) and tamarins (Leontopithecus, Saguinus).  The two types differ in teeth and
diet, but all callitrichids have much in common, hence the collective use of the family
name here.

Unlike chimpanzees, the marmosets and tamarins are as yet little known in the
wild, especially in terms of their social life. Some species have not been studied at all,
and of those that have, few have had identified individuals studied in the long term.
Of the two species best known for food sharing , the endangered cotton-top tamarin
(Saguinus oedipus)  o f northwestern Columbia has been studied in the wild only little
(Neyman, 1978) . The highly endangered golden lion tamarin (Leontopithecus  rosa-
lia), now reduced to a few relic populations i n the Atlantic coastal forests of Brazil, is
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Figure 4.3 An adult male chimpanzee (right) hands over a banana to an adult female
(left) (at Combe).

only now being studied in the field (Kleiman, 1981) . Much more is known of both
species in captivity.

What follows is a generalized descriptio n base d on a synthesis of what is known
across several species. As more knowledge of differences between taxa accumulates, it
is harder and harder to present a "typical" callitrichid, but brevity demands it here.
Callitrichids live in families usually made up of a single breeding female, one or more
mates, an d thei r offspring , adul t a s wel l as immature. The reproductiv e system is
impressively efficient, largely because it is cooperative. The fathers) and older siblings
do most of the infant rearing, leaving the mother to concentrate on gestation and lac-
tation. Th e resul t i s large neonates, twinning , and postpartu m conception , whic h
means that the mother may carry two fetuses while suckling two infants at the same
time. Offspring are reproductively suppressed in the intact nata l family, and incest is
avoided. Family life is largely peaceful.

Callitrichids ar e largely arboreal an d limited to forests. The families are fiercely
territorial, defendin g small home ranges, whic h contain a  few key resources. They
resist incomers, and offspring appear to delay dispersing until "vacancies" come up in
nearby territories .

Callitrichid Food Sharing

As with other aspects of social behavior, our knowledge of food sharing in callitrichid
monkeys is virtually confined to a few studies in captivity. For a welcome exception,
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see Ferrari's (1987) study of buffy-headed marmosets , Callithrix  flaviceps, in Brazil.
The followin g generalizations are based mainly on golden lion tamarins (Brown &
Mack, 1978 ; Hoage, 1982 ) and cotton-top tamarin s (Feistner &  Price, 1990 ) about
whom the most is known:

1. Mos t food passes from parents or older siblings to weanling infants, within the
family. Often i t is active sharing, with possessors offerin g foo d item s without
any noticeable prompting.

2. Les s commonly, food is shared between other family members, with the recip-
ient being the mother, or a juvenile, or an older offspring carrying an infant.

3. Sharin g rates are higher with live animal prey than with plant or artificial foo d
items. For a few weeks in early life, infants depend upon others for food, even
when they could get food directly for themselves.

4. Withi n the family, the network of food distribution is diffuse, with all possible
combinations of age and sex categories havin g been seen to share. However,
there are age and sex differences: Sexually mature older siblings share more than
do immature older siblings (Feistner & Price, 1990) , and brothers share more
than do sisters (Wolters, 1978), at least in cotton-top tamarins .

5. Transferre d food items are not leftovers, i.e., those no longer wanted by others
who are sated. Instead, the highest rates of sharing occur soon after food is made
available, and highly preferred foods are shared more than less desirable ones
(Feistner & Chamove, 1986).

6. Callitrichid s give a characteristic vocalization that invites sharing and accom-
panies offering of food. Infants quickly respond to this encouragement.

7. Foo d sharin g is a key part o f the adaptiv e package of cooperative breeding,
along with carrying and protecting the infants. Patterns of sharing often cannot
be predicted simply by degree of relatedness, since in nuclear families all but the
parents are related by r = 0.50. Instead, patterns of sharing seem to reflect the
maximizing of inclusive fitness by donors. Sexually mature older siblings wait-
ing for breeding opportunities can recoup some of their lost reproductive value
by investing in their younger siblings. Similarly, the breeding female seems to
get food in accordance with the cyclical physiological demands of her repro-
ductive state.

HUMAN VERSUS CHIMPANZEE FOOD SHARING

Many authors have used the chimpanzee as a model for early human evolution (see
the list of behavior patterns mentioned earlier). Of these, Isaac (1978) dealt most com-
prehensively with food sharing. He presented a  set of features that were meant to be
unique to human beings, although in some cases chimpanzees show a rudimentary
version of the behavioral pattern. These 1 0 features are given in the left-hand column
of Table 4.1, where they are summarized and reordered to suit this article. The middle
column gives the contrasting positio n fo r the chimpanzee , as stated o r implied by
Isaac, although in a few cases we have amplified the contrast to make it clear. The right-
hand column gives extra information gained since Isaac's paper was published or rel-
evant knowledge that he did not cite. What follows is a paragraph-by-paragraph recon-
sideration of Isaac's 10 points:



Table 4.1 Isaac's (1978) Hypothesized Major Differences Between Homo and Pan in Food Sharing and Related
Activities with Updated Comments

Humans Chimpanzees Comments

1. Huntin g and fishing, prey may weigh
more than 1 5 kg

2. Trave l bipedally, carry possessions

3. Complex , made tool kit to obtain
food

4. Prepar e foo d for eating

5. Postpon e eating of gathered food s
6. Hom e base as focus of ranging
7. Long-ter m matin g bond, economi c

reciprocity
8. Kinshi p categories regulate relations

9. Languag e regulates relations

10. Activ e food sharing, family as
crucial node in larger network

Less hunting, no prey weighs more than
15kg

Travel quadrupedally, possessions not
carried

Only simple tools

No prepared food

Eat food when and where found
No home base
No mating bonds

Kinship influences relations

Complex communication but no language

Tolerated scroungin g of meat, no plant
sharing

No real difference (Teleki, 1973)

Chimpanzees carry hammers and
nuts (Boesch & Boesch, 1983 )

Tanzanian chimpanzees' tool s not
different from Tasmania n
aborigines'(McGrew, 1987)

Chimpanzees use hammer and anvil
to smash open nuts (Boesch &
Boesch, 1983)

Real differenc e
Real differenc e
Sex differences in feeding (McGrew,

1979),consortship(Tutin, 1979)
Seems impossible to disprove menta l

representation by chimpanzees of
kinship relations

Syntax and semanticity in natural
"language"? (Menzel, 1976)

Both share natural and artificial plant
foods (McGrew, 1975)
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1. Human beings in nonagricultura l societies devot e much time and energ y to
seeking high-protein foo d (Kaplan & Hill, 1985) . This takes the form of hunting or
fishing, often cooperatively, for vertebrate prey. Of the primates, only Homo hunts big
game, that is, prey weighing over 15 kg. This has direct consequences for food sharing.
As no one hunter could consume the whole kill before it spoiled, surplus parts of it are
available for giving away. Chimpanzees also eat birds and mammals, but individual
prey ar e smaller , though multiple kills often mea n tha t surplu s meat i s available
(Boesch & Boesch, 1989) . Meat is distributed, bu t reluctantly , and ofte n onl y afte r
coercion. Sharing i s no t random , bu t follow s patterns o f age, sex, and affiliatio n
(Teleki, 1973) . For thi s firs t feature , ther e see m t o b e fe w qualitative difference s
between the sharing of meat by Homo and Pan.

2. Human foragers move about bipedally, carrying with them their possessions ,
including food for sharing. This is made possible by the upper limbs being freed fro m
locomotion and by the invention of containers. At the time when Isaac wrote, it could
be said that chimpanzees only occasionally carried tools and that they traveled quad-
rupedally. Later work by Boesch and Boesch (1983) showed that wild chimpanzees
may carry nuts or hammer stones and anvils for use in nut cracking, traveling tripe-
dally.

3. The tool kits used to obtain food in even the simplest human cultures vary in
type and involve complex manufacture, according to Isaac. Presumabl y such tools
expand the menu and create surpluses for exchange (e.g., Betzig & Turke, 1986) . In
contrast (he wrote), chimpanzees in nature use only a few simple tools. In fact, if one
uses an objective taxonomy to compare the tools used in subsistence by Tanzanian
chimpanzees an d by Tasmanian aborigine s (who are often presente d a s having the
simplest human technology), there is little difference (McGrew, 1987).

4. Human beings prepare food for eating by using tools to alter it, e.g., by crushing,
grinding, heating, etc. Chimpanzees eat their food raw, but the Boesches (1983,1989)
have shown that some wild chimpanzees put much time and effort into hammering
open hard-shelled nuts and crania and that the resulting contents are shared. Thus,
making easier-to-eat foods to pass on to dependent young is found in both Homo and
Pan.

5. Human beings postpone their consumption of some food items that accumulate
from gathering. These collected proceeds are then taken to a meeting point for sharing
or exchange with other persons. In contrast, chimpanzees almost always eat food when
and where they find it. Sometimes a branch laden with fruit or a piece of a kill is carried
a short distance, but this seems to be for more convenient personal consumption, not
sharing. This difference between Homo and Pan seems to be a qualitative one (see also
Wynn & McGrew, 1989).

6. Even the simplest gathering-and-hunting society operates from a home base of
sorts, however temporary (Kaplan & Hill, 1985) . This base may be moved daily or
seasonally, but in any given period members of the community return from foragin g
to a focal point for sharing and other socializing. Chimpanzees, though somewhat ter-
ritorial, have no permanent home bases. Instead, they roam widely, often alone, build-
ing a new sleeping nest each night, usually in a different place from the night before.
This seems to be another qualitative difference between the two types of hominoid (but
see Sept, 1992) .

7. Human beings form long-term mating bonds between the sexes. Regardless of
the varied forms these take in different cultures, they have common properties, among
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which are reciprocal economi c ties . In foragin g societies , this usually means sexual
division of labor by female gathering and male hunting. Chimpanzees form no lasting
pair-bonds and usually mate with many partners, but the key factor evolutionarily—
who impregnates females—involves mutual consent in most cases. Further, the poten-
tial for sexual division of labor is shown by sex differences in feeding on animal prey:
Males do most of the hunting for mammals, and females do more gathering of insects
(McGrew, 1979).

8. In human society, kin of varying degrees of relatedness are not only dealt with
differently, but are explicitly so classified. These categories help to regulate social rela-
tions, including the sharing of food. Kinship, at least matrilineally, also affects rela -
tions in the chimpanzees' community, in terms of alliance, incest avoidance, and food
sharing. There is no detectable categorization, but it is hard to imagine how one could
rule out (or confirm) mental representations o f kinship classes in wild apes.

9. Such classification an d terminology may well be a prime function of language,
which in human society helps to regulate social relations, including food sharing. It is
not essential, however, as seen in the social relations of infants (who are preverbal) or
the mentall y subnormal (wh o may be nonverbal) . Chimpanzees do have complex
communication, but the extent of their linguistic ability is not clearly known. Menzel
(1975) showed that signs of syntax and semanticity may exist in the communication
of young chimpanzees and that this resulted in passive food sharing or its avoidance.

10. Finally, Isaac wrote that in Homo the acquisition of food is a corporate respon-
sibility. Active food sharing typically occurs with the family as the crucial node in a
wider social network (Betzig & Turke, 1986) . Food is exchanged between adults and
shared by adults with dependent others , old or young. In contrast, Isaac argued that
meat sharing by chimpanzees is tolerated scroungin g and not active sharing. Further-
more, he stated that vegetable foods, which make up most of the species' diet, are not
shared by chimpanzees. In fact, most transfer of food by wild chimpanzees is matrilin-
eal (Silk, 1978) , and both natural and artificia l plant foods change hands (McGrew,
1975). The same patterns occur in captive groups (Silk, 1979; de Waal, 1989). Distin-
guishing active from passive food sharing is not easy, especially i f chimpanzees aban -
don food to forestall being pestered for it. (For a discussion of definitions, see Feistner
& McGrew, 1989) .

In conclusion, few of the 1 0 contrasting features put forward by Isaac as uniquely
human are convincingly so. Some of the differences seem to be ones of degree, not of
kind. Overall, this narrows the gulf between pongid and hominid in terms of recon-
structing a common ancestral hominoid.

CHIMPANZEE VERSUS CALLITRICHID MODELS

Table 4.2 shows how callitrichid monkeys compare with chimpanzees on Isaac's 10
features. The contrast i s soon apparent : Like chimpanzees, callitrichids also pursue
high-protein animal prey, which are usually insects (Neyman, 1978). (Chimpanzees
weigh about 100 times as much as typical callitrichids, that is about 45 kg versus 0.45
kg.) Such hunting is done individually. In nature and i n captivity, the capture of a
locust elicits intense begging and sharing .

Callitrichids us e no tools, carry no objects, prepare no food items , unlike chim-
panzees, but like them they do not postpone consumption .
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Table 4.2 Comparison of Chimpanzee and Callitrichid on Isaac's
(1978) 10 Features of Food Sharing (+ = present; — = absent)

Feature Chimpanze e Callitrichi d

1. Anima l prey +  +
2. Carr y possessions +  —
3. Too l use +  —
4. Prepar e food +  —
5. Postpon e consumption —  —
6. Hom e base —  +
7. Matin g bond —  +
8. Kinshi p categories —  ? —  ?
9. Languag e -  -

10. Activ e sharing —  +

At least some tamarins have home bases: Families of golden lion tamarins use tree
holes as overnight shelters for long periods (Coimbro-Filho, 1978). Cotton-top tama-
rins do not use tree holes, but sleep habitually in a few suitable trees (Neyman, 1978).
Marmosets repeatedly use sites in certain trees, which they tap for exudates, and these
gums are a major part of the diet.

In captivity, callitrichids are usually kept in nuclear families in which the parents
mate for life. Only long-term studies will show how often this is true in nature, but
data collected so far are largely compatible with this as an "ideal" mating system. As
with sexual bonds in humans (Isaac, 1978) , either monogamy or polygamy entails
joint responsibility for child rearing and restrictions on sexual access, as well as some
male-to-female sharing of food.

Categorization of kin is just as hard to prove or disprove in callitrichids as it is in
chimpanzees. However, there is some evidence that suggests rudimentary roles within
families: Eldest daughters show the most inclination to disperse, and eldest sons appear
to stay on in the natal family to inherit its resources (McGrew & McLuckie, 1986) .

We know of no evidence of linguistic communication in callitrichids, but their nat-
ural vocalizations may be no less complex than those of the apes. Less has been done
on tamarins than on marmosets, but there is some evidence in the latter for both incip-
ient syntax (Snowdon & Cleveland, 1984) and semanticity (Snowdon, Cleveland, &
French, 1983) . As noted earlier, both callitrichids and chimpanzees give specific calls
in the context of sharing food.

Finally, there is a surprising difference in active food sharing between chimpanzees
and callitrichids. The apes rarely give food without being prompted, and begging takes
several forms, some of which are prolonged. Callitrichids spontaneously offer food ,
accompanied by a specific invitational call. Possessors give up food quickly, with little
or no resistance. As with chimpanzees, however, Callitrichid offspring do much toler-
ated scrounging, as is found in many other species of primates.

Overall, i t look s a s if chimpanzees an d callitrichid s sho w distinctive adaptiv e
"packages" relating to food sharing. That of the apes is largely technologically based,
in terms of the acquisition and handling of food items, and distribution follows fro m
this. That of the callitrichids is more socially based, with food sharing being embedded
in a rich, cooperative family life . The question is, Which model offers mor e help in
understanding the evolution of food sharing during hominization? (Tooby & DeVore,
1987).
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CONCLUSIONS

First, it is unlikely that either chimpanzees or callitrichids provide a tidy, single-taxon
model for a stage in hominization. Nor would a simple, double-helix-style fusion of
the two , howeve r tempting, b e likel y to produc e a  believabl e ancestral homini d
(although this remains to be explored). However, the technological theme presented
by the chimpanzees and the social theme presented b y the callitrichids should be of
use, if only to remind us that food sharing is the bridging element between subsistence
and sociality (Feistner & McGrew, 1989; Blurton Jones, 1987) .

If one is to look for "Darwinian algorithms " i n order to test models of cultural
adaptation, subsistenc e and socialit y seem two likely candidate areas (cf. Tooby &
Cosmides, 1989). Potential food-sharers need to assess features such as resource value
and divisibility, current (and future?) needs and surpluses, and relative costs and ben-
efits of food to self and others .

Cosmides and Tooby (1989) have focused on similar problems in seeking to con-
struct a computational theory of social exchange for human beings. Getting to the
hominid state of cognitive sophistication from nonhuma n origins is the challenge to
evolutionary explanation. Both environmental and phylogenetic constraints need to
be considered.

Chimpanzees have all the necessary technology except the container, but they are
a long way on social grounds from Isaac's middle stage. Callitrichids have a true family
life of rich complexity, especially in their cooperative child-rearin g systems involving
adult siblings, but up in the rain forest canopy, technology is a low priority.

Finally, what hypothetical selectio n pressure s brought about the blend of social
and technological factors in food sharing in hominization? How did we humans man-
age to get the best of both the chimpanzee and callitrichid worlds? The key seems to
be in the proto-hominid's adaptation of its hunting or scavenging to include big game.
Acquisition of super-surplus meat, which would otherwise be wasted, offer s various
adaptive opportunities: For male hunters meat provides a high-value currency for sex-
ual (an d therefore reproductive) negotiatio n wit h females . I t enable s possessors of
meat to provision offspring or other kin and to be able to expect reciprocity accord-
ingly (see also Blurton Jones, 1987) . Risky investment i n hunting or scavenging by
some group members can then be offse t b y surplus gathering by others. Wit h such
interactions (or transactions), the potential fo r relationships exists, relationships that
at some point are transformed into enduring reproductive bonds between the sexes.
In conclusion, Isaac's focus on food sharing in the transition fro m ape to human was
apt, but the emerging picture is richer than even he imagined.
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III
THE PSYCHOLOGY OF MATING AND
SEX

Our scientific intuitions can be misled by our phenomenology. Consider vision.
Phenomenally, seeing seems simple: We open our eyes, light hits our retina,
and we see. It is effortless, automatic, reliable, fast, unconscious and requires
no explicit instruction. But this apparent simplicity is deceptive. As is now
known, constructing a three-dimensional representation of objects in the world
from a two-dimensional retinal display poses enormously complex computa-
tional problems, and the visual system contains a vast array of dedicated, spe-
cial-purpose information-processing machinery that solves these problems.
Moreover, seeing is effortless, automatic, reliable, fast, and so on, precisely
because we have this dedicated machinery.

Our phenomenal experience of an activity as "easy" or "natural" can lead
us to grossly underestimate the complexity of the processes that make it pos-
sible. Doing what comes "naturally," effortlessly, or automatically is rarely sim-
ple from a computational point of view. To find someone beautiful, to fall in
love, to feel jealous—all can seem as simple and automatic and effortless as
opening your eyes and seeing. But this apparent simplicity is possible only
because there is a vast array of complex computational machinery supporting
and regulating these activities. Moreover, this machinery is and must be spe-
cialized—if a woman were to use the same taste preference mechanisms to
choose a mate that she uses to choose nutritious foods, she would choose a
strange mate indeed. Different adaptive problems are frequently incommen-
surate: They cannot, in principle, be solved by the same mechanism. To solve
the adaptive problem of finding the right mate, one's choices must be guided
by qualitatively different standards than when choosing the right food or the
right habitat (see, e.g., Part VI, "Environmental Aesthetics"). Consequently,
one's standards and preferences must be tailored to the domain and the prob-
lem. For parallel reasons, what counts as a "good mate" from an evolutionary
point of view differs somewhat for women and for men. Therefore the com-
putational processes governing mate choice in women are expected to differ in
certain predictable ways from those governing mate choice in men.

The chapters by Buss and by Ellis explore the design features of the psycho-
logical mechanisms governing mate choice in humans. Ellis focuses on the mate
preferences of women. Many evolutionary informed researchers have shied
away from this topic because an evolutionary analysis suggests that women's
evaluative mechanisms will embody a somewhat more complicated set of stan-
dards than those of men. Ellis has reviewed the psychological literature on
women's mate preferences, in an attempt to see how well certain predictions
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made in the evolutionary literature hold up. He also discusses how the evi-
dence bears on certain predictions made by researchers who do not take an
evolutionary perspective. Perhaps the most interesting of these is the traditional
hypothesis that female and male sexual psychologies are identical, and give rise
to different preferences only because female and male circumstances system-
atically differ. He evaluates, for example, the "structural powerlessness"
hypothesis, which explains female-male differences as a response to differential
power and access to resources and hence predicts that as women gain more
power in society, their mating preferences will come to more closely resemble
those of men.

Buss focuses on the mate preferences of both women and men. Darwin's
theory of sexual selection is a rich source of hypotheses about the psychology
of mate choice. In order to test some of these hypotheses, Buss has generated
a truly extensive body of empirical work, both within the United States and
cross-culturally. (Indeed, Buss gives the word "extensive" new meaning: One
of his studies involved over 10,000 subjects.) His research shows that there is a
broad cross-cultural consensus about what attributes are important in a mate.
It also shows that there is a tight linkage between intersexual selection and intra-
sexual selection, just as Darwin predicted: In the domain of sexual attraction,
the preferences of women shape the nature of competition between men, and
the preferences of men shape the nature of competition between women.

For species in which both sexes cooperate to raise their joint offspring to
reproductive age, there is more to the adaptive problem of mating and sex than
simply finding and copulating with the right mate: There is also intense selection
for mechanisms that protect the individual's investment in that cooperative
relationship. To the extent that sexual access to members of the opposite sex is
a reproductively limiting resource, selection will create psychologies that cause
one to compete for sexual access and to defend it against rivals. For terrestrial
vertebrates, it is typically the case that sexual access to females is a limiting
resource for males. Consequently, selection has shaped adaptations in males of
many species that facilitate success in competition for sexual access to females.
These adaptations are not only anatomical, such as antlers and increased size,
but psychological as well: computational systems that generate behavior whose
function is to prevent females from having sexual contact with rival males.

This widespread competition for sexual access to females is further struc-
tured in species, such as humans, where males not only compete for mates, but
also invest in offspring. In mammals, mothers always know who their offspring
are (emergence from one's body is a very reliable cue), but paternity is far more
difficult to ascertain. Paternity uncertainty poses few adaptive problems for
many mammalian species, because the male does nothing to help raise their
joint offspring. But paternity uncertainty does pose a serious adaptive problem
for human males, who do share the burden of raising offspring: Human males
must avoid investing in offspring not their own. A psychological design feature
that systematically allows a male to be "cuckolded" would be intensely
selected against for two reasons: (a) It would have lost an opportunity to repli-
cate itself via that female, and (b) it would cause the male to squander scarce
and valuable time and effort raising offspring that do not carry that design—time
and effort that could otherwise have been spent finding new mates or helping
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genuine descendents. Obviously, any design feature that increases the proba-
bility that a human male will spend his time and resources raising his own chil-
dren rather than those of another man would, all else equal, have a selective
advantage over alternative designs. In their chapter, "The Man Who Mistook
His Wife for a Chattel," Wilson and Daly propose that this constellation of
selection pressures has created a male psyche that is "proprietary" about wom-
en's sexuality.

In essence, Wilson and Daly are arguing that some of the assumptions and
rules of inference that evolved for reasoning about social exchange (see Cos
mides & Tooby, this volume) are activated in the sexual domain as well, causin
many men to view sexual access to a woman as the sort of thing a man has the
right to use, monopolize, defend against trespass, modify, or dispose of—i.e.,
as a sort of "property." Their exploration of this dark side of the male mind
reviews and organizes a broad array of cross-cultural data. Wilson and Daly are
singularly well equipped to do this. The two of them have pursued what is argu
ably the most sustained and comprehensive empirical research program in the
behavioral sciences into how selection has shaped human psychology and
motivation. This has culminated in their landmark book Homicide, much of
which deals with the conflict engendered by male motivation to gain access to
or monopolize women's sexuality. Wilson, who has a degree in law as well as
psychology, has been able to include evidence drawn from the comparative
analysis of legal systems, as well as evidence from more standard ethnographic
sources. Wilson and Daly's chapter demonstrates how a deep understanding
of human psychology—and of the conflicts of interest that arise as a conse-
quence of the design of this psychology—can illuminate the character and
development of legal systems and other social institutions, even though these
are the highly contingent products of a complex historical process.



This page intentionally left blank 



5
Mate Preference Mechanisms:

Consequences for Partner Choice and
Intrasexual Competition

DAVID M. BUSS

Few things are more obvious than the fact that human behavior is selective and pref -
erential. Foods rich in fat and sugar are preferred over those that are bitter or sour.
Preferential avoidanc e o f heights , snakes , darkness , an d spiders—environmenta l
hazards in human evolutionary history—are learned more readily than are fears of
environmentally nove l hazards such as cars or guns. Habitats offerin g resources and
protection simultaneously, to take another example, are preferred over those lacking
these attributes (Kaplan, this volume; Orians, 1980 , Orians & Heerwagen, this vol-
ume). Perhaps nowhere are preferences more apparent than in human mating deci-
sions. Nowhere do individuals prefe r to mate with all members of the opposite sex
equally (Buss, 1989a;Symons, 1979) .

This chapter examines four fundamenta l premises: (a) human mate preferenc e
mechanisms are central psychological procedures that affect actual mating decisions,
(b) mate preferences exert a powerful selection pressure on human intrasexual com-
petition, (c) there exists a class of acts generated by each preference mechanism, and
(d) the evolution of psychological mechanisms cannot be understood full y without
identifying the class of acts generated by each psychological mechanism .

SELECTION PRESSURES CREATING MALE MATE PREFERENCES

Imagine a state in which human males had no mate preferences aside from specie s
recognition and instead mated with females randomly. Under these conditions, males
who happened t o mat e with females of ages falling outside the reproductive year s
would become no one's ancestors. Males who happened to mate with females of peak
fertility, in contrast, would enjoy relatively high reproductive success. Over thousands
of generations, this selection pressure would, unless constrained, fashion a psycholog-
ical mechanism that inclined males to mate with females of high fertility over those of
low fertility.

For males more than females, reproductive success is limited by sexual access to
reproductively valuabl e o r fertil e mate s (Symons , 1979 ; Trivers, 1972 ; Williams,
1975). Reproductiv e valu e refers t o expecte d futur e reproduction—th e exten t t o
which persons of a given age and sex will contribute to the ancestry of future genera-
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tions (Fisher, 1958) . Fertility is defined as the probability of present reproduction for
a given age and sex. Although cultures vary, human female fertility typically peaks in
the early to middle twenties, while reproductive value peaks in the mid-teens (Thorn-
hill & Thornhill, 1983). Both values show a sharp decrement with age.

Because male reproductive succes s in humans depends heavily on matin g with
reproductively capable females, selection over thousands of generations should favor
those males who prefer to mate with reproductively capable females. Unfortunately
for males seeking to solve this problem, reproductive value and fertility are not attri-
butes that can be observed directly. This raises a crucial issue in the evolution of pref-
erence mechanisms: What affordances  (informatio n provided by a perceived object;
Gibson, 1966) do human females yield that are correlated with reproductive capability
at a sufficiently reliable level to provide a basis for male mate preferences?

Williams (1975) and Symons (1979) provide a partial answer to this question. Age
of females i s highly correlated with their reproductive capability—youthful females
are generally more fecund than older females. But even age must be inferred, as it can-
not be assessed directl y (at least prior to the development of counting systems; note
also that inhabitant s of hunter-gatherer societies frequentl y do not know their age).
Three classes of cues could provide, in principle, reliable guides to age and hence repro-
ductive capability: (a) physical features (e.g., smooth, clear, and unblemished skin, lus-
trous hair, white teeth, absence of gray hair), (b) behavioral features (e.g., sprightly and
graceful gait , high energy level, alacrity), and (c ) reputation (i.e. , knowledge gleaned
from others regarding the age, health, condition, appearance, behavior, and prior sex-
ual conduct of a female).

Consensual standards o f attractiveness shoul d evolve over generations to corre -
spond to these affordances (Buss, 1987). The physical attractiveness of females, there-
fore, should occupy a central place in male mate preferences. This preference should
be stronger for males than for females because (a) female reproductive success is not
as limited by the problem of obtaining fertile mates, (b) there is less variance among
males than among females in capacity to sire offspring across the lifespan (male fertil-
ity can remain high into the fifties, sixties, etc.), (c) male fertility, to the degree that it
is important for female reproductive success , is less steeply age-graded than is female
fertility, and (d) male fertility therefore cannot be assessed as accurately from physical
appearance.

The reproductive capabilit y of females, however, does not exhaust the preference
possibilities that would afford male s greater reproductive success. Another important
consideration i s the availability o r access a particular mal e has to a given female's
reproductive value. Observed cues or reputation suggestin g that a female has diverted
(or might divert) that availability to another male should be disfavored; those suggest-
ing fidelity would be favored. One cue that appears to be afforded by reputation is chas-
tity—the lack of prior experience in sexual intercourse. Stil l another consideration is
nurturance—which could provide a cue to good mothering skills.

Males in our evolutionary pas t (prior to widespread birt h control) who preferred
chaste female s woul d have enjoyed greater reproductiv e success through increase d
probability o f paternit y (Daly , Wilson , &  Weghorst , 1982 ; Dickemann , 1981) .
Because maternity i s never in doubt, there would not be analogous selectiv e advan -
tages for females to prefer chaste males as mates. This sexual asymmetry, however,
would b e compromise d i f prio r sexua l conduc t o f a  mal e signale d diversio n o f
resources awa y from th e femal e and he r offspring . T o the degree that prio r sexual
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experience b y males provides this cue, females also shoul d value chastity in a  po-
tential mate.

In sum, the selection pressure s that hav e forged mal e mate preferences include
those involving female reproductive capacity and a male's access to that capacity (see
also Ellis, this volume). Because these capacities of females are not directly observable,
selection has favored preferential attention to the cues that afford reliable information
about them. Physica l appearance , over t behavior , an d reputatio n informatio n are
three classes of affordances that could provide the basis for the evolution of male mate
preferences.

SELECTION PRESSURES CREATING FEMALE MATE PREFERENCES

Trivers's (1972) theory of parental investmen t and sexua l selection propose s tha t
females should seek to mate with males who show the ability and willingness to invest
resources connected with parenting such as food, shelter , territory, and protection .
These resources provide a selective advantage to females obtaining them because of
(a) immediate material advantage to the female and her offspring, (b) increased repro-
ductive advantage to offspring through acquired social and economic benefits, and (c)
genetic reproductive advantage for the female and her offspring if variation in the qual-
ities that lead to resource acquisition are partly heritable.

This femal e preferenc e should aris e onl y under certai n ecologica l conditions .
These include (a) where resources can be accrued, monopolized , and defended, (b)
where males of the specie s show some nontrivial degree of parental investmen t or
resource provisioning, (c) where males tend to control such resources, and (d) where
male variance in ability or willingness to provide resources is sufficiently high . The
hypothesis that females will mate preferentially with males bearing greater gifts, hold-
ing better territories, o r displaying higher rank has been confirmed in many nonhu-
man species (Calter, 1967 ; Lack, 1940;Trivers, 1985).

What cues do males display that might afford a  reliable basis for a female mate
preference to evolve? External resources are likely to be more directly observable than
internal female resources associated with reproductive value. One can directly observe
territory, physical possessions, meat from the hunt, and other accoutrements of power,
money, status, and prestige.

Nonetheless, human s often mat e at ages before a  man's potentia l resource s are
fully known. Therefore, females are often i n the position o f relying on cues that are
only probabilistically associated with future resources. Two of the best known predic-
tors of economic succes s in curren t human populations are sheer hard work (e.g. ,
ambition and industriousness ) and intelligence (Willerman, 1979) . Assuming some
continuity ove r huma n evolutionary history in thes e associations , female s shoul d
evolve preferences for these correlates of resources more strongly than males.

The ability to acquire resources, however, does not necessarily yield information
about a  male's willingness to devote those resources to a particular female and her
offspring. I t has been speculated that expressions of love (Buss, 1987b) and kindness
(Buss, 1989a) may provide reliable cues to a man's willingness to devote resources to
a female and her offspring. At present, however, we lack good data on these hypotheses
(but see Buss, 1987b; and Mellon, 198 1 for analyses of love acts).

All o f the cue s associated with reproductively relevant resources for males and
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females, however, are amenable to manipulation. Deception and dissembling may be
expected whenever reproductive advantage can be gained, on average, by doing so.
This account o f evolutionary selectio n pressure s yields specifi c prediction s about
forms of male and femal e deception (Took e & Camire, 1991) . Specifically, because
males value cues to reproductive capability and accessibility, females would be pre-
dicted to lie about their age, alter their appearance, and conceal prior sexual encoun-
ters. Because females value willingness and ability to devote resources, males would
be expected to exaggerate their resource holdings, inflate perceptions of their willing-
ness to commit, and feign love to induce a female to mate with them.

SELECTION PRESSURES EXERTED BY PREFERENCES ON TACTICS OF
INTRASEXUAL COMPETITION

Mate preferences, as mechanisms affecting mate choice, may be regarded as only one
component of human mating systems. Darwin's (1871) theory of sexual selection pos-
ited two processes: (a) selective choice exerted by members of one sex for members of
the opposite sex possessing certain characteristics, and (b) intrasexual competition—
the selection for characteristics that lead to greater success in competing with members
of the same sex for access to members of the opposite sex.

Although these processes are typically examined separately, there is a powerful link
between intersexual and intrasexual selection. Specifically, patterns of selective choice
should influence tactics of intrasexual competition. Males should evolve over time to
compete with each other most strongly to obtain those resources and display those
qualities that female s express in their selective choices. Females should evolve over
time to compete with each other to display those cues that males express in their selec-
tive choices. In other words, mate preferences provide a potentially powerful selective
force on the intrasexual component of human mating systems.

This chapter will examine two sets of predictions based on these conceptual con-
nections. These predictions deal with: (a) tactics of human intrasexual competition to
attract potential mates, and (b) tactics of intrasexual competition used to retain poten-
tial mates. Specific predictions can be generated from mat e preferences about these
components of human intrasexual competition.

Males should compete with each other in intrasexual mate competition by acquir-
ing and displaying cues associated with the ability and willingness to provide resources.
Females should compete with each other in intrasexual mate competition by display-
ing cues that males have evolved to use as indicators of reproductive capabilit y an d
access to that capability.

A critical distinction i n analyzing tactics o f intrasexual competition i s whether
males and females are seeking temporary mating partners (e.g., brief affairs, one-night
stands) o r long-ter m matin g o r marriag e partners. Display s of female fidelity , for
example, are expected to be more effective in attracting long-term rather than short-
term partners because of the paramount importance of paternity confidence in long-
term mating  bonds. Female displays of sexual openness or even promiscuity (e.g.,
sexy, revealing clothes) are expecte d t o b e more effectiv e a t attractin g short-ter m
mates. Although little is currently known, studies are underway to explore the impor-
tance of long-term versus short-term mating tactics (Buss & Schmitt, under review).

In the context of long-term mating strategies, mates gained must be retained t o
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actualize the promise of reproductive effort. Effectiv e retention tactics used by males
should be those that fulfil l the female's initial preference for ability and willingness to
provide resources. Male s who fail to deliver will risk losing an obtained mat e to an
intrasexual competitor. Effectiv e femal e mate retention tactics should be those that
correspond to a male's initial selection preferences—the ability and willingness to pro-
vide that male with access to high reproductive capacity. Females failing to deliver risk
losing an obtained mat e to an intrasexual competitor. I t is noteworthy that femal e
adultery and mal e failur e t o provid e resource s historicall y hav e been grounds for
divorce in many cultures, while the reverse is far less frequent (Betzig , 1989 ; Daly &
Wilson, 1983).

In summary, selection pressures over evolutionary time give rise to mechanisms,
in this case preference mechanisms; as preference mechanisms evolve, they begin to
exert selection pressur e on other components o f human mating. Preference mecha-
nisms expressed by one sex should affect the patterns of intrasexual competition dis-
played by members of the opposite sex.

THE NATURE OF PREFERENCE MECHANISMS

Preference mechanisms , a t the mos t general level, may be defined as psychological
processes that incline or predispose organisms to selectively choose or reject stimuli in
their environments. Preference mechanisms may be passive in the sense of rejecting
or accepting objects that are provided, or they may be active in the sense of mobilizing
behavior to seek out some objects and preemptively avoid others.

Food preferences provide an instructiv e example. Mechanisms associated wit h
taste and smell incline organisms to be repulsed by certain foods, literally gagging, spit-
ting, or vomiting out those that are inadvertently ingested. They also incline organisms
to actively search for foods with properties that solve adaptive problems .

Mate preferences are presumed to operate in a similar manner. Women may reject
some suitors while favoring others, o r they may actively seek out those that are pre-
ferred. Mate preferences not only incline organisms to make choices; they also mobi-
lize behavior in an active search for certain mates and an active avoidance of others
(Perper&Weis, 1987).

A focus on preferences makes no presumptions abou t th e conscious o r uncon-
scious statu s o f the mechanisms . I t is possible that me n and wome n are aware of
their preferences, yet not aware of their origins . Peopl e hav e no trouble expressing
their views about whic h foods, paintings, o r mates they prefer and which they find
repulsive. The cliche "I don't understand moder n art , but I know what I like" aptly
captures this point.

EMPIRICAL FINDINGS ON MATE PREFERENCES

Major empirical findings on mate preferences, both within the United States (Buss,
1985, 1987a ; Buss & Barnes, 1986) and across 33 countries (Buss, 1989a; Buss et al.,
1990) have been documented elsewhere. This section will summarize the findings per-
tinent to the key selection pressures described earlier .

In the most extensive cross-cultural study conducted o n mate preferences, Buss
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(1989a, 1990) asked respondents fro m 3 3 countries located on six continents and five
islands (total numbe r equaled 10,047 ) to evaluate which characteristics the y found
most and least desirable in a potential mate. One procedure asked respondents to rate
18 characteristics o n a  scale ranging from 0  (irrelevant  o r unimportant) to 3  (indis-
pensable). A second procedure ha d respondents rank 1 3 characteristics fro m 1  (most
desired in a potential mate) to 1 3 (least desired in a potential mate). Included within
the instruments were characteristics on which the central hypotheses were based: good
financial prospects, good earning capacity, good looks, physical attractiveness, ambi-
tion and industriousness, and chastity (no previous experience in sexual intercourse).
Respondents als o were asked to state the desired age of a potential mate, relative to
their own age.

These methods contain some clear limitations. First, self-reported data are subject
to potential biases of self-presentation. Second, the possible range restriction inherent
in the rating procedure may attenuate the magnitude of the sex differences obtained .
Additional data sources (e.g., observer reports) are clearly needed to circumvent these
limitations. Nonetheless, checks on the validity of these instruments suggest that we
need no t b e pessimistic about th e capacity of individuals to accurately report their
mate preferences (Buss, 1989a).

As hypothesized, males placed greater value on relative youth and physical attrac-
tiveness in potential mate s than did females. Although the absolute value placed on
these mate characteristic s varie d across cultures , the se x differences remaine d rela-
tively constant, transcending cultural variations. These cross-cultural findings provide
powerful evidence to support the hypothesized selection pressure favoring male pref-
erence for females of relatively high fertility.

In contrast t o these internationally consistent sex differences, these studies found
tremendous cultural variability in (a) the absolute value placed on chastity (defined as
"no prio r experience in sexual intercourse"), an d (b) the presence or absence of sex
differences in preference for chaste mates (see Figure 5.1). In China, for example, both
sexes valued chastity highly . In Wes t Germany , chastity was not value d highly by
either sex, but males nonetheless placed higher value on it than did females .

Of the 37 samples, 23 (62%) showed sex differences in the predicted direction, with
males valuing chastity more than females. In the remaining 14 samples, no significant
sex differences were found. In no samples did females prefer chastity in potential mates
more than did males . These data , when contrasted with the relatively invariant sex
differences found for youth and beauty, suggest that some preference mechanisms are
highly sensitive to cultural, ecological, o r mating conditions, whil e others transcend
these variations in context.

With respect to cues correlated wit h resources, females in seven studies within the
United States and within 36 of the 37 cross-cultural samples placed greater value on
the earning capacity of a potential mat e than did males (Buss, 1989a). For the char-
acteristic of ambition-industriousness, 78% of the samples showed significant sex dif-
ferences in the predicted direction, while one sample (South African Zulu ) showed a
significant reversa l of this mate preference. Particulars of the Zulu culture involving
heavy reliance on female labor for many physical tasks may account for this reversal
(Buss, 1989a) .

These findings speak to only the predicted sex differences in mate preferences. Are
there mat e preferences common to bot h sexes , whethe r predicted o r not , tha t ar e
highly valued ? Across al l 3 7 samples , tw o characteristic s consistentl y emerged a s
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Figure 5.1 A representative sample of the value placed on chastity, defined as no pre-
vious experience in sexual intercourse. Subjects rated chastity, along with 17 other char-
acteristics, on how important it was in a potential mate or marriage partner. A 3 repre-
sented indispensable, whereas a 0 represented irrelevant or unimportant. Figure is
adapted from Buss (1989a) in the study of mate preferences in 37 cultures.

among the most highly valued mate characteristics for both sexes: (a) kind and under-
standing, and (b) intelligent.

As described above, kindness, particularly when directed toward a potential mate,
may provide a powerful cue to the willingness of a man to devote resources to a woman
and of a female to devote her reproductive resources to a particular man. The fact that
both men and women worldwide place tremendous value on kindness warrants fur-
ther study. Buss (1989b) speculates that kindness, as a relatively enduring personality
characteristic, provides a powerful cue to a proclivity to cooperate rather than defect.
Mating relationships, particularly in species that show biparental investment such as
ours, are prototypical forms of reciprocal alliance formation. Two individuals who are
typically unrelated to each other form a cooperative coalition. In reproductive terms,
their success often hinges on the success of this coalition. The proclivity of another to
cooperate, to reciprocate, and to engage in mutualism for common goals should be a
central mat e selectio n criterio n fo r bot h sexes . Kindnes s and understandin g are
hypothesized to afford the most reliable cues to these proclivities .

Intelligence is a good predictor of income and so should be valued by females who
seek males with good resource potential. The great value placed on intelligence by both
sexes, however, warrants further study. One speculation is that "intelligence" repre-
sents a broad (and perhaps too vague) concept that subsumes a wide variety of adaptive
capacities (cf. Barkow, 1989) . These might include skills linked wit h hunting , tool
making and use , and capacity to cope with changing circumstances. They may also
include the abilit y to provide skillful parenta l investment and guard offspring fro m
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harm, and adeptness at handling aggressive conspecifics. More generally, intelligence
could subsume a host of social skill s involved in negotiating complex interpersonal
arrangements suc h a s hierarchies , intricat e constellation s o f allie s an d foes , an d
extended kin networks (cf. Byrne & Whiten, 1988). These speculations require further
study, but they suggest plausible reasons why both men and women would place great
value on intelligence in a potential mate .

EFFECTS OF PREFERENCE MECHANISMS ON ACTUAL BEHAVIOR

Two sets of behavioral data are relevant to testing the potency of preference mecha-
nisms in guiding actual behavior. The first set involves actual mate choice data—do
males and females select mates who correspond t o their preferences? The second set
of relevant behavioral data involves patterns of intrasexual competition. Becaus e of
the causal link proposed earlier between intersexual and intrasexual selection, behav-
ioral patterns of intrasexual competition should be predictable from mat e preference
mechanisms expressed by members of the opposite sex.

Before presenting the relevant empirical data corresponding to these two sets of
behavioral predictions, severa l complexities should be noted that are likely to modif y
to some degree the direct effect s of preferences on actual choice behavior. Preferences
represent only one of the causal forces affecting actual mating decisions. Several other
forces likely to be important are (a) preferences expressed by members of the opposite
sex, (b) preferences expressed by parents and other family members, (c) effective sex
ratio (ratio of eligible males to females) , (d) particulars of the mating system (e.g.,
monogamous, polygynous , polyandrous , promiscuous) , (e ) qualitie s th e selecto r
brings to th e potentia l matin g (e.g. , a  female may rejec t a  suitor wh o prefers he r
because he does not fulfil l he r preferences), and (f ) inherent conflict between two or
more preferences.

All these complexities are likely to attenuate the direct links between preferences
and actual mating choices. Nonetheless, if the preference mechanisms proposed here
have been fashioned by natural selection and carry the importance attached to them
in this conceptual framework , then they must be reflected to some degree in actual
mating decisions.

Two lines of evidence provide substantial support that they are. The first pertains
to findings within the United State s on cross-character assortment (Buss & Barnes,
1986). Because physical attractiveness is preferred more by males than by females, and
earning power is preferred more by females than by males, males with earning power
and females displaying beauty should be able to command th e most desirable mem-
bers of the opposite sex. Indeed, three studies have found that attractive females tend
to marry males of high occupational status (Elder, 1969; Taylor & Glenn, 1976; Udry
& Eckland, 1984) . Physical attractiveness of a female turns out to be a stronger pre -
dictor of the occupational status of the man she will marry than other female charac-
teristics such as socioeconomic status , intelligence , or education (Elder, 1969) . This
cross-character assortment between female attractiveness and male resources provides
powerful support for the hypothesis that mate preferences are reflected in actual choice
behavior.

A second line of evidence pertains to the relationship between age difference pre -
ferred between self and mate and the actual age difference betwee n spouses at mar-
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riage. In a study of 37 samples worldwide, Buss (1989a) found that males prefer mates
who are 2.66 years younger than they are on average, whereas females prefer mates
who ar e 3.4 2 years older o n average . Demographic data o n 2 8 o f these sample s
revealed that grooms were indeed older than their brides in all countries, and the mean
age difference across countries was 2.99 years—approximately the average of the age
difference preferre d by males and females . In addition, variations across samples in
preferred age differences were highly correlated with the actual age differences between
brides and grooms. Again, this evidence supports the hypothesis that mate preferences
affect actual mating decisions.

IMPLICATIONS FOR INTRASEXUAL COMPETITION: TACTICS FOR
ATTRACTING AND RETAINING MATES

Mate preferences should have implications for the tactics deployed by members of the
opposite sex in intrasexual competition. This general hypothesis has been examined
in two contexts: (a) tactics used to attract mates initially, and (b) tactics used to retain
acquired mates. Within each of these contexts, the implications of consensually pre-
ferred mate characteristics and sex-differentiated mate characteristics were examined.

The studies on attracting and retaining mates were all guided by the evolution-
based hypotheses and predictions described earlier. Specifically, the following general
and specific hypotheses were advanced about tactics of intrasexual competitions: (a)
Patterns of intrasexual competition will be influenced by patterns of intersexual selec-
tion (e.g., mate preferences held by members of one sex can be used to predict the
content of what members of the opposite sex compete to embody); (b) since physical
appearance is a salient part of male mate preferences, providing a powerful cue to fer-
tility or reproductive value, females will compete with one another to appear physi-
cally attractive; (c) since females value in mates their willingness and ability to devote
external resources to them, providing important form s o f protection an d parenta l
investment, males should compete with one another to obtain and display cues to their
ability and willingness to devote resources; and (d) these predictions shoul d obtain
within the contexts of intrasexual competition to attract mates and intrasexual com-
petition to retain mates.

The researc h methodologie s use d generally employed th e followin g sequence s
of steps.

1. Act nominations. This procedure involves asking a large number of subjects to
recall act s or behaviors tha t the y have witnessed tha t wer e performed in order t o
achieve a specific goal such as attracting or retaining a mate. For example, the instruc-
tional set used to obtain act nominations for tactics of mate attraction was as follows:

In this study, we are interested in the specific acts or tactics that people use to make them-
selves more attractive to members of the opposite sex. Please think of three males (females)
you know well (this could include yourself). Now write down five things these males do to
make themselves more attractive to members of the opposite sex. These could include: 1 )
actions to make themselves more attractive relative to other males (females); 2 ) actions to
impress members of the opposite sex; and 3 ) things to increase their overall desirability or
attractiveness to members of the opposite sex.

The goal of this first initial inquiry is to obtain a large and diverse set of acts that
fall within a given domain such as mate attraction tactics and mate retention tactics.
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By using a large number of members of the culture to obtain these nominations, it was
expected that biases that might occur from purely "investigator-generated" acts would
be minimized. This procedure generally produces a large number of acts, in addition
to those that are directly relevant to the evolution-based hypotheses , thus generat-
ing in the "context of discovery" wha t the evolution-based hypothese s fai l to derive
deductively.

2. Classification  o f acts  into  tactics. This secon d ste p in th e researc h program
attempts to identif y cluster s of acts that are reasonably homogeneous. Toward this
end, several independently working psychologists group those acts that they believe
"go together" in the sense of being exemplars of essentially the same tactic. Typically,
a majority consensus criterion is imposed for considering an act to belong to a tactic.
These act-clusters o r tactics then form the basis for further research on performance
frequencies and effectiveness assessments. Sample tactics and acts are shown in Tables
5. land 5.2.

3. Assessments of performance frequency.  Obtainin g accurate assessments of the
frequency with which each act and tactic is performed poses numerous difficult mea -
surement issues. Many such acts are private, for example, performed in intimate con-
texts beyond the purview of outside observers. Indeed, some may be known only to
the performer and the target of the performance. Another measurement problem is
posed by time. These acts are often widely dispersed throughout the temporal stream
of behavior, intercalated among numerous other acts that are irrelevant to the target
tactic of the study. A third problem is posed by the inherent ambiguity in act interpre-
tation. Wa s the ac t "H e pu t hi s arm aroun d he r at th e part y when anothe r ma n

Table 5.1 Sample Tactics and Acts for Attracting Mates

Tactics Acts

Display resources H e flashed a lot of money to impress her .
She drove an expensive car.

Brag about resources H e told people how important he was at work.
She bragged about her accomplishments .

Wear sexy clothes H e wore sexy clothes.
She wore skimpy clothes to impress guys.

Act provocative H e walked in a sexy manner.
She acted sexy to interest him.

Flirt H e flirted verbally and visually .
She gave encouraging glances to guys.

Wear makeup H e used makeup to accentuate his good looks.
She wore facial makeup .

Keep clean/groomed H e washed his hair every day.
She brushed her teeth several times a day.

Generally alter appearance H e went on a diet to improve his figure .
She laid out in the sun to get a tan.

Wear stylish clothes H e wore stylish, fashionable clothes.
She bought expensiv e clothes.

Act coy H e played hard to get.
She tried to appear indifferent to the guy she really liked.
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Table 5.2 Sample Tactics and Acts for Mate Retention

Tactics Acts

Vigilance H e called her at unexpected times to see who she was with.
He called her to make sure she was where she said she would be.
He had his friends check up on her.

Concealment of mate H e did not take her to the party where other males would be present.
He refused to introduce her to his same-sex friends.
He took her away from the gathering where other males were present.

Monopolization of H e spent all his free time with her so that she could not meet anyone else,
mate's time H e insisted that she stay at home with him rather than going out.

He monopolized her time at the social gathering.

Punishment for mate's H e became angry when she flirted too much,
threat of infidelity H e ignored his mate when she started flirting with others.

He threatened to break up if she ever cheated on him.

Emotional H e cried when she said she might go out with someone else,
manipulation H e made her feel guilty about talking to other men.

He told her he would "die" i f she ever left.

Derogation of H e cut down the appearance of other males,
competitors H e started a bad rumor about another male.

He cut down the other guy's strength.

Violence H e picked a fight with the guy who was interested in her.
He got his friends to beat up the guy who was interested in her.
He hit the guy who made a pass at her.

approached" performe d as an act of "mate guarding," or was it simply a display of
affection fo r his mate with no conscious or unconscious intention of mate guarding.
A fourth problem is that many acts have a wide range of consequences, other than
those for which the act was intended.

No single methodology can solve all of these measurement difficulties—problems
that to a large extent are an intrinsic part of the phenomena under study. The following
procedures, however , represent a first attempt to circumvent some of them so as to
obtain reasonable gauges of performance frequency. Based on earlier steps of act nom-
ination, act reports were formulated. These consist of retrospective reports of one's
own act performance (self-reported version) or of another's act performance (observer-
reported version) . A  specified time period wa s designated (e.g. , on e month , three
months) so that a reasonable opportunity was given for the act to occur. Some studies
used act reports based on self-reporting; others were based on reports by a close friend;
still others were based on reports by a spouse of the performer. Although each of these
data sources contains certain problems (e.g., memorial distortions; self-presentation
effects), results that occur across data sources can be viewed with greater confidence.

4. Evaluation of act effectiveness. A fourth step in this program of research, applied
to each domain (tactics of attraction, tactics of retention), is to obtain estimates of how
effective each act and tactic is at accomplishing its goal. Ideally, this would involve first
assessing the performance of each of more than 10 0 acts in large samples and then
following up each performer over extended periods of time to see whether the goal was
obtained (e.g., whether mate was retained, or mate was drawn into a mating relation-
ship). Clearly, this ideal would be extraordinarily difficult to approach.
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As an intermediate solution, judgments were obtained from panels of members of
the culture with respect to how effective each act would be likely to be at accomplishing
the goal. A sample instructional set in the context of mate retention is as follows:

Below are listed acts that someone might perform to keep or retain his (her) mate, and pre -
vent her (him) from leaving him (her) for another man (woman). In this study we are inter-
ested in your judgments about how effective eac h act would be in keeping his (her) mate  and
preventing her (him) from seeing  other males (females). Pleas e read each act carefully, and
think about its likely consequences. Then rate each act on how effective i t is likely to be in
keeping his (her) mate and preventing her (him) from seeing other males (females) .

Use this 7-point scale: a "7" mean s that you feel the act will be very effective  i n keepin g
his (her) mate and preventing her (him) from seeing other males (females). A " 1" means that
you feel the act will be not very effective  i n keeping his (her) mate and preventin g her (him)
from seeing other males (females). A "4" mean s that you feel the act will be moderately effec-
tive in keeping his (her) mate and preventing he r (him) from seeing other males (females) .
Use intermediate numbers fo r intermediate judgments.

Although this procedure is clearly limited in certain ways (e.g., people may have
false beliefs about what acts are effective a t retaining mates, or they simply may not
know), it provides a first approximation or estimation about the relative effectiveness
of each act.

In a series of studies on judgments of the most effective mat e attraction tactics ,
Buss (1988a) found that the two most effective tactics for both males and females in
the United States were displaying humor (e.g., made up jokes, displayed a good sense
of humor) and acting nice (e.g., was sympathetic with his/her troubles, showed good
manner, offered help) . These tactics showed no sex differences in either judgments of
effectiveness or actual performance in two samples of subjects. The acting nice tactic
corresponds closely to the most highly valued mate characteristics across cultures—
kindness and understanding.

Because there exist powerful sex differences in mate preferences, it was predicted
that tactic s o f mat e attractio n shoul d sho w corresponding se x difference s (Buss ,
1988a). Thus, it was predicted that males would display tangible resources in intrasex-
ual competition more than do females because females value this mate characteristic
more than do males . Similarly , it was predicted tha t female s would enhance their
appearance more than males in intrasexual competition because physical attractive-
ness is a more important mate characteristic for males than for females.

These predictions were tested in two samples of American subjects. The predicted
sex differences were obtained in both samples. Males used resource display (e.g., "He
flashed a lot of money to impress her," "H e drove an expensive car") an d boasting
about resources (e.g., "He told people how important he was at work," "He bragged
about hi s accomplishments") more than di d females in both samples. These tactic s
were also judged, in a separate study, to be more effective whe n used by males than
when used by females. Females in both samples used a variety of appearance enhance-
ment tactic s mor e tha n males , includin g wearin g makeup , keepin g clea n an d
groomed, alterin g appearance (e.g. , getting a tan, going on a  diet), wearing stylish
clothes, and wearing jewelry. These tactics were also judged in a separate study to be
more effective when used by females than when used by males.

In sum, tactics of mate attraction, bot h those common to males and females and
those that are differentiated by sex, are predictable in at least one society from knowl-
edge about mate preferences expressed by members of the opposite sex. There is no
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reason to expect that replicating this study in other cultures would provide substan-
tively different results. Until such replication occurs, however, these conclusions must
remain provisional.

In a separate series of studies, a similar set of predictions was made for tactics used
to retain one' s mat e (Buss, 1988b) . In a study of judgments of tactic effectiveness ,
emphasizing love and care emerged by far as the most effective tactic for retaining an
acquired mate. This tactic subsumed acts such as "He told her that he loved her," "Sh e
went out of her way to be nice, kind, and caring," "He was helpful when she really
needed it," and "She displayed greater affection fo r him." This tactic seems to corre-
spond to the most highly valued mate characteristics, kindnes s and understanding,
found in mate preference studies.

Do males and females differ in the predicted ways in the tactics they used to retain
mates? A study of persons involved in steady heterosexual relationships found tha t
males tended to use the resource display tactic more than females, including the acts
of "Spending a lot of money on her," "buying her an expensive gift," "taking her out
to a nice restaurant," an d "buying her jewelry." Males also used the tactics of intra-
sexual threats (e.g., "threatening t o hit the guy who was 'making moves on her'"), vio-
lence (e.g., "He hit the guy who made a pass at her"), and concealment o f mate (e.g.,
"He took her away from a gathering where other males would be present") more than
did females.

Only two mate retention tactics showed significantly greater female than male per-
formance frequencies. These were enhancing appearance (e.g., making up her face to
look nice, dressing nicely to maintain his interest, making herself "extra attractive" for
him) and threatening infidelity (e.g., "She showed interest in other men to make him
angry," "She flirted with another man to make him jealous," "She talked to another
man at the party to make him jealous"). This latter tactic is particularly interesting in
light of the Daly et al. (1982) proposal that sexual jealousy is a male adaptation tha t
serves to mobiliz e behavio r t o increas e probabilit y o f paternity (se e also Symons ,
1979). The mate retention results suggest that females are manipulating the male jeal-
ousy mechanism in the service of retaining their acquired mate.

In sum, these behavioral data largely support the hypothesis that there is a causal
link between mate preferences expressed by one sex and tactics o f intrasexual com-
petition displayed by members of the opposite sex. They suggest that mate preferences
are not mere whimsical fancies, but instead have potent consequences for the types of
acts performed by the opposite sex.

ORIGINS OF MATE PREFERENCES: ONTOGENETIC AND SOCIOCULTURAL
SPECULATIONS

Although good dat a ar e lacking on the origin s of preferences mechanisms, severa l
speculations may be offered and the alternatives outlined. One possibility is that mate
preferences arise much in the same manner as food preferences—some appear to be
"hard-wired" and emerge invariantly early in life, regardless of varying environmental
conditions; others appear to be highly susceptible to the particulars of the sociocultural
milieu (Rozin, 1976).

In the domain of food preferences, for example, infants across all cultures seem to
prefer foods laden with sugar and fat, while rejecting those that are bitter or sour. No
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special training or socialization appear s to be needed for these preferences to emerge,
and the likely evolutionary origins of these invariant preferences is apparent. Othe r
food preferences, for example those that involve spicy or bland dishes, appear to vary
considerably acros s culture s (e.g. , Mexica n versu s British) and requir e differentia l
exposure during ontogeny to develop.

Mate preferences may also differ i n the degree to which they are "hard-wired" in
the sense of requiring little or no socialization to develop versus requiring extensive
socialization during ontogeny. There is some fascinating evidence in studies of infants
that what is considered attractive in a female face (as gauged by time spent gazing) (a)
emerges in infancy, (b) shows consensus among infants, and (c) corresponds remark-
ably to what adults find attractive (Langois, Roggma, Casey, Ritter, Reiser-Danner, &
Jenkins, 1987) . Juxtaposed with the relatively invariant sex differences foun d across
cultures in valuation of physical attractiveness, these results may suggest that this mate
preference may be of the "hard-wired" variety.

In contrast, valuation of chastity shows greater cross-cultural variability than any
mate characteristic yet examined. This variability occurs both with respect to the abso-
lute value placed on chastity, and on the presence or absence of sex differences. In spite
of this cross-cultural variability, the sex differences in the value placed on chastity were
not infinitely plastic. Whereas in nearly two-thirds of the societies studied men valued
chastity more than women, in no society was chastity valued significantly more by
women than b y men. Chastity differ s fro m physica l attractiveness i n an importan t
way—it is less directly observable. Even physical tests of female virginity are unreliable
due to variations in the morphology of the hymen, rupture due to nonsexual causes,
and deliberate alteration (Dickemann, 1981) .

Sexual selectio n shoul d favo r preferenc e mechanisms fo r cues that are reliably
associated with characteristics that have fitness advantage for the mate selector. Where
cues are not directly observable or cannot be reliably assessed, as in the case of chastity,
it is difficult to imagine how specific preference mechanisms of the "hard-wired" sort
could have been fashioned by natural selection. These considerations , o f course, do
not preclude selection fo r a somewhat more general mechanism such as sexual jeal-
ousy (Daly et al, 1982) , which promotes heightene d concern abou t female s having
sexual contact with other males, either prior to or after mate choice.

Could preference mechanisms be due entirely to socialization during ontogeny?
On an evolutionary account, one would predict that parents would socialize their sons
to prefe r mate s high in fertility of reproductive valu e and their daughters to prefe r
mates rich in resources. Tha t is, parental preference s for the mate of their children
should roughly coincide with those that their children would be expected to hold from
an evolutionary account, although parents and their offspring may conflict and diverge
with respect to some decision rules (e.g., Trivers, 1974) . In this case, the evolutionary
account woul d focus on mechanisms that have evolved in parents to socialize their
children in predictable ways. Research is needed to identify the causal origins of mate
preferences during ontogeny as well as the preferences that parent s express for the
mates of their sons and daughters .

A second ontogenetic issue concerns how intrasexual competition tactics come to
be so closely calibrated to the mate preferences expressed by members of the opposite
sex. There are at least two general possibilities: (a ) tactics of intrasexual competition
may be calibrated during ontogeny to opposite sex preferences as a result of learning
through observation of what is effective, through random trial and error (general-pur-
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pose learning mechanism account), or through directed trial and error, or (b) selection
has directly produced ove r evolutionary time mechanisms that produce tactics of
intrasexual competition that have been favored because of the reproductive advantage
accruing to the tactician; that is, the tactics themselves are evolved solutions to this
mating problem.

The "learning during ontogeny" account has at least three variants. One is that the
individual competitor, through trial and error, gets rewarded for some tactics by suc-
cess (obtaining desired mate) and get punished for some tactics by failure (gets rejected
by desired mate). Over ontogenetic time, individuals learn which tactics are effectiv e
and which are ineffective with members of the opposite sex. A second learning account
would invoke agents of socialization (e.g., parents, siblings, uncles) who inculcate or
transmit effectiv e tactic s o f intrasexual mate competition. Bot h of these accounts
invoke general-learning processes to account for the ontogeny of specific psychological
mechanisms that produce mate competition tactics that are calibrated to preferences
expressed by members of the opposit e sex . Domain-general learnin g mechanisms,
however, are unlikely to evolve in contexts where an important and specific adaptive
problem must be solved (Cosmides & Tooby, 1987,1989;Tooby&Cosmides, 1989).

A third learning account would involve a social learning mechanism such as "imi-
tate those who are successful at obtaining mates." Thus, males in this culture might
look to rock stars, movie stars, or other prominent males who seem to be successful
and use them as models for their own behavior. Females might look to females capable
of commanding high status males and emulate their apparent strategies. This social
learning account is somewhat more specific than the "trial and error" account, but is
still more general than the following account, which invokes direct selection for suc-
cessful strategies.

Sexual selection could have directly fashioned, over the course of thousands of gen-
erations, psychological mechanisms that produce effective mate competition tactics.
These mechanisms, in the present case, would be those that incline males to acquire
and display resources and incline females to enhance their physical appearance and
signals of fidelity because these are characteristics desired by members of the opposite
sex. Our current state of knowledge does not allow us to differentiate amon g these
alternative causal accounts of the origins of the closed calibration between mate pref-
erences expressed by one sex and tactics of intrasexual competition displayed by mem-
bers of the opposite sex.

CONCLUSION

In this chapter, I have argued that preference mechanisms are psychological processes
central to human mating behavior. Hypotheses about specific selection pressures on
human males and females were outlined, and the relevant empirical data were exam-
ined. Conceptually, mate preferences carry profound implications for human mating
because they can affect two important classes of behavior: (a) actual mating decisions,
and (b) patterns of intrasexual competition deployed by members of the opposite sex.

Empirical data fro m a  series of studies carried out within the United States and
across cultures documented support for the selection pressures proposed. Males and
females show consistent se x differences i n mat e preferences across cultures in tw o
major clusters: (a) females prefer mates with resources and attributes that are corre-
lated with resource acquisition mor e than males do, and (b) males prefer youth and
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physical attractiveness, two correlates of reproductive capacity, more than females do.
A somewhat less consistent finding is that males prefer chastit y in potentia l mates
more than females.

These clusters of sex differences in mate preferences apparently affect actual mat-
ing decisions in at least two contexts. First, physically attractive females were found in
three separate studies to command males with high resource potential. Second, actual
age differences between brides and grooms correspond closely to preferences expressed
by each sex. These important findings suggest that we need not be pessimistic about
the capacity of individuals to accurately repor t preferences that translate into actual
mating decisions.

The hypothesized links between mate preferences and tactics of human intrasexual
competition were examined in two series of studies within the United States. Males
were found to use resource display in tactics used to attract mates as well as in tactics
used to retain acquired mates. Females were found to use appearance enhancement
in tactics used to attract as well as to retain mates. Consensual mate preferences for
kind and understanding mates were also reflected in judgments of the most effectiv e
tactics of intrasexual competition fo r both sexes—displaying kindness, help, sympa-
thy, and support.

Starting with several relatively simple hypotheses about sexuall y differentiate d
Selection pressures, a host of empirical findings were discovered in differen t compo -
nents of the human mating system. These empirical findings were robust in spite of
the numerous complexities associated wit h other forces that could potentially atten-
uate the direct effects of mate preferences on actual mating behavior.

These findings point to the profound importance of two related domains of empir-
ical work. The first is identification of psychological mechanisms in the study of evo-
lution and human behavior (Cosmides & Tooby, 1987 ; Symons, 1987 , 1989). Pref-
erences are proposed here as basic psychological mechanisms central to human mating
behavior. Further work is needed (a) to provide an adequate description of these basic
psychological mechanisms, and (b) to identify the ontogeny of mate preferences, about
which practically nothing is known.

The second is identification of classes of acts to which the psychological mecha-
nisms correspond and in the service of which they presumably have evolved. Cognitive
psychologists nave tended to focus on psychological mechanisms without identifying
their corresponding classes of acts. Evolutionary anthropologists have tended to focus
on classes of acts without identifying the psychological mechanisms that give rise to
those acts (Symons, 1989). Perhaps it is time to merge the respective strengths of these
two disciplines by developing an evolutionary psychology that integrates both.
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6
The Evolution of Sexual Attraction:
Evaluative Mechanisms in Women

BRUCE J.ELLIS

For most sexually reproducing species all conspecifics of the other sex are not equally valu-
able as mates: that is, they differ i n "mate value." In many species selection has produced
mechanisms to detect potential mates of high mate value. In other words, just as the taste of
fruit varies with food value, in a natural setting, sexual attractiveness varies with mate value.

DONALD SYMON S

What do women find attractive in men? Many writers who have addressed this issue
have concluded that female preferences are so diverse and idiosyncratic as to defy sys-
tematic explanation. I will argue, however, that general principles guiding female mate
preferences can be discerned at the appropriate level of abstraction and that the evo-
lution-based concept of "mate value" (Symons 1987a) provides a useful heuristi c in
this endeavor.

Men differ i n "mate value." In reproductive terms, they are not equally valuable
to women as mates (Symons 1987a). Consider, for example, a woman who can choose
between two husbands, A and B. Husband A is young, healthy, strong, successful, well
liked, respected by his peers, and willing and able to protect and provide for her and
her children; Husband B is old, weak, diseased, subordinate to other men, and unwill-
ing and unable to protect and provide for her and her children. If she can raise more
viable children with Husband A than Husband B, then his "mate value" can be said
to be higher. Over evolutionary time, ancestral females who had psychological mech-
anisms that caused them to find males of high mate value more sexually attractive than
males of low mate value , and acte d o n thi s attraction, woul d have outreproduced
females with opposite tastes. This differential reproduction would continue until such
mechanisms became universal and species-typical in women.

This logic leads one to expect that a man's sexual attractiveness to women will be
a function o f traits that were correlated with high mate value in our natural environ-
ment: the environment o f a Pleistocene hunter-gatherer . Natural selection should
have designed evaluative psychological mechanisms (information-processing rules or
algorithms) in women that asses s suc h traits an d give rise to sexua l and romanti c
attraction in response to them. In this chapter I review the psychological literature on
male sexual attractiveness in order to see whether women find traits that would have
signaled high mate value in our natural environment attractive in men.



268 THE PSYCHOLOGY OF MATING AND SEX

SELECTION PRESSURES

The crucial question is, What traits would have been correlated with high male mate
value in our natural environment? Three possible answers are as follows:

1. Th e willingness  and ability  o f a man t o provide for a  woman and her children.
Unlike males from mos t other mammalian species, who invest little in provisioning
mates and offspring, human males can and do provide valuable economic and nutri-
tional assistance to supplement what women can provide for themselves and their chil-
dren. To the extent that males in the Pleistocene differed in their propensity and ability
to provision their mates and children, and to the extent that this variation was signaled
by observable cues , selection would have shaped femal e choice to favor males who
displayed such cues.

2. Th e willingness  and ability  o f a  ma n t o protect a  woman  and he r children.
Because of their smaller stature and lesser strength, women and especially children are
potential victims of violence from both humans and nonhuman predators. One valu-
able kind of assistance males can offer their mates is protection from the negative acts
of others, as well as from predation. To the extent that males in the Pleistocene differed
in their propensity and ability to protect thei r mates and their children, and to the
extent that this variation was signaled by observable cues, selection would have shaped
female choice to favor males who displayed such cues.

3. The willingness and ability of a man to engage in direct parenting activities such
as teaching,  nurturing,  and providing social support an d opportunities.  Man y other
acts, aside from protection and provisioning, contribute to the well-being of one's chil-
dren and their eventual success in reproducing. Providin g one's children with knowl-
edge and skills, intervening on their behalf in situations of social conflict, and generally
shaping conditions in ways that facilitate their health, growth, and success are dimen-
sions of male behavior that would have had a powerful impact on a woman's repro-
ductive success. To the extent that males in the Pleistocene differed in their propensity
and ability to nurture their children, and to the extent that this variation was signaled
by observable cues, selection woul d have shaped femal e choice to favo r males who
displayed such cues.

STATUS

Status refer s to an individual's relativ e position i n a social group ; it is a measure of
where one stands among one's peers and competitors. Even in hunting and gathering
societies, statu s variations are substantial (Betzig , 1986; Lee, 1979) . In general, the
higher a male is in status (i.e., the higher the level of esteem and influence accorded to
him b y others), the greater hi s ability t o contro l resources acros s many situations
(Stone, 1989) . Since control of positional resources is both a sign and a reward of sta-
tus, natura l selection coul d be expected t o have favored evaluativ e mechanisms in
women designed to detect and prefer high-status men. Forming mateships with such
men could greatly enhance a woman's survival and reproductive potential through (a)
elevation of her own social status, (b) immediate material and nutritional benefits, and
(c) long-term access to social and economic resources. Thus, signs of current high sta-
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tus or future status-accruing abilities should significantly enhance female perceptions
of male attractiveness .

Economic Status

The importance of male status to female perceptions of sexual attractiveness is illus-
trated by the lives of English tramps as described by George Orwell in Down and Out
in Paris and London. These men lived a near sexless existence, not by choice, but by
virtue of their social position: They were at the very bottom of society and had almost
nothing to offer females . That American men who marry in a given year earn about
50% more money than men of the same age who do not is probably due in part to
female choice for male resources (Trivers, 1985; p. 331).

Many studies of female mate preferences have focused on the relative importance
women place on a man's statu s versus his physical attractiveness. For d and Beach
(1951), in a cross-cultural survey of sexual patterns in nearly 200 small nonurban soci-
eties drawn from the Human Relations Area Files (a collection of ethnographic mate-
rials), document dramati c variation s in cultura l standards o f sexual attractiveness,
especially along dimensions of body weight and ornamentation. Yet, "one very inter-
esting generalization is that in most societies the physical beauty of the female receives
more explicit consideration than does the handsomeness of the male. The attractive-
ness of a man usually depends predominantly upon his skills and prowess rather than
upon his physical appearance" (p. 94). Thirty years later Gregersen (1982) extended
and updated thei r account t o include almost 300 societies, mostl y from nonurban ,
non-Western cultures. On this subject, Gregersen's conclusion echoes his predeces-
sors': "One generalization that can be made is that men are usually aroused more than
women by physical appearance. This would seem to be true whatever sexual orienta-
tion i s involved. For women the world over, male attractiveness is bound up with
social status, or skills, strength, bravery, prowess, and similar qualities" (p. 186) .

Western empirical studies that have investigated the relationship between status,
sex, attractiveness, and physical appearance have generally confirmed the conclusions
reached by both Gregersen and Ford and Beach. In a content analysis of 800 adver-
tisements in the personals column of a national tabloid, Harrison and Saeed (1977)
found that the three qualities women most often sought in men were, in descending
order, sincerity (expressing concern about the potential partner's motives), age (want-
ing someone who was older), and financial security. Women were more than twice as
likely as men to seek each one of these qualities, and women placed far more emphasis
on each of these traits than on physical attractiveness. Conversely , men were more
than three times as likely as women to seek "good looks." Cross-character assortment
("coupling that is based on congruent elevation of different, but similarly valued, char-
acteristics" [Buss & Barnes, 1986 ; p. 560]) occurred between the stated aspirations of
good-looking women and well-to-do men, a common marital pattern in real life as
well: Physically attractive women are more able than less attractive women to parlay
their assets into marriage with high-status men (Buss, 1987; Udry & Eckland, 1984) .

The relativ e effect s o f physica l attribute s an d socioeconomi c statu s (SES ) on
female perceptions of male attractiveness have been investigated by Green, Buchanan,
and Heuer (1984) and Townsend and Levy (1990a). Green et al. reviewed the dating
choices o f new members of a commercia l datin g service in Washington , DC,  th e
Georgetown Connection . Th e member s read profil e sheet s o n targe t persons an d
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decided—on the basis of a photograph, open-ended statements about his or her goals
and interests, and demographic information (e.g., age, religion, occupation)—whether
or not they wished to date the person. In other words, target persons were separated,
through selection, into two categories: "winners" (those who were chosen to be a date)
and "losers" (those who were not). For male targets, the strongest predictor of winning
was higher status. Higher physical attractiveness was also a significant predictor. For
female targets, higher physical attractiveness was the only significant predictor of win-
ning. Joa n Hendricks , presiden t o f th e Georgetow n Connection , commented :
"Women really read over our profile forms, guys just look at the pictures" ("New Mat-
ing Game," 1986).

Various studies o f dating behavior indicat e tha t th e physical attractiveness o f a
potential partner is very important to both sexes (Byrne, Ervin, & Lamberth, 1970;
Walster, Aronson, Abrahams, & Rottman, 1966) , especially in the initia l phases of
courtship. However , status plays an important rol e in early courtship as well. Town-
send and Lev y (1990a ) investigated th e relativ e importance o f status and physical
attractiveness at six levels of romantic involvement, which ranged from havin g a cup
of coffee together to willingness to marry. Photographs of people of high, medium, and
low attractiveness were paired with three levels of occupational status and income.
College students viewed the differen t portrayal s and indicate d thei r willingness to
engage in relationships of varying levels of sexual intimacy and marital potential with
the targets. Townsend and Levy found that partner's SES affected women's responses
more strongly than men' s a t al l six levels of intimacy and tha t thi s sex differenc e
increased a s the sexual intimacy o r marital potentia l o f the relationship increased .
Partner's physical attractiveness also affected women's willingness to enter all six rela-
tionships, but high status was able to equalize the acceptability of less physically attrac-
tive men. Corroborative result s were obtained i n a similar experiment by Hickling,
Noel, and Yutzler( 1979).

The importance of male economic status has also been studied cross-culturally as
part of the International Mate Selection Project (IMSP), which investigated mate pref-
erences in 37 cultures spread over six continents and five islands (N = 9,474) . Subjects
rated 1 8 mate characteristics on desirability. In 36 of the 3 7 samples, women placed
significantly mor e value on "good financial prospect" than me n did, and , overall ,
females value d "goo d financia l prospect " mor e highl y tha n "goo d looks " (Buss ,
1989a;Bussetal., 1990).

In summary, cross-cultural ethnographi c reports, cross-cultural empirica l studies ,
laboratory studies on mate choice, the analysis of personal advertisements, and an
examination of decisions made at a major commercial dating service coalesce on this
point: Statu s an d economi c achievemen t ar e highl y relevant barometer s o f mal e
attractiveness, more so than physical attributes.

Ornamentation

"The stud y of clothes exhibits in a  pure form th e pursui t of status," Quentin Bel l
(1976, p. 17 ) concludes in his definitive work on the subject. "The mer e fact that so
purely social a consideration as the class structure of a society can to so great an extent
determine our aesthetic feelings must give us pause and make us wonder how our value
judgments are arrived at" (p. 185).

That people use clothes to assess clas s background has been convincingly dem-
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onstrated in a variety of field experiments (Molloy, 1975). If evaluative mechanisms
in women were designed to detect and prefer signs of high status in men, then style of
dress should provide a powerful cue to male attractiveness. Wome n can be expected
to possess adaptive mechanisms that specify a rule such as, "Prefer ornamentation that
signals high status in my culture."

Townsend and Levy (1990b) investigated the effects of male status on female will-
ingness to engage in various romantic relationships. Male targets were prerated for
physical attractiveness and divided into two categories: handsome and homely. These
models, shown in 35 mm slides projected on a screen, wore one of three costumes: a
designed blazer with a Rolex watch (high status), a plain white shirt (medium status),
or the uniform of a Burger King employee (low status). The high-status models were
described a s physicians, th e medium-statu s model s were described a s high school
teachers, and the low-status models were described as waiters-in-training. Both under-
graduates and law students viewed the slides and stated their willingness to engage in
relationships with the different models at six levels of romantic involvement, ranging
from casual conversation to dating, sex, and marriage. Townsend found that women
were significantly more willing to engage in liaisons with the high-status/homely males
than with either the medium- or low-status/handsome males at all six levels of sexual
intimacy and marital potential. (In contrast, male subjects always preferred handsome
females over homely females, regardless of costume, ascribed occupational status , or
type of relationship proposed.)

Hill, Nocks, and Gardne r (1987) manipulated physique and status displays by
altering clothing tightness and skin exposure on the one hand, and styles of dress rep-
resentative o f different socioeconomi c classe s o n the other . Colleg e students rate d
opposite-sex models in the various physique and status conditions on four differen t
scales of attractiveness: physical, sexual, dating, and marital. In the low-physique con-
dition, which deemphasized body form, women found high-status male dressers more
attractive than low-status ones on all four scales. In the more provocative high-phy-
sique condition, which revealed more skin and accentuated body form, women found
both high-status and low-status male dressers equally unattractive (each received low
ratings on all four scales). Overall, high-status dress strongly inflated male attractive-
ness, wherea s a high degree of body exposure markedly deflated it. (In appraising
women, men found females in high-physique displays more attractive on the dating,
sexual, and physical scales, but less attractive maritally.)

Although the basic result of this study—that high-status cues enhance male attrac-
tiveness—is clear, its details are difficult to interpret because of a possible methodo-
logical oversight: Hill, Nocks, and Gardner did not test to see whether physique and
status displays were independent dimensions. Given that other studies have found that
women do value physical attractiveness in men (Byrne, Ervin, & Lamberth, 1970;
Walster et al., 1966), the fact the high-physique display almost completely negated the
positive effect of the high-status display suggests that tight clothing and skin exposure
are cues of low male status for their subject population (American university women).
As stated above, style of dress is highly indicative of status; sexual advertising in male
attire—even when swathed in designer labels—may connote low class, just as drab
gray suits may connote high class and resource control. Unfortunately, this hypothesis
cannot be tested using Hill, Nocks, and Gardner's data, because they did not obtain
status ratings on high- versus low-physique displays while holding other status cues
constant.
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Dispositional Characteristics

If women's evaluative mechanisms were designed to detect and prefer characteristics
associated with high status, then females should favor males with indicative cognitive
abilities and personality traits. Relevant data were collected in a recent study on mate
preferences in 6,000 American couples, including heterosexual and homosexual, mar-
ried and cohabitating pairs (Howard, Blumstein, & Schwartz, 1987). Mate preferences
were assessed via a factor-analyzed 14-item list of attributes that respondents rated on
a l-to-9 scale (1 =  no t at all important, 9  = extremel y important). The factor ambi-
tiousness—including the individual items "accomplished," "ambitious," "self-suffi -
cient," and "outgoing"—emerged as a major dimension o f female preference with a
mean value of 6.24. Subsequent investigations of the IMSP have tended to corroborate
this finding. The IMSP employed two standardized closed-form questionnaires. Sam-
ples were drawn from all parts of the world and represent a tremendous racial, ethnic,
political, an d religious diversity. As part of this project, Buss et al. (1990) examined
mate characteristics suggestive of resource control or likely acquisition. Using a 0-to-
3 scale (0 = irrelevant, 3 = indispensable), subjects rated "education and intelligence"
and "ambition an d industriousness" on importance and/or desirability in choosing a
partner. Collapsed across the 37 samples in the international study , female subjects
gave these characteristics mean scores of 2.45 and 2.15, respectively. These high rat-
ings suggest that intelligence, the will to succeed, and the tendency to work hard are
qualities strongly and universally desired by women.

Willingness to Invest

The female tendency to favor high-status males is only one part of the constellation of
evaluative mechanisms expected to underlie mate choice in women. Selection should
also have favored mechanisms in females designed to detect and prefer males who were
willing to convert status and ability into paternal assistance. Father s who are nurtur-
ant, as well as emotionally and economically supportive of their wives, encourage the
development of achievement motivation, intellectual and social competence, psycho-
logical adjustment , an d sex-typica l attitude s an d attributes , particularl y i n son s
(Lamb, 1981). All else equal, therefore, women should find men who demonstrate the
willingness to devote time and resources to a chosen female and her offspring more
attractive than men who do not.

Recent large-scale attempts to identify majo r dimensions of preference in mate
selection both in the United States (Howard, Blumstein, & Schwartz, 1987) and cross-
nationally (Buss et al., 1990 ) indicate that women want someone they like and can
depend on. I n the study by Howard e t al. (described above) , the factor expressive-
ness—including th e individua l items "affectionate, " "compassionate, " "expresse s
feelings," and "romantic"—was by far the strongest female preference with a mean
value of 7.34 on a 9-point scale. Buss et al. assessed mate preferences via an 18-ite m
list of attributes that respondents rated on a O-to-3 scale (0 = irrelevant , 3  = indis -
pensable). Collapsed across the 37 samples in the IMSP, female subjects gave the fol-
lowing characteristics the highest ratings: mutual attraction-love (2.87), dependable
character (2.69) , emotional stabilit y an d maturit y (2.68), and pleasin g dispositio n
(2.52). At least in these questionnaire studies, the most important qualities women
sought in their mates were mutual attraction, stability , dependability, compatibility,
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and expressiveness. In other words, women seemed to be looking for the kind of men
who would make good, willing fathers.

It is frequently observed that women are especially attracted to men they see play-
ing nicely with young children (e.g., Remoff , 1984) . This attraction appear s to have
nothing to do with the desire per se to have children; rather, it is autonomous. The
desirability of men who show fondness for children has been documented empiricall y
(Buss & Barnes, 1986), and further investigations are under way.

Structural Powerlessnes s

Many social scientists (e.g. , Coombs & Kenkel, 1966; Hill, Rubin, & Peplau, 1979;
Murstein, 1980 ) have attributed se x differences i n the bases of sexual attraction t o
social conditionin g and men' s an d women' s differentia l acces s t o power : Because
women lack power, they seek in men those characteristics associated with power such
as status, security, and control of resources. The primary channel for a woman to move
upward in society is to marry upward in SES; hence her life chances are largely deter-
mined by the job performance of her husband. Since his occupational success depends
so much on his skills and personal qualities (such as industriousness and ambition),
she must choose him carefully, rigorously assessing his merits and potential. Accord-
ing to this theory, men do not experience the same kinds of structural constraints and,
therefore, do not experience the same kinds of needs and desires. Men concern them-
selves with cosmetic qualities because sex is the main reward males seek in a relation-
ship. Social conditioning, i t is posited, maintain s and reinforces the whole process,
inculcating sex-role-appropriat e value s fro m generatio n t o generation . Bus s an d
Barnes (1986; p. 568) call this theory the "structural powerlessness and sex role social-
ization" hypothesis and note that it does not address "the question of the origins of sex
role socialization practices and of the existing economic power structure." Nor does it
explain the transcultural nature of sex differences.

The structural powerlessness hypothesis has led various social theorists to make
this testable prediction: Women with access to power and wealth will act and fee sex-
ually more like men (much the same as men, in fact) than women who are compara-
tively powerles s an d poo r (se e Dion , 1981 ; Rosenblatt , 1974 ; Murstein , 1980) .
Women, it is predicted, wil l become less sexually selective and less interested in the
socioeconomic status of their mates as their own independence and socioeconomi c
power increases. (To my knowledge no one has suggested that men will become more
selective and more concerned with personality and economic factors as their own sta-
tus decreases, but this would be another implication of the theory.) In contrast, most
evolutionary psychologists would predict tha t women will prefer high-statu s mates
regardless of whether a female is herself low or high status.

The structural powerlessness hypothesis is directly contradicted by available data.
Interview studies of both medica l student s and leader s in the women's movement
reveal that women's  sexual tastes become more, rather than less, discriminatory a s
their wealth, power, and social status increases. Fifteen feminis t leaders, when asked
what traits they sought in a man, recurrently used words that connote hig h status:
"very rich" or "brilliant" or "genius." Lavish dinners, large tips, stunning suits, and
so forth were regularly referred to. In short, these high-power women wanted super-
powerful men (Fowler, cited in Freedman, 1979) . Townsend (1987,1989), in an inves-
tigation o f second-year medica l student s a t a  northeaster n university , found tha t
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female medica l students often becam e "mor e selective and critica l i n entering and
maintaining sexual relationships than they had been previously. Time spent in a rela-
tionship tha t had no marital potentia l wa s seen as time wasted." In contrast, male
medical student s were convinced tha t thei r increasing status would allow them t o
"seek and enjoy more transitory relationship s i n the future and such a course would
be less damaging to thei r mental balanc e an d caree r aspiration s than would more
involved relationships" (Townsend, 1987 , pp. 440-441). For females, increasing SES
markedly reduces the pool of acceptable romantic partners for this reason: Women,
in medical school as in general, want men who are at least on a par with their own
socioeconomic level, regardless of how high that level is (Blumstein & Schwartz, 1983;
Goldman, Westoff , &  Hammerslough, 1984 ; Townsend, 1987 , 1989 ; Udry, 1981).
These findings concur with those of Buss (1989b, p. 41), who found that "women who
make more money tend to value monetary and professional status of mates more than
those who make less money."

The evidence suggests that the female tendency to favor high-status males is not a
social construc t arisin g from context-dependen t needs or women's lac k of power.
Rather, it suggests that the female preference for high-status males is the product of a
psychological mechanism that operates whether a woman's own SES is high or low.

PHYSICAL DOMINANCE

Dominance is a measure of one individual's abilit y to prevail over another in com-
petitive encounters that involve a face-to-face physical component, whether implicitly
or explicitly. It is a means of obtaining a resource that involves imposing or threatening
to impose a  cost on one's competitor. The higher a male is in dominance (i.e. , the
greater his ability to displace others through coercion fro m positions or commodities
they both want), the greater his access to a variety of fitness-enhancing resources.

Alexander (1987) suggests that the primary "hostile force of nature" encountered
by humans is other humans. In this view of the world, conflicts of interest are perva-
sive, and the competitive strivings of conspecifics become the most salient feature of
our adaptive landscape. A  man's abilit y to traverse this landscape, successfull y pre -
venting others from violating his interests, depends substantially on his reputation and
ability to maintain a favorable position i n dominance hierarchies. Because competi-
tion is ubiquitous, an d because sociall y dominan t male s (by definition) tend to far e
best in face-to-face competitive encounters, natural selection can be expected to have
designed evaluative mechanisms in women to detect and prefer high-dominance men.
Forming mateships with such males could substantially enhance a female's survival
and reproductive potential through (a) his ability to retain resources that he has or to
expropriate resources from others , (b) protection fro m conspecifics who might other-
wise harm, intimidate, or supplant her and her children, and (c) elevation of her own
dominance ranking, which would increase her ability to prevail over others.

Hinde (1978) distinguishes two kinds of dominance: dyadic and group. The former
refers to the pattern of imbalance within a relationship betwee n two people; the latter,
to the pattern o f rank within a larger group structure. Hind e argues that these two
forms of dominance are not necessarily related. This distinction is relevant here in that
there is no a priori reason t o predict that women will be sexually drawn to men who
will dominate them in dyadic relationships. Rather, it is the male's ability to success-
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fully negotiate the larger social hierarchy that should be attractive to females. Women
pay close attention to how men interact with and are treated by other men (cf. Sadalla,
Kenrick, & Vershure, 1987). And the importance of these interactions and the systems
of dominance that emerge from them should not be underestimated. As Daly and Wil-
son (1988, p. 128) point out , "men [become ] known by their fellows as 'the sort who
can be pushed around ' or 'the sort who won't take any shit,' as people whose word
means action or people who are full of hot air, as guys whose girlfriends you can chat
up with impunity or guys you don't want to mess with."

In summary, evolutionary considerations lea d one to expect that women will be
sexually attracted t o men who display trait s tha t ar e reliably correlate d wit h socia l
dominance. Bernstei n (1980) divides these trait s int o three categories : (a ) physical
traits, such as size and physiognomy; (b) social traits such as kinship relationships and
political alliances; and (c) individual behaviora l traits , such as self-confidence, body
language, and aggressiveness. The traits in the first category should constitute less psy-
chologically central mate selection criteria for women than the traits in the second and
third categories: While size and strength can contribute to dominance, social standing
and body language signal what rank a person ha s actually achieved within a domi-
nance hierarchy. For example, even a very large man may act submissive if he finds
himself among giants, or among the more clever, agile, aggressive, or socially powerful.
His behavioral acts (such as patterns of gesturing and deference) will reveal his real
position. Nonetheless, insofar as morphological traits were associated with dominance
in the Pleistocene , the y should stil l have an impac t o n femal e perceptions o f male
attractiveness today .

Ideally, in an investigation of the effects of dominance on sexual attractiveness, one
would look at all major traits in Bernstein's three categories and manipulate them in
an experimental setting. High and low self-confidence, high and low physical strength,
high and low political connectedness , etc. , would each be used as independent vari-
ables, and their effect on subjects' ratings of the sexual attractiveness o f target stimuli
would be measured. Unfortunately, careful studies of this kind have been done on only
a small set of traits, all of which fall into the first or third categories. Hence, the follow-
ing review of dominance and sexual attractiveness will include only these categories.

Individual Behavioral Traits
High-Dominance Personality

The relationship between personality and "leadership," or "managerial effectiveness, "
has been studied extensively (e.g., Bentz, 1967; Campbell, Dunnette, Lawler, & Weick,
1970; Ghiselli, 1971 ; Lord, De Vader, & Alliger, 1986 ; Stodgill 1974) , and although
the relationship has proven complex and does not easily lend itself to exact interpre-
tation, some clear trends have emerged. A number of U.S. companies have conducted
cognitive and personality assessments on their employees, and these assessments have
demonstrated reliabl e covariatio n betwee n certai n personalit y variable s and rate d
managerial ability. In specific, those individuals who rise to the top of organizations
tend to be bright, initiating, self-assured, decisive, masculine, assertive, persuasive, and
ambitious (Bentz, 1967; Campbell, Dunnette , Lawler, & Weick, 1970; Ghiselli, 1971;
Lord, De Vader, & Alliger, 1986; Stodgill, 1974) . As Bentz (p. 118) concludes, "a clus-
ter of psychological characteristics contribute s to general executive competence that
transcends the boundaries of specialized or non-specialized assignments. " This cluster
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closely coincides with the description of the dominant personality that emerges from
the California Psychological Inventory Dominance scale, which was designed to assess
factors o f dominance, persistence , leadership ability , an d socia l initiativ e an d ha s
proven to be an effectiv e measur e of leadership potential (Gough , 1969 ; Megargee,
1972). Gough, McClosky, and Meehl (1951, p. 362) describe a high score on this scale:

A careful reading of the items suggests a number of characterizations of the subjective side
of the dominant personality. The factor which is implied by the largest number of items
appears to be one of poise and self-assurance. The dominant personality maintains a high
level of self-confidence, does not seem to be plagued by self-doubts or equivocations, and
therefore appears freer t o behave in an unencumbered and straightforwar d manner . The
impression given i s one of resoluteness and vigorou s optimism. Closely related to this is
another suggeste d facto r o f resourcefulnes s an d efficiency . Th e dominan t personalit y
appears to move forward in a realistic, task-oriented fashion and manifests feelings of ade-
quacy in meeting whatever obstacles may be encountered.

There is also a certain element of perseverence, or even doggedness, implied. The dom-
inant subjects admit to working on at things even when others become impatient with them,
etc., and in general give evidence of strong completion needs .

According to the selectionist model , women should rate men who display these char-
acteristics mor e favorably on measures o f sexual and romanti c attractivenes s than
men who do not.

Preliminary work on the relationship between personality and mate preferences is
underway. Most relevant to this discussion are potential correlations between attrac-
tiveness and surgenc y (a major personality factor combining aspects o f dominance
and extroversion). Surgency has emerged as one of the most common and replicable
dimensions in personality taxonomies (e.g., Goldberg, 1981 ; Norman, 1963; Wiggins,
1979). High scores on surgency are strongly correlated with a wide array of hierarchy
negotiation tactics (Kyl-Heku & Buss, n.d.), and, consistent with evolutionary predic-
tions, high scores on this dimension are especially prized by women in potential mates
(Botwin & Buss, n.d.). Whereas the extroversion dimension of surgency is equally val-
ued b y both sexe s in prospectiv e partners , th e dominanc e dimensio n comprisin g
power and social ascendance is far more valued by women than men (Botwin & Buss,
n.d.)

These data fall in line with the findings of Sadalla, Kenrick, and Vershure (1987),
who manipulated levels of competitive dominance-seeking behavior in an experiment
on dominance and heterosexual attraction. Targets were described a s participants in
an intermediate tennis class who, despite limited training, were very coordinated play-
ers and won 60% of their matches. In the high-dominance condition, the target was
described as follows:

His serve is very strong and his returns are extremely powerful. In addition to his physical
abilities, he has the mental qualities that lead to success in tennis. He is extremely compet-
itive, refusing t o yiel d against opponents who have been playing much longer. All of his
movements tend to communicate dominance and authority. He tends to psychologically
dominate his opponents, forcing them off their games and into mental mistakes.

In the low-dominance condition :

His serve and his returns are consistent and well placed. Although he plays well, he prefers
to play for fun rather than to win. He is not particularly competitive and tends to yield to



THE EVOLUTION OF SEXUAL ATTRACTION 277

opponents who have been playing tennis much longer. He is easily thrown off his game by
opponents who play with great authority. Strong opponents are able to psychologically dom-
inate him, sometimes forcin g him of f his game. He enjoys the game of tennis but avoid s
highly competitive situations.

Each sex read and rated descriptions of opposite sex targets. Both males and female s
in th e high-dominanc e condition wer e rated significantl y highe r on th e followin g
traits: strong, hard, rugged, tough, cold, intelligent, high income, high status, and mas-
culine. Also, dominant males were rated far higher on sexual attractiveness and dating
desirability than nondominant males. (Dominance manipulations had no effects on
ratings by males of female targets on these dimensions.) These findings suggest that
high-dominance personality description s markedly enhance femal e perceptions of
male eligibility.

High-dominance male s in the Sadalla, Kenrick, and Vershure study were rated
considerably more sexually attractive, but significantl y less warm, likable, and ten-
der—qualities that presumably offer cues to a male's willingness to invest in a woman
and her children (see Buss, this volume). Does this mean that the very qualities that
make up the ability to invest (e.g., high dominance, achievement of status) stand in
opposition to qualities that indicate willingness to invest?

The solution to thi s apparent paradox may lie in the fac t tha t broadly worded
descriptors such as "kind" or "dominant" do not capture crucial, context-specific vari-
ation in behavior. For example, women may find "generosity" appealing in a man
(Remoff, 1984) , but presumably a woman wants a man who is generous with her but
not with her reproductive competitors. Similarly, she may want a man who is domi-
nant (and therefore less "warm, likable, and tender") when he is in competition with
other men, but who is warm, likable, and tender toward her. This could be tested by
asking subjects to rate how individuals in the high- and low-dominance conditions are
likely to behave in other social contexts .

Body Language
Dominance is signaled in day-to-day life through a variety of nonverbal gestures rec-
ognizable cross-culturally. In comparison to high-dominance people, low-dominants
smile more often ( a gesture of appeasement), ar e less likely to infringe on another' s
personal space, and are more likely to look away from the gaze of others, eyes downcast
(Maclay &  Knipe, 1972 ; see also Mehrabian , 1969 ; Weisfeld &  Beresford, 1982).
Whereas submissives tend to exhibit a drawn-in, slouching posture, dominants tend
to have an upright bearing, shoulders straight and head thrown back, and to move with
a general ease and freedom of body movements (Maclay & Knipe, 1972) , communi-
cating a sense of calm and self-assurance. According to evolutionary predictions, these
dominance gestures (when directed at other men) should affect female perceptions of
male sexual attractiveness, with high-dominance gestures preferred.

Sadalla, Kenrick, and Vershure (1987) made silent videotapes depicting men and
women engaging in either high-dominance or low-dominance behavior. Each actor
played a high-dominance role in one tape and a low-dominance role in another. All
videotaped interactions took place between two members of the same sex. Sadalla et
al. describe the two scenes:

In the low-dominance condition, a constant male (CM) is shown seated at a desk in an office .
An actor enters the room and chooses a chair near the door.... The actor, clutching a sheath
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of papers, sits in a symmetrical posture, leans slightly forward wit h head partially bowed,
and alternately looks down at the floor and up at the CM. During an ensuing discussion, the
actor engages in repetitive head nodding and lets the CM engage in longer communications.

In the high-dominance condition, the actor enters, chooses a chair closer to the CM and
sits in a relaxed, asymmetrical posture. The actor's hands and legs are relaxed and his body
is leaning slightly backward in the chair. During the discussion, the actor produces higher
rates of gesturing and lower rates of head nodding than in the low-dominance condition.

Male subjects viewed female actors, and female subjects viewed male actors. Both men
and wome n i n th e high-dominanc e condition wer e rated b y subjects significantl y
higher on traits such as strong, hard, rugged, tough, and masculine. The participants
also judged target persons on sexual attractiveness and dating desirability. High-dom-
inance behavior significantly increased ratings of male targets on both measures. Rat -
ings of female targets were unaffected. Thes e data suggest that female experiences of
sexual and romantic attraction are sensitive to nonverbal displays of male dominance
and that this sensitivity is characteristic of female sexual psychology but not male sex-
ual psychology .

Physical Traits
Physiognomy
Perceptions o f social dominanc e i n humans , as well as in nonhuman animals , are
affected by physiognomic traits. In particular, traits associated with physical maturity
(proportionately thin lips and eyes, receding hairline) and physical strength (wide face,
square jaw [Guthrie, 1970]) are linked to perceptions of social dominance i n people
(Keating, 1985 , 1987 ; Keating, Mazur, and Segall , 1981) . This correlation emerged
among a  majority of observers i n at least 1 0 of the 1 1 diverse cultural setting s tha t
Keating et al. studied. Consequently , if females find social dominance attractive in
men, then women should rate mature male facial features more favorably than imma-
ture ones on measures of sexual attractiveness .

Keating (1985) constructed mature and immature facial composites fro m Identi -
Kit materials (typically used by police departments to create facial composites of sus-
pects), manipulating jaw shape and size of lips, eyes, and eyebrows. In all other ways
composites were identical. The only factor distinguishing "male" and "female" face s
was hairdo. Subject s rated composite s o n scale s fo r dominance and attractiveness .
While mature feature s similarly boosted th e dominance rating s of both mal e and
female composites, a divergence occurred i n ratings of attractiveness. Matur e male
faces were rated considerably more attractive; mature female faces were rated some-
what less attractive. O n a scale of l-to-7 (1 =  ver y unattractive, 7  = ver y attractive),
women gave immature and mature male composites mea n ratings of 2.48 and 4.40,
respectively. In short, female perceptions of male attractiveness increased in response
to morphological enhancements of facial dominance signals.

One would expect, however, there to be some threshold (possibly signaled by gray
hair, stressed skin , baldness, etc. ) after which "mature" features come to be seen as
"old" an d diminish in appeal. In our natural environment, male mate value must have
decreased in old age when a man's ability to acquire resources and protect his family—
or even to live long enough to complete the cycle of investment in a maturing child—
weakened.
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Height

Height is associated with power and status and in empirical studies has been shown to
markedly affect one individual's ability to dominate another (Handwerker & Crosbie,
1982). In an array of situations, male height confers an economic, political , and social
advantage (Gillis, 1982) . Economically, taller men are more likely to be hired, tend to
receive higher starting salaries, and are more likely to get promoted than shorter men.
Politically, taller men tend to receive more votes in political elections (the taller can-
didate won 80% of U.S. presidential elections between 1904 and 1980), and voters tend
to overestimate the height of their favored presidential candidate. Socially, people gen-
erally overestimate the height of individuals who are high status, whom they like, or
whom they agree with. The opposite is true for individuals who are low status, disliked,
or disagreed with. (These findings are discussed at length by Gillis [1982].) Most com-
pelling, cross-cultural ethnographic reports suggest that in many parts of the world the
ability to achieve positions o f power is strongly rooted i n relative height (Bernard,
1928; Gregor, 1979 ; Handwerker & Crosbie, 1982 ; Werner, 1982). Brown and Chia-
yun (n.d. ) document that the term "big man" o r terms very close to it are found in
aboriginal languages throughout much of the world and are used to denote persons of
authority or importance. Brown and Chia-yun argue that, in fact, the term is a confla-
tion of physical size and social rank and that "big men" are consistently big men, tall
in stature .

This array of sociopolitical advantages presumably accrues to tall males because
height constitutes a reliable cue to dominance in social interactions. Talle r men are
perceived as more dominant than shorter men. (For example, shorter policeman are
more likely to be assaulted than taller policemen [Gregor, 1979] , suggesting that the
latter commands more fear and respect from adversaries. ) It follows, therefore, that
taller males would be preferred by other males as economic and political allies (receiv-
ing better jobs, more electoral victories, etc.) and by women as mates. If dominance is
an important aspect of male mate value, then tallness should enhance female percep-
tions of male sexual and romantic attractiveness.

There are important constraining influences on height, however, that do not apply
to most of the other traits discussed in this chapter. Whereas it is probably impossible
to rank too high in status or dominance hierarchies, i t is possible to be too tall. With
respect to height and many other anatomical characteristics , natura l selection tends to
favor the population mean , weeding out the tails of the distribution (Symons , 1979).
Ecological constraints probably caused natural selection to penalize very tall men (e.g.,
more broken bones, higher metabolic costs, poorer balance and agility, awkward gait
and body carriage; see, e.g., Haldane, 1985), causing optimal male height to converge
on some constrained limit. The hypothesis that males near the midpoint of the pop-
ulation distribution wil l be the most viable, and thus should be most attractive to
females, has been called the "central tendency" hypothesis. In contrast, the hypothesis
that females will prefer dominant males, all else equal, predicts that women will prefer
men who are somewhat taller than average, although within limits set by optimal size
constraints.

Some preliminary data hav e been collected. Graziano , Brothen , and Berscheid
(1978) had short (under 5 ft., 4 in.), medium (5 ft., 4 in. to 5 ft., 6 in.), and tall (over 5
ft., 6 in.) women judge pictures o f men who they believed to be short (5 ft., 6 in.),
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medium (5 ft. , 10 in.), or tall (6 ft., 3 in.) on attractiveness an d dating desirability .
Women of all three height categories rated tall men more positively than short men
on both measures; however, the medium-height males were clearly preferred overall.
There was no interaction betwee n the height of the evaluator and the height of the
stimulus person. This preference for 5 ft., 1 0 in. males is consistent with the findings
of Beigel (1954) and Gillis and Avis (1980), who investigated stated height preferences
for ideal mates. Beigel's female sample (average height 5 ft., 3.5 in.) stated a mean pref-
erence for males who were taller than themselves by 6.7 in. Gillis and A vis's female
sample (height unreported) stated a  mean preference for males who were taller than
themselves by 6.0 in. From this it can be calculated that both samples (assuming the
latter approximates th e U.S . populatio n mea n o f 5 ft. , 4  in. fo r females) preferred
males who were about 5 ft., 10 in., on average. Since the population mea n in the U.S.
is 5 ft., 10 in. for males, these figures fit the central tendency hypothesis better than the
dominance hypothesis. However, as suggested by the Graziano et al. data, deviations
away from th e central tendency are more tolerated by women in the tall than short
direction. Cross-cultural testing is needed. In the only ethnographic study I could find
on the relationship between height and sexua l attractiveness, Grego r (1979) reports
that tall males are strongly preferred by females as both lovers and mates among the
Mehinaku Indians of central Brazil .

If the central tendency hypothesis is true, then this could have been engineered by
a psychological mechanism that specifies a rule such as "Choose a  man whose height
is such that when you are looking him in the eyes the visual angle subtended is X."
This could account for the 6 to 6.7 in. finding, as well as the well-established trend for
men and women to mate assertively on height, that is, for short to marry short and tall
to marry tall (Gillis & Avis, 1980; McManus & Mascie-Taylor, 1984) . (Perhaps angle
X is calibrated experientially to reflect the mean difference in height between men and
women in the local population.)

The most salient criterion concerning height that women apply to men appears to
be the "male-taller norm," which is so prevalent that it has been called the "cardina l
principle of date selection" (Berscheid & Walster, 1974) . Gillis and Avis (1980) exam-
ined height data collected from the bank account applications of 720 couples. Incred -
ibly, in only one case was the woman taller than the man. Sheppard and Strathman
(1989) had women view photographs of male-female dyads in which the male was pic-
tured as approximately 5 in. taller than the female, equal in height to the female, or 5
in. shorter than the female. The same dyad was featured in each photograph. On a scale
of l-to-9 (1 =  ver y unattractive, 9  = ver y attractive), th e male target received mean
ratings of 6.00 i n the male-taller/female-shorter condition , 5.00 i n the equal-height
condition, an d 4.1 0 i n th e female-taller/male-shorte r condition . A  study by Lang
(1979) may shed light on some of the affectiv e dimension s underlying these rating
changes. Lang looked at women's height preferences using both the Thematic Apper-
ception Test (TAT), where subjects are shown a picture and asked to make up a story
about it , and a brief questionnaire. Fo r the TAT, subjects were shown drawings of a
man and woman of discrepant heights out on the town together. I n response to the
female-taller/male-shorter picture, all subjects—even those stating adamantly on the
questionnaire that th e size of a man made no difference t o them—invented stories
with negativ e outcomes, depictin g the male as "anxious" or "weak." In the male-
taller/female-shorter condition , wome n made u p stories with bland o r reasonabl y
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optimistic outcomes in which the male was typically described a s confident, reassur-
ing, and understanding. For many of the women, avowed attitudes on the question-
naire were quite different fro m the feelings evidenced in their stories—feelings asso-
ciated with dominance perception s o f the male partner .

Assuming that (a ) female heigh t is normally distributed an d (b ) mean femal e
height is less than mean male height, then a man who is shorter than his female partner
will, on average, be shorter than the population average for men. Thus, the "male -
taller norm" is consistent with the central tendency hypothesis. However, the TAT
results suggest that dominance considerations do play a role, if only in setting a lower
limit on acceptable mal e height. Furthermore, mal e height emerges as an importan t
factor in real dating behavior. Taller men are more sought after in women's personal
advertisements (Cameron, Oskamp, & Sparks, 1978) , receive more responses to their
own personal advertisements (Lyn n & Shurgot, 1984) , and tend to have prettier girl-
friends (Feingold , 1982 ) than do shorter men. In addition, th e "male-taller norm "
appears to be enforced more strongly by women than by men. While Gillis and Avis
(1980) and Beigel (1954) found that females preferred males who were taller by 6 in.
and 6.7 in., respectively, the males in both studies sought females who were shorter by
only 4.5 in. In sum, the data at this point are too sparse and potentially contradictory
to decide between the central tendency and dominance hypotheses .

A MATE CHOICE PARADOX

Two of the mate characteristics examined in the IMSP (Buss et al., 1990) were "good
financial prospect" and "favorable social status." Both received fairly low ratings from
women (1.76 and 1.46 , respectively, on a O-to-3 scale [0 = irrelevant , 3 = indispens -
able], collapsed across the 37 samples). In line with this trend, the U.S. sample rated
both these attributes quit e low. Considering th e literature reviewed in this chapter ,
these results seem contradictory. Fo r instance, i t is known that in the United States
the men whom women actually choose to marry make 50% more money, on average,
than men of the same age whom they do not choose to marry (Trivers, 1985) . Along
these lines, male medical students report that their increasing socioeconomic status
tends to markedly enlarge their pool of available sexual and marital partners (Town-
send, 1987) . Moreover, in a study of selections made at a major commercial datin g
service, social status emerged as the single most important criterion women applied to
men (Green, Buchanan, & Heuer, 1984) .

A similar inconsistenc y emerge s between women' s stated preferenc e for domi -
nance pe r s e and actua l respons e t o dominanc e signals . Bus s and Barne s (1986)
assessed major dimensions of mate choice in American married couples via the Mar-
ital Preferences Questionnaire, whic h consists of 76 adjective-items, whic h subjects
rate on a 5-point scale of desirability. Both women and men rated "dominant" as
among the least  desirable mat e characteristics. Yet , as we have seen, most women
respond positivel y t o actual dominanc e trait s expressed i n videotapes, pictures , o r
written descriptions, a t least when dominance was expressed toward other men.

This discrepancy between avowed preferences on questionnaires, on the one hand,
and actual response s i n many real-life situations and experimental settings , o n the
other, may have numerous causes. I will discuss four possibilities .
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1. Conflation o f group and dyadic dominance. Unless a measuring instrument spe-
cifically distinguishes between group and dyadic dominance (Hinde, 1978) , subjects
are likely to conflate these two concepts in their responses. Women may respond so
negatively to "dominance" as a mate characteristic because they perceive it as the pro-
clivity of a male to dominate them.  If dominance were presented in terms of a man's
ability to interact confidently and successfully with other males (as it is in some of the
experiments described above), then it should receive more favorable reviews.

2. Th e social desirability issue.  It is possible that many women are interested in
forming relationship s wit h dominant and/o r high-statu s men but ar e reluctant to
admit such motives. American women who marry for money are stigmatized as "gold-
diggers," and the words "status" and "dominance" have negative connotations for
some people in our society. Some female writers who address the question, "What do
women find attractive in men?," cloak the issues of status and dominance in euphe-
misms that seem designed in part to conceal the real political and socioeconomic basis
of much female choic e (D . Symons , personal communication , 1987) . Thus Flood
(1981) and Shanor (1977), for example, suggest that what matters most to women are
such things as "Who a man is," "How he fits into the world," "How he handles him-
self," and "How he responds to other people."

3. Th e preference  fo r dominant,  high-status men ma y b e real  bu t unconscious.
Recall the discussion o f female height preferences and the incongruity between the
subjects' stated attitudes and TAT outcomes. Women seemed to be responding to a
dominance cue (height), while at the same time insisting that height was not impor-
tant. It is possible that many women are simply not aware of their inclination to per-
ceive and evaluate status and dominance cues favorably. Perhaps these cues evoke an
emotional response in women that affects their feelings of attraction toward a male,
without them being consciously aware that their response was activated by these cues.
Their response might be automatic and its cause not consciously accessible.

4. Women's  questionnaire responses ma y b e biased b y a  "threshold  effect"  (D .
Symons, personal communication, 1987) . This point can be illustrated by recounting
a short story about thre e upper-middle-class wome n going out to lunch together in
New York City and complaining that "there are no men!" Bu t there were men all
around them: service people in the restaurant. Such working-class males were socially
invisible to these upper-middle-class females because they were below the necessary
threshold of social and economic status.

What could b e occurring, then , i s that when women fill out a questionnaire o n
mate preferences they are thinking only about those males who are above their status
threshold an d thus within their range of vision. Within that range, status difference s
may be relatively unimportant (as compared with other qualities such as kindness or
honesty, whic h ar e consistentl y rate d a s highl y desirable mat e characteristic s b y
women). However, status may still have the huge effect of setting a minimum thresh-
old, and thereby ruling out much of the male population as potential mates for upper-
middle-class women. Townsend an d Lev y (1990b) provide considerable empirica l
support for this hypothesis. This reasoning implies that in an investigation of mate
preferences, researchers should have subjects not only rank the desirability of various
characteristics, but also state their minimum criterion for each characteristic and rate
what percentage of the population meet s their minimum criterion. Kenrick , Sadalla,
Groth, and Trost (1990) have begun this project.
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MATE PREFERENCES IN AN UNKNOWN CULTURE

Donald Symons (1979, 1987a) has reviewed a great deal of ethnographic and psycho-
logical literature o n perceptions o f sexual attractiveness. I n summarizing the male
experience of sexual attraction, Symon s (1987b) asks his readers to imagine that a
heretofore unknown tribal people is suddenly discovered. Drawing on touchstones of
his cross-cultural review, Symons lists the characteristics that he predicts will consti-
tute the ideal sexual partner of the average man in this culture. My intention is to take
Symons's lis t ful l circl e and t o summariz e my own analysis. I  predict the average
woman in this culture will seek the following characteristics in her ideal mate:

1. H e will be dependable, emotionall y stable and mature, and kind/considerat e
toward her.

2. H e will be generous. He may communicate a spirit of caring through a will-
ingness to share time and whatever commodities are valued in this culture
with the woman in question.

3. H e will be ambitious and perceived by the woman in question as clever or
intelligent.

4. H e will be genuinely interested in the woman in question, and she in him. He
may express his interest through displays of concern for her well-being.

5. H e will have a strong social presence and be well liked and respected by others.
He will possess a strong sense of efficacy, confidence, and self-respect.

6. H e will be good with, interested in, and/or show a general fondness for chil-
dren.

7. H e will possess whateve r skills, accoutrements , physica l features, and eco -
nomic capabilities happen to be reliably associated with high status in this cul-
ture.

8. H e will possess the skills, behavioral tendencies, and physical characteristics
that enable him to protect th e woman in question fro m physica l attack or
intimidation and will exhibit signs that he is willing to do so.

9. H e will evidence signs of health and vitality, such as firm muscle tone, clear
skin, upright posture, and energetic body language. He will be taller than the
woman in question, have mature physiognomic features, and display a general
ease and freedom of body movements,

10. He will not be a man with whom the woman in question gre w up with as a
child (see Shepher, 1983) .

Predictions 1,3,7 , and 1 0 are "safe" in the sense that they are supported by a good
deal of ethnographic and psychological data on human mate selection. Predictions 2,
4,5,6,8, and 9 are as yet untested or insufficiently tested (e.g., relevant data have been
collected in only one culture), though each is falsifiable. These latter six predictions are
essentially derived from my interpretations of human evolutionary theory. Of course
alternative evolutionary scenarios could be generated and competing hypotheses pro-
posed and empirically tested against these.

The foregoing predictions are limited by their paucity and generality. The human
experience is manifold. Experiences of sexual attraction i n the newly discovered cul-
ture will undoubtedly encompass preferences and feelings far more varied and elabo-
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rate than this limited set of predictions can capture. The Darwinian analysis scarcely
illuminates the idiosyncrasie s o f individual s and cultures . I t shed s light o n basi c
desires—motives, drives, proclivities , aspirations—bu t i t cannot predic t th e broa d
array of tactics deployed in our attempts to satisfy those desires. In any given culture,
empirical studie s ar e neede d t o identif y th e behaviora l strategie s throug h which
desiderata ar e sought , a s wel l a s th e proximat e mechanism s tha t fashio n thos e
strategies.

Many of the psychological mechanisms underpinning feelings of sexual attraction
in this culture will depend on ontogenetic experiences for their expression. The ability
to discriminate between high- and low-status individuals and between fathers who are
willing to make long-term commitments to offspring and pretenders who are not is a
function o f experience. Nonetheless, it is the very nature of our psychological struc-
tures that allows us to (a) extract relevant information (such as that concerning mate
value) from our experiences in the first place and (b) use that information quickly and
efficiently to solve adaptive problems (such as whom to feel sexual attraction toward).
Our psychological mechanisms—specialized and goal-directed—allow us to learn the
right things in the learning situations typicall y encountered i n our evolutionary past.
The psychological mechanisms underlying perceptions of sexual attractiveness should
be sensitive to environmental cues that correlate with mate value.

In comparison t o my forecasts on mate preferences among this newly discovered
culture, what might a mainstream social scientist predict? Probably nothing at all. Var-
ious social scientists (e.g., Futuyama & Risch, 1984 ; Hoult, 1984; Simon & Gagnon,
1969) claim that humans inherit only a diffuse biological potential—a generalized sex
drive that is predisposed toward nothing and, therefore, cannot be predicted in advance
(cf. Symons , 1987b) . B y this reasoning , me n an d wome n coul d jus t a s easily be
attracted t o tree trunks as other people if they were culturally conditioned to do so,
and th e distributio n o f sex differences acros s cultures should be random. From a n
adaptive viewpoint, such people could just as easily learn the wrong things as the right
ones, and they could be manipulated against their selective interests by others (cf. Bar-
kow, 1989;Cosmides&Tooby, 1987).

The central premise o f this chapter—that women will respond preferentially to
men displaying traits indicative of high mate value—does not imply that women con-
sciously appraise men through the sharp eye of maternal pragmatism. When a woman
experiences feelings of sexual attraction, she is not, at an unconscious level, "plotting"
a reproductive strategy designed to maximize the representation of her genes in future
generations. Rather , sh e is probably simply experiencing desire for the man in ques-
tion; this desire may or may not enhance reproductive success in the milieu where it
is experienced. But underlying the nature and intensity of that desire is a complex host
of psychological mechanisms , an d these mechanisms should have been designed by
natural selection to detect and prefer male traits that in our natural environment were
reliably associated with (a) the ability and willingness to provide economically, (b) the
ability and willingness to protect a  woman from physica l attack or intimidation, and
(c) the ability and willingness to engage in direct parenting activities such as teaching,
nurturing, an d providin g socia l suppor t an d opportunities . Take n together , thes e
preferences for m a  coherent , integrate d syste m that throughou t ou r evolutionary
history presumably had th e effect  o f causing women to choos e me n o f high mate
value.
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7
The Man Who Mistook His Wife

for a Chattel

MARCO WILSON AND MARTIN DALY

Men take a proprietary view of women's sexuality and reproductive capacity. In this
chapter, we (a) argue that sexually proprietary male psychologies are evolved solution
to the adaptive problems of male reproductive competition and potential misdirection
of paternal investments in species with mistakable paternity; (b) describe the complex
interrelated design of mating and paternal decision rule s in some well-studied avian
examples; (c) consider the peculiarities of the human species in this context; (d) char-
acterize some features of human male sexual proprietariness, contrasting men's versus
women's perspectives and actions; and (e) review some of the diverse consequences
and manifestations of this ubiquitous male mindset.

THE EVOLUTIONARY LOGIC OF MALE SEXUAL PROPRIETARINESS

By "proprietary," we mean first that men lay claim to particular women as songbirds
lay claim to territories, as lions lay claim to a kill, or as people of both sexes lay claim
to valuables. Having located an individually recognizable and potentially defensible
resource packet, the proprietary creature proceeds to advertise and exercise the inten-
tion of defending it from rivals. Proprietariness has the further implication, possibly
peculiar to the human case, of a sense of right or entitlement. Trespass by rivals pro-
vokes not only hostility but a feeling of grievance, a state of mind that apparently serves
a more broadly social function. Whereas hostile feelings motivate action against one's
rivals, grievance motivates appeals to other interested persons to recognize the trespass
as a wrong against the property holder and hence as a justification for individual retal-
iation or a grounds for more collective sanctions. Proprietary entitlement thus rests
upon a social contract: Property owners reciprocally acknowledge and cooperatively
enforce one another's claims.

Socially recognized property rights have several components. Full proprietary enti-
tlements include the right to sell, exchange, or otherwise dispose of one's property, to
modify i t without interference, and to demand redress for the theft or damage of it.
People claim these entitlements with respect to inanimate objects (whether movable
or not)—land, crops, livestock, and even such intangibles as investment opportunities
and ideas. They have claimed the same entitlements with respect to "their" slaves,
household servants, and children; and men, but not women, have regularly asserted
such claims with respect to spouses.
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Because claims of proprietary entitlement s ar e responses to rivalry over limited
resources, all such claims necessarily exist in an arena of actual or potential conflicts
of interest. These conflicts increase in number and complexity when the "property" is
a living creature with interests of its own. Efforts to exert proprietary rights over non-
human animals frequently involve a conspicuous struggle of wills. Even plants exhibit
thorns, toxins, and other devices that must be understood as evolved conflict tactics
for thwarting those who would exploit them. But the most complexly conflictual of all
proprietary claims are those in which people assert such rights over other people, for
here is property that can understand its owners' purposes and weaknesses, that may
have relatives and friends, that can plan escapes or attacks with as much foresight and
ingenuity as its owners, and that can play rivalrous aspirant owner s off against one
another. And yet, with all these difficulties, me n do attempt to exercise proprietary
entitlements over other peopl e (Bradley , 1984; Davis, 1966 ; Finley, 1980 ; Karras,
1988; Patterson, 1982 ; Sawyer, 1986), especially women.

One could imagine a psyche in which the various components of proprietariness-
one's presumed rights to use, modify, and dispose of the property, and the hostility
and sense of grievance aroused by trespass—were dissociated, applying independently
to distinct classes of resources. But it would not be a human psyche. People merge the
logically separable aspects of proprietariness and generalize their applicability, as wit-
ness the breadth of domains within which human grammars use possessive pronouns
and their equivalents and within which the lexicon of ownership is applied. These con-
siderations suggest that referrin g to man' s view of woman as "proprietary" is more
than a metaphor: Some of the same mental algorithms are apparently activated in the
marital and mercantile spheres.

Why should an evolved psychology see sexual partners as a sort of property and
why should thi s be especially characteristi c of male minds? According to Trivers's
(1972) influentia l evolutionar y model of parental investment and sexua l selection,
whichever sex invests more effort s an d materia l resources in offsprin g becomes , in
effect, the limiting resource for the reproduction of the less investing sex and hence an
object o f competition. I n mammals , including Homo sapiens, the femal e i s the sex
making the greater parenta l investment , whil e males devote proportionatel y mor e
time an d energ y to matin g competition . Mal e mammals attempt t o monopoliz e
females and their reproductive capacity just as creatures contest any limited resource.
But men, unlike most male mammals, make significant parental investments, too, and
the combination of this paternal investment with an asymmetrical risk of cuckoldry
(misattribution of parenthood) produce s a powerful selective force favoring the evo-
lution of motives that effectively guarantee one's paternity of one's putative offspring,
as opposed to merely maximizing the number of young sired. In species with internal
fertilization and biparental care, males have a susceptibility to mistakes in the identi-
fication of their own offspring in a way that females lack.1

We propose that these selection pressures have been responsible for the evolution
of psychological mechanisms whose adaptive functions are success in sexual compe-
tition and cuckoldry avoidance and that men's attitudes, emotions, and actions indic-
ative of sexual proprietariness an d the commoditization o f women are products of
these evolved mechanisms in the context of particular historical and cultural circum-
stances. There is more to human sexual proprietariness than mere mate guarding. The
social complexity of our species—with its alliances based on both kinship and reci-
procity, its moral systems and consequential personal reputations, and its cultural and



THE MAN WHO MISTOOK HIS WIFE FOR A CHATTEL 291

ecological diversity—provides an arena within which male sexual proprietariness is
diversely manifested (Dickemann, 1979, 1981). But we shall argue the ubiquity of a
core mindset, whose operation ca n be discerned from numerous phenomena which
are culturally diverse in their details but monotonously alik e in the abstract. Thes e
phenomena include socially recognized marriage, the concept of adultery as a property
violation, the valuation of female chastity, the equation of the "protection" of women
with protection fro m sexual contact, and the special potency of infidelity as a provo-
cation to violence.

Why Male Sexual Proprietariness?

The relationship between mates is special. Since Hamilton (1964) , evolutionary the-
orists have considered kinshi p to be the bedrock o f commonalities o f interest: The
degree of genetic concordance between two parties specifies a degree to which their
genetic posterities (fitnesses) must coincide, and it is this coincidence of genetic fates
that is responsible for the evolution of nepotistic solidarity. The evolutionary basis of
solidarity between (unrelated) mates is analogous but distinct: The pair's genetic fates
are linked not because they share genes with one another, but because both share genes
with thei r mutua l offspring , th e commo n vehicles of their fitness. Because of this
covariation between the fitnesses of sexually reproducing mates, selection shapes a
relationship-specific social psychology vis a vis actual or potential mates.

Mates who are truly committed t o monogam y reproduce onl y through shared
descendants, so that insofar as descendants rather than collateral relatives are the prin-
cipal beneficiaries of an organism's reproductive and/or nepotistic efforts , monoga-
mous creatures may be expected to have evolved psyches such that individuals per-
ceive their interests as coinciding more closely with those of their mates than with
anyone else's (Alexander, 1987). But although the overlap of interests between mates
is analogous to that between genetic relatives, and although this overlap has the poten-
tial of surpassing that of even the closest kin (in the case of monogamists with minimal
investment in collateral kin), the relationship between mates is nevertheless more eas-
ily betrayed. Blood is thicker than water because the genetic fates of blood relatives are
indissolubly linked, a consideration tha t favors forgiveness and reconciliation. Marita l
ties are thinner gruel: Because cuckolded males risk expending their lives unwittingly
raising their rivals' children, the correlation between the expected fitnesses of mates
can be abolished or reversed by infidelity.

The possibility of extrapair reproduction by one's mate is a major threat to fitness.
Insofar as this threat has been part of a species' chronic selective milieu, we may expect
to find an evolved psychology adapted to reducing its probability or impact. One stra-
tegic means for reducing the costs of cuckoldry is adjusting parental efforts according
to cues indicating the likelihood of genetic parenthood; to this we shall return. But
even at the prezygotic stage of mating, males confront a problem of how to budget their
reproductive efforts between seeking, courting, and contesting new mates, on the one
hand, and doing whatever it takes to monopolize the ones already acquired, on the
other (e.g., Thorahill & Alcock, 1983; Trivers, 1972 , 1985). Where to strike this bal-
ance depends in part upon the anticipated magnitude of later paternal efforts: In any
species in which paternal investment is significant, one would expect males to exhibit
a considerable interes t in monopolizing mates, since a paternal investor is concerned
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not merely to maximize the numbers of his progeny, but to correctly identify them so
as to avoid misdirected parental contributions (Daly & Wilson, 1987).

In the case of Homo sapiens, paternal investments are often substantial, including
allocations of time and effor t an d transfers of resources over the course of decades.
Thus a major threat to a man's fitness is the possibility that his mate may become
pregnant by another man, especially if the cuckold should fail to detect the fact and
invest in the child as his own. If there is a corresponding threa t to a woman's fitness,
it is not that she will be analogously cuckolded, but rather that her mate will channel
resources to other women and their children. It follows that men's and women's pro-
prietary feelings toward their mates are likely to have evolved to be qualitatively dif-
ferent, men being more intensely concerned with sexual infidelity per se and women
more intensely concerned with the allocation of their mates' resources and attentions.
We will review evidence of such a sexually differentiated psycholog y below, and we
will argue that diverse cultural practices can be understood a s manifestations of a
cross-culturally ubiquitous male concern with the monopolization o f female sexuality
and reproductive capacity, reflecting a history of selection for a male sexual psychology
effective in deterring rivals and in limiting female sexual and reproductive autonomy.

Note that male concern with sexual exclusivity need not imply a conflict of inter-
ests between mates. The fitness of both parties might benefit from female monogamy,
for example, if detected infidelities were to inspire diminution of male parental effort s
or if other males' mating efforts otherwise impose costs on already mated females. In
such cases, a  male's guarding of his mate to deter coercive copulatory attempts by
rivals serves the interests o f both mate s (e.g., Lumpkin, 1983) . But females are not
always monogamously inclined, even when their mates' aggressions raise the costs of
infidelity, and some guarded females expend considerable effort attempting to evade
their mates. Male threats and coercion may therefore be directed at rivals, at the mate,
or both. It follows that both theoretical and empirical analyses of the costs and benefits
to all parties of each's alternative actions are essential if we are to understand the stra-
tegic functioning of the evolved psychological an d physiological mechanism s of het-
erosexual transactions.

SEXUAL PROPRIETARINESS ON THE WING

Male sexual proprietariness is likely to evolve in any animal species with internal fer-
tilization and paternal care. The best studied cases are neither human beings nor our
close primate relatives, but birds. Unlike mammals, most avian species are predomi-
nantly monogamous and biparental, and they have the additional virtue of behaving
sexually and parentall y with relative observability. The result is that severa l species
have been intensively studied, affording complex quantified accounts of the degree of
sexual exclusivity in mated pairs, the circumstances of extrapair copulations, who the
rivals are, the circumstantially contingent magnitudes of parental efforts, and (to some
degree) the costs and benefits of alternative courses of action for the various actors in
these dramas. Two exemplary research programs focusing on the problem of adaptive
allocation of efforts by males in a biparental species are Anders Pape Moller's work on
swallows and Nick Davies's work on dunnocks.

We shall discuss these avian cases in some detail. Our aim in so doing is not t o
provide a facile "referential model" whereby some other species is alleged to manifest
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a suite of characteristics identical to those that were relevant to the evolution of human
traits (see Tooby & DeVore, 1987). Rather, the heuristic value of these studies for the
student of human sexual proprietariness is that they illustrate the following:

1. Th e multipl e conflict s o f interes t tha t aris e i n sexua l rivalrie s (even in th e
absence of those nepotistic o r reciprocity-based cooperative alliances among
interested partie s other than the mates themselves that complicate human sex-
ual rivalry);

2. th e diversit y o f behaviora l an d psychologica l adaptation s tha t asses s an d
respond t o demographi c an d ecologica l cue s o f the expecte d fitnes s conse -
quences of one versus another course of action ("expected" in the statistica l
sense of that which would be anticipated fro m pas t contingencies cumulated
over evolutionary time); and, especially ,

3. th e ways in which behavioral ecologists have conducted a  successful program
of evolutionary psychological research, using apprehensions of the problems
confronting the animals as guides to the search for strategic adaptations .

Swallows

The swallow (Hirundo rustica)  nests under the roofs and eaves of bams, sometimes in
isolated pairs , sometimes in colonies, which vary markedly in size according to the
availability of insect food and shelter from the wind (Meller, 1987d). Female swallows,
like other songbirds, are only briefly fertile. They lay their eggs one a day until a target
clutch size is attained, and the intensity of incubation increases throughout laying so
that the eggs hatch over a 1 to 3 day period. Female swallows incubate the eggs alone,
but both parents feed the hatchlings.

Male swallows establish breeding territories in the spring, before the females arrive
and choose their mates. One cue that has been experimentally demonstrated to affec t
female choice among potential mates is male tail length (Meller, 1988b). It is normally
the older males, first to arrive in the spring, who have the longest tail feathers, and the
longer the tail feathers the more attractive the male. So in effect, females use tail length
as an index of age and arrival date, criteria that appear to be predictors in their turn of
the male' s vigo r and prio r breeding experience. Once established, pair s commonly
remain intact through a breeding season, raising successive broods .

Male swallows behave as if cuckoldry were an imminent risk, following their mates
closely while they are fertile . Onc e incubation begins , this mate guarding virtually
ceases, and mated males reallocate their efforts toward the pursuit of whichever neigh-
boring females are still fertile. The males of many other songbird species exhibit sim-
ilar mixed strategies, dogging their own mates' every move during egg laying, and then
switching to pursuing other fertile females (Birkhead, Atkin, & M011er, 1987). Mated
males have even been observed to knock neighboring fertile females from the air and
copulate by force. In H. rustica, the intensity of mate guarding is positively correlated
with colony size, larger colonies entailing more persistent an d intense pressure from
rivalrous neighbor s (M011er, 1987d).

Is alien insemination of a guarding male's mate a genuine risk? At least five lines
of evidence indicate that it is. The first is that rivals indeed pursue, court, and harass
his mate, and do so preferentially in her brief fertile period. Second, although female
H. rustica  have not been seen to actively solicit extrapai r copulations, they accede
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(selectively) to some such attempts. Third, variations in the intensity of mate guarding
apparently track variable risk, as noted above. Fourth, variations in the mated pair's
own copulation rat e can be interpreted a s adaptive male responses to apprehende d
cuckoldry risk, the idea being that males increase insemination of their mates as an
adaptive "sperm competition" tactic (Birkhead , 1988 ; Birkhead, Atkin, & M011er,
1987; Moller , 1988d ; Smith , 1984a) : The rat e of copulation within mated pairs is
enhanced by such cuckoldry risk cues as (a) brief experimental detentions of the male
while his mate was fertile (Moller, 1987c) and (b) proximity of male neighbors (Moller,
1985). The fifth line of evidence that cuckoldry risk is genuine is that nestlings' tarsu s
lengths are mor e strongl y correlated wit h their mothers ' tha n wit h their putative
fathers' dimensions; statistical analysis of these correlations suggests that as many as a
quarter of nestlings are the products of extrapair copulations (Moller, 1987a). Genetic
studies in progress will soon provide more precise information on the incidence of
extrapair paternity in swallows.

Female infidelity is not random. Certain characteristics are preferred in adulterous
sexual partners, and they seem to be the same characteristics that females seek in their
permanent mates. Early-arriving males, for example, are not only chosen as mates, but
also attain more extrapair copulations than the later breeding males (Moller, 1987b).
One might then expect that these successful cuckolders would themselves be vulner-
able to cuckoldry, as a result of leaving their mates unguarded while philandering, but
early males instead hold an advantage both ways. This suggests that whatever makes
an early male attractive to othe r female s also makes his own mate less inclined to
accept an extrapair copulation.

As for tail length, Moller (1988b) manipulated it experimentally, thus eliminating
its association wit h other cues of quality. Males with artificially elongated tails were
selected as mates sooner, were more likely to get two clutches completed in the season,
and had significantly more fledged offspring. Moreover, as in the case of early-arriving
males, those given long tails were both significantly more successful in attaining extra-
pair copulations and significantly less likely to be cuckolded themselves. Males who
had their tails experimentally docked suffere d opposit e effects. Thes e result s can be
interpreted to mean that a longer tail makes a male more attractive, providing him
with an apparent quality marker which gains him both greater fidelity from his better
satisfied mate and greater success in philandering. It is especially striking that artificial
tail elongation should enhance brood size, suggesting that males with quality markers
either attract th e bes t females o r inspire greater reproductive efforts fro m them , or
both.

A further remarkable finding is that male swallows adjust their subsequent paren -
tal effort s accordin g to cues that indicate the likelihood of having been cuckolded.
Analyzing data from 38 intensively observed breeding pairs, Moller (1988c) found the
male's provisioning effort durin g the nestling phase to be negatively correlated wit h
the number of extrapair copulations that his mate had been observed to participate in
during her fertile period two to four weeks earlier and positively correlated with the
number of within-pair copulations. Moller also captured and detained males from col-
onies, keeping them from thei r mates for a few hours either in the morning (when
fertile copulations normally occur) or at night; the males' proportional and absolute
contributions o f food to the young were reduced afte r detentions in which extrapai r
fertilizations might have occurred, bu t not afte r other detentions. Those males who
were experimentally confined in the morning had good cause to act as if they had been
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cuckolded: Their female s actually copulated wit h rival neighboring males whereas
none of the control males' mates did so (Mailer, 1987c).2 When males with grounds
for paternity doubt reduced their paternal efforts , nestlin g mortality increased, so it
appears that copulating with a male other than her mate can cost a female valuable
paternal contributions. Perhap s there are offsetting genetic benefits of such infidelity.

Additional experimenta l manipulation s reveale d tha t male s ar e sensitiv e t o
another cue of cuckoldry risk in addition to separation from their mates and the prox-
imity of rivals, namely, a partial clutch of eggs in the nest, which is ordinarily an indi-
cator that the female is presently laying and hence fertile. M011er (1987c) showed that
experimental creation o f partial clutches , whether by removal or addition, inspire d
male mates both to guard more intensely and to initiate more copulations even though
the experimental females were neither fertile nor receptive. In both of these experi-
ments, neighboring males also became more interested in experimental females than
in controls. It is unlikely that the neighboring males saw the addition or removal of
eggs from the experimental nests, but they could have been cuing on the conspicuous
mate guarding or copulatory behavior of the experimental males, which would ordi-
narily be accurate indexes of female fertility.

The many contingent responses of the male swallow described above add up to a
complex anticuckoldry strategy adapted to the behavioral inclinations of both mates
and rivals. Note that the male's repertoir e does not include every imaginable anti-
cuckoldry tactic. Neither male swallows nor any other songbirds seem able to discrim-
inate own from alien conspecific offspring by comparing their phenotypes to self, for
example. But the swallow's evolved domain-specific psychology of cuckoldry avoid-
ance is quite impressive enough, combining tactics of mate guarding, of sperm com-
petition, and of parental effor t adjustment , all employed facultatively in relation to
circumstantial cues indicative of cuckoldry risk.

Dunnocks

The dunnock (Prunella  modularis)  i s a drab little bird found lurking in hedges of
English gardens, but its mating system is anything but dull. Monogamous pairs, pol-
yandrous trios, polygynous trios, and even polygynandrous groups are all common
resolutions of battles within and between the sexes (Davies, 1989).

Dunnocks overwinter on their breeding grounds and begin to define and defend
territories in late winter. As in many animals, female territory size is inversely corre-
lated with food abundance, whereas males seem less concerned with food than with
the females themselves and try to defend a superterritory overlapping that of several
females (Davies & Lundberg, 1984). The final distribution o f monogamous, polyan-
drous, and polygynous associations is the result of females' variable success in keeping
female rivals at bay and males' variable success in monopolizing femal e territorie s
(Davies & Houston, 1986; Houston & Davies, 1985). In a 4-year study of the dunnocks
inhabiting Cambridge University's botanic garden, Davies (1989) found 62 monoga-
mous pairs, 81 polyandrous females, 21 polygynous males, and 65 polygynandrous
associations of two or more birds of each sex sharing mates. The research reports to
date have primarily focused on comparing polyandrous trios and monogamous pairs.

The second ("beta") male of a polyandrous trio is subordinate to the "alpha," who
by no means welcomes him. The most aggressively successful males are able to avoid
polyandry, and in the polyandrous association, the alpha male apparently tolerates the
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beta male only after many aggressive confrontations fail to repel him. Monogamous
males are slightly larger than the alphas of polyandrous trios, who are in turn signifi-
cantly larger than the betas (Davies & Lundberg, 1984). Males attempting to establish
themselves as betas are sometimes killed (Davies, 1989) , but if they get to stay, they
can get a share of paternity.

Both sexes feed nestlings and fledglings beakloads of tiny insects. Monogamous
males always participate, bu t in the polyandrous trios, male contributions are more
variable and evidently depend upon the particular male's likely genetic stake in the
nest (Burke, Davies, Bruford, & Hatchwell, 1989). Beta males who were seen to enjoy
some time alone with the female during her fertile period almost always helped feed
the nestlings later (22 of 27 such cases in 1981 to 1988), whereas those who apparently
failed to gain such access almost never helped feed (1 of 11 cases). Moreover, among
those betas who helped feed, rates of food delivery increased as proportionate share of
mating access increased.

Although alpha males do not welcome betas, female s do. Nestlings fed by two
males and a female received more feedings and weighed more than nestlings of either
monogamous pairs or trios with noninvesting beta males; furthermore, the numbers
fledged from suc h broods were greater than i n an y othe r breedin g combinatio n
(Davies, 1986) . From the female's point of view, then, two mates are better than one.
But the alpha male's perspective is different: The brood's gain as a result of the beta
male's help is insufficient to offset the loss from shared paternity, a point to which we
shall return. Moreover, since a male's help at the nest is contingent upon his having
mated, it behooves the female to escape the guarding alpha for trysts with the beta, and
the more so since a beta male who fails to mate may become an active saboteur :
Though the culprits were not observed directly, damaged or discarded eggs or chicks
were peculiar to the circumstance of an unmated beta male (Davies, 1986) .

A female dunnock determined to be actively polyandrous creates a problem for
her mate, who has at least three distinct tactics to deal with it. The first is the preventive
tactic of mate guarding. Any failure of the alpha male to stay within 5 m of the female
provides an opportunity for the beta male to copulate, and so, although nest building
is solely a female task, the male follows his mate closely as she gathers nesting materials
and throughout her fertile period (Davies, 1985). This intensive guarding of the fertile
female interferes not only with the guarding male's own feeding, but with the female's
as well, yet the gain in paternity protection apparently offsets the costs from the male's
perspective. However, given the female's interest in mating with both her males, the
alpha's attempts to monopolize her are typically less than fully successful. Hence, the
dunnock is a species characterized by sperm competition, which selects for frequent,
circumstantially contingent copulation (Birkhead , 1988 ; Smith, 1984a) , and in fac t
the male's second line of defense is the damage containment tactic of copulating fre -
quently in response to cues of possible infidelity.

These two anticuckoldry tactics characterize many other songbirds, including the
swallows discussed earlier. But the exceptional practice of stable polyandrous associ-
ations makes sperm competition a  stronger selective force in dunnocks than in other
biparental songbirds, and the male dunnock has evolved a third tactic, namely, a direct
means of stimulating the female to eject a prior mate's ejaculate. In an elaborate and
protracted foreplay the male pecks the female's cloaca for up to two minutes until she
ejects a mass of cloacal contents, including sperm from recent matings, and then cop-
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ulation occurs (Davies, 1983) . Alpha males in polyandrous trios copulate more fre-
quently than monogamous males , and they employ cloacal pecking more, too. More -
over, within polyandrous trios, both a male's copulations and his cloacal pecks become
more numerous the more time the female spends with her other mate.

Most recently, Davies and collaborators hav e used DNA fingerprinting to deter-
mine parenthood and assess the utility of these tactics (Burke et al., 1989). The resident
female was the mother of every one of 133 young tested, and even though neighboring
males showed interest in fertile females when their own mates were busy incubating,
only 1  of the 13 3 was sired by an intruder . Eleven broods of polyandrous trios were
assessed, totaling 34 chicks (including the lone chick sired by an intruder); alpha males
had a surprisingly small advantage, siring 18 chicks versus 15 by betas. From the alpha
male's perspective, the greater productivit y o f polyandrous trios as compared wit h
monogamous pair s doe s no t nearl y compensate thi s lost paternity , confirmin g th e
point that the beta male's presence profit s the female but no t the alpha male.3 The
other striking result was that the actual shares of paternity achieved by beta males pro-
vided no further prediction of their feeding effort beyond that provided by their mating
success; if a male copulated but happened to sire no young, he was still likely to help.
From this fact and from a  lack of any evident within-brood discrimination, i t seems
that males cannot identify their own offspring within a multiply sired brood, and use
proportionate sexual access as their rule of thumb for allocating parental effort .

Summary Remarks on Avian Anticuckoldry Tactics

The mating frequency, mate guarding, feeding rates, and other actions of male birds
have been shown to vary adaptively in relation to numerous predictors of cuckoldry
risk, including the timing of their mates' fertility, the mating strategies of rivals, the
degree of coloniality, one's attractiveness relative to rivals, and lapses of surveillance
of the mate. The research on swallows and dunnocks (along with work on many other
birds; e.g. , Alatalo, Gottlander, & Lundberg, 1987 ; Beecher & Beecher, 1979 ; Birk-
head, 1988 ; Birkhead, Atkin, & M011er, 1987; Bjorklund & Westman, 1983 , 1986;
Carlson, Hillstrom, &  Moreno, 1985 ; Frederick, 1987 ; Fujioka & Yamagishi, 1981 ;
Hatch, 1987 ; Hatchwell, 1988 ; Lumpkin, 1983 ; McKinney, Derrickson, & Mineau,
1983; Montgomerie, 1988; Morton, 1987 ; Ridley & Hill, 1987 ; Roskaft, 1983 ; Sher-
man & Morton, 1988 ; Smith, 1988) provides strong evidence that paternally investing
male animals have evolved sexual psychologies designed by selection to reduce both
the likelihood of cuckoldry and its costs once incurred.

We ma y expec t n o les s o f th e evolve d psyche s o f paternally investin g Homo
sapiens.

THE HUMAN MALE'S PROBLEM

Unfortunately, the study of our own species has, until recently, been conducted almost
without regard for evolutionary strategic considerations. Th e result is that we cannot
yet answer many of the questions about human sexual proprietariness that a behav-
ioral ecologist would consider elementary. There is a substantial socia l psychological
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literature on "jealousy," for example, that has never addressed questions of how (or
even whether) jealous feeling s and actions migh t track the fertilit y o f their objects .
Nevertheless, sexual rivalry and proprietariness are such prominent aspects of human
sociality that there is much in the literatures of the humanities and social sciences bear-
ing upon our topic.

To elucidate the strategic organization of human male sexual psychology, we need
to reconstruct the social and mating systems to which it is adapted. The evidence that
human mating and parenta l practices hav e long been different fro m thos e of other
hominoids is diverse, including the reduction of sexual dimorphism in hominid evo-
lution, the sexual division of labor in foraging societies, and the cross-cultural ubiquity
of marriage, of patrilineal or bilateral kinship reckoning, and of biparental care. Like
songbirds, men make major parental investments in their putative offspring despit e
the problem of uncertain paternity (Smith, 1984b; Wilson, 1987).

But why should uncertain paternity be endemic to the human condition? Why
would females in a biparental species such as ours not have evolved purely monoga-
mous inclinations? Th e question i s not simpl y sexist, since female s do not gain in
expected fitness by increasing their numbers of mates the way that males do (Bateman,
1948). Moreover, there are several potential cost s to polyandrous mating, including
wasted time in acquiring superfluous gametes, risk of disease transmission or damage
during mating (Daly, 1978) , possible diminution or withdrawal of paternal invest-
ments should the male mate discover that he has been cuckolded (Trivers, 1972), pos-
sible elevation of competition among one's offspring in response to cues of reduced
relatedness due to mixed paternity (Holmes & Sherman, 1982) , and any additional
costs, such as violence, that the mate may impose in pursuing his own counter-strategy
of deterring infidelity.

However, there is an equally long list of potential benefits that a  paired femal e
might gain by extrapai r mating (Smith, 1984b) . One possibilit y i s superior genes;
females may cuckold investing mates when other males appear to offe r bette r genes
(Benshoof & Thornhill, 1979) . If this sounds farfetched , i t is worth noting that th e
females of several "monogamous" bird species have been found to engage in surrep-
titious extrapair copulation s mainly or exclusively with known neighbors of higher
dominance rank or with other qualities that are superior to those of their mates (Fred-
erick, 1987;Fujioka&Yamagishi, 1981 ; Smith, 1988; Westneat, 1987). A second rea-
son for females to engage in extrapair mating is simply the material benefit of whatever
aspirant adulterers offer (Symons, 1979). Kaplan and Hill (1985) found that the better
hunters in a foraging society outreproduced poorer ones, partly because their children
survived better, but als o in par t because huntin g prowess gained men extramarital
affairs with fertile women. A third potential benefi t of female adultery is that the dis-
tribution o f som e possibilit y o f paternit y amon g multipl e males may sometime s
increase the total investments received by young from their possible fathers, as in Dav-
ies's dunnocks, or at least reduce the probability that those males will directly damage
the young later (Hrdy, 1981). Other potential benefits listed by Smith (1984b) include
status enhancement, fertility backup, and genetic diversification of young as a hedge
against environmental change or as a means of reducing their similarity and hence
their detrimental competitiv e effect s o n one another. Finally, even where extrapair
mating is neither beneficial to nor sought by the female, the extrapair male's threats
may make ready compliance less costly than resistance.
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Strict Female Monogamy Has Not Characterized Human Sexual
Selective History

A number of morphological and physiological phenomena in Homo sapiens appear
to reflect a history of selection in which polyandrous mating and sperm competitio n
were frequent enough to be consequential. Th e feature that has been most discussed
in this context is "loss of estrus" (or "concealment of ovulation"): Women, unlike our
nearest relatives, the chimpanzees, have no conspicuous signal of ovulation and rela-
tively little cyclicity of sexual activity. Some of the man y hypotheses proposed t o
account for these facts assume that the evolving human female was not strictly monog-
amous. Benshoof and Thornhil l (1979) and Symons (1979) suggested that women
have evolved to hide ovulation fro m their mates specifically to facilitate cuckolding
them. Others have offered variant s on the idea that concealing ovulation from one's
mate is useful mor e by virtue of obliging prolonged mate guarding, which tips the
male's strategic balance from extrapair mating effort to investment in spouse and off -
spring (Alexander & Noonan, 1979 ; Strassmann, 1981 ; Turke, 1984). Although the
hypothetical female in this second scenario is more of a monogamist, her gambit can
work only if she "threatens" her mate with the prospect of polyandrous mating. How-
ever, it is by no means clear that loss of estrus is adaptively linked to polyandrous incli-
nations in females. An alternative is that the benefit of concealed ovulation lies pre-
cisely in facilitating true monogamy, the point being to conceal her fertile state not
from he r monogamous mate bu t fro m othe r male s whose high dominance status
would allow them to supplant her preferred mate and who would then offer less in the
way of paternal investmen t (Daniels, 1983 ; Strassmann, 1981) . Burley (1979) and
Symons (1979) offer additional hypotheses, which neither require nor disallow that the
woman be polyandrously inclined. In view of these multiple scenarios, it is not yet
clear what "loss of estrus" implies about ancestral human mating systems.4

More convincing vestige s of a sexual selective history in which females mated
polyandrously can be found in the human male. Perhaps the clearest such vestige is
testis size (Short, 1977). Men's testes are substantially larger, relative to body size, than
those of gorillas, a species in which males are polygynous but females mate monoga-
mously so that "sperm competition " withi n the female reproductive tract is absent.
The idea is that such sperm competition select s for high sperm counts and ejaculate
volumes and that men evolved in a sexual selective milieu where sperm competition
was mor e extrem e tha n i n gorillas . Conversely , amon g chimpanzees , individua l
females frequently mat e with two or more males during a single ovulatory period,
engendering intense sperm competition, and the relative testis size in these animals is
much greater than our own, implying that humans do not lie at this end of the sperm
competition spectru m either . Broader taxonomic comparisons (Harcourt , Harvey,
Larson, & Short, 1981 ; Kenagy & Trombulak, 1986 ; M011er, 1988a) verify the rela-
tionship between female polygamy and male testis size, reinforcing the conclusion that
human testis size and sperm production are adapted to an ancestral mating system in
which females were not so promiscuous as chimpanzees, but did not always confine
themselves to a single mate either.

A distinct vestige of ancestral patterns of sexual selection is the scrotum, a structure
that prolongs the shelf life of spermatozoa by placing them in a relatively cool envi-
ronment, a t some cost in testicular vulnerability. Bedford (1977 ) proposed tha t the
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scrotum i s an adaptation for epididymal sper m storage in those mammals who need
to produce fertile ejaculates repeatedly in short order, a demand he linked to polygyny.
Smith (1984b) amended the argument, noting that the presence of scrota in chimps
and people and their absence in gorillas and orangutans are more consistent with the
idea tha t th e deman d derive s from polyandrou s matings by females an d resultan t
sperm competition tha n from polygynous matings by the males.

If men have evolved under the selective pressure of sperm competition, we might
furthermore expec t that they , like swallows and dunnocks , will exhibit strategically
variable response s to possibl e cues of female infidelity. Baker & Bellis (1989) had
monogamous couples collect intravaginal ejaculates by condom, while maintaining
diaries of their sexual and other activities. The number of spermatozoa transferred in
a given copulation was not a function of the elapsed time since the last ejaculation, as
might have been expected. Instead, sperm transfer increased dramatically as a function
of the proportion of the time since the last copulation that the pair were out of contact.
Baker and Bellis interpret this effect as a sophisticated psychophysiological adaptation
to lapses in mate monitoring.5

MONOPOLIZING WOMEN

Men's and women's sexual psychologies have been shaped by a history of selection in
an ancestral sociosexual milieu which no longer exists and which was certainly radi-
cally different fro m the complex agricultural and industrial societies we now occupy.
But evolutionary theory, comparative data , and , above all, the common aspects of
human psychology in its diverse cultural and technical settings all afford windows on
the sociosexual milieu in which the human mind evolved and on the adaptive prob-
lems to which our species-typica l socia l and sexua l motives, emotions, and ways of
thought constitute the solutions. Inquiring what remains stable in the face of diversity
(such as sex differences in the use of violence; Daly & Wilson, 1988b, 1990) can direct
us to an appropriate level of abstraction fo r avoiding the pitfalls of ethnocentrism in
our effort s t o characteriz e a n evolved huma n nature . Equall y revealing o f evolved
inclinations are phenomena that did not exis t during our formative millennia and
hence cannot be considered target s of selection or adaptations in their own right, yet
emerge with uncanny regularity in certain circumstances. An example, discussed later,
is the establishment of harems.

Our best guess about the sort of reproductive system in which the human psyche
evolved, and to which it is adapted, is one in which mateships were predominantly but
not exclusively monogamous, paternal investment was significant, and the variance
in reproductive success was slightly greater among men than among women (effective
polygyny). On e sort of evidence supporting this surmise is the fact that such a system
appears to be almost universal among relict human societies occupying nonagricul-
tural ecological niches (although Australian aborigines , wit h their relatively extreme
marital polygyny , are a  puzzling exception). Additional evidence of mild effectiv e
polygyny during human evolution can be seen in a number of small but robust mor-
phological and life-historical sex differences in body size, age at maturity, and rate of
senescence. Sexuall y differentiated psychologie s and sexualitie s are products of that
same selective history.6

Biparental care notwithstanding, men, like other male mammals, have generally
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had some chance of increasing fitness by increasing their numbers of mating partners.
The male psyche appears adapted to exploit any such opportunities: Men, more than
women, aspire to polygam y and t o extrapai r sex (Symons, 1979 ; Daly & Wilson,
1983). One result of this chronic aspiration i s that even in monogamous societies, a
few relativel y successful men have typically been able to be effectively polygamous,
whether simultaneously or serially, by multiple marriage or concubinage. Relatively
recently in human history, with the inequities engendered by agricultural surpluses
and the rise of complex, role-differentiated societies , extreme polygyny and extreme
sequestering of women became possible, an d wherever men gained despotic power
over a populace, they then used their power and resources to hoard large numbers of
fertile women as wives and concubines (Dickemann, 1979; Betzig, 1986) . The most
despotic harem holders confined women in cells, guarded them with eunuchs, main-
tained records of their menstrual cycles, farmed them out to the harems of underlings
when they got too old, and sometimes even killed and replaced them en masse in the
event of a security failure and possible cuckoldry (Dickemann, 1979 ; Betzig, 1986;
Busnot, 1715) .

Harems are telling phenomena not because they are anything our psyches are spe-
cifically adapted to, but because they reveal evolved appetites. The widespread estab-
lishment of harems falsifies a popular hypothesis among anthropologists to the effec t
that the reason men aspire to polygyny is because wives are economic assets (e.g., Bos-
erup, 1970 ; Grossbard-Schechtman, 1984) . Proponents of this view deny, sometimes
explicitly, that .women are valued as goods in themselves—as the perquisites of power
and status rather than the means thereto. But the occupants of harems are typically
prevented from being productive, and their maintenance is enormously costly. Fan-
tastically wealthy and powerful men neither forsake the acquisition of women nor use
them to augment their wealth; they collect them. Neither can the agendas of harem
holders be understood a s the pursui t o f mere sexual diversity: Monopolization i s
invariably a principal objective. Guarded harems constitute the hypertrophied mani-
festations of male ambitions release d fro m the usual constraints of limited persona l
power, the fantastic products of a male psyche that evolved in social milieus in which
extreme polygyny was impossible, bu t an y increment i n the number s and/or th e
degree of monopolization o f one's mating partners) would gain a selective advantage.

Only the richest and most powerful men could institute such elaborate arrange-
ments to retain exclusive sexual access to many reproductively valuable women. How-
ever, millions of men have guarded and constrained "their" women by practices that
seem to depart fro m thos e of despots only in degree. Veiling, chaperoning, purdah,
and the literal incarceration of women are common social institutions of patrilineal
societies, and it is only women of reproductive age who are confined or chaperoned.
Prepubertal children and postmenopausal women enjoy considerable freedom. These
practices are status graded (Dickemann, 1981) : The higher the social status the more
claustrated the women.7 Chinese foot binding was another such status-graded practice,
which simultaneously made an ostentation o f the male owner's capacity to dispense
with the woman's labor and rendered her incapable o f flight. There is considerable
cross-cultural variation in the severity and institutionalization of such practices, bu t
the repeated convergent invention of claustration practices around the world and the
confining and controlling behavior of men even where it is frowned upon (Daly, Wil-
son, & Weghorst, 1982) reflect the workings of a sexually proprietary male psychology.

Man's inventive imagination has produced countles s designs for chastity belts .
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Less familiar to Westerners but much more frequent are genital mutilations designed
to destroy the sexual interest of young women and even their penetrability until sur-
gically reopened. These practices range from partial through complete clitoridectomy
to removal of most of the external genitalia and suturing shut of the labia majora (infib-
ulation). Such genital mutilations are still prevalent in at least 23 countries, affectin g
tens of millions of women (Hicks, 1986 ; Hosken, 1979) . Claustration and chastity
belts might be interpreted a s responses to male-mal e competition whethe r women
were polyandrously incline d o r not, bu t practices lik e clitoridectomy sho w that the
women are being "guarded" not only from predatory males but from their own incli-
nations.

What about mate guarding plain and simple? Are men inclined to dog their fertile
mates like songbirds during egg laying? In patrilocal societies, wher e wives are sur-
rounded by their husbands ' relatives , a  man may be content t o leave his wife under
the scrutiny of his mother or other kin. But in many societies—including the foraging
(hunting and gathering) peoples who provide the best contemporary models of the eco-
logical and sociopolitical context s within which the human psyche evolved—people
were mobile and group compositions variable . Men had to look ou t for their own
interests.

We are aware of only one naturalistic stud y of men's mate guarding that teste d
evolutionary psychological hypotheses. Anthropologist Mark Flinn (1988a) recorded
the identity, whereabouts, and activities of everyone he saw during standardized scan-
sampling walks in a Caribbean village , where mating relationships were unstable and
often nonexclusiv e and where men directed paterna l investment s selectively to their
own offspring in matrifocal households o f mixed paternity. Flinn's data showed the
following:

1. Me n whose mates were "fecund" (i.e. , cycling) were more often in their com-
pany than those whose mates were "infecund" (pregnant or postreproductive).

2. A  women's fecundity was associated with proportionately more agonism in her
mate's interactions with her and with other men.

3. Amon g mated couples that had nonexclusive relationships there was more ago-
nistic interaction tha n among monogamous couples.

4. Interaction s between mates of a particular woman were significantly more often
agonistic than other male-male interactions.

These results appear to reflect male social motives and emotions that are responsive
to cues of rivalry and female fertility and that function to promote sexual exclusivity.

THE PSYCHOLOGY OF JEALOUSY

The state of being concerned tha t one's sexual exclusivity is or might be violated is
what people usually mean when they refer to "jealousy." Social and personality psy-
chologists have recently devoted som e attention t o the task of characterizing sexual
jealousy (and distinguishing it from envy), but in the absence of a strategic understand-
ing of the psyche, they have achieved little clarity.

Romantic or sexual jealousy has been conceived of as a personality characteristic,
a particular emotion, a particular set of actions, or anything one feels or does in a par-
ticular sor t o f situation; man y discussions begi n with one meaning before slippin g
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unwittingly into another. Since feelings as variable as rage and depression can be con-
sidered manifestations of "jealousy," Hupka et al. (1985) argue that someone in the
situation of "threat" by a romantic "interloper" is, by definition, jealous, but they belie
their ow n definition b y elsewhere calling jealousy " a ver y intens e an d potentiall y
destructive emotion" and by considering the intensity of jealousy to vary between peo-
ple within standard situations. The problem is that the concept of jealousy cannot be
captured with a definition that is purely internal (an emotion of a certain quality) or
purely external (a situation). Sexual jealousy is a complex psychological system whose
functioning is inferred from observable combinations of circumstance and response—
a system that is activated by a perceived threat that a third party might usurp one's
place in a sexual relationship and that generates a diversity of circumstantially contin-
gent responses aimed at countering the threat.

Research paper s on sexua l jealousy ofte n trea t th e subject pejoratively. Afte r a
nonevaluative introduction, fo r example, Buun k and Hupka (1987 ) consider thei r
questionnaire respondents to have a problem if they either agree that "it would bother
me if my partner frequently had satisfying sexual relations with someone else" or deny
that "it is entertaining to hear the sexual fantasies my partner has about another per-
son." Wit h jealousy thus conceived as a character defect , its social consequences and
effectiveness in promoting sexual exclusivity have hardly been explored. An exception
is Mathes's (1986 ) prospective study , in which couples with relatively low jealousy
scores were subsequently foun d to be relatively likely to break up, suggesting either
that jealousy is actually effective in maintaining relationships o r else that its intensity
reflects the value that the jealous party places on the relationship. In this light, the cel-
ebrated phenomena o f romantic love and the disparaged phenomena of jealousy are
functionally linked aspects o f individualized sexua l bonding and proprietary claim,
and it is hardly surprising that lovers sometimes interpret an absence of jealousy not
as a sign of selfless love but as a sign of weak commitment .

Jealousy is often foun d t o be associated wit h "low self-esteem " (Buunk , 1986;
Mathes, Adams , & Davies, 1985 ; Stewart & Beatty, 1985 ; White, 1981 ) and with
"emotional dependency" (Bringle& Buunk, 1985; Buunk, 1981,1982a; White, 1981).
The researcher s wh o hav e demonstrate d thes e association s hav e no t considere d
whether having poor self-esteem or being emotionally dependent might reflect accu-
rate assessments of one's own and one's mate's respective values in the heterosexual
marketplace (but see Hansen, 1985 ) or other cost-benefit considerations relevan t to
the utility of maintaining the relationship, and hence might be legitimate grounds for
jealous concern. (Nor do they ask the more basic evolutionary psychological question
of why "self-esteem" exist s and i s something that people will incur costs to defend. )
The impacts of factors that an evolutionist would consider crucial to the domains of
mate selection and mate guarding—ages, reproductive condition, joint and separate
reproductive histories, aspect s o f the resource circumstances of the mate s and any
rivals, and so forth—have yet to be addressed.

Instead, researchers have attempted to account for the domain-specific features of
jealousy in terms of inadequate domain-general constructs and processes. Buunk and
Bringle (1987), for example, suggest that sexual jealousy arises "in our culture" (gra-
tuitously implyin g that it does not exist elsewhere) because limited opportunities t o
compare one's sexual talents with those of others "make the sexual realm very sensitive
to insecurity and competition" (p. 130). They maintain that the seeking of privacy for
sexual activity is the cause of insecurity and thus jealousy (since "a direct comparison
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of oneself versus others in this area is difficult"), without noticing that the seeking of
privacy then requires explanation. Salovey and Rodin (1986) ask why paper-and-pen-
cil responses to hypothetical scenarios indicate that "threats to romantic relationship s
have more powerful consequences than not measuring up in social-comparison situ -
ations" and suggest as an answer that "the increased affective charge in the romantic
situation may be due to the involvement of two other people versus just one in the
social-comparison situation" (p. 1111) .

As regards sex differences, the sexual jealousy literature is even more in need of an
evolutionary overview . Some researchers (e.g. , Pfeiffe r &  Wong, 1989 ; Salovey &
Rodin, 1986) fail to separate men's versus women's responses in their analyses. Where
the sexes have been distinguished, there has been something of a controversy about
which, if either, is the more jealous. The question is an empty one, arising from th e
practice of summing item scores to get a "scale" rather than from an y theory of the
nature of either jealousy or gender. Different researchers ask different things and it is
clearly meaningless to simply rank the sexes, since their reactions are qualitatively dif-
ferent. Shettel-Neuber, Bryson, and Young (1978), for example, had students describe
their own probable actions in a situation they saw portrayed on videotape: Men con-
sidered themselves likely to become angry, drunk, and threatening, women to cry and
to feign indifference . Teisman n an d Mosher (1978) solicited th e reactions of dating
couples to a hypothetical jealousy-inducing situation and reported that men's concern
and distress were focused on possible sexual contact between their partners and male
rivals, whereas women were primarily concerned wit h their boyfriends ' expending
time, money and attention on rival females (see also Buunk 1981 ; Francis 1977).

Results like Teismann and Mosher's (1978) are obviously suggestive of strategic
differences in sex-typical jealousy algorithms, appropriate to the somewhat different
threats to fitness confronting ancestral women versus men. But one should be wary of
overinterpreting the sex differences (and/or lack of same) in the social psychological
literature, since the ecological validity of the studies is problematic. The bulk of the
data are paper-and-pencil responses of captive undergraduates to questionnaire items
which may or may not have anything to do with anything they have ever experienced.
(Buunk's Dutch research is the principal exception to this excessive reliance on under-
graduates, but his use of more representative subject populations does not obviate pos-
sible problems of failures of memory, candor, an d self-knowledge.) In contrast with
the inconclusive results of self-report studies, there is little ambiguity about sex differ-
ences in jealousy when one looks at such real-world phenomena as homicide, wife
beating, initiation of divorce, and psychiatric cases of "morbid jealousy" (Daly, Wil-
son, & Weghorst, 1982).

The only evolutionarily informed body of self-report research on jealousy is that
of Buss (1988), who defined the domain of interest in functional terms, as "mate reten-
tion tactics," and set out to characterize them. Buss asked subjects what they and oth-
ers did in order "to preven t their partner from gettin g involved with someone else"
and constructed a complex hierarchical taxonomy of the answers. His scheme first dis-
tinguishes "manipulations" aime d at partner versus rival(s) and then subdivides each.
Partner-directed tactics, for example, are classified as "direct guarding" (including var-
ious threats, derogatio n o f competitors, etc.) , or "positive inducements" (includin g
resource transfer s and various behavioral accommodation s t o the partner's tastes) .
Buss then made a start on the question of what predicts a person's resorting to partic-
ular tactics by asking whether gender and the relationship historie s of subjects pre-
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dieted the tactics they claimed to have used, as well as asking opinons about which
tactics actually work. Ecological validity remains a problem in these paper-and-pencil
studies, but Bus s (1988, 1989 ) has at leas t opened th e way to an understanding of
the tactical richness and strategic organization o f the evolved psychology of sexual
jealousy.

An alternative approach to the solicitation of introspections fro m volunteers is the
analysis of archives recording manifestations of sexual jealousy. In studies of spousal
homicide motives, for example, the leading substantive issue identified by police and
psychiatrists is invariably "jealousy," and more specifically jealousy on the part of the
man, regardless of which partner ends up dead.8 Although the information on many
cases is too sparse to attribute them to anything more specific than a domestic quarrel,
diverse threads o f evidence indicate tha t th e majo r source o f conflict i n th e great
majority o f spouse-killings is the husband' s knowledg e or suspicion that his wife is
either unfaithful o r intending to leave him (Daly & Wilson, 1988b). Studies of suble-
thal violence and chronic battering pinpoint the same primary issue.

A small minority of the men who kill their wives are found "unfit to stand trial"
or "not guilty by reason of insanity," and many of these are considered to be suffering
from a  psychiatric condition called "morbid jealousy" (Mowat, 1966), diagnosed on
the basis of an obsessive concern about suspected infidelity and a tendency to invoke
bizarre "evidence" in support of the suspicion. However, most men who kill in a jeal-
ous rage are not considered insane. Quite the contrary: Anglo-American common law
specifically deems killing upon the discovery of a wife's adultery to be the act of a "rea-
sonable man" (Edwards, 1954) and deserving of reduced penalty "because there could
not be a greater provocation" (Blackstone, 1803) . Other legal traditions—European,
Oriental, Native American, African, Melanesian—all concur (Daly & Wilson, 1988b;
Daly, Wilson, & Weghorst, 1982) . Not only is jealousy "normal," but so it seems is
violent jealousy, at least if perpetrated by a man and in the heat of passion.

THE AFTERMATH OF RAPE

Reactions to rape provide a particularly revealing window on the psychology of male
sexual proprietariness (Thorahill & Thornhill, 1989) . Men often reject raped women
as "damaged goods," sometimes accusing the victims of having provoked or enjoyed
the rap e (e.g. , Brownmiller , 1975 ; Burgess & Holmstrom, 1974 ; Karkaria, 1972 ;
McCahill, Meyer, & Fischman, 1979 ; Miller, Williams, & Bernstein, 1982 ; Weis &
Borges, 1973). Even where there is no issue of the illicit copulation having been other
than coerced, men still seem to perceive the woman as diminished in value: "She was
all mine and now she's been damaged," say s one participant i n a therapy group for
American men whose partners have been raped; "Something has been taken from me.
I fee l cheated . Sh e was all mine before an d no w she's not," say s another (Rodkin,
Hunt, & Cowan, 1982).

Blaming the victim is a phenomenon that occurs more widely than just in rape
cases (Ryan, 1971) , so these examples may simply reflect the operation of domain-
general victim-blaming-and-denigration processes (Kanekar, Kolsawalla, & D'Souza,
1981; Smith, Keating , Hester, &  Mitchell, 1976) . However, rape victims appear to
have some special difficulties. According to Rodkin, Hunt, and Cowan (1982), "while
the husband, lover, or father would seem to be a most appropriate source of comfort
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and understanding to whom the victim could (or should) turn, he may, in fact, be the
least understanding." Any tendency for men to denigrate rape victims more than do
women might be partly due to men's inability to identify with the female victims (Sor-
rentino & Boutilier, 1974; Weis & Borges, 1973), but this consideration cannot explain
the extreme negativity of the reactions of the very men closest to the victim.

Thornhill and Thornhill (1983, 1989) have examined the aftermath of rape from
an evolutionar y psychological perspective . The y argue that a  single coerced ac t of
extramarital sex , though representing a  threat to the husband's fitness, is much less
cause for his concern than a more ambiguous act, which might have involved female
complicity and might therefore be predictive of further infidelities. Accordingly, they
hypothesize that men's jealous concerns in the aftermath of rape will actually be alle-
viated by evidence of coercion, including even injury to the woman. Postrape emo-
tional trauma and sexual dysfunction are usually interpreted as reflecting the victim's
fear or repugnance of men and sex as a result of the rape itself, bu t the Thornhills '
analysis leads to a counterintuitive prediction: Insofar as postrape emotional trauma
and difficulties in relations with husbands and boyfriends arise out of men's reactions
to rape victims, such problems may be less severe in the more brutal and hence less
equivocal incidents. And that proves to be the case. Physical injury during the rape is
associated with lesser rather than greater postrape difficulties with male partners. Note
that this result is contrary not only to the commonsensical notion that greater injury
would produce greater psychological trauma, but also to the idea that the aftermath of
rape is an instance of a general tendency to blame victims more the greater their vic-
timization.

Other predictors of postrape difficulties also seem to track correlates of the poten-
tial costs of infidelity to the man and hence of expected jealousy (Thornhill & Thorn-
hill, 1989). The aftermath of rape is more problematic for women in marital or com-
mon-law unions than for single women, which is again contrary to what one might
have expected from a  commonsense hypothesis that rape engenders fear that is exac-
erbated by vulnerability, since single women seem likelier to feel especially vulnerable.
Furthermore, the aftermath of rape is more problematic for women of reproductive
age than for prepubertal or postmenopausal women, a result predicted by the Thorn-
hills from evolutionary reasoning.

PATERNITY CONFIDENCE AND PATERNAL EFFORT

Parental care is costly, and selection must always have favored those psyches that allo-
cate it discriminatively toward own offspring. But whereas female mammals normally
incur no risk of misidentifying their offspring, paternit y is mistakable, which partly
explains why mammalian paternal care is relatively rare. As we've seen, male song-
birds adjust paternal effor t in relation to probability-of-paternity cues. It seems likely
that the human male psyche is no less subtle, but the subject has not been studied sys-
tematically.

A particularly interesting question i s whether paternal affectio n i s influenced by
the child's resemblance to self in a way that maternal affection is not (uncertain mater-
nity having been no issue in our evolutionary history). People are profoundly sensitive
to paternal resemblances of children and relatively indifferent to maternal ones (Daly
& Wilson, 1982) ; moreover, mothers are especially keen to note such resemblances,
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as would be expected if such claims function as paternity assurance tactics. But no one
has assessed whether paternal investments in putative offspring actually vary in rela-
tion to these probability-of-paternity cues.9 In fact, no male animal has yet been shown
to use phenotypic resemblance to self as a probabilistic paternity cue. Songbirds are
apparently incapable of this feat, but men are not.

Although the impac t o f variations i n paternity confidence upon the quality of
human paterna l solicitud e remain s unexplored, there is ample evidence of men's
reluctance to assume child support obligations to the offspring of other men (Wilson,
1987). Having a child toward whom a new husband will have to assume stepparental
duties diminishes rather than enhances a woman's marriageability (Becker, Landes, &
Michael, 1977; Borgerhoff Mulder, 1988; Knodel & Lynch, 1985; Voland, 1988; Wil-
son & Daly, 1987) . Moreover, steprelationships, onc e established, are much less sat-
isfying to all parties than the corresponding genetic relationships (reviewed by Wilson
& Daly, 1987) , and much more likely to erupt in violence (Daly & Wilson, 1988a ,
1988b; Wilson & Daly, 1987) . Stepfathers are discriminative in their maltreatment,
sparing own offspring i n the same household (Lightcap, Kurland, & Burgess, 1982;
Daly & Wilson, 1985) . The tensions characteristic o f steprelationships ar e cross-cul-
turally ubiquitous (Wilson & Daly, 1987) .

Some have suggested that the problems characteristic of steprelationships are inci-
dental consequences of the creation of a "parent-offspring" relationship too late. There
is no evidence in favor of this idea and at least one study that speaks against it. Flinn
(1988b) found that men who coresided with stepchildren from their births were if any-
thing even more hostile toward them than were those whose steprelationships were
established later, and much more so than genetic fathers. One possible implication is
that human paternal affection is "cognitively penetrable" by something like conscious
knowledge of paternity or nonpaternity. (This need not imply that paternal affection
is insensitive to cues like phenotypic resemblance as well, without the man's necessary
awareness.)

Children can, of course, be assets regardless of genetic paternity. Their labor can
create wealth for their parents, and expanding one's close kin network brings political
and social clout. Some social scientists have been so impressed with these proximal
utilities of children as to assert that men are not concerned about the genetic paternity
of children at all, except insofar as it confers the jural rights of the "pater role." In an
extreme version of such arguments, Paige and Paige (1981) proposed that the reason
public acknowledgments of paternity exist is to establish paternal entitlements against
rival claimants. But children impose economic cost s more surely than they provide
benefits, and one can find (both in our own society and in the ethnographic record)
myriad disavowals of paternity and its attendant obligations for every case in which
two or more men maintain that they are the sires of a disputed child. Men are pro-
foundly concerned that the children in whose welfare they invest are their own and are
often enraged to discover otherwise (Daly & Wilson, 1987, 1988b).

It does not follow that evolved paternal psyches will be such as to invest selflessly
even when paternity is certain. In paternal investment, as in other spheres, creature s
allocate resources in the pursuit of their perceived interests. Wherever parental care is
essential but biparental care is not, desertion of the joint parental enterprise tempts
whichever parent is in a position to abscond first (Maynard Smith, 1977). In mammals
(though not in all animals; e.g., see Beissinger & Snyder, 1987), that means the father.
Nevertheless, it is a universal apprehension of human beings that although genetic
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fathers may withhold investment, a man will be more inclined to pay his share when
convinced that the child is his own than when he doubts it (Wilson, 1987). Moreover,
people perceive i t as just that a man should support hi s children and as an injustice
when paternity is misattributed and support obligations follow.

Two legal "theories" have been proposed to justify the imposition of a child sup-
port obligation on reluctant putative fathers: the theory of delict, whereby the father's
liability arises fro m hi s mere (illicit) sexual access to the mother , and the theory of
descent, whereby the father's liability is based on his genetic relationship with the child
(Sass, 1977). Both theories are based on the idea that beneficiaries should pay, but they
differ in focusing upon benefits of greater or lesser remove from fitness, namely, sexual
contact versu s parenthood. Where delictual constructions have been tried, they have
violated people's sense of justice and have failed (Wilson , 1987). The implication is
that people perceiv e children to constitute benefits to their genetic parents over and
above any pleasure had i n conceiving them, and ove r and above any material and
social benefits they provide to whomever occupies a parental role .

This is not to deny that patrilineal headship confers power, prestige, and resources
(e.g., Paig e &  Paige, 1981) . Mos t huma n societie s ar e predominantl y patrilineal,
despite the surer links of the maternal line. This is not so paradoxical as it first appears.
The poin t i s not tha t peopl e defin e thei r primary kinship links without regard t o
genetic relatedness, a s some have claimed (e.g., Sahlins, 1976) , but rather that patri -
lineal affiliation follow s from response s to the uncertainty of paternity. In extremely
patrilineal societies , patriarcha l powe r both provide s and i s predicated upo n confi -
dence of paternity. A man's genetic relatives share and protect his interest in the fidel-
ity of his wife, and patrilineage honor is defined i n terms of female chastity (Dicke-
mann, 1979 , 1981) . But matrilinea l societies als o exist, in which a man's family of
primary identity consists of maternal rather than paternal relatives, and the husband/
father has less legal authority over his wife and children. In such societies, there are few
cultural institutions that inhibit a woman's sexual autonomy, and men have little eco-
nomic support obligation to their wives' children. The mother's brother typically plays
a prominent "parental" role toward his sister's children, especially her sons, who are
their maternal uncles' principal heirs (avuncular inheritance).  These practices tend to
be associated with high rates of divorce and remarriage, maternal custody of children,
and a high probability that a woman's children have different sires .

Why such social practices should exist has been called the "matrilineal puzzle. "
Evolutionarily sophisticated discussion s o f it have focused upon the lesser paternity
confidence in matrilineal as compared to patrilineal societies (Alexander, 1974; Flinn,
1981; Flinn & Low, 1986; Gaulin & Schlegel, 1980; Hartung, 1985 ; Kurland, 1979) .
The risk of misattributed paternit y is believed to be relatively high in matrilineal soci-
eties, and whereas a man's putative offspring may be no relative at all, his sister is at
least a half-sister and her children are his kin. A problem with early evolutionary mod-
els of the adaptive rationale fo r avuncular inheritance is that the society-wide inci-
dence of extramarital conceptio n tha t woul d be required t o mak e sisters' childre n
closer relative s o n averag e than wives ' children , an d henc e men' s preferred heirs ,
exceeds any plausible estimate for matrilineal societies. This problem is resolved, how-
ever, when one considers that rules reflect imposed resolutions of conflicts (Alexander,
1987; Flinn, 1981; Hartung, 1985; Thornhill & Thornhill, 1987). A man might prefer
his putative son to his sister's son, for example, and yet be under pressure from bot h
of his parents t o prefe r th e latter , who is, from thei r perspective , th e more certai n
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grandson. Th e man' s threshol d fo r compliance versu s resistance t o suc h pressure
should be affected by cues affecting "paternity confidence," but should not necessarily
correspond to the point at which the party with greater expected relatedness to himself
switches from nephew to son (Hartung, 1985) .

Inheritance rules are not simple expressions of individual men's apprehensions of
descent. Instead , they represent the fruit s o f historical successions of conflict resolu-
tions. Typological summary characterizations of societies (as "matrilineal," "patrilin-
eal," etc.) mask the dynamic processes of conflict resolution ou t of which rules and
ideologies arise. The ethnographies provide countless anecdotes of individuals defying
inheritance rules and incurring approbation for bestowing their resources in their own
perceived interests. It may well be the case, then, that men ubiquitously adjust paternal
investment in relation to paternity confidence cues. Empirical studies are needed to
determine t o what degree resources actuall y flow along the lines prescribed b y the
inheritance "rules" of traditional societies and to determine the correlates and causes
of individual testamentary decisions .

MARITAL ALLIANCE

Marriage is a cross-culturally ubiquitous feature of human societies, notwithstanding
variations in social and cultural details of the marital relationship (Flinn & Low, 1986;
Murdock, 1967 ; van den Berghe , 1979) . What this means is that men and women
everywhere enter into individualized reproductive alliances in which there is some sort
of mutual obligation and biparental investment in their joint progeny and that the
alliance is recognized by people other than the marital partners. Most important, such
alliances are characteristic of all known foraging societies. In most human societies, a
minority of successful me n marry polygynously, but mos t individual human mate-
ships are, and probably always were, at least serially monogamous.10 Although many
writers have stressed that human marriages are economic unions or even political alli-
ances between lineages, the marital institution has first and most basically to be under-
stood as reproductive.

Marital alliance institutionalizes the sexua l and reproductiv e entitlements of a
man vis a vis a woman. Claude Levi-Strauss (1969) has argued that marriage is a con-
tract between men, whereby one or more men bestow rights in the bride upon the
groom. One may quarrel that senior women as well as men often participate in nego-
tiating marital exchanges, but that does not belie the treatment of women and their
reproductive capabilities a s valued and exchangeabl e goods. Marriag e is predomi-
nantly patrilocal, the bride being incorporated into her husband's kinship group (Mur-
dock, 1967), and even more ubiquitous is a proprietary construction of the marriage's
significance. I n industrial mass society, where the power of kinship has withered, a
man vestigially "gives" his daughter in marriage, but in most of the human societies
that have been described, getting a bride required a substantial transfer of resources to
her kinsmen, usually as the explicit price of her reproductive future. 11

Strathern (1984) has argued that it is ethnocentric to interpret bridewealth systems
as the commoditization o f women, because the actors neither equat e women with
"things" and den y them subjectivity a s our conceptio n o f "property" implies nor
attain individual ownership, the transactions instead occurring between lineages. But
people are well capable of feeling and acting proprietarily toward other people while
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remaining aware of their subjectivity; it may or may not be accurate to interpret bride-
wealth as the commoditization of human reproductive capacity, but it is no more eth-
nocentric than interpreting slavery as the commoditization o f human labor. As for
Strathern's point about collective rather than individual entitlements, a man's kins-
men may help him buy a bride, but she becomes only one man's wife (and she becomes
part of his inheritance under the practice of levirate).

In the contemporary West, we are inclined to see the mating game as a great mar-
ketplace of autonomous actors, but in kin-based societies and where power permits,
people take a strong manipulative interest in the marital transactions of other people.
The extensive role of kin in the arrangement and conduct of marriages makes the
human case unique among animal mateships, and multiplies the potential conflicts
among the parties involved. Marriages may be arranged without the principals' coun-
sel, indeed before they are mature, and occasionally even before their births. A partic-
ularly striking example of manipulative arranged marriages was the practice of shim-
pua in Taiwan, in which parents acquired an infant gir l as a bride for an immature
son, and raised her to the role (Wolf & Huang, 1980). These future brides were often
poorly treate d a s children, an d thei r ris k o f dying before pubert y was severalfol d
greater than the risk to their "adopting" in-laws' own daughters. Moreover and iron-
ically, shim-pua marriages were often barren , apparently because rearing together
from infancy had killed sexual interest.

WOMEN AS MEN'S LEGAL PROPERTY

Having acquired a wife, to what is a man entitled? At the least, sexual access and the
chance to sir e her children, an d usually an exclusive right to both. Nothing more
clearly reveal s these proprietar y entitlement s tha n law s concerning adultery : the
offense of sexual intercourse between a married woman and a man other than her hus-
band.

Laws were codified by developing civilizations around the Mediterranean and in
the Far East, in the Andes and Mexico, in northern Europe and throughout Africa ,
and although these traditions developed in ignorance of one another, they converged
remarkably on this topic (Daly, Wilson, & Weghorst, 1982). All concurred in defining
adultery in terms of the marital status of the woman. Whether the adulterous man was
himself married was irrelevant.

Adultery is often treated explicitly as a property violation. The victim is the hus-
band, who may be entitled to damages, to violent revenge, or to divorce with refund
of brideprice. Where crimes (offenses against the state) are distinguished from offense s
against individual plaintiffs, adulter y may be criminalized as well; it was a capita l
crime in seventeenth-century England, for example (Quaife, 1979) . Another legal sta-
tus of adultery is its provision of a grounds for divorce, which is nearly universal in the
case of an adulterous wife but much rarer in the opposite direction.

Still another legal status of adultery, and one especially revealing of the folk psy-
chology of the subject, is its standing as a "provocation" mitigating responsibility for
otherwise criminal behavior. Throughout the English-speaking world, the common
law recognizes three kinds of acts as sufficiently provoking to reduce murder to man-
slaughter, and they constitute a virtually exhaustive list of fundamental threats to fit-
ness: assaults upon oneself, assaults upon close relatives, and sexual contact with one's
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wife. Several American states had statutes or rulings that made killing upon the dis-
covery of wifely adultery no crime at all; although these were finally abolished in the
1970s, jury acquittals and discretionary refusals to prosecute persist. The violent rages
of cuckolds constitute a n acknowledged risk in all societies, and some sort of dimi-
nution of their criminal responsibility i s apparently universal (Daly, Wilson, & Weg-
horst, 1982) , regardless of whether the cuckold's violence is deemed a reprehensible
loss of control or a praiseworthy redemption of honor (e.g., Safilios-Rothschild, 1969).

Man's ubiquitous resentmen t of adultery seems clearly to be functionally linked
to paternity concern, but how direct are the psychological links? Men can sometimes
be violently jealous of postmenopausal wives (and of homosexual partners), suggesting
that jealousy is generalized. But men are far from oblivious to reproduction and pater-
nity, and they often articulate their motives in the proprietary transactions of marriage
in these terms. The greater success of descent-based than delict-based laws of paternal
liability, as discussed earlier, suggests that paternity is an issue with some emotional
force. In any case, whether paternity concern has direct psychological links with adul-
tery concern or not, men have often called upon the paternity issue in order to justify
adultery law and the double standard therein. A particularly striking example comes
from French Revolutionary law, whose authors were much concerned with the abo-
lition o f prejudicial discriminations, includin g those based on sex, and yet retained
sexual discrimination i n this one sphere, arguing that "it is not adultery per se that the
law punishes, but only the possible introduction o f alien children into the family and
even the uncertainty that adultery creates in this regard. Adultery by the husband has
no such consequences" (our translation o f Fenet, 1827 , as quoted by Hadjiyannakis,
1969, p. 502).

Adultery compensations are institutionalized feature s of tribal bridewealth soci-
eties and were prominent in Anglo-American legal history, too. Since the earliest writ-
ten codes of the Anglo-Saxons (Attenborough, 1922/1963), we have always had a vari-
ety o f tort s associate d wit h unauthorize d sexua l relations . ( A tort  i s a  lawfull y
recognized wrong other than a crime or violation of a commercial contract, in which
a plaintiff seeks redress from a  defendant, usually in the form of monetary compen-
sation.) Tort s concernin g wrongfu l sexua l contact s includ e "adultery, " "los s o f
consortium," "enticement, " "crimina l conversation, " "alienatio n o f affection, "
"seduction," and "abduction" (Arnold, 1985 ; Backhouse, 1986 ; Beckerman, 1981 ;
Brett, 1955; Law Reform Commission of Ireland 1978,1979a, 1979b;Lippman, 1930;
Sinclair, 1987) .

All these torts concerning sexual transgressions were created with sexually asym-
metrical content t o deter unauthorized sexual contact. Th e plaintiffs were typically
husbands or fathers or men to whom women were betrothed. The requisites for a suc-
cessful action make clear that the crucial damage was loss of sexual exclusivity, not
lost labor: The woman's prior chastity was crucial, on the logic that a man who steals
an already unchaste woman has stolen nothing. Also clearly indicative of men's pro-
prietary construction of the women involved in these cases was the irrelevance of their
consent, which did not at all mitigate the wrong against husband or father.

Sexual relations with another's wif e can still cost an American man substantia l
court-ordered compensation . I n Chappell  v . Redding (1984) , for example, a North
Carolina ophthalmologist was obliged to pay his wife's ex-husband $200,000 for hav-
ing alienated her affections. The interesting implication of an award like this is that a
contemporary American woman is still not fully free to leave one husband for another.
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When Dr. Redding went a-courting, Mrs. Chappell was not fair game. She was already
taken.12

Besides these entitlements to compensation fo r infringements of their proprietary
rights in their wives, Anglo-American husbands have enjoyed other owners' privileges
as well. Until recently, husbands were legally entitled to confine wives against their will
and t o us e forc e t o enjo y thei r conjuga l right s (Dobas h &  Dobash, 1979 , 1981 ;
Edwards, 1985) . The origin of the term "rule of thumb" was an eighteenth-centur y
judicial ruling that a husband was entitled to use a stick no thicker than his thumb to
control a n overl y independent wife . Person s who gave sanctuary to a  fleeing wife,
including even her relatives, were legally obliged to give her up or be liable for the tort
of "harboring," and Englishmen remained entitled to restrain wives intent on leaving
them until a 1973 ruling made such acts kidnappings (Atkins & Hoggett, 1984). The
criminalization of rape within marriage and hence the wife's legal entitlement to refuse
sex has been established only very recently (Edwards, 1981; Russell, 1982) .

The proprietar y constructio n o f marriag e seem s especiall y bald-face d i n th e
English practice of wife sales at market, which ended only about a century ago. The
husband would pay the market fee just as if he had a cow to sell, then lead his wife up
to the auction block by a halter an d cal l fo r bids (Menefee, 1981) . Contemporar y
accounts of the practice often make it sound like the most blatant trafficking in women
as commodities, but wif e sales really constituted customar y divorce proceedings; the
woman was often—perhaps typically—sold not simply to the highest bidder but to a
man who was already her lover. For the estranged husband, the transaction serve d as
a public renunciation of his obligations to the woman and her children. But even if
"wife sales" don't quite live up to the marketplace implications of their name, their
trappings stil l provide a  dramatic illustratio n tha t men conceptualized marriag e in
proprietary terms.

English matrimonial law evolved out of a bridewealth system. In medieval times,
children could be "espoused" as early as 7 years of age, with the Christian church sanc-
tifying the commitment (Helmholtz , 1974 ; Ingram, 1987 ; Swinburne, 1686/1985) .
Bidirectional property transfers were contracted at the espousal stage, and if one family
opted ou t o f the planned marriage , the other famil y ha d a  grievance; although the
church did not deem the marriage complete until sexual consummation afte r puberty,
an aggrieved family could launch ecclesiastical court proceedings to recover damages.
Disputes between two men who both claimed marital entitlements to the same woman
constituted another frequen t caus e for legal actions, especially as legal powers over
children, serfs, and other persons were eroded and the authority to arrange marriages
became ambiguous.13 Clearly, any recalcitrant bride who eloped with the man of her
own choice before her espoused marriage was consummated could cause severe repre-
cussions for her father, who was likely to launch proceedings against his daughter' s
"abductor." In 1285, the abduction of an heiress for the purpose of marriage was fur-
thermore criminalized, and although the abductor could legalize his marriage in the
eyes of the church by paying the marriage price, he might still be imprisoned for two
years for his criminal violation of the father's right to bestow his daughter where he
pleased; an abductor who could not or would not pay the marriage price was penal-
izable with lif e i n prison . Subsequen t legislatio n strippe d elopin g daughters of all
claims against their familes' property. During the reign of Elizabeth I (1558-1603),
abducting an heiress was a capital crime.

These legal entitlements of fathers and husbands over women within our own legal
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traditions are similar to provisions in stratified patrilineal societies around the world.
That men should endeavor to control the sexuality of female relatives, as well as that
of wives, follows from the treatment of female reproductive capacity as a valued com-
modity that men can own and exchange. Chaste sisters and daughters make market-
able wives.

CONCLUDING REMARKS

This chapter describes various manifestations of male sexual proprietariness in differ -
ent societies, but we do not pretend to have reviewed the subject exhaustively or sys-
tematically, still less to have accounted for cross-cultural diversity. In some societies,
nothing is more shameful than to be cuckolded, and a violent reaction is laudable; in
others, jealousy is shameful, and its violent expression is criminal. One would like to
better describe and understand such diversity, but the ethnographic record is almost
devoid of standardized cross-cultura l data—indeed o f any sort of quantification —
with the result that analyses of the interrelationships among adultery rates, paternal
investment, spousal violence, claustration practices, and other relevant variables are
not presently possible.

We have stressed the cross-culturally general both because that is the level at which
species-typical psychological mechanisms must be discerned and characterized and
because the social scientific literature is riddled with exaggerated claims of cultural
diversity. Many anthropologists have asserted that there are societies in which jealousy
is nonexistent and sexual activity is constrained only by incest prohibitions (e.g., Ford
& Beach, 1951 ; Mead, 1931 ; Stephens, 1963 ; Whyte, 1978) , but the ethnographies
cited in support of these claims explicitly contradict them (Daly, Wilson, & Weghorst,
1982). On the one hand, claustration, inheritance, and other practices relevant to the
arguments in this chapter are diversely regulated and institutionalized, and the histor-
ical and ecological reasons for such variation are worthy subjects for research; on the
other hand, double standards with respect to adultery are apparently universal, the
many attempts to documen t a counterexample notwithstanding (Daly, Wilson, &
Weghorst, 1982) . On the one hand, rates of violence inspired by sexual rivalry and
infidelity vary by orders of magnitude between times and places; on the other hand,
male sexual proprietariness i s the predominant motivational factor in spousal homi-
cides wherever a sample of cases has been collected (Daly & Wilson, 1988b). Cultural
diversity exists, to be sure, but its rationales will not be understood until the cross-
culturally general human nature that enables it is elucidated.
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NOTES

1. Ther e are animals in which postzygotic care is biparental and both sexes are susceptible
to being mistaken about the identity of their own offspring, suc h as the many species of birds
subject t o intraspecifi c broo d parasitis m (e.g. , Yom-Tov , 1980) . In such cases, parasiti c eggs
impose a cost on both partners, and both sexes have evolved tactics for reducing the risk of mis-
directed parenta l investmen t (e.g., Brown, 1984). But though both parent s incur "cuckoldry"
risk, there i s still likely to b e the usua l sexual asymmetry: Alien inseminatio n of the femal e
imposes a parental burden on the male whereas the fruits of his infidelities are less likely to end
up in her nest (but see Gowaty & Karlin, 1984).

2. I t is interesting to note that whereas neighbors whose own mates were incubating took
advantage of the detentions, those neighboring males who themselves had a fertile mate exhib-
ited intensified mate guarding rather than courtship of the temporary "widows," apparentl y in
response to the social disturbance and intrusions by other males inspired by the detained males'
absence.

3. I t seems likely that the alpha male's paternity advantage will prove larger than this 18-15
(55%) split once more data are in, since alphas enjoyed a larger 36-14 (72%) advantage over betas
in polygynandrous groups, despite the seemingly greater difficulty that an alpha would incur in
excluding the beta male from access to two females simultaneously. However, even a 72% pater-
nity advantage would barely pay a monogamous male's cost of taking on a beta as "helper."

4. Rathe r than ask why some animals, including people, "conceal" ovulation, we might bet-
ter ask why some advertise it at a distance. The principal effect, and hence the probable function,
of dramatic estrous swellings in animals such as chimpanzees and baboons is apparently the inci-
tation of male-male competition. Conspicuous advertisements of fertilizability seem to be more
characteristic of primates lacking paternal investment than of pair-forming species (as is also true
of birds; Montgomerie & Thornhill, 1989).

5. I f sperm counts fluctuate as an adaptive response to statistical predictors of cuckoldry risk,
we would expect men's sexual interest in their mates to do likewise. Observing one's mate inter-
acting with other males, especially sexually, may be even more arousing. Drakes who witness
forced copulations of their fertile mates commonly follow suit, thereby getting their own ejac-
ulates int o th e competition (McKinney , Derrickson , & Mineau, 1983) . Finkelho r an d Yll o
(1985) describe many cases of marital rape, a remarkable proportion of which followed closely
upon the wife's having interacted flirtatiously with a man other than her husband (see also Rus-
sell, 1982) . Whether the sexual arousal and/or insistence of human males is affected b y cues of
possible cuckoldry warrants investigation .

6. Discussion s of ancestral human mating systems and their relevance to sex differences have
typically stressed effectiv e polygyn y and it s consequences (e.g., Trivers, 1972 ; Daly & Wilson,
1983; Alexander, 1979). But two animal species can have identical degrees of effective polygyny
even though the females of one species are strictly monogamous in their behavior and inclina-
tions while the females of the other species mate polyandrously. As noted above, the sexual psy-
chologies of men and women apparently reflect an ancestral mating system in which neither sex
was strictly monogamous, but males were the more polygamous sex.

7. Thi s association betwee n status and claustration may strike readers as paradoxical, both
because it implies that women in some ways lose rights and privileges as they rise in status and
because it is the women with the poorest mate s who would seem to have the greatest incentive
to stray. One interpretation i s that men simply guard and constrain women as much as they can
afford; moreover , there is at leas t some truth to the claim that guards are there to "protect"
women in that highly stratified societies contain many disenfranchised, and therefore dangerous,
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men (Dickemann, 1979). Furthermore, the wealthiest men have the most to lose, in misdirected
inheritance, from an undetected cuckoldry (Dickemann, 1981) .

8. W e have used homicide archives as a sort of assay of interpersonal conflict in various anal-
yses of the determinants of the variable intensity of such conflict (Daly & Wilson, 1988a, 1988b).
Homicides are extreme, of course, but for that very reason they are surely valid manifestations
of conflict and moreover are relatively free of reporting biases. We do not assume that killing is
adaptive in its own right. Rather, homicide risk varies as a result of variations in the strength of
human passions whose more typical and less extreme consequences are often clearly utilitarian,
and this latter variation has an adaptive logic.

9. Ideally , such a study should correlate paternal solicitude with resemblance within a sam-
ple of father-child pair s confirmed b y DNA fingerprinting. Otherwise, a correlation migh t be
obtained becaus e weak resemblance actuall y reflects nonpaternit y an d th e father s migh t be
responding to other correlated cues thereof (e.g., detected infidelity) rather than to non-resem-
blance per se.

10. Abou t 4% of human societies have institutionalized polyandrous marriage, an arrange-
ment that seems to work only—and even then with some tension—when the cohusbands are
brothers (Hiatt, 1980;Levine, 1987;Tambiah, 1966).

11. I t may strike the reader that such exchanges can go either way, with dowry the mirror
image of brideprice. Bu t i t i s not. Dowrie s (which are much rarer than brideprices ) usually
remain with the bride for the benefit of her children (Goody & Tambiah, 1973; van den Berghe,
1979), whereas brideprice is typically a direct payment to the bride's parents without obligation
that the monies will be deployed for the newlyweds or their progeny.

12. Wome n who are already "taken" are ofte n marke d accordingly , so an adulterer can
hardly plead ignorance . In a cross-cultural study, Low (1979) showed that women are much
more often obliged to display marital status markers such as wedding rings than are men; modes
of address (e.g., "Mrs." versus "Miss") and the assumption of husbands' lineage names also mark
women as to ownership.

13. Thoug h bigamy had long been illegal, English marriages were not registered by a central
authority until 1753 (Trumbach, 1984) .
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IV
PARENTAL CARE AND CHILDREN

Parental care is so much a part of the fabric of human life that it is sometimes
difficult to remember that not all animals care for their young and that parental
care would not occur at all in the absence of a number of rather specific psy-
chological adaptations. Ironically, this form of "child neglect" spills over into
the study of psychology as well: One can open almost any textbook on moti-
vation and search in vain for a discussion of the mechanisms that motivate th
complexly organized behaviors of parenting.

To put human parental care into perspective, consider the amount of effort
that oysters put into raising their young. Oysters release millions of eggs and
sperm into the ocean. Most of these gametes become food for some other
ocean creature, but a few of them are fertilized, grow to maturity, and repro-
duce themselves. Oysters effectively define minimal parental care. Reptiles
invest far more of their reproductive effort in their young, but compared to th
mammalian norm, most reptilian species spend little time or energy caring for
offspring after they have hatched. In sea turtles, for example, fertilization occur
internally, after which the female swims to shore, digs a sandy pit, and lays her
eggs in it. She then covers the eggs, camouflages the spot, and goes back to sea,
never to see her progeny again.

In contrast, one of the defining features of the mammals is the amount and
kind of reproductive effort that females invest in their young. Not only does
fertilization occur internally, but gestation does also: The embryo and then fetu
develop within the mother's body cavity and are fed by the mother through the
connection between her bloodstream and the placenta. Gestation can last
many months, as it does in humans. After birth, the mammalian mother contin
ues to feed her offspring from her own body through lactation. Because we live
in a society in which women have access to cow's milk and commerical baby
foods that infants are capable of digesting, it is easy to underestimate the impor-
tance of lactation for the human infant under more natural circumstances. But
in hunter-gatherer societies, a woman must sometimes nurse her child for sev-
eral years. Typically, the mother both sleeps with her baby and carries it with
her on her hip when she goes gathering, so that the baby can nurse on demand;
during waking hours, the baby nurses about every 15 minutes. Lactation at this
level suppresses ovulation and so acts as a natural contraceptive during the
period in which the baby is dependent on its mother's milk, an adaptive mech-
anism that promotes efficient birth spacing. Without the mother's several year
commitment to gestation, lactation, and other forms of maternal care, infants in
hunter-gatherer societies do not survive. In understanding parental care in
humans, it is important to keep in mind that these are the circumstances in
which the relevant adaptations evolved.

Although mammal species manifest high levels of maternal care, paternal
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care is far less common, and males in many species invest no more reproductive
effort in the care of their young than oysters do. But humans are not one of these
species—biparental care is common in humans, as it is in a few other primate
taxa, such as the callitrichids (see, e.g., McGrew & Feistner, this volume). Ges-
tation and lactation impose a severe metabolic drain on a woman's body, so
men in hunter-gatherer societies usually provision their mates during this
period, especially with meat, and other relatives may contribute as well. For
many years after weaning, both parents typically continue to provision, protect,
and teach their children. However, even among hunter-gatherers, male
involvement in parental care is far more variable than female involvement. In
short, parental care in mammals is a lengthy and complicated business, and
nowhere more so than in humans. The chapters in this section examine some
questions concerning parental care and child development.

To raise a child, parents must solve a whole series of different adaptive prob-
lems, which start in utero and can last for many years. Indeed, parental care that
is well engineered for the needs of an embryo will not even solve the problems
faced by a later-stage fetus, as Profet explains in her chapter on pregnancy sick-
ness as an adaptation.

Plants manufacture toxic secondary compounds to discourage predators—
such as ourselves—from eating them. Every time you bite into turnips or cab-
bage, you are ingesting a sublethal dose of naturally occurring plant toxins. We,
in turn, have a number of adaptations—such as the food aversion system, the
liver, and possibly certain allergy-regulating mechanisms (Profet, 1991)—that
cause us to avoid ingesting these toxins, expel them from our body, or break
them down into metabolites that are harmless to an adult. But toxins and toxic
metabolites that are relatively harmless to an adult—or even to a late-stage
fetus—can cause birth defects in an embryo during the early stages of organ-
ogenesis. The problem the mother faces is how to nourish herself yet simulta-
neously protect her developing embryo from exposure to the toxins that she
will necessarily be ingesting during the period when the embryo is most vul-
nerable to their harmful effects. Profet has proposed that pregnancy sickness
evolved to solve this adaptive problem. Pregnancy sickness appears to be a low-
ering of the threshold on the mother's normal food aversion system, which
causes her to avoid or expel previously acceptable foods that can be tolerated
by her body but that are too high in toxins for the developing embryo. Profet
shows that many of the most characteristic features of pregnancy sickness, from
the timing of its onset, to its effects on the mother's olfaction, to the timing of
its offset, are elegantly explained by this hypothesis. Moreover, these design
features are exceedingly difficult to explain simply as arbitrary by-products of
hormonal changes during pregnancy that are unrelated to this adaptive prob-
lem. Profet has carefully addressed the key issue in evaluating whether some-
thing is an adaptation, that is, demonstrating evidence of special design for solv-
ing the adaptive problem (Williams, 1966).

In a foraging society, if an infant is born sick, or malformed, or before the
mother can safely wean her previous child, the mother encounters the cruel
realities of scarce resources and limiting personal circumstances: Without mod-
ern medical care and food resources, continuing to care for one child can pre-
clude caring for or conceiving others. However any specific mother might feel
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about such a situation, natural selection acts over evolutionary time on the psy-
chological mechanisms that regulate maternal attitudes and decisions about
such agonizing situations. Of course, the criterion by which some design fea-
tures are incorporated into our species-typical design over alternatives is fit-
ness, which usually means (in this context) maximizing the net number of off-
spring raised to reproductively viable maturity. Consequently, these
mechanisms will be selected to evaluate whether she should continue to care
for the newborn infant or channel her remaining reproducitve effort into either
producing a new child or caring for older, healthier children. The choice is often
anguishing, as when a IKung San mother gives birth to twins and must abandon
one. In the harsh conditions of the Kalahari desert, a woman does not have the
metabolic resources to carry and nurse two children simultaneously. Rather
than let both twins slowly sicken and die, IKung mothers sometimes kill one
twin immediately after its birth and concentrate their efforts on raising its
sibling.

Selection pressures this intense should have sculpted psychological mech-
anisms that are very sensitive to cues that were reliable in the Pleistocene, sig
naling the conditions under which child care should be continued or curtailed.
Mann analyzes these selection pressures in her chapter, defines classes of infor-
mation that should have been relevant to making this decision, and reviews evi-
dence from the psychological and anthropological literatures concerning
whether such information affects a mother's decision to nurture or neglect her
child. She also reports the results of an ingenious empirical test of the hypoth-
esis that information about an infant's health status affects such decisions. By
studying the behavior of mothers toward their high-risk preterm twins, she wa
able to show that the mothers' level of nurturance was governed by two inde-
pendent factors: (a) which twin was the healthiest, and (b) which twin cried the
most. Her study provided no support for several widely believed by-product
hypotheses.

Fernald has studied a brighter side of parental care: infant-directed speech,
sometimes known as "baby talk" or "motherese." When speaking to infants,
parents around the world slow down, pitch their voices higher, and exaggerate
the prosody of their speech. Moreover, the acoustic patterns used to praise,
prohibit, comfort, and elicit attention from an infant appear to be cross-cultur-
ally universal, differing only in culturally given "display rules." After reviewing
the extensive body of research on infant-directed speech that she and others
have generated, Fernald addresses the question, Does infant-directed speech
have the design features one would expect if it had evolved as an early system
for mother-infant communication?

Fernald's starting point is the current debate on language as an adaptation
(see Pinker & Bloom, this volume). In discussing the conditions under which it
is appropriate to invoke natural selection to explain the properties of commu-
nicative systems, she points out that if infant-directed speech is an adaptation,
the infant itself is the "environment" to which it should be adapted. This "envi-
ronment" includes the infant's perceptual system and its intrinsic capacity to
be aroused in different ways by different stimuli. If infant-directed speech is an
adaptation, it should exhibit design features that interface particularly well with
the characteristics of young infants.
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There is an extensive ethological literature on the evolution of animal com-
munication systems. Evolutionary task analyses and subsequent empirical stud-
ies indicate that when animals must transmit signals in noisy environments,
selection favors acoustic features that enhance signal detectability, such as con
spicuousness, redundancy, small repertoires, and alerting components. Fernald
argues that the immature auditory cortex of the preverbal infant makes it a
"noisy receiver," and that certain acoustic patterns function as unconditioned
stimuli for the newborn. She then shows that infant-directed speech has exactl
those acoustic features one would expect if it were a coadapted communica-
tive system designed to enhance signal detectability and to take advantage of
the infant's intrinsic arousal system. Infant-directed speech, she concludes, is
"well-engineered for effective communication with preverbal infants, and not
just for communication in general."

Parents spend so much time teaching their children, it is sometimes easy to
forget that children have many ways of teaching themselves. Play, for example,
is often thought of as a form of practice in which children acquire skills that will
be useful to them later in life. But what skills, exactly, are they practicing when
they play? This is the question that Boulton and Smith raise in their chapter on
rough-and-tumble play. The play fighting and chasing known as rough-and-
tumble appears to be a human universal and is found in many other mammalian
species as well. But what adaptive problem are children improving their ability
to solve when they engage in this behavior? Some have proposed that rough-
and-tumble play evolved to provide practice in hunting, others that it evolved
to provide practice in predator avoidance, and still others that it evolved to pro-
vide practice in intraspecific fighting. Few researchers, however, have consid-
ered what would count as evidence for or against these various hypotheses, and
this makes Boulton and Smith's work distinctive (see also Symons, 1978). Each
of these hypotheses leads to different predictions about the design features of
rough-and-tumble play and its prevalence in the two sexes. Boulton and Smith
lay out these predictions, evaluate them against existing evidence, and specify
what kinds of data would be necessary to further test among them.

However much our attention may be captured by its sham violence, rough-
and-tumble play could not have evolved unless it included design features pro-
moting cooperation and compromise, such as self-handicapping and role rever-
sal. The constraints that natural selection theory places on the evolution of
rough-and-tumble play led Boulton and Smith to predict that design features of
this kind will be present whether it evolved to provide practice in hunting or
predator avoidance or fighting. Whatever skills children are learning in rough-
and-tumble play, they argue, it is this cooperative component that allows them
to learn from one another and indeed that has allowed this behavior to evolve
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8
Pregnancy Sickness as Adaptation:
A Deterrent to Maternal Ingestion

of Teratogens

MARGIE PROFET

The adaptationist approac h to the phenomena of life, which entails recognizing cer-
tain feature s o f organisms a s specialize d problem-solvin g mechanism s (Williams ,
1985), is the basis for physiological research (Mayr, 1983). Even physiological phe-
nomena that are commonly assumed to be anomalies or pathologies, suc h as human
pregnancy sickness, can sometimes be illuminated by asking the adaptationist ques -
tions: Has the phenomenon been designed by natural selection to serve some function?
If so, what is that function? Whether a physiological process like pregnancy sickness is
an adaptation o r merely a by-product of other physiological processes can be assessed
by determining whethe r it achieves an adaptive end with sufficient precision , econ-
omy, efficiency, and complexity to indicate functional design (Williams, 1966).

Pregnancy sicknes s i s a collectio n o f symptoms—food aversions , nausea , an d
vomiting—one or all of which occur in women during the first trimester of pregnancy.
Pregnancy sickness is a physiological/psychological mechanis m that influences eating
behavior. Th e human perceptual syste m for evaluating foods is so designed that cer-
tain tastes and smells are more aversive than others, and this system becomes much
more sensitive during the first trimester of pregnancy, deterring pregnant women from
eating certain foods that they would otherwise eat. Many tastes and smells that women
normally find palatable become intolerable to them during the first trimester of preg-
nancy; and these aversiv e tastes and smells frequentl y trigger nausea an d vomitin g
as well.

Many misconceptions surround pregnancy sickness. For example, although preg-
nancy sickness is often called "morning sickness," it can occur at any time throughout
the day. "Sickness" implies dysfunction, yet vomiting during early pregnancy is usu-
ally a sign of health: Women who vomit or experience severe nausea during early preg-
nancy have lower risks of spontaneous abortio n tha n women who experience only
mild pregnancy sickness (Klebanoff , Koslowe , Kaslow, & Rhoads, 1985) . Pregnant
women without nausea ofte n fee l fortunate in having been spared the discomfort of
pregnancy sickness, bu t they are actually at greater risk of harming their embryos.
Many pregnant women who do not feel "sick" during early pregnancy—i.e., who nei-
ther vomit nor experience prolonged bouts of nausea—assume that they do not have
pregnancy sickness. However, food aversions—whether conscious or unconscious—
are integral aspects of pregnancy sickness, and many pregnant women who claim not
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to have pregnancy sickness are, nevertheless, repulsed by certain foods and odors that
they previously found attractive.

The fitnes s cost s incurre d b y women who experience pregnancy sickness ca n
include inadequat e nutrition , because o f a decrease i n consumptio n o f nutritiou s
sources of food, and lower productivity, because of feeling ill. Possible benefits that
might offset these costs have rarely been explored; rather, pregnancy sickness generally
has been assumed to be a side effect of pregnancy hormones and to confer no benefits
per se. Although pregnancy sickness may well be triggered by hormones that signal the
onset of pregnancy, the central adaptationist question is whether this triggering would
have been selectively advantageous in the human environment of evolutionary adapt-
edness—the environment of a Plio-Pleistocene forager.

Pregnancy sickness can be illuminated by considering the functions of food aver-
sions, nausea, and vomiting in other contexts. Bitter tastes or pungent odors in plant
foods, indicating high levels of natural plant toxins, and fou l odors in animal foods,
indicating parasitization b y toxin-producing bacteria, commonly deter ingestion of
these potentiall y dangerou s foods . I f dangerous food s are ingested , the y typically
induce nausea, vomiting, and subsequent aversions: Vomiting expels the toxin from
the stomach ; nause a an d subsequen t aversion s deter futur e ingestio n o f the toxi n
(Davis, Harding, Leslie, & Andrews, 1986). Food aversions are psychological mecha-
nisms by which one learns to distinguish saf e from toxic foods. Perceptual cues asso-
ciated with toxins—such as certain smells—enable one to detect probabl e toxicity
without having to risk eating the food. In this chapter I will expand and refine an earlier
argument (Profet, 1988): The food aversions, nausea, and vomiting of pregnancy sick-
ness evolved during the course o f human evolution t o protect th e embryo against
maternal ingestion of the wide array of teratogens (toxins that cause birth defects) and
abortifacients (toxins that induce abortion) abundant in natural foods. (Abortifacients
will be regarded here as teratogens, since most teratogens are lethal to embryos at some
dose.) In particular, I  will argue that pregnancy sickness represents a lowering of the
usual human threshold of tolerance to toxins in order to compensate for the extreme
vulnerability of the embryo to toxins during organogenesis (the embryonic period of
organ differentiation and maximum vulnerability to teratogens).

Evidence for this view will include the following: (a) Many foods that are safel y
ingested by adults contain compounds that can induce adaptively costly or fatal mal-
formations in embryos, (b) women with pregnancy sickness selectively avoid foods
that emit cues associated with toxicity, (c) pregnancy sickness begins when the embryo
becomes vulnerable to these toxins, (d) it ends when the embryo's need for calories for
growth outstrips its vulnerability to these toxins, (e) the olfactory perceptual system
changes during pregnancy sickness in ways that promote th e selective avoidance of
toxins, and (f ) women who have moderate or severe pregnancy sickness, rather than
mild or no pregnancy sickness, enjoy greater pregnancy success rates.

SELECTION PRESSURES FOR PREGNANCY SICKNESS

All Plants Manufacture Toxins

Plants have numerous predators (including parasites), such as herbivorous mammals,
insects, and fungi. In order to defend themselves against such a wide range of preda-
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tors, plants have evolved a wide range of chemical weapons—toxins—which they syn-
thesize in their tissues to poison their predators. Broadly denned, a toxin is a nonnu-
tritional substance that exerts a biodynamic effect on the body (Schultes & Hofmann,
1987). Each plant species produces a unique set of toxins—commonly a few dozen—
to ward off a variety of predators, and thousands of such toxins have been discovered
so far (Ames, Profet, & Gold, 1990a) . Under the stress of predator attack, many plants
increase their levels of toxins manyfold (Beier, 1990; Harvell, 1990). Physiological dis-
turbances to mammals caused by plant toxins can include neurological, renal , endo-
crine, metabolic, hepatic , reproductive, or other impairment, which may be tempo-
rary, permanent, o r lethal, depending on the doses ingested and on the metaboli c
defenses of the predator (Freeland & Janzen, 1974).

Toxins are ubiquitous among plants and exist even in the edible parts of the com-
mon, seemingly innocuous plants used for human foods, such as apples, bananas, cab-
bage, celery, cherries, nutmeg, oranges, potatoes, and soybean. Natural mutagens and
carcinogens are widespread among the plants that humans eat (Ames et al., 1990a ,
1990b). For example, the mutagen/carcinogen 8-methoxypsoralen is in celery (Beier,
Ivie, Oertli, & Holt, 1983) and parsnip (Ivie, Holt, E. Ivey, 1981); the carcinogen allyl
isothiocyanate i s in cabbage, cauliflower, and brussels sprouts (Buttery , Guadagni,
Ling, Seifert, & Lipton, 1976 ; MacLeod & Pikk, 1978) ; and the mutagen/carcinogen
safrole in is black pepper, cocoa, and nutmeg (Richard & Jennings, 1971; Van der Wai,
Kettenes, Stoffelsma, Sipma , & Semper, 1971; Archer, 1988). Many plant chemicals
bind covalently (very strongly) to the DNA of mammalian cells and so are potentially
mutagenic, carcinogenic, an d teratogenic (Randerath, Randerath, Agrawal , Gupta ,
Schurdak, & Reddy, 1985). Evidence that many plant toxins are teratogenic in various
mammalian species (Keeler, 1983) is crucial to the study of pregnancy sickness, as I
will discuss in this chapter. For reviews of natural plant toxins see Beier, 1990; Concon,
1988; Keeler & Tu, 1983 ; and Rosenthal & Janzen, 1979.

Because a plant's nutrients are coupled to toxins, the predator tha t eats a plant
consumes both; natura l selection has therefore shaped plant predators to solve the
problem of how to ingest a plant's nutrients without being poisoned by its toxins. To
counter the chemical arsenals with which plants protect themselves and thereby to
exploit plants for their nutrients, mammals have evolved elaborate defenses against
toxins, particularly extensive arrays of detoxification enzymes manufactured by the
liver and the surface tissues (epithelia) of various other organs, such as the skin and the
lungs. The presence of toxins frequently induces cells of these organs to increase the
production of enzymes that can degrade those particular toxins (Bickers & Kappas,
1980; Gram, 1980) . Plant species differ i n the sets of toxins they have evolved, and,
hence, animals that prey on plants have evolved specialized defenses against the par-
ticular types of toxins to which they have been regularly exposed. Many plants avoid
intoxicating themselves with their own defensive toxins by exploiting their predators'
detoxification mechanisms : They manufacture iner t compounds that become acti-
vated to their toxic forms by the predators' enzymes during the first phase of the detox-
ification process (Fowden & Lea, 1979) . The coevolutionary struggle between plant
and predato r (Va n Valen, 1973 ) has resulted i n a  huge spectrum o f plant toxins
designed to derail different parts of predator physiological systems and in complex net-
works of animal physiological and psychological mechanisms for detecting toxic plant
compounds, for determining danger thresholds of toxin, and for detoxifying and elim-
inating ingested toxins.
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Various mammals, for example, process plant foods to circumvent the most toxic
parts (e.g., by peeling fruit); humans, in addition, cook many plant foods to destroy
toxins through heat or soak them in water to leach out their toxins (Kingsbury, 1983;
Stahl, 1984; Tooby & DeVore, 1987) . Mammals typically diversify their diets in order
to prevent overloading their systems with any one toxin. Even specialized herbivore s
seek dietary diversity: Koalas, for example, eat 1 6 different species of eucalyptus, and
in captivity they will refuse to eat if offered only one species (Freeland & Janzen, 1974).
Mammals initially sample a novel plant in small doses so that its toxicity can be deter-
mined and so that enzymes capable of detoxifying its particular toxins will be induced
in the liver, thereby permitting a subsequent large r intake of those toxins (Freeland &
Janzen, 1974) . Ingested food s containin g concentrations o f toxin tha t excee d th e
thresholds of tolerance for that toxin may provoke nausea, vomiting, and subsequen t
aversions to the odors and taste s of those foods (Davis et al., 1986 , Rozin & Kalat,
1971).

Both plant and predator benefi t fro m the predator being able to detect toxins in
plants—a mutual interest that has led to the coevolution of plant signals of toxicity
and predator mechanisms fo r perceiving this toxicity. Plan t toxins therefore tend to
be highly correlated wit h odors and taste s tha t thei r predators find aversive. Many
plant toxins taste or smell "bitter" or "pungent" to humans and, presumably, to other
mammals. Fo r example, most plan t alkaloid s and cyanogens—tw o large classes of
plant toxins—taste bitter (Kingsbury, 1983). Chemoreceptors for detecting such tox-
ins have been strongl y favored b y selection throughou t the evolutionary history of
plant predators and may have evolved as long ago as 500 million years (Garcia & Han-
kins, 1975) . Nondomesticated plan t predators almos t universally detect plant toxins
and find them unpalatabl e whe n present i n poisonous concentration s (Kingsbury,
1983; Rozin &  Vollmecke, 1986) . Man y plants even advertis e thei r unpalatabilit y
(aposematism) by emitting volatile chemicals whose odors signal noxious tastes (Eis-
ner & Grant, 1980). Aroma can be an especially importan t warning sign of plant tox-
icity because aromatic toxins are sometimes produced when a plant is threatened, such
as when it is cut or eaten: For example, when onion tissues are ruptured, they produce
their distinguishin g pungen t odor s throug h enzymati c degradatio n o f nonvolatil e
chemicals to volatile toxins (Cole, 1980;Schwimmer, 1968; Virtanen, 1965). Humans
and other experimental plan t predators, however, often learn which pungent or bitter
tastes are associated wit h the toxins that their physiological systems tolerate well and
even acquire "tastes" for some of those that signal important source s of nutrients.

Many Plants Contain Teratogens

The threshold of tolerance fo r toxicity sufficient t o protect adult s against dangerous
levels of toxins may be grossly insufficient to protect developing embryos. Teratogen s
are threshold-limited: Below a certain dose, no malformation takes place; above this
dose, the toxicity of a substance can range from teratogenic to embryolethal to mater-
nally lethal (Williams, 1982). For many toxins, doses that have negligible effects on the
adult are teratogenic o r even lethal to embryos (Beck, 1973; Williams, 1982) . Over
one-third of the 2,800 chemicals that have been tested in various mammalian specie s
demonstrate som e measur e of teratogenicity (Schardein , Schwetz , & Kenel, 1985) .
Although the chemical doses used in these tests are often high enough to cause some
toxicity to the mother, the effects on the embryo are far more severe. Teratogens are



PREGNANCY SICKNESS AS ADAPTATION 331

abundant in the plant kingdom. For example, certain toxins in potatoes (the glycoal-
kaloids solanine and chaconine) can cause neural tube defects in the embryos of some
mammalian species, even at doses nontoxic to the mother (Renwick, Claringbold,
Earthy, Few, & McLean, 1984) . Potatoes are also suspected o f causing neural tube
defects—particularly anencephal y and spin a bifid a (ASB)—i n humans . Ireland, a
country known for heavy potato consumption , ha s the highes t rate of ASB in th e
world. Potato blight significantly increases the concentration of toxins in potatos, and
the severity of potato blight in Ireland is strongly correlated with the rate of ASB (Ren-
wick et al., 1984). A toxin in eggplant (the alkaloid solasodine) likewise causes neural
tube defects in hamster embryos (Beier, 1990). Toxins produced by some of the molds
that parasitize nut s and grains (aflatoxins) are teratogenic in various species (Hayes,
1981; Hood &  Szczech, 1983) . And many pregnant domestic animal s that ingest
grasses, seeds , an d fruit s containing know n teratogens give birth to malformed off -
spring, yet are themselves unharmed (Keeler, 1983) . Certain forag e plants , such as
lupine, are so teratogenic that drinking the milk from an animal that ingested the plant
is a teratogenic hazard (Ames et al., 1990b). The toxin anagyrine in the plant lupine,
for example, can cause severe bone abnormalities ("crooked calf syndrome"). In one
rural California family, a litter of goat kids, a baby boy, and a litter of puppies all were
born with this syndrome after the family's pregnant goat foraged on lupine and her
milk was drunk by both the pregnant woman and the pregnant dog (Crosby, 1983;
Kilgore, Crosby, Craigmill, & Poppen, 1981 ; Warren, 1983).

Teratogenesis can occur when low molecular weight toxins (which most plant tox-
ins are) enter the maternal bloodstream and diffuse through the placenta. Toxins can
initiate teratogenesis by mutating the genes, interfering with cell division, changing the
characteristics of the cell membrane, or causing other disturbances that lead to disrup-
tion of chemical signals, to cell death, or to lack of functional cell maturation (Hodg-
son & Levi, 1987). Toxins also can harm the embryo indirectly by interfering with the
placental or maternal chemicals that regulate the nourishment of the embryo (Waddell
& Marlowe, 1981). Embryos thus require additional maternal defenses against dietary
toxins, and maternal pregnancy sickness may be such an additional defense. When a
woman becomes pregnant, lower doses o f toxin become fitness threats, henc e her
threshold of tolerance to toxins—i.e., what she finds palatable—needs to be recali-
brated.

THE NATURE OF PREGNANCY SICKNESS

Pregnancy Sickness Coincides with Organogenesis

Pregnancy sickness coincides with organogenesis, the embryonic period of maximum
vulnerability to teratogens. Human organogenesis takes place from approximately day
20 to day 56 after conception an d entails formation of the limbs and all the majo r
organ systems, including the central nervous system, heart, eyes, ears, and external
genitalia (Eskes & Nijdam, 1984; Hodgson & Levi, 1987). Organogenesis is therefore
the period during which major morphological malformations can occur, although for
some organ systems the sensitive developmental periods extend through the 14th week
(Eskes & Nijdam, 1984 ; Hodgson & Levi, 1987) . Pregnancy sickness usually begins
within 2 to 4 weeks after conception (the start of organogenesis), peaks between 6 to 8
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weeks after conception, fall s off after 8  weeks (the end of organogenesis), and disap-
pears completely by 14 weeks (the end of the sensitive periods of organ development)
(Willson &  Carrington, 1976) . Pregnanc y sickness—materna l aversion s t o terato -
gens—thus coincides with embryonic susceptibility to teratogens.

Neither organogenesis nor observable pregnancy sickness occurs during the first 2
weeks after conception. During these 2 weeks embryonic cells proliferate rapidly but
do no t differentiat e muc h morphologically , s o tha t chemica l agent s tha t disrup t
embryonic development a t this stage are more likely to cause cell death, which leads
either to cell replenishment or to embryonic death, rather than malformation (Eskes
& Nijdam, 1984) . Furthermore, toxin s that ar e absorbed int o the materna l blood -
stream are less likely to reach the embryo if the placenta, which connects the embryo
to the maternal bloodstream, ha s not yet formed. Although the embryo implants in
the uterus 6 to 7 days after conception, it does not form a placenta capable of absorbing
maternal blood until 1 5 days after conception (Tuchmann-Duplessis, David, & Hae-
gel, 1971) . During the first week after conception , whil e traveling down the uterine
tube, the embryo is thought to obtain nourishment by absorbing uterine gland secre-
tions and, during implantation, b y digesting uterine endometrial cells (Hamilton &
Mossman, 1972) . Although toxins that are absorbed into the maternal bloodstrea m
can potentially reach these initial sources of nourishment, these sources are much less
direct conduit s fo r toxins than i s the materna l blood , whic h nourishes the embryo
from th e thir d wee k until birth . Therefore , before the third wee k of gestation th e
embryo would not be expected to be highly susceptible to teratogenic harm, nor the
mother to pregnancy sickness. Indeed, in vivo experiments have shown that very few
teratogenic effects occur during the first 2 weeks after conception and that teratogenic
substances ingested by the mother prior to organogenesis usually do not result in ter-
atogenesis (Hodgson & Levi, 1987; Persaud, 1985; Spielmann & Vogel, 1987).

After organogenesis , the embryo becomes a fetus, which in general is much less
susceptible to teratogens than is the embryo (Persaud, 1985) . Although maternal inges-
tion of chronic high doses of certain toxins during the second and third trimesters can
cause functional and behavioral defects in the fetus, pregnancy sickness generally ends
by the second trimester; if it did not, pregnancy sickness would probably inflict nutri-
tional costs on the fetus that outweighed the benefits of maternal aversions to foo d
toxins. Pregnancy sickness can reduce nutrient intake because by avoiding toxins the
mother avoids the nutrients coupled to those toxins. Women who experience preg-
nancy sickness severely enough to vomit often los e weight during the first trimester
(Tierson, Olsen, & Hook, 1986) . Such nutritional costs, however, are usually of small
consequence to the minute embryo, who weighs only a few grams by the end of organ-
ogenesis and whose nutritional demands are therefore slight. Ovulation generally does
not occu r unles s the woma n ha s accumulate d a  certai n threshol d o f fa t reserves
(Frisch, 1987) , which, as discussed later , coul d be an adaptation t o ensure a buffe r
against the nutritional deprivation caused by pregnancy sickness.

Pregnancy sickness might appear to be maladaptive, however, because it induces
aversions to vegetables, which are the sources of folate and other vitamins and micro-
nutrients that are essential for normal embryonic development. Certain first-trimester
vitamin deficiencies have been implicated in teratogenesis. There is strong evidence,
for example, that maternal folate deficiency just prior to conception and during early
embryonic development increase s the risk o f neural tube defect s (Milunsk y e t al. ,
1989; Wald, 1991). The nutritionally adverse effects of pregnancy sickness on embry-
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onic health, however, are probably exacerbated in modern industrial societies. Pleis -
tocene hunter-gatherer women with sufficient fa t reserves to conceive are unlikely to
have been vitamin deficient at conception because much of their caloric intake prior
to conception would have come from vegetables and fruits. By contrast, much of the
caloric intake of women in modern industrial societies comes from nonplant foods or
processed foods low in vitamins. Since the normal folate stores in the liver last over 4
months (Herbert, 1990) , folate reserves from a  normal Pleistocene die t would have
covered the temporary deficiencies incurred by the pregnant-sick Pleistocene woman.

Perhaps to compensate for decreased nutritive intake in the first trimester, mater-
nal basal metabolic rate often decreases in the first trimester, whereas it increases con-
siderably in the third trimester (Prentice & Whitehead, 1987). According to calcula-
tions b y Prentic e an d Whitehea d (1987) , the dail y energ y costs o f pregnancy —
including the deposition o f fetal, uterine, placental, and mammary tissue, the storage
of maternal fat, and the maintenance of fetal and added maternal tissue—are consid-
erably lower in the first trimester (by almost a factor of 4) than in the second and third
trimesters. Even severe nutritional deprivation in the first trimester often can be com-
pensated fo r by adequate nutrition i n the second and third trimesters. Rus h (1989)
analyzed studies of the effect s o f famine on the fertility and pregnancy outcome of
previously well-nourished populations (th e World War II populations of the Nether-
lands, Leningrad , an d Wuppertal) . Althoug h famin e decrease d fertility , amon g
women who did conceive there was a significant decrease in the average birthweight
of infants born during the famine, but not of infants conceived during the famine to
mothers who then received adequate nutrition during the third trimester. Rush (1989)
suggests that adequate nutritiona l intak e during the third trimester can mitigate the
effects of nutritional deprivatio n during the first trimester. (Infant s conceived during
famine, however, had higher rates of central nervous system abnormalities.)

Fetal nutritional requirements increase significantly during the second and third
trimesters, and nutritional deficiencie s incurred by the mother during the latter tri-
mesters can lead to growth retardation of the fetus (Institute of Medicine, 1990). The
mother's behavior toward food during this period should reflect the emphasis in fetal
development o n growt h (rather than th e emphasi s i n embryonic development on
organ differentiation) . Thus, th e materna l threshol d fo r toleratin g toxicity , afte r
decreasing during the first trimester, should and does increase again during the second
and third trimesters. By spanning only the period during which the embryo is most
vulnerable to maternal ingestion of toxins and least vulnerable to decreased maternal
ingestion o f nutrients, pregnancy sickness protects th e embryo from toxic assault ;
when fetal nutritional demands require a substantial intake of maternal food, preg-
nancy sickness ends.

Olfactory Cues of Toxicity Elicit Pregnancy Sickness

Pregnancy sickness heightens sensitivity to noxious substances, inducin g aversions,
nausea, and vomiting with minimal provocation (Walters, 1987). In other words, preg-
nancy sickness lowers a woman's threshold fo r toxin detection. Wome n with preg-
nancy sickness are particularly sensitive to smells and tastes associated wit h toxicity,
to the extent of being repulsed by previously tolerated foods . For example, obstetri -
cians note that patients with pregnancy sickness generally become intolerant of foods
with pungent or bitter odors and tastes, such as highly spiced foods and all but the most
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bland vegetables (Willson & Canington, 1976). Because the various pungent aromas
and bitter tastes of plant foods are generally caused by the toxins they contain (for
example, the toxin allyl isothiocyanate in mustard and broccoli cause their pungent
aromas [Buttery et al., 1976]) , foods that stimulate the olfactory or gustatory chemo-
receptors for bitter are more likely to be toxic than are bland foods (Oakley, 1986).
Maternal aversions to such aromas and tastes deter maternal ingestion of these foods
in favor of bland foods containing lower, less detectable concentrations of toxins and
so prevent embryonic exposure to high levels of toxin. Heightened sensitivity to cues
of toxin s ma y als o discourag e pregnan t wome n fro m experimentin g with novel
sources of foods, which pose a risk of potential toxicity.

Nonplant foods that emit olfactory cues of toxicity would also be expected to elicit
aversions in women with pregnancy sickness. For example, pungency in meats and
dairy products indicates possible parasitization by bacteria—many strains of which
produce potent toxins (Alcock, 1983)—because such foods commonly acquire a pun-
gent odor when bacteria are decomposing them. Bacterial endotoxins can cause tera-
togenesis as well as uterine resorption of the fetus (Gower, Baldock, O'Sullivan, Dore,
Coid, &  Green, 1990 ; Haesaert & Ornoy, 1986 ; Hilbelink, Chen, & Bryant, 1986;
O'Sullivan, Dore, & Coid, 1988). Aversions to pungent animal-derived foods discour-
age the pregnant woman from inflicting bacterial toxins on her developing embryo.

The smell of cooking fumes often triggers or exacerbates the nausea, vomiting, and
aversions of pregnancy sickness (Hale, 1984) . Cooking fumes can signal various toxic
dangers. Cooking volatilizes many plant toxins, which can then be inhaled (Buttery et
al., 1976; MacLeod & MacLeod, 1970) . Cooking false morel mushrooms, for example,
produces highly toxic steam (Beier, 1990) , which would be especially dangerous for
pregnant women because pulmonary blood flow increases during pregnancy, thereby
increasing the absorption rate of inhaled toxins (Hytten, 1984). Toxic cooking fumes
also discourage the pregnant woman from preparin g toxic foods, which is important
because pregnancy increases blood flow to the skin, allowing greater absorption of tox-
ins through the hands (Hytten, 1984) . Although cooking can kill toxin-producing bac-
teria in meat and inactivate many toxic compounds in plants, cooking also transforms
many innocuous food compounds into mutagens and carcinogens (Overvik, Nilsson,
Fredholm, Levin, Nord, &  Gustafsson, 1987 ; Sugimura, 1982) . Frying or burning
foods is particularly hazardous because it converts some of the protein materia l to
mutagens; in addition, foods fried in fats absorb mutagens that are created by the ther-
mal oxidation of the fats (Hageman, Hermans, Ten Hoor, & Kleinjans, 1990 ; Hage-
man, Kikken, Ten Hoor, & Kleinjans, 1988). In a study by Lindeskog, Overvik, Nils-
son, Nord , an d Gustaffso n (1988) , the urin e o f rats fe d a die t o f frie d mea t was
mutagenic, whereas the urin e of rats fed boiled mea t was not. Since these ingested
mutagens circulated to the kidneys, presumably they could have circulated as well to
the placenta.

In more primitive methods of cooking, toxins may be released by the heating of
cooking utensils, such as sticks or leaves, that contain resins or other toxins that can
be converted into toxic vapors and inhaled. The nausea induced by inhaling noxious
cooking fumes discourages pregnant women from continuing to inhale these fumes ,
from ingesting foods emitting the fumes, and from wanting to cook and eat these foods
in the near future. B y lowering the threshold for toxin detection, pregnancy sickness
thus deter s th e pregnan t woma n fro m ingestin g foods an d inhalin g fume s that ,
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although not harmful to her, are potentially teratogenic to her much more vulnerable
embryo.

Perceptual changes in the palatability of foods can occur during pregnancy due to
changes in olfactory chemoreceptive sensitivity to substances suggestive of toxins. In
general, women have lower olfactory thresholds than men (Doty, 1986) and so are able
to detect toxic odors more acutely than men are. (Pleistocene selectio n pressure s for
detection of food toxins may have been greater in women than in men because women
were able to transfe r ingeste d toxin s to offsprin g vi a pregnancy and lactatio n an d
because women were more likely to gather and prepare plant foods.) Preliminary stud-
ies on changes in olfactory threshold durin g pregnancy indicate tha t in the first tri-
mester, durin g embryoni c organogenesis , wome n becom e hyperosmatic  (develo p
increased olfactor y acuity) and thus are likely to develop aversions to previously tol-
erated foods, but by the third trimester women become /ry/wosmatic (Doty, 1976) and
thus are unlikely to maintain aversions to these foods. This hypoosmaticism may be
necessary to counter the food aversions that developed during the first trimester hy-
perosmaticism, so that the mother is not deterred from consuming important sources
of nutrients during stages of rapid feta l growth. Pregnancy sickness is a temporary
short-term appropriatio n o f the mechanis m fo r inducing foo d aversion s tha t was
designed for the long term (as foods containing toxins on one occasion ar e likely to
contain the m o n futur e occasions) . Consequently, overcomin g first-trimeste r foo d
aversions through second- and third-trimester hypoosmaticis m may entail the risk of
ingesting toxins during the second and third trimesters at levels that normally would
cause aversions. The costs of exposure to plant toxins thus are shifted from the embryo
to the fetus.

Increased olfactory sensitivity in early pregnancy might occur through several dif-
ferent possible mechanisms. Olfactory neurons, unlike neurons of most neuronal net-
works, undergo death and replenishment well into adulthood (Breipohl, Mackay-Lim,
Grandt, Rehn, & Darrelmann, 1986; Wilson & Raisman, 1980). These olfactory neu-
rons serve as the receptors for toxic and other inhaled compounds. Hormonal changes
influence olfaction (Breipohl et al., 1986), and in rats (and probably other mammals),
the olfactor y surfac e tissue s contain receptor s fo r the hormon e estradiol , which is
secreted in large quantities during pregnancy (Vannelli & Balboni, 1982). It is there-
fore possible that the hormonal changes of early pregnancy induce neuron growth (or
hasten neuro n replenishment) , thereb y increasin g olfactor y sensitivity . Indeed , i n
mice, pregnancy stimulates the proliferation of olfactory neuron s (Kaba, Rosser, &
Keverne, 1988). (In humans, the hormonal changes of the second and third trimesters
of pregnancy may reverse the effects of the first trimester, inhibiting neuron growth,
and thereby decreasing olfactory sensitivity during the second and third trimesters.) In
addition, becaus e olfactor y tissue contains a  wide array of enzymes for detoxifyin g
inhaled foreig n compounds (Dahl, 1988) , the hormonal changes of early pregnancy
may affec t th e composition o f these detoxification enzymes, just as pregnancy hor-
mones affect the detoxification enzymes in the liver (Feuer, 1979), thereby altering the
perception of toxicity of inhaled compounds. Furthermore, pregnancy raises the vas-
cularity of the nasal mucus membrane (Hytten, 1984), as it does of other mucus mem-
branes, which probably results in an increase in nasal uptake of toxic molecules and
thus in enhanced olfactor y detectio n o f inhaled toxins . (Whether nasal vascularity
then decrease s afte r organogenesi s shoul d b e investigate d i n orde r t o determin e



336 PARENTAL CARE AND CHILDREN

whether the first-trimester increase in nasal vascularity is an adaptation for alerting the
pregnant woman to toxins or merely an effect of the general vascular changes of preg-
nancy.) Throug h thes e an d possibl y othe r mechanisms , heightene d first-trimester
olfactory sensitivity to toxins would discourage maternal ingestion of teratogens.

If olfactory neuron death results from inhaling toxins that kill the neruons, then
this neuron death has some interesting implications for pregnancy sickness. B. Ames
(personal communication, 1989 ) has suggested that, a s a way of detecting a broad
range of toxins, mammals may have evolved mechanisms to detect neuron death, to
associate neuron death with the particular toxin that caused it, and to induce aversions
to that toxin henceforth. If mammals have such mechanisms, then the susceptibility
of olfactory neurons to death may itself be an adaptation. Olfactor y neurons are the
only neurons in the body that are known to regularly die and be replenished after early
childhood; yet if they are dying in response to inhaled toxins, it is to such minute quan-
tities of toxin compared to the quantities of toxin that mammals regularly ingest that
these neurons would seem to be suspiciously susceptibl e t o death. I f neuron deat h
takes place immediately after contact with the toxins, then it might immediately deter
their ingestion; if neuron death is delayed, it might be effective in deterring only their
repeated ingestion. A mechanism to detect toxicity-induced death of olfactory neurons
might constitute a defense primarily against toxins that affect the central nervous sys-
tem—i.e., toxins that harm neurons that are not regenerated. If so, then the first-tri-
mester increase in olfactory sensitivity—caused possibly by enhanced olfactory neu-
ron growth—would particularly heighte n materna l sensitivit y to toxins that coul d
disrupt the embryo's developing central nervous system and would selectively screen
them out.

A Network of Mechanisms Minimizes Embryonic Exposure to Toxins

The need to reduce embryonic exposure to toxins is a major selection pressure. Nat-
ural selection ha s therefore designed various mechanisms fo r solving this problem .
(Data on most such mechanisms are as yet sparse, because most of the studies on preg-
nancy-induced changes in maternal physiology compare pregnant with nonpregnant
women rather than comparing the changes that occur during the course of pregnancy.
Since the mother's physiological changes often reflect the needs of her embryo or fetus,
and because the needs of the embryo may vastly differ fro m o r even be opposite to
those of the fetus, various aspects of the mother's physiology can change dramatically
during her pregnancy.) The existence of a network of physiological mechanisms that
reduce embryonic exposure to toxins supports the hypothesis that pregnancy sickness
is an adaptation to protect the embryo from toxins, by supporting the hypothesis that
protection fro m toxins during pregnancy is a major selection pressure.

Various physiological changes that occur during pregnancy, for example, concern
maternal absorption an d excretion of toxins. In early pregnancy, the movement of
food from the stomach to the intestines (gastric motility) decreases (Calabrese, 1985) .
This slows the rate of absorption of foods—and toxic constituents of foods—into the
bloodstream an d confine s food s to th e stomac h fo r a  longer period o f time, thus
increasing th e opportunit y t o expe l food s through vomitin g (Davi s e t al. , 1986) .
Indeed, inhibition of gastric motility may be an adaptation to slow absorption of toxins
because this inhibition also occurs in nonpregnant mammals after ingestion of sub-



PREGNANCY SICKNESS AS ADAPTATION 337

stances that induce nausea (and that the body therefore recognizes as toxic) (Borison,
Borison, & McCarthy, 1984) . The small intestine likewise displays reduced motility
during pregnancy, substantially prolongin g transit time s fo r foods (Hytten , 1984) .
Because the gastrointestinal absorption of toxins is spread out over a longer period of
time during pregnancy, the peak toxic load on the liver is decreased so that at any given
time the liver is more likely to have sufficient metabolic resources to thoroughly handle
incoming toxins. (However , gastrointestinal motilit y i s decreased throughou t preg-
nancy, not just during the first trimester [Wald et al., 1983] . This could mean that
some reduction in toxicity is important fo r the fetus as well as the embryo or that the
decrease in gastrointestinal mobilit y has a function i n addition to reducing toxicity,
such as preventing vitamin depletion.)

Toxins entering the circulation are likely to be filtered out more quickly than usual
during early pregnancy. In the normal filtration process, toxins that have been ren-
dered water-soluble by detoxification enzymes of the liver or other organs pass through
the kidneys and are excreted in the urine. In early pregnancy the maternal rate of blood
flow to the kidneys increases significantly, almost doubling by the end of the second
trimester an d declining thereafter (Hytten, 1984) . The rate at which molecules are
absorbed from the bloodstream to the kidneys (the glomerular filtration rate) increases
by up to 70% (Hytten, 1984), thereby increasing the rate of elimination of toxins. Dur-
ing late pregnancy the glomerular filtration rate generally declines (Davison & Hytten,
1974), which may prevent excess excretion of water-soluble vitamins and nutrients
during the time of rapid fetal growth.

If selection pressures to reduce embryonic exposure to toxins were indeed signifi-
cant during the course of human evolution, one might expect that mechanisms would
have evolved to simply accelerate the rate at which the mother detoxifies toxins during
the first trimester of pregnancy by, for example, increasing the number of detoxifica-
tion enzymes. Mechanisms that increased the efficiency with which the liver detoxifies
plant compounds might even have eliminated the need for pregnancy sickness. How-
ever, accelerating the detoxification process is problematical because a necessary step
in enzymatic degradation of certain types of inert compounds to water-soluble excret-
able compounds entail s activatin g them t o toxi c intermediat e metabolites . Thus ,
accelerating th e materna l rate of enzymatic degradation o f compounds would also
accelerate the rate at which these toxic metabolites are formed, which could pose var-
ious dangers for the embryo. Many of these toxic metabolites bind covalently to the
DNA of cells with which they come in contact and so are potentially mutagenic and
carcinogenic (Juchau, 1981) . Such toxic metabolites could be especially harmful to an
embryo or fetus, whose cells are proliferating at high rates. Furthermore, chemical s
that bind covalently to DNA are potential teratogens (Randerath et al., 1985) . Thus,
merely accelerating detoxification rates might be a counterproductive mechanis m for
reducing toxicity to the embryo.

Pregnancy does affect the composition of the detoxification enzymes of the mater-
nal liver (Nau, Loock, Schmidt-Gollwitzer, & Kuhnz, 1984), although it is not known
whether these changes are adaptations t o reduce the overall toxicity to the embryo.
The effect s o f pregnancy on the clearance rate of toxins from th e bloodstream, fo r
example, are not consistent fo r all toxins or for all pregnant women. The steroids es-
tradiol and progesterone can either inhibit or stimulate the detoxification activity of
liver enzymes sufficiently to depress or enhance the rates of metabolism of many toxic
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compounds durin g pregnancy (Feuer, 1979 ; Juchau, 1981 ; Loock, Nau , Schmidt-
Gollwitzer, & Dvorchik, 1988). The placenta and embryonic organs of mammals also
have detoxification enzymes (Pelkonen, 1982) , which are induced in response to tox-
ins in the materna l bloodstream , suc h as to benzo[a]pyren e from cigarett e smoke
(Dey, Westphal, & Nebert, 1989). Embryonic mice that have responsive enzyme sys-
tems and whose mothers have less responsive enzyme systems suffer a  greater than
normal proportion of stillbirths, resorptions, and congenital defects (Shum, Jensen, &
Nebert 1979) . Thus, there is a trade-off between detoxifying toxins and preventing the
activation o f potential carcinogens , mutagens , and teratogens . Thes e physiological
constraints on the mother's ability to accelerate the rate at which she detoxifies com-
pounds necessitate her having psychological mechanisms to alter her behavior toward
toxins during early pregnancy. Consequently, pregnancy sickness—the avoidance of
potential teratogens—is her best defense against toxins that could harm her embryo.

Pregnancy Sickness Probably Involves the Chemoreceptor Trigger Zone
(CTZ)

Understanding the adaptive function of pregnancy sickness may help to illuminate its
physiological causes . Th e sam e physiologica l and psychologica l mechanisms may
underlie both pregnancy sickness and the food aversions, nausea, and vomiting that
occur in response to high concentrations of food toxins in nonpregnant humans. The
vomiting response in humans and other mammals often involves a part of the brain
stem called the chemoreceptor trigger zone (CTZ), which lies in the region of the brain
known as the area  postrema. This region is involved in inducing conditioned taste
aversions to a wide variety of ingested and injected substances (Bernstein, Courtney ,
& Braget, 1986 ; Borison et al., 1984) . Although most parts of the brain are shielded
from direc t contac t with blood b y the blood-brai n barrier , th e CTZ i s extensively
bathed wit h blood an d cerebrospina l fluid, which i t samples for toxic constituent s
(Borison, 1986). Chemoreceptors of the CTZ are specific for many different types of
toxic molecules and induce nausea and vomiting when levels of toxins exceed certain
thresholds (Borison, 1986).

One possible mechanism for pregnancy sickness is that pregnancy hormones cause
an increase in blood flow to the CTZ and, consequently, an increase in toxins that
reach the CTZ from the bloodstream. This action might recalibrate the CTZ response
to toxins in the bloodstream, resulting in heightened sensitivity—and the triggering of
nausea and vomiting—to low concentrations of food toxins. It has been hypothesized
that control of blood flow to the CTZ is regulated by receptors on the surfaces of blood
vessels to the CTZ that expand or contract these vessels in response to particular sub-
stances circulating in the bloodstream (Davis et al., 1986). Thus, a role for the CTZ in
inducing pregnancy sickness might be demonstrated by finding receptors on blood ves-
sels to the CTZ that bind pregnancy hormones (discussed below). Other researchers
have likewise speculated that the CTZ may play a part in pregnancy sickness (Jarnfelt-
Samsioe, 1987 ; Walters, 1987). If pregnancy sickness does represent a recalibration of
the thresholds of toxin tolerated by the CTZ, then it could have evolved fairly simply
and parsimoniously: Natural selection would have had only to make a minor modi-
fication in existing physiological and psychological mechanisms for avoiding danger-
ous levels of toxin.
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Pregnancy Sickness Is Probably Triggered Hormonally

A complex interplay of the hormones secreted during early pregnancy may trigger,
sustain, and terminate pregnancy sickness. At implantation, the embryonic placenta
begins t o synthesiz e the hormon e huma n chorionic gonadotropi n (HCG) . Afte r
release into the maternal bloodstream, HCG induces the maternal ovary to produce
the steroid hormones estradiol and progesterone, which are necessary for stimulating
uterine growth and suppressing ovulation. The placenta also synthesizes estradiol and
progesterone directly and, by the 6th week after conception, synthesizes them at suf-
ficient levels to maintain the pregnancy without hormonal support from the maternal
ovary (Patillo, Hussa, Yorde, & Cole, 1983; Sadow, 1980). HCG levels in the maternal
bloodstream peak by about the 8th week after conception, fal l precipitously after the
10th week, and remain low from the 14t h week on (Harrison, 1980) . Estradiol levels
rise steadily throughout pregnancy until birth (Pang, Tang, Tang, Yam, & Ng, 1987).
Progesterone levels rise immediately after conception , platea u fro m abou t weeks 2
through 8, then rise steadily until birth (Aspillaga, Whittaker, Taylor, & Lind, 1983;
Tulchinsky & Hobel, 1973).

The hormones traditionally viewed as the mos t likely candidates for triggering
pregnancy sickness are HCG, because peak levels coincide with pregnancy sickness,
and estradiol , because high levels cause nausea in nonpregnant women, such as in
some women taking birth control pills (Jarnfelt-Samsioe, 1987) . Studies correlating
hormonal loa d wit h degree of pregnancy sickness have led t o conflictin g result s
(Depue, Bernstein, Ross, Judd, & Henderson, 1987; Fairweather, 1986; Jarnfelt-Sam-
sioe, Bremme, & Eneroth, 1985; Masson, Anthony, & Chau, 1985; Soules, Hughes,
Garcia, Livengood, Prystowsky, & Alexander, 1980). However, it is possible that preg-
nancy hormones interact synergistically or antagonistically to induce pregnancy sick-
ness. From those just cited and other studies of plasma hormone levels during different
stages o f pregnancy (Guillaume, Benjamin , Sicuranza , Wand , Garcia, &  Friberg,
1987; Halmesmaki, Autti, Granstrom, Stenman, & Ylikorkala, 1987; Kletzky, Ross-
man, Bertolli, Platt, & Mishell, 1985 ; Loock et al., 1988; Pang et al., 1987) , the hor-
monal factor s tha t stan d ou t a s mos t likel y to influenc e pregnanc y sickness are
increases in estradiol, in the estradiol/progesterone ratio, and perhaps in HCG.

Estradiol, an estrogen, appears to profoundly affec t the CTZ. Estradiol infusions
in rats cause severe food aversions, whereas estradiol infusions have little effect on eat-
ing behavior when lesions of the CTZ occur (Bernstein et al., 1986) . Furthermore,
estrogen receptors have been found in high concentrations in the area postrema of the
brain (Bernstein et al., 1986; Simerly, Chang, Muramatsu, & Swanson, 1990)—where
the CTZ is located. Estradiol thus appears to increase sensitivity of the CTZ to circu-
lating toxins, perhaps by binding to receptors that line the blood vessels of the CTZ
and dilating these vessels to enable greater blood flow to the CTZ. However, estradiol
levels continue to rise after pregnancy sickness ends, so if estradiol causes CTZ sensi-
tivity during early pregnancy, the puzzling question is what shuts off pregnancy sick-
ness after the first trimester.

The estradiol/progesteron e rati o ma y significantl y affect pregnanc y sickness ,
because progesterone exerts some effects that are opposite to those of estradiol. Pro-
gesterone has a quiescent effect (antagonistic to estradioFs effect) on smooth muscle
tissue, such as the lining of the uterus and blood vessels (Sadow, 1980); therefore, pro-



340 PARENTAL CARE AND CHILDREN

gesterone ma y dampen the effects that estradiol may have on blood vessel s that lead
to the CTZ. Durin g the peak period o f pregnancy sickness, fro m week s 2 to 8 after
conception, the estradiol/progesteron e ratio increase s betwee n 5 - and 10-fol d (see
Aspillaga et al., 1983; Tulchinsky & Hobel, 1973). When the rate of change of this ratio
slows considerably, 8 weeks after conception, pregnancy sickness wanes. Although the
estradiol/progesterone rati o slowl y continues to increas e afte r th e first trimester—
roughly doubling over the second an d third trimesters—the rate of increase in this
ratio, rather than the ratio itself, may be the more important facto r in eliciting preg-
nancy sickness. If estradiol synthesi s increases relative to progesterone synthesis and
at a rate that surpasses the rate of induction of the enzymes that metabolize estradiol,
then this increase in estradiol could exert a significant temporary effect on physiolog-
ical systems that have target receptors for estradiol, perhaps including the CTZ.

The rise and fall of HCG levels are neatly timed with pregnancy sickness. If HCG
helps to regulate pregnancy sickness, then it might do so by altering the effectivenes s
of estradiol and progesterone, for example, by stimulating or inhibiting the presence
of receptors for these steroids on target tissues or by altering the rate of steroid metab-
olism in the liver. Thus, the net influence of a particular estradiol/progesterone rati o
on the CTZ might be different in the presence of HCG.

If the dynamics of estradiol, progesterone, and HCG trigger pregnancy sickness,
then the embryo can time pregnancy sickness to begin precisely when it needs it and
shut off when it no longer needs it . At implantation, th e embryo suddenly has the
capacity to synthesize and release pregnancy hormones into the maternal bloodstrea m
and to absorb toxin s from th e maternal bloodstream . Th e embryo simultaneousl y
becomes susceptible to toxins and able to trigger pregnancy sickness. That the embryo
to some extent controls pregnancy sickness points to the possibility of mother-embryo
conflict of interest over the severity of pregnancy sickness—an early opportunity for
parent-offspring conflict (see Trivers, 1974) that may be acted out in the control over
blood flow to the CTZ. For example, the embryonic placenta and the maternal ovary
might alter their production ratios of estradiol and progesterone to increase or decrease
pregnancy sickness. Although the mother' s geneti c interests in avoiding teratogens
during early pregnancy in most circumstances coincide with the embryo's interests, in
some cases, such as when the mother is nursing a previous offspring on whom preg-
nancy sickness woul d inflic t a  nutritional cost , th e mother's interests ma y be best
served b y not havin g severe pregnancy sickness . Th e potentia l conflic t of interes t
between th e mother , wh o i s capable o f inflictin g toxin s on he r embryo , and th e
embryo, who is capable of inflicting pregnancy sickness on the mother, may be spurred
by certain cues, such as the presence of lactation hormones , that stimulate mecha-
nisms of the mothe r to suppres s pregnancy sickness as well as mechanisms of the
embryo to subvert her doing so.

"Morning Sickness"

Although pregnancy sickness can occur at any time in the course of a day, many preg-
nant women consistently experience pregnancy sickness upon rising in the morning,
hence the term "morning sickness." One possible explanation for the presence of preg-
nancy sickness in th e absence o f food i s as follows: Gastric an d intestina l motility
decrease during pregnancy,-significantly delayin g digestion an d absorptio n o f foo d



PREGNANCY SICKNESS AS ADAPTATION 341

constituents. Th e bacteria tha t extensivel y colonize the intestine s o f all mammals
manufacture enzymes that interact with the contents of the intestines to produce a vast
array of metabolites, many of which are toxic. During the first trimester of pregnancy
the stomac h becomes les s acidic due to decreased secretion s of hydrochloric acid,
which may encourage bacterial colonization o f the stomach (Calabrese, 1985) . Che-
moreceptors that register toxicity in the gastric region would be likely to induce nausea
and vomiting in response to toxic metabolites produced from the gastrointestinal bac-
terial metabolism of meals eaten the night before. The CTZ would also react to the
bacterially activated food toxins that are seeping into the bloodstream fro m the diges-
tive tract.

To help alleviate morning sickness, physicians typically suggest eating very bland
starchy food, such as soda crackers, before rising in the morning. If the gut contains
toxins produced by bacterial interaction with food eaten the previous evening, then
filling the stomach with foods tha t are extremely bland—that is , low in toxicity—
dilutes the concentration of toxins in the gut and blocks the bacterially activated toxins
from stimulatin g the chemoreceptors in the gastric region and from bein g absorbed
into the bloodstream i n high concentrations to reach the CTZ. A pregnant woman
often has more success in alleviating morning sickness if she eats the first food of the
day while lying supine in bed rather than after rising to an erect position, probably
because the supine position minimizes the rate at which toxins circulate to the CTZ.
When the human body changes from a  supine to an erect posture or to locomotion,
the circulatory and respiratory rates increase abruptly (Abitbol, 1988), thereby increas-
ing the rate of blood flow to the CTZ and the rate at which residual toxins absorbed
into the bloodstream are circulated to the CTZ.

The nearly constant state of nausea experienced by some women during the first
trimester of pregnancy may be caused by CTZ and gastric hypersensitivity to the toxic
metabolites that are manufactured constantly during digestion by the gut bacteria, for
although meals tend to be eaten at discrete intervals, they may be digested continu-
ously throughout the day and night. Also, the low levels of toxins contained in virtually
all plan t food s ma y b e slowl y absorbed int o th e circulatio n throughou t the day,
because of slower gastrointestinal absorption of food during early pregnancy, causing
the hypersensitive CTZ to produce continuous nausea. Because gastrointestinal bac-
teria, like metabolic enzymes of the liver, inactivate some types of toxin but activate
other types, the decrease in stomach acidity that enables bacteria to colonize the stom-
ach may serve the dual function o f enabling the detoxification of many compounds
before they are absorbed into the circulation and of ensuring that some compounds
that would have been activated to toxic metabolites in the liver are instead activated
in the gut, where they can trigger chemoreceptors in the gastric region and be more
easily expelled through vomiting.

Various "Anomalous" Mechanisms Protect Against Toxins

The preceding discussions have tried to shed light on the physiology of pregnancy sick-
ness in part by considering the physiological processes that cause nausea, vomiting,
and food aversions in response to toxins in nonpregnant humans. Various other seem-
ingly anomalous mechanisms have been hypothesized to stem from defenses against
toxins, and although they appear t o utiliz e many physiological pathways different
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from those of pregnancy sickness, they might, nonetheless, also shed light on the mech-
anisms of pregnancy sickness. For example, Treisman (1977) proposed tha t motio n
sickness is a by-product of an adaptive mechanism for expelling ingested neurotoxins.
Neurotoxins interfere with the normal coordination of stimuli from the eyes, ears, and
other sensory organs, so a mechanism to induce nausea and vomiting when this sen-
sory information is uncoordinated woul d expel recently ingested neurotoxins. How-
ever, such a mechanism would also trigger nausea and vomiting when the lack of coor-
dination wa s caused by something else—such as the rocking of a boat. As another
example, I argue (1991) that the capacity for allergy represents an immunological "last
line of defense" against toxins. Most known allergens appear either to be themselves
toxic substances—such as drugs and venoms—or to be carrier proteins that bind well
to low-molecular-weight toxic substances. By causing immediate vomiting, diarrhea,
coughing, sneezing, tearing, or scratching, an allergic response can expel a toxin before
it circulates to target organs.

One might ask, then, whether any common denominators exist among these var-
ious mechanisms for dealing with toxicity—pregnancy sickness, motion sickness, and
allergy—such tha t susceptibilit y to on e i s linked to susceptibilit y t o another . Ur e
(1969), for example, in a study of 140 women in a gynecological ward, found a strong
positive correlation between pregnancy sickness and history of allergy. One factor that
seems to acutely affect all three mechanisms is psychological stress. High levels of psy-
chological stress in pregnant women are frequently correlate d wit h severe vomiting
during pregnancy (Fitzgerald, 1984 ; Tylden, 1968 ; Uddenberg, Nilsson, & Almgren,
1971; Wolkind & Zajicek, 1978). Stress is also thought to exacerbate allergy. And stress
hormones are markedly elevated during stressful motion , such as rotation, which in
most persons leads to motion sickness (Kohl, 1985; Stalla, Doerr, Bildingmaier, Sip-
pel, & von Restorff, 1985) . (In the case of motion sickness, the psychological stress may
be caused by the discoordination o f perceptual cues.) Although numerous physiolog-
ical disturbances other than pregnancy sickness, allergy, and motion sickness are cor-
related wit h psychological stress , mechanisms such as these fo r reducing toxic loa d
may be designed to be especially responsiv e to cues of psychological stress. During
periods of psychological stress, it may be necessary to avoid ingesting substances that
alter one's perception o f reality and that thereby make it difficult to accurately assess
critical situations. Furthermore , som e toxins probably cause psychological stress by
directly affecting the central nervous system, in which case expulsion and avoidance
of toxins would be important. I t would be interesting to determine whether women
with low thresholds fo r psychological stres s are especially susceptibl e t o pregnancy
sickness, motion sickness, and allergy. Thus, the mechanisms underlying the physio-
logical and psychological perception o f toxins may evoke a wide range of protective
responses, one of which—pregnancy sickness—is specialized for protecting embryos.

According to Hytten (1984, p. 12) , "most of the normal physiological adaptations
of pregnancy conspire together to reduce the effectiveness of many drugs," which are
by definition toxic because of their biodynamic effects on the body (Brodie, Cosmides,
& Rail, 1965) . The ubiquitousness of naturally occurring toxins, the complexity of
design of physiological processes that "conspire" against toxins, and the simplicity—
from a n evolutionary standpoint—of recalibrating existin g mechanisms that guard
against dangerous levels of toxins strongly support the hypothesis that pregnancy sick-
ness was designed by selection to protect the embryo against teratogens.
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CULTURAL IMPLICATIONS

Hunter-Gatherers Had Intense Selection Pressures for Pregnancy Sickness

Selection pressures for human pregnancy sickness would have been most intense in
the human environment of evolutionary adaptedness—the environment of a Plio-
Pleistocene forager—particularly during periods of scarcity. Current hunter-gatherer
feeding ecology (although certainly an imperfect model of Pleistocene hunter-gatherer
feeding ecology ) is characterized b y experimentation wit h a  diverse array of foo d
sources (Dunn, 1968; Woodburn, 1968). This is especially true during dry seasons or
drought years when marginal environments necessitate broadening the diet to include
less palatable, more bitter—and henc e mor e toxic—plant specie s (Le e & Devore,
1976, p. 44). Similarly, periods of scarcity in the Pleistocene would have increased the
toxic load of hunter-gatherer diets by, for example, motivating expansion into new
areas with unfamiliar flora, the toxicity of which could have been determined only by
experimentation (E. O'Brien, & C. Peters, personal communication, 1987) . One of the
dangers of venturing into unfamiliar areas to gather plant foods is the increased like-
lihood of mistaking poisonous species of plant for familiar, edible species. For exam-
ple, although only a few of the 600 species of yam are poisonous, these are occasionally
mistaken for edible species, resulting in fatal poisonings (Concon, 1988) . Severe nutri-
tional stres s often prevent s pregnancy, by suppressing ovulation (Frisch , 1987) , or
terminates it early, by causing the uterus to resorb the fetus (Prentice & Whitehead,
1987). However, under Pleistocene conditions of marginal stress that provided suffi -
cient nutrition to permit conception and maintenance of pregnancy, pregnancy sick-
ness would have diminished first-trimester experimentation with novel, toxic sources
of foo d an d thu s trade d short-ter m nutritiona l cost s fo r long-ter m reproductiv e
benefits.

Selection pressures for pregnancy sickness probably would have been stronger dur-
ing the Pleistocene than since the advent of agriculture because agriculture, for the
most part, has reduced the toxicity of human diets. Hook (1976) suggested that the
adaptive value of pregnancy sickness ma y be protection against embryotoxins , bu t
hypothesized that pregnancy sickness evolved after the advent of agriculture to protect
the embryo against such cultivated drugs as caffeine, alcohol, and nicotine (which are
ingested to induce the psychological effect s th e toxins cause rather than to provide
nutrition). But Hook's own studies of maternal consumption o f these recently intro-
duced drugs did not support his hypothesis (Hook, 1976; Little & Hook, 1979), as will
be discussed further on. (In two studies on food aversions during pregnancy, however,
Hook mentions that these aversions might in some instances reduce maternal expo-
sure to embryotoxins in food [Hook, 1978; Tierson, Olsen, & Hook, 1985].) Humans,
like other mammals, generally seek to consume foods with minimal toxicity or foods
whose toxins are readily detoxified through enzymatic degradation or processing tech-
niques (Stahl, 1984; Tooby & DeVore, 1987) . Agricultural societies have been much
more effective than hunter-gatherer societies at eliminating dietary toxins. Wild foods
contain muc h higher concentrations o f toxins than do their domesticated counter -
parts, because agriculturalists have selectively bred more palatable, less toxic strains.
For example, wild potatoes contain several times the amount of toxic glycoalkaloids
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(which are teratogenic in some species [Renwick et al., 1984]) than cultivated varieties
of potato (Schmiediche, Hawkes, & Ochoa, 1980) . Comparisons between wild and cul-
tivated strains of cabbage, beans, strawberries, tomatoes, lima beans, cassava, lettuce,
and mango s similarl y indicate larg e reductions i n toxicit y through domesticatio n
(Lucas & Sotelo, 1984 ; Mithen, Lewis, Heaney, & Fenwick, 1987; Pyysalo, Honkanen,
& Hirvi, 1979 ; Urbasch, 1985) . By contrast, cultivated tobacco, which is bred for the
toxic constituents that produce its psychotropic effects , contains at least as much nic-
otine as wild tobacco does (Rhoades, 1979) .

Agricultural diets throughout histor y have been based primarily on a few domes-
ticated stapl e foods rather than on the more extensive array of wild foods that char-
acterize hunter-gatherer diets . In current rural agricultural societies, however, drought
and other periods of scarcity sometimes compel agriculturalists to gather wild plants
to supplement meage r agricultural yields (Scudder, 1962) , thus increasing dietary toxic
load (E . O'Brien &  C. Peters , persona l communication , 1987) . For example , the
Gwembe Tonga agriculturalists of Zambia gather wild plants of considerable toxicit y
during famines. They drink a beverage made from Tamarindus  indica, "though no t
without stomach aches, which are only partially avoided by adding ashes to the brew
to reduce its bitterness" (Scudder, 1971 , p. 29), and they eat the pods of the legume
Xeroderris stuhlmanni,  "althoug h no t withou t headach e an d othe r symptom s of
stress" (Scudder, 1971 , p. 30). Particularly unfavorable agricultural conditions may
necessitate gathering novel, toxic wild plant foods. Such foraging can have severe con-
sequences. In 1958, when 600 Gwembe Tonga were forcibly resettled by the Zambian
government, the agricultural/economic hardships of relocating drove them to forag e
unfamiliar wild plants, and nearly 10 % of the settlers died in one year from apparen t
poisoning by wild plants that were gathered for food (Scudder, 1971) . Agriculturalists
thus may greatly increase their risks of ingesting food toxins when they resort to a pre-
agricultural feeding ecology.

If agriculturists generally seek to minimize toxicity by breeding less toxic strains of
plant foods, one might reasonably ask why they deliberately increase their consump-
tion of toxins by breeding certain plants for their toxic constituents—such as coffe e
beans for caffeine, tobacc o fo r nicotine, an d grains for making alcohol—and by fla-
voring foods with pungent spices—much of whose flavor results from high concentra-
tions of toxins (see Formacek & Kubeczka, 1982; see Duke, 1988). Ingestion of toxic
substances for recreational, medicinal , and other nonnutritional purposes also occurs
among hunter-gatherer s an d othe r nonindustria l people s (Duke , 1985 ; Schultes &
Hofmann, 1987 ; Watt &  Breyer-Brandwijk, 1962) ; advanced agriculturalist s have
merely amplified the production of plant toxins that have certain coveted effects, such
as the mitigation o f pain. Spicing foods is probably unique to agricultural societies;
however, J. Tooby (personal communication , 1987 ) has pointed out that human sen-
sory mechanisms may use toxic diversity as a cue to dietary diversity, so that adding
spices to foods mimics the sensation o f dietary diversity . Dietar y diversity not only
ensures adequate nutrition, but prevents overexposure to any one toxin. The latter is
so important tha t mammals appear to have evolved mechanisms to partially regulate
appetite in response to the diversity of food available: Humans, for example, consume
more total food when offered a  variety of foods than when offered onl y their favorite
food; and rats consume more of a particular food when a variety of odorants have been
added to the food (Rozin & Vollmecke, 1986). Human perceptual mechanisms are
probably designed to recognize dietary diversity by diversity of flavors; since much of
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the flavoring of plant foods comes from their toxic constituents, toxic diversity is prob-
ably an important correlat e of dietary diversity .

The invention of agriculture enabled human diets to change very rapidly, yet the
psychological an d physiologica l mechanism s tha t evolve d t o evaluat e food s ar e
adapted to Pleistocene environment s and ways of life. D. Symons (personal commu-
nication, 1989 ) has pointed out that by breeding plant foods to be less bitter—and
hence, less toxic—agriculturalists were able to eat increasingly large quantities o f a
small number of plant foods without overdosing on any one toxin. Although agricul-
tural diets may lack the nutritional diversity of hunter-gatherer diets, agriculturalist s
can fool their sensory mechanisms int o thinking that they have eaten a nutritionall y
diversified diet by adding spices to their bland meals . Humans in general may select
foods that balance palatability (low levels of toxins) and perceived nutritional diversity
(presence of a variety of toxins)—a balance that agriculturalists achiev e by breeding
low-toxicity plant foods and spicing them.

Pregnancy Sickness Is Cross-Cultural

If pregnancy sickness conferred a strong and consistent selective advantage on ances-
tral humans , i t woul d b e expecte d t o b e universa l today , becaus e selectio n (fo r
non-frequency-dependent traits ) tends to use up genetic variability. In particular, preg-
nancy sickness should be ubiquitous among pregnant women of hunter-gatherer soci-
eties. Although anthropological data are scant concerning first-trimester pregnancy in
hunter-gatherer women, references to pregnancy sickness can be found in the litera -
ture on the IKung of the Kalahari Desert, the Efe Pygmies of Zaire, and the Aborigines
of Australia. For example, among the IKung nausea, vomiting, and unexplained dis-
likes for certain foods are recognized as early signs that a woman is pregnant (Shostak,
1981, p. 178). The IKung woman whom Shostak calls Nisa is even told by her mother-
in-law, who suspects Nisa's pregnancy, "If you are throwing up like this, it means you
have a little thing inside your stomach" (p. 187) . An Efe Pygmy woman may realize
she is pregnant when "food tastes bad" (N. Peacock, personal communication, 1987) .
The Australian Aborigina l woman may vomit during pregnancy (Kaberry, 1939 , p.
42) and have food taboos placed on her as "a means of protecting the child developing
within her womb, though she herself may sicken if she disregards them" (Kaberry ,
1939, p. 241).

Evidence of the widespread occurrenc e o f pregnancy sickness among preliterat e
peoples is found in the literature on geophagy (the eating of clay or dirt) and on pica
(the eating of nonnutritive substances, suc h as clay). Geophagy has been shown to
detoxify some ingested toxins: For example, when clay is eaten in conjunction with
bitter potatoes, as is common among humans in South America, it binds a large per-
centage o f the toxi c potato alkaloids , thereb y preventing these toxins fro m bein g
absorbed into the circulation (Johns, 1986). The detoxification function of clay eating
is supported b y evidence that rats eat clay after being poisoned or made motion sic k
(the respons e t o simulate d neurotoxicity ) (Morita, Takeda , Kubo , &  Matsunaga,
1988). R. Wrangham (personal communication, 1989 ) has pointed out that the cus-
tom in many preliterate societies of geophagy during pregnancy may have the effec t
of protecting agains t teratogens. Pregnant women of cultures throughout Indonesia ,
Oceania, an d Afric a ea t clay in orde r to preven t or counteract vomitin g (Anell &
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Lagercrantz, 1958) . By adsorbing toxins, ingested clay reduces the toxic threat to the
body and, thus, reduces the pregnant woman's need to vomit.

Thus far, the prevalence of pregnancy sickness has been systematically investigated
only among women o f modern industria l societies . Most such studies defin e preg-
nancy sickness as first-trimester nausea and/or vomiting and are based on interviews
with pregnant women near the end of or after their first trimesters of pregnancy. The
percentage of pregnant women who claim to experience first-trimester nausea in these
studies ranges from about 75% (Brandes, 1967 ) to 89% (Tierson et al., 1986). Rates of
vomiting are generally about 55 % (Klebanoffet al. , 1985) . The pregnancy sickness
rates reported in these studies are probably lower than actual rates, however, because
the interviews were conducted afte r the peak period of pregnancy sickness and thus
measure only remembered instance s o f nausea experienced week s earlier (postpreg -
nancy surveys yield still lower rates of pregnancy sickness [71%, Petitti, 1986]) . But
the main problem with these prevalence studies is that they define pregnancy sickness
as the presence of nausea or vomiting rather than as the presence of  food aversions,
nausea, or vomiting. Were pregnancy sickness redefined to include food aversions, its
prevalence would very likely approach 100% . Because the nausea of pregnancy sick-
ness is often caused by the odor of certain foods, a pregnant woman may avoid (con-
sciously or unconsciously) cooking and eating these foods in order not to experience
nausea and vomiting. Aversions to bitter or pungent foods are the main purposes and
symptoms of pregnancy sickness and therefore should be included in the definition.

If first-trimester pregnant women develop food aversions because of recalibrated
thresholds for detecting and tolerating toxicity, then one would predict that the follow-
ing foods and beverages would elicit aversions: (a) bitter or pungent foods—indicating
high concentrations of plant toxins—such as coffee, tea , vegetables, spices and herbs,
and the more pungent or bitter of the alcoholic beverages; (b) foods that emit burnt or
fried odors—indicating the creation during cooking of mutagens—such as barbecued,
roasted, or fried foods (as opposed to boiled foods); and (c) foods that emit smells sug-
gestive of spoilage—indicating parasitization b y toxin-producing bacteria—such as
animal product s tha t are not extremel y fresh (wha t smells fresh t o a  nonpregnan t
woman ma y no t necessaril y smel l fres h t o a  first-trimester pregnant woman with
heightened olfactor y sensitivity to cues of spoilage). On the other hand, one would
predict that the best-tolerated food s would be those that have rather bland odors and
tastes and that do not spoil easily, such as processed breads , cereals, and grains.

In studies that focused specifically on food aversions during pregnancy, high per-
centages of women were found to experience aversions to particular foods. In a series
of interviews that began in the 12t h week of pregnancy to determine changes in foo d
consumption i n relatio n t o foo d aversion s an d cravings , 85 % of the 40 0 women
reported that they had experienced food aversions sometime during pregnancy (Tier-
son et al., 1985) . The actual prevalence of food aversions among these women may
have been considerably higher, of course, since pregnancy sickness would have waned
by the 12t h week of pregnancy, the start of the interviews. Another limitation of this
study for understanding the effect of pregnancy sickness on diet is that each woman in
the study was exposed to her own idiosyncratic array of foods rather than to a uniform
array. Women were able to report aversions only to foods they were exposed to; con-
sistent aversions to a highly spiced food like curry, for example, would not have been
detected because most women in this country do not often eat curry. Thus, the foods
eliciting aversions would to some extent reflect consumption patterns rather than tox-
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icity. Furthermore, women in this study were assumed to be consciously aware of their
food aversions; therefore, unconscious changes in choices of foods to cook or to eat
would have been overlooked.

Nevertheless, the results of the study fit the above predictions fairl y closely. The
most pronounced aversion s that the women remembered having had during the first
12 weeks of pregnancy were to coffee (129 women), meat and poultry (124 women),
alcoholic beverages (79 women, who may, however, have avoided alcohol out of con-
cern for the embryo rather than due to nausea stimulated by alcohol), and vegetables
(44 women). The least pronounced aversions to commonly consumed foods were to
bread (3 women) and cereals (0 women). As expected, decreases in consumption gen-
erally accompanie d th e foo d aversions , whil e increases i n consumptio n generally
accompanied the food cravings. However, even the few women who reported cravings
for, rather than aversions to, vegetables still decreased their consumption of vegetables
during the first trimester, indicating that pregnant women may have unconscious aver-
sions to foods containing plant toxins.

Similarly, in a study of food aversions among 100 women experiencing their first
pregnancies, the mos t frequently cite d aversions were to coffee , tea , and cocoa (32
women), vegetables (18 women), and meat and eggs (16 women) (Dickens & Tretho-
wan, 1971) . Doty (1976) notes that these aversions may be related to the olfactor y
hyperacuity of first-trimester pregnant women. Hook (1978) also notes that food aver-
sions during pregnancy could be mediated by changes in olfactory and taste sensitivity.
Rather than interviewing women retrospectively about their foo d aversion s during
early pregnancy and relying on them to remember aversions and to accurately ascer-
tain whether these aversions influenced their choice of foods, a more reliable method
of assessing food/odor aversions during pregnancy would be to ask women in their 6th
week of pregnancy to smell vials of odiferous plant or food extracts, such as garlic juice,
espresso, and perfume; their reactions could be noted and compared to their reactions
to the same extracts several months postpartum.

The question o f whether there are peoples among whom pregnancy sickness is
unknown has obvious implications for an adaptionist argument. Although references
to pregnancy sickness in Western societies have existed in medical texts since ancient
times (Fairweather, 1968) , data on pregnancy sickness in nonindustrial cultures are
exceedingly sparse. Minturn and Weiher (1984) examined data on pregnancy sickness
in the Human Relations Area Files (which contain ethnographic accounts of many
geographically diverse nonindustrial societies) and found specifi c statements by eth-
nographers on the presence of pregnancy sickness for 22 cultures and on the absence
of pregnancy sickness for 8 cultures. However , since Minturn and Weiher made no
attempt to define pregnancy sickness consistently or to establish a basis for evaluating
the ethnographers' assumptions that pregnancy sickness was absent in certain cultures,
the cross-cultural information that they present is questionable.

Nevertheless, their main observation of the study merits interest: Seven of the 8
cultures for which ethnographers noted an absence of pregnancy sickness, in contrast
to none of the 22 cultures for which ethnographers noted the presence of pregnancy
sickness, have diets based on maize. Symons (personal communication, 1989 ) has sug-
gested the following hypothesis to account for these data: The nutritional deficiencies
commonly found among people with maize-based diets may disrupt the physiological
processes that produce pregnancy sickness. The niacin in maize is not liberated during
digestion unles s the maize has been treated with alkali (e.g., limestone)—a cooking
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procedure implemented by some maize-based New World Indian cultures—and nia-
cin deficiency is common among peoples whose staple food is untreated maize (Katz,
Hediger, & Valleroy, 1974).

Niacin deficiency causes a number of symptoms (The Merck Manual, 1987 ) that
may affect pregnanc y sickness. It causes disturbances of the central nervous system,
which might directly disrupt pregnancy sickness by affecting the CTZ, a part of the
brain stem. It causes gastrointestinal disorders, including nausea and vomiting, which
could interfere with the absorption of foods and food toxins. Gastrointestinal disorders
could also mask the symptoms of pregnancy sickness, such that a pregnant woman or
ethnographic observer would not be able to distinguish pregnancy sickness from th e
day-to-day symptom s o f niaci n deficiency . Furthermore, niaci n deficienc y migh t
subvert pregnancy sickness by impeding vasodilation. Because niacin causes vaso-
dilation, whic h increases bloo d flow throughout the body—including, presumably,
throughout th e CTZ—i t ma y b e essential fo r inducing pregnancy sickness. Thus ,
the absence , rather than the presence , of pregnancy sicknes s shoul d b e viewed as
pathological.

Pregnancy Sickness Reduces the Risk of Spontaneous Abortion

Although intercultural differences in degree of pregnancy sickness have not been deter-
mined, substantia l intracultura l variabilit y in pregnanc y sickness has been docu -
mented: The degree of pregnancy sickness can vary from woman to woman within a
culture and even from pregnancy to pregnancy in the same woman. If pregnancy sick-
ness does protect the embryo against teratogens, its protective effects shoul d be evi-
denced to some extent by comparing the degree of pregnancy sickness with the out-
come of pregnancy among women in similar cultures (i.e., among women with similar
dietary and other backgrounds). Several extensive studies in modern industrial soci-
eties have found that women who experience severe pregnancy sickness have signifi-
cantly lower rates of spontaneous abortion than do women who experience mild or no
pregnancy sickness (where pregnancy sickness is defined b y the presence of first-tri-
mester nausea and/or vomiting). For example, in a study of 873 women by Weigel and
Weigel (1989a), the spontaneous abortion rate during or before the 20th week of ges-
tation fo r women who had experienced pregnancy sickness severe enough to cause
vomiting was 1.0%, compared to 3.6% for women with nausea but no vomiting and
7.2% for women with no nausea or vomiting. In a study of 9,098 pregnant women by
Klebanoff et al. (1985), the spontaneous abortion rate after the 14th week for women
who had experienced pregnancy sickness severe enough to cause vomiting was 3.4%,
compared to 5.3% for women who had experienced no or mild pregnancy sickness—
a difference tha t decreased only slightly when the study was controlled for age, race,
education, smoking , and number of previous pregnancies. In a study of 7,027 preg-
nant women by Brandes (1967), the spontaneous abortion rat e before the 20th week
of pregnancy for women who had experienced pregnancy sickness was 2.8%, com-
pared to 6.6% for women who had not experienced pregnancy sickness. In a study of
3,853 pregnant women by Yerushalmy and Milkovich (1965), the abortion rate before
the 20th week of pregnancy was 3.8% for women who had experienced pregnancy sick-
ness, compared t o 10.4 % for women who had no t experienced pregnancy sickness.
This study also found that the infants of women who had experienced pregnancy sick-
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ness suffered lower rates of severe and nontrivial birth defects than did the infants of
women who had no t experience d pregnanc y sickness. In a study of 10 0 pregnant
women by Medalie (1957), women with severe pregnancy sickness had an abortion
rate of 0%, compared to a rate of 22.9% for women with no or mild pregnancy sickness.
(Weigel and Weigel [ 1989b] review many of the studies relating nausea and vomiting
to pregnancy outcome.)

As S. Wasser (personal communication, 1987 ) has pointed out, however, the cor-
relation between degree of pregnancy sickness and rate of spontaneous abortion may
be spurious: If pregnancy sickness is triggered by pregnancy hormones, insufficien t
hormone levels may both fail to cause pregnancy sickness and cause abortion. To rule
out the possibility o f a spurious correlation, studie s relating the degree of pregnancy
sickness to the pregnancy outcome should exclude those pregnant women who have
significantly lower than average levels of pregnancy hormones. A correlation between
pregnancy sickness and pregnancy success among women with hormone levels suffi-
cient for maintaining pregnancy might indeed support the hypothesis that pregnancy
sickness protects the embryo against teratogens. (However, as D. Symons and L. Cos-
mides [personal communication, 1989 ] point out, this correlation could stem as well
from variation s in factors that have not been accounted for, such as toxicity of indi-
vidual diets that would lead to different degrees of pregnancy sickness or to physiolog-
ical disturbances that might mitigate or exacerbate pregnancy sickness. Furthermore,
that pregnancy sickness is an adaptation does not necessarily imply that severe preg-
nancy sickness is adaptively superior to mild pregnancy sickness; for example, fever
may be a universal adaptation, bu t this does not imply that the highest fevers are the
most adaptive.)

Although the effec t o f pregnancy sickness on spontaneous abortion rates in non-
industrial cultures has not been measured, the connection between the ingestion of
toxic plants and abortion is widely recognized by women of different cultures through-
out the world. Many highly toxic plants have such strong abortifacient properties that
they are used to deliberately induce abortions, despite their aversive tastes and odors
(pregnancy sickness was not designed to deter the deliberate  abortion o f embryos).
Among hunter-gatherers, for example, IKung women try to terminate unwanted preg-
nancies b y ingestin g drink s mad e fro m toxi c plant s (Shostak , 1981) ; Efe Pygmy
women claim to know of a forest plant that induces abortion (N. Peacock, persona l
communication, 1987) ; and Mbuti Pygmy women try to induce abortions by ingesting
drinks made from gorogoro bark or Tebvo liana (Turnbull, 1965, p. 222) or by burning
and inhaling the smoke from the highly toxic ikanya bark (p. 232). Among women of
other nonindustrial societies, the use of plants to induce abortions is widespread. In a
study of abortion in 400 preindustrial societies, Devereux (1976) gives numerous
examples of cultures in which women ingest drinks from poisonous roots, leaves, or
fruits in order to induce abortion: The Chamorro of Guam drink a beverage made
from the bark of the pine Ephedra vulgaris  within three months of conception, or boil
and drink the grass Cyperus kyllingia  or the root Ceiba pentandra; the Cahita Indians
of Mexico drink a tea made by boiling the corklike pine corcho in water, the Miriam
of the Murray Islands drink a beverage made of leaves of the sespot, madleuer,  ariari,
and ap, and, if ineffective, they then chew the leaves of the tim, mikir, sorbe, bok, sem,
and argerarger,  which causes great pain to the woman but kills the child; the Shasta
Indians of California eat the root of a parasitical fer n found on the tips of fir trees; and
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the Shortlands of the Solomon Islands swallow a certain three-lobed leaf that grows on
a vine found near the seashore. In a study of women's medicine practiced in various
developing countries , Newman (1985) documents th e use of many plant abortifa -
cients, such as Borago officinalis prepare d a s a tea in Costa Rica; Turnera  ulmifolia
prepared as a tea in Jamaica; Phaseolus tuberosus prepared in solution in Malaysia;
Pachyrhizus tuberosis prepared as an enema in Peru; and Mentha longifolia  prepare d
as a tea in Afghanistan. Schultes and Hofmann (1987, p. 103) note that the hallucin-
ogens widely used among certain Sout h American tribes are rarely used by women
presumably because they are sufficientl y toxi c to cause abortion . Plan t toxins that
inadvertently caused o r intentionally were used for abortions also have been docu-
mented in preindistrial Europe, when abortions resulted from outbreaks of ergotic poi-
soning from mold-infested grains (Schultes & Hofmann, 1987, p. 62). The cross-cul -
tural perception of the connection between plant toxins and abortion thus underscores
the prevalence of plants that are capable of inducing abortions and the selective sig-
nificance of mechanisms, such as pregnancy sickness, that deter women from inciden-
tal ingestion of plant toxins that have abortifacient properties.

Cues of Pleistocene Toxicity Elicit Pregnancy Sickness

The environmental cues that would be expected to elicit pregnancy sickness in women
today are those that were associated wit h toxins in the Pleistocene. Toxicity per se can-
not be smelled or tasted. Defense s against plant toxins (with the exception of immu-
nological defenses [see Profet, 1991 ]) tend to be general defense mechanisms, effective
against a wide range of toxins. Even the most specialized nonimmunologica l defenses
against toxins—detoxification enzymes produced by the liver and other organs—gen-
erally target classes of toxicity rather than only the specific molecular configuration of
a particula r toxi n (see Jacoby, 1980) . This nonspecificit y o f defense mechanism s
against toxins makes adaptive sense because the array of naturally occurring toxins,
produced b y plants in their coevolutionary struggle with predators and by pathogens
in thei r struggle with hosts, i s so wide and continuall y evolving. Perceptual mecha-
nisms are therefore designed to recognize chemical properties that are commonly asso-
ciated with toxicity in the natural environment, i.e., bitterness and pungency. A mech-
anism, suc h a s pregnancy sickness , tha t respond s t o thes e commo n correlate s o f
Pleistocene toxicity is capable of recognizing a wide and ever-changing array of poten-
tial teratogens. Such a design means, however, that the symptoms of pregnancy sick-
ness should be triggered by any substance that mimics these correlates of Pleistocene
toxicity, whethe r or not i t is toxic. Fo r example, pungen t odor s indicativ e o f plant
toxins should trigger these symptoms, even if the odors are evolutionarily novel and
nontoxic.

On the other hand, evolutionarily novel toxins that lack the correlates of Pleisto-
cene toxicity should fail to trigger the symptoms of pregnancy sickness. Natural toxins
that Pleistocene hominids were exposed to only in very low, nonteratogenic doses and
that are neither bitter nor pungent should fail to elicit the symptoms of pregnancy sick-
ness. Because these toxins did not pose serious threats to Pleistocene embryos, selec-
tion would not have produced mechanisms to detect and avoid them. As a result, preg-
nancy sickness should not be expected to protect moder n women against exposure to
such toxins, even when industrial processes cause them to be present at severely tera-
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togenic levels. An example of the problem s that can arise when moder n pregnant
women are exposed to natural teratogens at unnaturally high levels concerns methyl-
mercury. This embryotoxin contaminates th e environment i n trace amounts natu -
rally, due to bacterial conversion of metallic mercury to methylmercury; however, it
can reach unnaturally high levels in industries that use inorganic mercury, which is
also converted by bacteria to methylmercury (Mottet, 1981) . The industrial release of
methylmercury into Minamata Bay in Japan between 195 4 and 196 0 is believed to
have been the cause of the severe neurological symptoms (fetal Minamata) of infants
born to mothers who had consumed mercury-contaminated fish during pregnancy
(Harada, 1986).

Other moder n teratogen s that have Pleistocene analog s but that may be much
more dangerous in their current forms are drugs in the form of pills or injections. Most
drugs are derivatives, synthetic mimics or based on prototypes of plant toxins, but are
available in concentrations fa r more potent than plants can affor d t o manufacture.
The toxic substances in pills and injections, in contrast to many toxins in plants, are
in nonvolatile forms and so cannot be smelled by the pregnant woman; and they are
usually swallowed whole in capsules or injected, rather than tasted, thereby bypassing
the olfactory and gustatory chemoreceptors that trigger aversions. For example, a large
percentage of first-trimester pregnant women in the late 1950 s and early 1960s who
took the drug thalidomide to alleviate pregnancy sickness (thalidomide was used as an
antivomiting drug as well as a sedative [McBride, 1961 ]) later gave birth to infants with
missing or severely deformed limbs. These women could not have been warned of thal-
idomide's teratogenicity by smelling it, even though many of them were presumably
very sensitive to odors since they had pregnancy sickness severe enough to seek medic-
inal relief . Pregnancy sicknes s canno t dete r women in modern industria l societie s
from consuming teratogens that lack Pleistocene cues of toxicity.

Because not all modern teratogens emit the cues that are necessary for triggering
the aversions of pregnancy sickness and because the main Pleistocene sources of tox-
ins—plant foods—have for the most part become less toxic through selective breeding,
the selectio n pressure s maintainin g th e mechanism s fo r detectin g an d avoidin g
Pleistocene toxins during pregnancy may have been decreasing since the advent of
agriculture. (If pregnancy sickness is a simple recalibration of a complex mechanism,
rather than a separate mechanism, it is probably under relatively simple genetic con-
trol and highly responsive to selective pressures [D. Symons, personal communica-
tion, 1989].) Although mechanisms for detecting and avoiding teratogens could poten-
tially evolv e to assimilat e nove l types of teratogens, i f novel teratogens ar e being
created much faster than mechanisms like pregnancy sickness can adapt to them, preg-
nancy sickness may eventually become substantially less prevalent. The apparent vari-
ability in degree of pregnancy sickness among women in industrial societies might be
due either to variations in the modern environment—such as variations in dietary tox-
icity—or to decreasing selection pressures for detecting and avoiding substances that
emit Pleistocen e cues of toxicity. Comparin g th e variabilit y o f pregnancy sicknes s
among women in industrial societies and among women in hunter-gatherer societies
could determine whether pregnancy sickness is really more variable among the former.
It is also possible that the basic human mechanisms for detecting and avoiding toxins
are variable and that some of the variation in pregnancy sickness is merely a correlated
by-product of the variation in these underlying mechanisms.
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Agricultural Toxins Only Elicit Pregnancy Sickness if They Emit Cues of
Pleistocene Toxicity

Studies showing that pregnancy sickness deters coffee drinking, yet only slightly deters
alcohol consumption , an d does not deter cigarette smokin g (Hook, 1976 ; Little &
Hook, 1979) support the hypothesis that the symptoms of pregnancy sickness are elic-
ited by cues indicative of Pleistocene toxins rather than of modern cultivated toxins.
(Studies of the influence of pregnancy sickness on the consumption of addictive toxic
substances, which are consumed primarily for the effects of their toxins rather than for
nutrition, should , however, be interpreted cautiously . I t i s possible tha t pregnancy
sickness does not significantly decrease a woman's consumption of toxins to which she
is addicted, eve n if they emit Pleistocene cues of toxicity, because the physiological/
psychological unpleasantnes s o f withdrawal from a n addictiv e substance ma y out-
weigh the unpleasantness of the nausea induced by that substance.) Coffee, alcohol ,
and tobacco—which at high doses are teratogenic i n some mammalian specie s (see
Shepard, 1986)—ar e commonly ingested toxins in agricultural societies. I n Hook' s
(1976) stud y o f 29 5 pregnan t women , 26.3 % of th e coffe e drinker s claime d t o
have decreased thei r consumption because o f nausea stimulated by coffee o r loss of
urge to drin k it . Roaste d coffe e contain s ove r 80 0 volatile chemical s (Ame s et al.,
1990a). Many coffee chemicals, such as caffeine, are bitter-tasting toxins produced by
the plan t fo r defense . Sinc e th e tast e an d functio n o f thes e toxin s conform s t o
the patter n o f plant toxicit y tha t wa s prevalent throughou t th e cours e o f human
evolution, coffee woul d be expected to elicit the nausea and aversions of pregnancy
sickness.

By contrast, onl y 9.6% of the wine drinkers, 10.6 % of the spirit s drinkers , an d
17.1% of the beer drinkers claimed to have decreased their consumption of alcohol
because of nausea or loss of urge, and, in a study by Little and Hook (1979) involving
210 pregnant women, changes in alcohol consumption were unrelated to pregnancy
sickness. Alcoho l should not be expected t o elicit as strong aversions as coffee does.
Pure alcohol (ethanol) is a nonbitter chemical that is produced through the fermen-
tation of plant sugars by microorganisms rather than by the plant for defense; alcohol
therefore conforms far less to the pattern o f Pleistocene plant toxicity than does caf-
feine. Ethanol may not even be recognized by the CTZ as toxic; for example, in rats,
learned taste aversions to alcohol do not involve the area postrema (where the CTZ is
located), as do learned taste aversions to other toxins (Hunt, Rabin, & Lee, 1987; Stew-
art, Perlanski, & Grupp, 1988). Furthermore, the pungency or bitterness of many alco-
holic beverages stems primarily from the plant constituents of these beverages rather
than from th e alcoho l itself . The astringen t flavor of many red wines, for example,
comes from the toxic tannins of the grape skins. The alcoholic beverages whose aromas
frequently elici t aversions and nausea in pregnant women are likely to be those that
contain especially pungent or bitter plant constituents; for example, women who nor-
mally like to drink whisky and vodka should be more averse during early pregnancy
to whisky than to vodka (which is pure ethanol and water).

Alcohol is contained naturally in numerous plants, yet is an extremely weak terato-
gen (Ames, 1989). Although a daily dose of five alcoholic beverages during pregnancy
is clearly a risk factor for mental retardation in offspring, there is no evidence that a
daily dose of one alcoholic beverage is (B. Ames, personal communication, 1989). The
quantities o f alcohol require d t o caus e the teratogeni c conditio n fetal alcohol  syn-
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drome have been available to pregnant women only since the advent of agriculture;
and, although contemporary hunter-gatherers may procure alcohol from neighboring
agriculturalists (Tanaka, 1980) , there is no evidence that Pleistocene hunter-gatherers
produced alcohol (I. DeVore, personal communication, 1987) . Selection pressures for
aversions during pregnancy to a toxin like alcohol, which is not teratogemc in the doses
consumed fro m th e incidenta l ingestio n o f fermente d plants , woul d hav e been
extremely weak in the Pleistocene, unlik e selection pressure s for aversions to bitte r
plant compounds, som e of which are teratogenic i n minute traces. One reason that
alcohol is a major cause of teratogenesis in the United States may be that pregnancy
sickness is not an effective deterrent against alcohol and that alcohol, in the vast quan-
tities consumed on a chronic basis by modern alcoholic women, can cause mental
retardation in second- and third-trimester fetuses—well after the period of organogen-
esis and pregnancy sickness.

Studies by Little and Hook (1979) on the relation of pregnancy sickness to cigarette
consumption illustrate the importance of olfactory sensitivity in the triggering of preg-
nancy sickness. Of 210 pregnant women, those who smoked cigarettes regularly during
or prior to early pregnancy suffered much lower rates of pregnancy sickness than did
nonsmokers (52% compared to 79%), leading Little and Hook to suggest that women
with pregnancy sickness may have higher pregnancy success rates simply because they
are less likely to be smokers. Klebanoff et al. (1985) also measured a lower incidence
of first-trimester vomiting among smokers than among nonsmokers (46% compared
to 58%), but found that the relationship between pregnancy sickness and pregnancy
success was valid even when controlled fo r smoking. Although the findings regarding
pregnant smokers appear to invert the expected relationship between pregnancy sick-
ness and teratogens, they actually underscore the importance of environmental cues
in eliciting pregnancy sickness: In various studies cigarette smoking has been shown
to interfere with olfactory and taste chemoreception (Ahlstrom, Berglund, Berglund,
Engen, & Lindvall, 1987 ; Arfman &  Chapanis, 1962 ; Hubert, Fabsitz, Feinleib , &
Brown, 1980) which are crucial sensory mechanisms for detecting toxins. Of particular
relevance is evidence that taste thresholds for bitterness and olfactory thresholds for
pungency increase for heavy smokers (Cometto-Muniz & Cain, 1982; Kaplan & Glan-
ville, 1964). This means that pregnant smokers should be less likely than nonsmokers
to register the bitter or pungent warnings of toxic plant compounds and, therefore,
should be less likely to experience pregnancy sickness.

Smoking might also decrease pregnanc y sickness by decreasing estrogen levels
(Depue et al., 1987). Smokers excrete almost one-third less estradiol and other estro-
gens in their urine during the postovulatory phase of their menstrual cycles than do
nonsmokers (MacMahon, 1982) . The reason that smoking decreases estradiol levels
might be that enzymes induced to detoxify tobacco toxins also metabolize estradiol.
Benzo[a]pyrene—a major toxi n in cigarette smoke—induces enzymes of the cyto-
chrome P-450 enzyme family in maternal liver, placenta, and fetal liver, even during
early pregnancy (Dey et al., 1989; Juchau, 1982; Pelkonen, 1987). Because the chem-
ical structure of benzo[a]pyrene is similar to the chemical structure of steroids and
because the cytochrome P-450 family o f enzymes metabolize bot h benzo[a]pyrene
and se x steroids (De y e t al. , 1989) , enzym e inductio n b y benzo[a]pyrene might
accelerate th e metabolism o f some steroid pregnancy hormones, lik e estradiol, an d
consequently lower the plasma levels of the hormones that are likely to trigger preg-
nancy sickness.
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CONCLUSION

Pregnancy sickness exhibits many features o f an adaptiv e design to deter materna l
ingestion of teratogens: The timing of pregnancy sickness coincides wit h organogen-
esis, the period of maximum embryonic susceptibility to teratogens; women with preg-
nancy sickness have aversions to foods with high concentrations of plant toxins, such
as coffe e an d vegetables ; an d olfactor y sensitivity becomes hyperacut e during th e
period o f pregnancy sickness, enabling better detection of toxins in foods. Pregnancy
sickness probably arose a s a recalibratio n o f existing mechanisms—involving che-
moreceptors o f th e CTZ , gastrointestina l region , an d olfactor y epithelium—that
induce nausea, vomiting, and aversions in response to levels of toxins that exceed set
thresholds.

Comparative studies among pregnant nonhuman mammals on the detection and
avoidance of toxins could provide an additional mean s for testing the hypothesis that
human pregnancy sickness is an adaptation t o prevent maternal ingestion of terato-
gens. Virtually all mammals as well as many other animals display innate or learned
aversions to foods whose toxins they are not well equipped to handle (Freeland & Jan-
zen, 1974 ; Garcia, 1990; Garcia & Hankins, 1975; Rozin & Kalat, 1971) , and, as in
humans, these aversions involve CTZ, gastrointestinal, and olfactory chemoreception.
Although vomiting as a normal concomitant of early pregnancy has been documented
only in humans (Fairweather, 1968), and nausea in nonhuman mammals may be too
subjective a symptom for an observer to detect, pregnancy-induced food aversions in
mammals could be detected b y determining changes in dietary preferences during
pregnancy. Changes in taste preference occur in pregnant rat s and are thought to be
hormonally triggered (Wilson, 1987); whether these changes occur during organogen-
esis, are accompanied by heightened olfactory sensitivity, and deter ingestion of terato-
gens needs to be determined. (Som e domestic animals are known to alter their forage
preferences during pregnancy [Heady, 1964] . However, because domestic animals are
exposed to evolutionarily novel environments and artificia l distortions i n selection ,
their foraging behaviors should not necessarily be viewed as adaptations. O n the con-
trary, they sometimes exhibit ver y maladaptive foragin g behaviors; cow s and sheep ,
for example , generally find locoweed unpalatable , bu t graz e it readily during preg-
nancy if other green grasses are not plentiful, causing their fetuses to be malformed or
aborted [James , 1983]. ) Furthermore , som e mammal s exhibi t othe r physiologica l
changes during pregnancy that heighten perceptual sensitivity to toxins or that reduce
embryonic exposure to toxins . In mice, for example, pregnancy enhances olfactory
neuron growth (Kaba et al., 1988) ; in guinea pigs, it decreases gastric motility (Ryan,
Bhojwani, & Wang, 1987) ; and in gemsbuck, i t increases resistance t o certain drug s
(Janzen, 1978).

Teratogens have been prevalen t i n plants throughout mammalia n evolutionar y
history; therefore, mammals exposed t o a wide and variable rang e of dietary toxin s
might have evolved at least attenuated forms of pregnancy sickness to prevent females
from inflictin g toxins on their embryos. Mammals that experience the most intens e
selection pressures fo r pregnancy sicknes s ar e experimental herbivore s an d experi -
mental omnivores, because they ingest a wide diversity of plant toxins. Janzen (1978,
pp. 77-78) notes that :



PREGNANCY SICKNESS AS ADAPTATION 355

when a fetus [of an arboreal leaf-eater] is developing, the herbivorous parent is expected to
become more discriminating for two reasons. First, secondary compounds that might cir-
culate in the mother's system with little harm might be lethal to the growing fetus. Second,
a large number of secondary compounds induce vomiting and other forms of contraction of
the muscles in the abdomen; many naturally occurring human abortants affect th e gut in
exactly the same way.

Herbivores with very specialized diets experience much weaker selection pressures for
pregnancy sickness, bot h because they are exceptionally wel l adapted t o handle the
toxins of their narrow food niches and because they would be unlikely to specialize in
foods that are teratogenic fo r their species . Experimental insectivores may confron t
moderate selectio n pressures fo r pregnancy sickness because many insects produce
toxins or sequester plant toxins for their own defense. Carnivores, on the other hand,
would derive little benefi t fro m pregnanc y sickness (unles s they scavenged rotting
meat).

Humans, however, appear to face more intense selection pressures for pregnancy
sickness than any other mammal because they exploit a vast array of different plant s
and plant parts. The invention of cooking, which occurred in the middle Pleistocene,
expanded the range of plants that could be made edible and thus the range of toxins
that human s could includ e i n thei r diet s (Stahl , 1984 ; Toob y &  DeVore, 1987) ;
although cooking destroys some toxins, it also creates new toxins (Buttery, 1977; Sug-
imura, 1982) . Furthermore, th e dail y nutritional cost s o f early pregnancy sickness
might b e lower , an d henc e mor e affordable , i n wome n than i n othe r mammals .
Women store a significantly higher percentage of their body weight as fat before preg-
nancy than most other mammals do and thus require a proportionately lower daily
increase in energy intake during pregnancy (Prentice & Whitehead, 1987) . Pregnancy
sickness and fa t storage might even be coevolved adaptations to deal with a diverse
and toxic plant diet during reproduction. Wome n who lack a critical threshold of fat
usually do not ovulate (Frisch, 1987); this threshold ma y be based on the nutritional
stores needed to provide a buffer against the nutritional deficiencies incurred because
of pregnancy sickness in the first trimester of pregnancy. Because pregnancy sickness
often leads to first-trimester weight loss (and in the Pleistocene, probably commonly
led to weight loss, since low-toxicity plant foods were unlikely to have been abundantly
available), th e presenc e o f critica l fa t reserve s a s a  conditio n o f ovulatio n ma y
ensure tha t pregnanc y sickness doe s no t lea d t o undu e nutritiona l stres s o n th e
mother.

An understanding of the biological functio n o f pregnancy sickness may lead to
insights into its underlying physiology, which in turn may lead to the development of
ways to intervene when this physiology malfunctions and produces dangerous con-
ditions like excessive vomiting during pregnancy (hyperemesisgravidarum). Fo r preg-
nant women, understanding the benefits conferred by pregnancy sickness may have a
number of implications: Women who experience very mild pregnancy sickness may
want to consciously avoid high levels of dietary toxins; women who smoke or who
have recently smoked may want to select foods cautiously, sinc e their olfactory sen-
sitivity to toxins may be impaired; women who experience moderate to severe preg-
nancy sickness may want to compare th e costs and benefits of pregnancy sickness
before deciding to alleviate it medicinally; and finally, women who understand tha t
pregnancy sickness is not an arbitrary affliction bu t rather a mechanism designed to
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protect their embryos against teratogens may come to a fuller acceptance of pregnancy
sickness and , thus , of pregnancy .
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9
Nurturance or Negligence: Maternal

Psychology and Behavioral Preference
Among Preterm Twins

JANET MANN

A mother who had given birth to 2-pound preterm twins, one of which subsequently
died, remarked to me about her surviving twin:

I love D—so much that I can't stand to be away from him.
You know, I hate to say this [in a whisper], but I  love him
even more than my other children.

In my study of these high-risk preterm infants, I was often struck by the extraordinary
efforts some mothers made to care for, stimulate, and love their infants. In contrast,
many social scientists (myself included) hav e also ofte n observe d parenta l neglect ,
abuse, or infanticide directed toward premature or high-risk infants. The enormous
individual variatio n i n parenta l car e unde r suc h advers e perinata l condition s i s
intriguing. While some social scientists have linked infant prematurity to child mal-
treatment (e.g., Burgess & Conger, 1978; Burgess & Garbarino, 1983; Friedrich & Bor-
iskin, 1976), others have emphasized the increased or even excessive stimulation and
nurturance that mothers of premature infants provide (e.g., Field, 1977; Goldberg &
Divitto, 1983).

EVOLUTIONARY MODELS

Evolutionary biologists and psychologists have been concerned with ultimate expla-
nations (adaptiv e functio n i n term s o f reproductive success ) o f parental behavior
toward low-phenotypic-quality (high-risk) children. They have focused almost exclu-
sively on neglect, abuse, and/or infanticide directed at high-risk infants (e.g., Daly &
Wilson, 1988; Scrimshaw, 1984; also see Gelles& Lancaster, 1987) . High parental care
and investment directed toward such infants has not been addressed fro m thi s per-
spective. In addition, the underlying psychological mechanisms responsible for differ-
ential parental investment ar e largely unexplored fro m an evolutionary perspective .
In this paper I  explore some of the psychological mechanisms involved in maternal
decisions to care for and invest in high-risk offspring. I  also attempt to integrate psy-
chological and evolutionary approache s to the study of child neglec t by examining
the relationship amon g maternal psychology , maternal behavior , and infan t healt h
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characteristics i n detai l amon g a  smal l populatio n o f extremely low-birth-weight
(ELB W) preterm twins.'

Evolutionary biolog y and , i n particular , parenta l investmen t theory (Trivers ,
1972, 1974 ) provide u s with valuable explanations and prediction s of patterns i n
parental investment. From this foundation we may generate testable hypotheses con-
cerning the dynamics of differential investment in high-risk offspring (such as preterm
infants). Trivers' concept o f parental investment is comprised of two essential com-
ponents. First , parenta l investmen t (PI) includes all actions tha t contribut e to th e
reproductive success of the offspring. On a more proximate level, this includes parental
actions that contribute to the sociopsychological, physical, and cognitive well-being of
the offspring. Second, investment in any particular child often compromises the ability
of the parent to invest in other children (present or future). Huma n reproduction is
limited primarily by the degree of parental effort required to successfully rear each off -
spring. Because natural selection favors parents who can maximize the number of off-
spring (or genetic representatives) surviving to reproduction, each individual child rep-
resents different cost s and benefits (i.e., reproductive value) to the parent. Thus, the
reproductive value of a child is considered to be the primary factor influencing paren-
tal psychology and subsequently investment. The reproductive value of a child is likely
to be low when the child is unlikely to survive to reproduction o r when she or he is
unlikely to become reproductively competitive because of inherent physical, cogni-
tive, or social disabilities. Children who are of low reproductive value due to adverse
congenital, prenatal, or perinatal conditions are hereafter termed "high-risk" children
because they are phenotypically at "high risk" for a variety of developmental delays
and disabilities from birth.

The parent's adaptive problem (or dilemma) is whether to care and invest inten-
sively in a "high-risk" child in order to improve the child's prospects or to provid e
minimal care and focus investment on other offspring (existing , potential, or collat-
eral) with higher reproductive value . This problem is not new. Although current med-
ical technology has substantially altered infan t mortalit y and the subsequent health
and developmenta l prospects fo r high-risk offspring, infan t viability certainly varied
extensively throughout human evolutionary history, both within and between human
groups. Parents of high-risk offspring (ancestra l and current ) are faced wit h difficul t
choices as to ho w to partitio n thei r investmen t among existing or prospective off -
spring. A sick child requires more care than a healthy child. Moderate care is inade-
quate to rear an especially needy child to adulthood. I f parents were to treat sick off -
spring the same as healthy offspring, both the parent and the child would frequently
suffer reproductiv e costs . Such a child would not receive enough care to survive or
become reproductively competitive, and the parent would have to absorb the invest-
ment costs that could hav e been directed to healthy (i.e., reproductively viable) off -
spring. Natural selection would operate against those parents who could not discrim-
inate high-risk from healthy offspring and who couldn't adjust their parental behavior
accordingly.

Parents have two possible routes out of their dilemma. They can either increase
their investment to meet the child's greater needs or decrease their investment to min-
imize the costs. Intensive care is obviously very costly to the parent, but the returns on
their investment (improved child quality and reproductive value) may be reproduc-
tively rewarding. Minimal care is of low cost to the parent, and other children (siblings
to the sick child) may gain additional investment . (The only benefit to the high-risk
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offspring is the enhanced reproductiv e valu e of its siblings, potential or actual). To
reiterate, the worst cost-benefit ratio investment strategy for a parent with a high-risk
child may be moderate care.

Our primate cousins, along with other animals that have high PI and few offspring,
share the same adaptive problem. Although primate mothers sometimes desert non-
viable offspring (especially during the first few days of life), under some conditions they
dramatically increase their investment in those offspring by prolonging nursing, car-
rying, and other forms of parental care (Altmann, 1980; Berkson, 1973; Chapman &
Chapman, 1987 ; Fedigan & Fedigan, 1977 ; Furuya, 1966). It is reasonable to assume
that human primate mothers shared similar evolved capacities t o discriminate off -
spring quality and eithe r increase d o r decrease d car e allocation , dependin g upon
social, demographic, and environmental inputs.2

SELECTION PRESSURES

Throughout human evolutionary history, natural selection would have favored indi-
viduals who made "wise" reproductive decisions.3 Such decisions could not be made
in a vacuum. Individuals must have been sensitive to information relevant to inclusive
fitness costs and benefits. This necessarily implies that the human psyche is designed
to receive and process certain kinds of information that in turn affect our perceptions,
attitudes, thoughts , and feelings about our children. Evolutionary theory informs of
us of what variables should be relevant for making reproductive decisions: those deci-
sions that affec t the mother's reproductive success (i.e., her likelihood of successfully
rearing current and future offspring to reproductive age).4 These variables include the
following:

1. Infan t health status (probability of infant survival to adulthood and correcta-
bility of disabilities)

2. Marita l status and stability (probability of parental investment )
3. Parity , age, and health of the mother (current reproductive value of the mother)
4. Abundanc e of and access to resources
5. Socia l support (relatives and/or friends that provide direct and/or indirect aid)

All of these variables cannot be discussed in detail here. Let me just provide some
examples: (a) An extremely ill infant who is unlikely to survive regardless of maternal
efforts is a reproductive dead-end; (b) if your mate is unable or unwilling to provide
critical resources for child-rearing, then it may pay (in reproductive terms) to termi-
nate or minimize investment in current offspring and work toward finding a more reli-
able and supportive mate ; (c) if you are a 39-year old primiparous mother, the n i t
would pay to invest highly in your first (and probably only) offspring (see Daly & Wil-
son, 1984, for further discussion). Some of these variables will be discussed in the con-
text of how they elucidate the mechanisms involved in directing parental care strate-
gies. Because differential parenta l investment (high or low) is predicted to occur with
high-risk infants, then the underlying psychological mechanisms that influence paren-
tal behavior become critical to our understanding of patterns of investment and testing
evolutionary hypotheses. Evolved psychological mechanisms responsible for maternal
behavior towar d sick offspring shoul d take into account a  variety of informational
inputs. This information will affect the parent's perceptions and cognitions concerning
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the infant and subsequently he r behavior toward the infant. First, I will elaborate on
how such informational inputs can influence maternal psychology by focusing on (a)
conditions that favor low investment; and (b) conditions that favor high investment.
Second, I  will review the acoustic and physical features of high-risk infants and their
effects on parents and other adults .

Conditions Favoring Low Investment

Lowered investment may be denned as less biological and/or sociopsychological sup-
port to one child compared wit h the support that other same-aged children in that
family would receive (Scrimshaw, 1984) . Under circumstances where high-risk infants
are unlikely to survive either because they are severely damaged or because the parents
lack the resources to properly care for them, a low PI strategy (i.e., selective neglect or,
in the extreme, infanticide) is expected to be pursued. Low PI behaviors are the out-
comes of psyochological mechanisms shaped by natural selection. It is the nature of
such mechanisms that I shall explore.

There is some evidence to suggest that maternal thinking can change dramatically
under difficult social , economic, and demographic conditions. In a recent anthropo-
logical study of extremely poor Brazilian mothers, Scheper-Hughes (1985) found that
detachment and selective neglect toward "sick" infants were common, even socially
sanctioned. These mothers did not think it was wise to nurse and become attached to
these infants because of their poor survival prospects. Wit h high birth and high mor-
tality rates, they thought it best to invest in vigorous, healthy infants (Scheper-Hughes,
1985). The psychological mechanisms of emotional detachment, rationalization, and
attributions made toward the child appear to enable these mothers to exhibit selective
neglect. For example, an infant born high-risk was labeled as a child who "wanted to
die." Consequentl y the mother did not feed the child. It was therefore not really her
"fault" that her child starved to death. Such attributions and rationalizations seem to
shape maternal behavior. Oddly enough, these shantytown mothers were well aware
of child death a mingua (accompanied by maternal indifference and neglect) and gave
clear and correct explanations o f what contributes to child mortality, bu t they gave
different explanations for the death of their own child.

Probably one of the most powerful cues influencing PI psychology is infant health.
In many traditional societies, when a child is born with serious developmental anom-
alies, it is common for all members of the society (parents, relatives, political leaders)
to sanction infanticide (Daly & Wilson, 1984) . In many of the societies surveyed by
Daly and Wilso n (from th e Human Relations Area Files), infant deformit y was the
most common explanation fo r infanticide, and in many of these societies, the only
acceptable reason fo r killing an infant is if it is of extremely poor quality (high-risk).
Although the immediate psychological mechanisms involved in an "abandonment "
decision may be feelings of "disgust" (i.e., "the child is hideous"), factors that can also
influence parental beliefs include negative attributions (e.g., "the child wants to die"),
personal despair (i.e., "I can't deal with this situation"), and sociocultural beliefs and
rules concerning the child. In some cultures, negative attributions toward the child
take the form of extreme socially sanctioned distortions . The birth of a deformed or
abnormal child may be viewed as a sign that the child is evil-spirited, angry, or cursed.
The Machiguenga believe that the infant born during delivery complications is angry
(a devalued trait) and is therefore killed, given away, or abandoned (Korbin, 1987) .
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Children bor n wit h abnormalitie s are considered demon s i n som e culture s (e.g. ,
Ayoreo of Brazil; see Bugos & McCarthy, 1984) and therefore must be killed.

Conditions Favoring High Investment

In contrast, when conditions are relatively good, mothers may increase their invest-
ment in sick offspring (relative to care they would invest in normal offspring) either
because infant health characteristics are only moderately poor or because they possess
adequate resources to care for and improve their children's health status. Mothers may
provide more food, care, stimulation, and protection toward "high-risk" children than
to norma l health y children . Goldberg an d colleague s (Goldber g &  Divitto, 1983 ;
Goldberg &  Marcovitch, 1986 ) proposed tha t th e increase d stimulatio n Wester n
mothers give to preterm infants, when contrasted with full-term infants, is an adaptive
response to the greater needs of the infant. Wasserman, Allen, and Solomon (1985)
found that mothers of preterm and handicapped infant s worked hard at stimulating,
focusing, and "revving up" their children. They also found, however, that a subset of
mothers, particularly those with cosmetically handicapped children (none of the chil-
dren had central nervous system damage), increase in withdrawal and rejection over
a 9- to 24-month period. Extreme and obvious deformities apparently shift the parent
toward a low-investment pattern. Les s obvious and probably more correctable dis-
abilities may encourage the mother to persist in working with the child, but to contin-
ually monitor the infant's progress.

Although cause and effect are not clear, there is substantial evidence demonstrat-
ing the positive effects of social support on maternal behavior, particularly if the infant
is high-risk. Others have cogently argued (e.g., see Draper, 1989) that social support in
childcare tasks is an important resource for the mother and can critically affect repro-
ductive outcomes. In a study of high-risk infants, Affleck, Tennen , and Gernshman
(1985) found that maternal satisfaction with emotional, tangible, and informational
support was associated with more positive mother-infant interactions, positive mater-
nal mood states , an d hig h satisfaction with the child. In another study of high-risk
infants, social support and particularly spousal support of the mother was positively
related to improved mother-infant interaction, maternal satisfaction with parenting,
and subsequent infant functioning, development, and attachment relationships. This
study also examined mothers' cognitive adjustments following the birth of high-risk
infants. Roughly 59% of the mothers described various benefits arising from the crisis
of having a high-risk infant, such as closer family relationships , a  "precious" child
(from having survived such an ordeal), better perspective on life, and spiritual or emo-
tional growth. Roughly 41% of the mothers saw no benefits as having arisen from th e
crisis. These mothers were more likely to be depressed and avoidant with their infants.

Given that a  wide variety of informational inputs shape maternal thinking and
behavior, what infant cues do the parents respond to? Besides obvious physical defor-
mities, what cues might parents use to monitor infant health? How do parents perceive
the physical, behavioral, and vocal features of these infants?

Perceptions of High-Risk Infant Cries

The cry is the most conspicuous and critical signal an infant has to demonstrate his or
her needs to the caregiver. All infant cries are perceived as aversive, but they normally
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solicit parental care and intervention. Frodi and her colleagues (Frodi & Lamb, 1980;
Frodi, Lamb, Leavitt, Donovan, Neff , & Sherry, 1978) have hypothesized that some
preterm infant cries may pass some critical threshold of aversiveness and elicit abusive,
rather than nurturant, responses. Several findings support this view. High-risk infants
have distinctly more aversive cries than healthy infants (e.g., Frodi et al., 1978 ; Vuo-
renski, Lind, Wasz-Hockert, & Partenen, 1971; Zeskind & Lester, 1978) . Cry sounds
of fetally malnourished newboras (small for date and with a low ponderal index) show
a number of acoustic and temporal deviations, such as unusual high pitch, when con-
trasted with cries of normal newboras (Zeskind & Lester, 1978) . Abnormal infants
with diverse conditions suc h as Down's syndrome, cri du chat , neonata l asphyxia,
brain damage, hyperbilirubinemia, meningitis, and mixed or unspecified pathologies
emit cries distinct fro m those of normal infants. The cries of abnormal infants can be
distinguished fro m thos e o f normal infant s by either spectrograph analyses or th e
human ear (Vuorenski et al., 1971). Cries of newborns with birth complications were
rated by parents and other adults as more urgent, grating, sick, arousing, piercing, dis-
comforting, aversive , and distressfu l than th e crie s of low-complication newbom s
(Frodi et al., 1978 ; Zeskind & Lester, 1978) . These studies suggest that cries of high-
risk newboras are perceived a s qualitatively different fro m crie s of low-risk normal
newboras and that the health status of the newborn is a salient factor influencing adult
perceptions of the infant .

Perceptions of Physical Characteristics of High-Risk Infants

Studies using photographs, videos, and composite drawings all demonstrate that pre-
term and other high-risk infants have less attractive physical features than full-ter m
infants (e.g., Frodi et al., 1978 ; Maier, Holmes, Slaymaker & Reich, 1984) . Interest-
ingly, it is not because the infants are perceived as immature or young; they look older
in many ways. They have less "babyish" features (e.g., their foreheads are shorter rel-
ative to full-term infants). The actual dimensions of the preterm infant's face when she
or he reaches what would have been term, or later, are quite different fro m ful l terms.
The distances between eyes and ears, nose and mouth, and other dimensions distin-
guish preterm from full-term infants (Maier et al., 1984).

In addition to finding preterm infants less attractive than full-term infants, parents
and nonparent s alik e readily attribut e variou s negativ e characteristics t o preter m
infants regardless of whether they are aware of the infant's birth status. Based on pho-
tographs, composite drawings, or videotapes alone, the preterm infant, relative to the
full-term, is characterized by raters as less fun, difficult to care for, more irritable, and
less predictable. Adults say they are less willing to care for such an infant. In most of
these studies, adults readily ascribed negative attributes to preterm infants whom they
had never met and to whom they had minimal indirect exposure (e.g., preterm infant
cries were played to subjects for 1 0 seconds). Negative attributions towar d preterm
infants consistently occurred when raters were unaware of the infant's birth status .
However, if told that the infant is preterm, the effect is exacerbated (Maier et al., 1984).
Stem and Hildebrandt (1986) assessed mothers' cognitive and behavioral reactions to
unfamiliar full-ter m infant s who were labeled as either preterm or full-term. These
mothers described th e preterm-labeled infants as less cute, less likable, and smaller ,
and also treated them as less mature! Clearly there are both cognitive and perceptual
mechanisms that may influence parental behavior toward these infants. One wonders



NURTURANCE OR NEGLIGENCE 373

if the negative attributions that parents or adults make toward preterm infants facili-
tate neglect or abuse directed toward the infant.

This evidence leads me to suggest the following set of parental care algorithms.
First, mothers have a template (or prototype) for normal, healthy infants. This tem-
plate is sensitive to acoustic, physical, and some behavioral features of infants. This
template is probably refined through experience, direct or indirect, with infants. Sec-
ond, this template, if not matched closely, tells the mother that something is wrong
with the infant or , if matched closely, tells the mother that the infant is fine. Third,
subsequent decision rules concerning parental care are responsive to relevant environ-
mental inputs. If the template is not closely matched (abnormal infant), I would expect
the psychological mechanisms of care allocation to be more sensitive and reactive to
social, demographic , an d ecologica l informatio n tha n i f th e infan t wa s norma l
(matched the template). The greater the mismatch between her infant and the tem-
plate, and the poorer the social and economic conditions, the greater the maternal feel-
ings of despair,detachment, and negative infant attributions (spoiled, fussy, demonic
child), and subsequently the more likely she will be to terminate or minimize invest-
ment. If the template is not closely matched, but the social and economic conditions
are favorable for investment, the greater the maternal feelings of dedication and the
more positive th e infan t attribution s (special , preciou s miracle child), an d subse -
quently the more likely she will be to increase maternal investment.

Given the findings and suggestions just presented, how do mothers behave with
their own preterm infants? How can we explain research findings demonstrating that
mothers of preterm infants give more, not less maternal care? How does the degree of
infant illness or risk influence maternal care? Do parents tend to exhibit either high or
low (bimodal) but not moderate care toward preterm infants?

WHY STUDY PRETERM TWINS?

Preterm twins provide a "natural experiment" for understanding the effects of infant
health status on parental behavior and mechanisms underlying the behavior because
one twin is often healthier than the other at birth. This situation presents natural con-
trols for socioeconomic status, maternal age, demographic status, social support, and
so on, because we can compare an individual mother's treatment of twins who diffe r
primarily on health status. All other factors are roughly equivalent.

In addition, the mother has two demanding targets for investment, straining her
capacity to care adequately for both. Rearing two infants simultaneously is extremely
difficult. Nursing and/or carrying twins alone are impossible tasks in many traditional
societies; one twin infant is often killed at birth. Usually, either the male or the health-
ier twin is permitted t o live (Daly & Wilson, 1984 ; Scrimshaw, 1984) . Under some
circumstances, both twins are killed (as in Aranda, Oceania, and Lozi, Africa; see Daly
& Wilson, 1984) . Presumably, if the mother attempted to nurse both infants, both
would die. In Granzberg's (1973) analysis of the Human Relations Area Files (HRAF),
18 of 70 societies did not permit one or both twins to live. He demonstrates that, in
those 18 societies, the heavy maternal workloads that are necessarily endured are likely
to limit the mother's ability to successfully rear both twins.

Now add to this scenerio the following facts: In 21 of 35 societies surveyed in the
HRAF by Daly and Wilson (1984), infanticide or abandonment of deformed or very
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ill infants was common. Recall that in societies where infanticide occurs, poor infan t
health is the most common reason given for killing the infant. Imagine how the birth
of high-risk preterm twins intensifies the costs of maternal care! These are the condi-
tions under which a mother is sufficiently stressed by the costs of child care that favor-
itism (i.e., increased parenta l care) toward the healthier twin would be expected.

Approximately 20% to 40 % of extremely low-birth weight (ELB W) infants (less
than 125 0 g at birth), such as those in the current study, are likely to have major neu-
rodevelopmental handicaps (e.g., cerebra l palsy , spastic diplegia, hypotonic quadri-
plegia; see Britton, Fitzhardinge, &  Ashby, 1981 ; Buckwald, Zorn, & Egan, 1984 ;
Hack, Caron, Rivers, & Fanaroff, 1983) . The probability of rearing two normal ELBW
twins is small. Western mothers do not have the option of killing, abandoning, or even
obviously neglecting their infants without risking severe social sanctions (high costs).
Because these mothers are required to provide at least basic care for their infants when
they return from the hospital, I predict that mothers will provide equivalent basic care
to both infants . However , i f mothers ar e motivated t o inves t mor e heavil y in the
healthier child, then this should manifest itself in their allocation of "discretionary"
investment, such as psychosocial investment (talking, affection, play, etc.). Thus, I pre-
dict tha t mother s wil l direct mor e psychosocia l investmen t towar d th e healthie r
ELBW twin than toward the sicker ELBW twin. In other words, infant health char-
acteristics are predicted to be the primary determinant of maternal preference among
high-risk preterm twins.

Hypotheses

Faced with discordant ELBW twins, a mother has three alternative care strategies at a
given point in time. The mother may (a) provide equal care to both twins; or (b) invest
more in the sicker twin; of (c) invest more in the healthier twin.

The first option is the null hypothesis. I f parents do not alter their care patterns as
a function o f infant health status, then either equal care would be expected or prefer-
ential treatment would vary in accordance with other factors (e.g., similarity to par-
ent). As discussed earlier , consideration o f reproductive economies where high PI is
necessary leads to the prediction tha t unequal health status is correlated wit h unequal
care.5

The second pattern , highe r investment in the sicker twin, is expected if mothers
simply give more care where it is needed. I  would not expect selection pressure s t o
create a maternal psyche that made such simple discriminations and decisions. Moth-
ers who invested intensively in low-viabilit y offspring regardles s of the social , eco-
nomic, and demographic condition s woul d leave fewer reproductive offsprin g tha n
those mothers who were more selective in partitioning their investment.6 Such a strat-
egy would generally not pay in reproductive terms. The second hypothesis suggests
that natural selection favored mothers who responded to infant need regardless of the
eventual reproductive costs . Such a pattern coul d not be favored by natural selectio n
unless fertility rates were extremely low (a possibility), or mates were extremely diffi-
cult to come by (unlikely).

The third hypothesis, tha t mothers will direct more care toward the healthy twin,
appears to be most consistent with parental investment theory. For reasons already
elaborated on , I predict this pattern wil l occur with high-risk twin populations.

If we assume for the moment that mothers favor the healthier preterm twin, what
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psychological mechanisms coul d be responsible fo r this pattern? In this analysis I will
test four alternative, but not mutually exclusive, hypotheses concerning the nature of
such mechanisms. Each of these hypotheses will be considered in turn.

1. Th e Healthy  Baby Hypothesis. I t i s predominantly informatio n concernin g
infant health characteristics that determines maternal preference in twins.

2. Th e First Home Hypothesis. Mother s are likely to favor the twin who arrives
home first because that is the infant with whom they initially interact and care
for most .

3. Th e Fun Baby Hypothesis. Mother s favor the healthier twin because she or he
shows more positive social behaviors and fewer negative behaviors (fussing and
crying) than the sicker twin.

4. Th e Basic Care Hypothesis. Bot h twins are likely to receive adequate maternal
care necessary for physical survival (feeding and caregiving).

The Health y Bab y Hypothesis i s not mutuall y exclusiv e fro m othe r psychologica l
explanations o f maternal behavior . I f healthier childre n generally smile more , are
more fun to be with, and show attachment behavior s earlier, this will certainly con-
tribute to maternal behavior. Clearly, however, previous research on infant crying and
physical characteristics has demonstrated that perceptions of high-risk infants are typ-
ically negative when contrasted with healthy infants even when those social behavioral
cues (smiling, playfulness, etc.) are absent.

The First Home and Fun Baby Hypotheses have been previously proposed by psy-
chologists, neonatologists , social workers, and the like. Previous studies (e.g., Minde ,
Perotta, & Corter, 1982) have demonstrated that mothers frequently prefer the health-
ier infant of low-birth-weight preterm twin pairs (measured by self-reports and in-hos-
pital behavioral observations). Mothers commonly report "linkage" to one twin. The
typical explanations for this phenomenon are that the healthier infant is more lively
and fun to interact with and that it goes home earlier, thus having an early advantage
in "bonding" with the mother. Although the healthier infan t usuall y returns home
earlier, hospital personnel frequently attempt to discharge both babies at the same time
because they are concerned tha t the mother will "attach" more to the first one home
(see Moilanen, 1987) . We can test the First Home Hypothesis because twins are fre-
quently discharged from the hospital on the same day and occasionally the healthier
infant is retained i n the hospital longe r for minor procedures. This hypothesis is not
exclusive from the first. Rather, each of these hypotheses tells us something about the
nature of the mechanisms involved in parental investment decisions. However , while
the Healthy and Fun Baby Hypotheses are consistent wit h the notion tha t mother s
have an adaptation t o invest less in high-risk infants under some conditions, the First
Home Hypothesis i s not. I t posits that preference for the healthier baby is merely an
artifact of an ordinary bonding mechanism (i.e., one that has no design features spe-
cialized for discriminating against high-risk babies).

The Fun Baby Hypothesis wa s motivated b y the finding that premature infants
take longer than full-ter m infant s to show typical positive socia l behaviors such as
smiling, laughing, vocal responses, and so on (Bakeman & Brown, 1980). This may be
particularly true for sicker premature infants. If, however, the sicker twin is equally
socially responsive when compared to the healthier twin, and the mother still prefers
the healthier twin, then we must consider othe r mechanisms .

Alternatively, one might predict that the sicker infant cries more and receives more
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or less attention o n that basis. Crying infants may receive more positive attentio n
because they are crying or may receive less positive attention because they are crying
(e.g., mother feeds or gives care to the infant in response to crying, rather than smiling,
soothing, playing with the infant, etc.). In addition (or instead) the mother may "like"
the healthier infant more because she or he cries less than the other twin, and she may
favor the healthier infant for those reasons. I predicted that sicker infants would show
fewer positive and more negative behaviors at 4 and 8 months of age relative to their
twin siblings.

I predicted that "necessary" ministrations would not vary as a function o f infant
health characteristic s becaus e th e mother is "required," by self and others, to per -
form these duties.7 At minimum, she is expected to perform these tasks (Basic Care Hy-
pothesis).

I made no specific predictions concerning age effects other than that I expected the
results to strengthen at 8 months of age relative to 4 months. For example, I expected
mothers to show greater preferences for their healthier ELBW infant relative to the
sicker ELBW infant a t 8  months than they did at 4  months of infant age . This is
because 8-month health status is a better predictor of future outcomes than 4-month
health status. I also expected the healthier twins to show more positive behaviors than
their siblings at 8 months of age when contrasted wit h 4 months of age.

In the study I present here , I examine in detail th e relationship betwee n infan t
health status, infant behavior, timing of discharge, and maternal preference. All mea-
sures of maternal preference were behavioral, so I will hereafter call the phenomenon
maternal behavioral preference.

To summarize, the main questions addressed in this study are the following:

1. D o mothers show behavioral preferences for one twin over the other based on
health status? (Healthy Baby Hypothesis)

2. Ho w doe s timin g of discharge affec t materna l behaviora l preference ? (First
Home Hypothesis)

3. D o mothers provide adequate "necessary" care (feeding, changing, diapering)
to both twins? (Basic Care Hypothesis)

4. Ho w is maternal behavioral preference linked to positive infant behavior? (Fun
Baby Hypothesis)

5. Ho w is maternal behavioral preference linked to negative infant behavior? (Fun
Baby Hypothesis)

Methods
Subjects

Fourteen ELBW infants (seven pairs) are the focus of this study. They are a subset of
a total of 57 ELBW preterm and 62 full-term infants who were enrolled in a large ongo-
ing longitudinal study. All families recruited for the study were living within a 50-mile
radius of Ann Arbor, MI. All parents of twin pairs were married and living at home.

All ELBW infants weighed less than 125 0 g at birth and received neonatal care at
the Holden Intensive Care Unit at the University of Michigan Hospitals. ELBW sub-
jects recruited for the study did not have a number of medical conditions and associ-
ated risk factors other than prematurity (e.g., multiple congenital anomalies or syn-
dromes, microcephaly , congenita l TORC H infections , severe intrauterin e growth
retardation, o r materna l dru g addiction). Thes e exclusion s were made in order t o
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ensure that the sample represents ELBW infants whose primary medical conditions
were associated with low-birth-weight and preterm birth, rather than with some other
set of risk factors. For example, infants with congenital TORCH infections are likely
to be developmentally disabled because of factors not due to low birth weight or pre-
maturity.

The dat a presente d her e are bu t a  smal l subse t o f a  larg e longitudinal study
designed to examine the cognitive, social, and physical outcomes of ELBW infants.
Numerous medical, developmental , and laboratory assessments were made. ELBW
infants were observed intensively during the firs t 1 4 months of life (corrected ages),8

and periodically thereafter . For the purposes of this study, measurements o f health
status (medical, neurological, physical, cognitive, and developmental assessments) at
birth, discharge, and at 4 and 8 months (corrected ages) are related to home observa-
tions of mother-infant interactions at 4 and 8 months of infant age.

Demographic information collected includes infant sex, maternal marital status,
maternal age and parity, and socioeconomic status (Hollingshead score).9 These data
are summarized in Table 9.1. Using the medical information collected at each age, a
twin was classified as relatively healthier or relatively sicker than his or her twin sibling
by a Holden neonatologist who was unaware of the outcomes of the home behavioral
observations. Although some infants changed in health status relative to their sibling
from discharge to 4 months of age, none of the infants switched in health status from
4 to 8 months. At 8 months, one twin pair could not be discriminated easily on the
basis of health status and is therefore left out of the 8-month analyses. Mothers were
informed of the results of medical and developmental tests.

Procedure

Behavioral observations were conducted fo r one hour in the home within approxi-
mately 2 weeks of the twins' 4- and 8-month birthdays (corrected ages). Mothers were
contacted by phone, the home observations procedure was described, and a time was
arranged when (a) the fathe r was not presen t and , (b) both twins were likely to be
awake. Siblings, relatives, or friends may have been present.

It was emphasized durin g the phone conversation an d again just prior to actual
observations that we did not expect infants to "perform" or be on their best behavior.

Table 9.1 Demographi c and Peripata l Characteristics of Families
with ELB W Twins

Infant
Male
Birthweight
Gestational Age
Hospital Stay

Mother
Primiparous
Maternal Age
Hollingshead Score
Married

Mean

84.60%
1.09kg
28 weeks
79 days

57%
26.1 years
2.5
100%

Standard
Deviation

0.12
1
45

2.1
1.5
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We were interested in natural infant behavior. Whatever happened during the obser-
vation was fine. In addition, the mother was encouraged to go about her daily activities
as if the observers were not present. She was not "expected" to interact with her babies
any more than she normally would. We focused on the infants' behaviors and not the
mother's. Every effort was made to relax mothers as much as possible and to discour-
age them from puttin g on a "performance" fo r the observers. During twin observa-
tions, two observers were present. One observer watched each twin for a maximum of
1-hour per visit. For all data used in these analyses, both twins had to be awake at the
same time. At 4 months, one pair was not observed because of noncompliance on the
part of the mother. At 8 months, a different mothe r decided to drop out of the study
and was not observed. One pair was excluded at 8 months because their relative health
status wa s ambiguous , a s mentione d before . Ever y surviving twin pai r tha t wa s
enrolled in the study was observed at least once in the home. Data are available for six
ELBW pairs at 4 months, and for five ELBW pairs at 8 months.

Observers

Because of the nature of the study, observers could not be totally blind to infant status.
For example, socioeconomic status is difficult to conceal, given that the observers vis-
ited the subjects' homes . Observers were given only the names, addresses, and phone
numbers of subjects. All observers (two female undergraduates and the author) were
unaware of any specific perinatal complications, degree of infant illness, and duration
of hospital stay . Observers were unaware of the relative health status o f the twins,
although in two cases, it was obvious which twin was doing better. The two student
observers were also unaware of specific hypotheses regarding the sample, except that
a great deal of variation was expected. Particular care was taken to ensure that each
behavior was precisely defined, unambiguous, and easy to identify .

Reliability

Observers had more than 100 hours of training in behavioral observations and coding.
This included extensive viewing of videotaped mother-infan t interactions and even-
tually practicing with volunteer mother-infant dyads in the homes. High interobserver
reliability (greater than .80 correlation coefficient) was required using live practice sub-
jects across all behavior categories before observers were permitted to collect data on
their own. Intermittent reliability checks were conducted throughout the study (over
a 3-year period). Reliability was assessed with more than 10 % of the infants enrolled
in the study. Two behaviors (infant explore  and infant  look  at mother) were dropped
from the analyses because we did not obtain .8 0 reliability. Interobserver mean cor-
relation coefficients for behaviors were .938 (SD= .056).

Equipment and Coding

A TRS-80 Model 100 Radio Shack portable computer with a time-event sampling pro-
gram was used to collect all behavioral data. Durations and frequencies of infant and
maternal behaviors were simultaneously and sequentially recorded in real time. Some
behaviors were mutually exclusive (e.g., infant vocalizations and infant crying).

Behavior Categories™

Behaviors were categorized on four dimensions: positive maternal behaviors, "neces -
sary" maternal behaviors , positiv e infan t behaviors , an d negativ e infant behaviors .
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Negative maternal behaviors (taking toys away and scolding the infant) were too infre-
quent to include in the analyses.

Positive maternal behaviors included holding, soothing (caressing, rocking, strok-
ing), stimulation (whe n the infan t i s not responding) , mutua l gazing, mutual play
(stimulation when the infant is responding), affection (kissing, hugging), vocalizations
("babytalk" to infant), brief arousing events (e.g., presenting a toy to the infant), and
proportion of time that mother and infant were in contact. Most , if not all develop-
mental psychologists consider such positive behaviors critical for normal infant psy-
chosocial development. Positive maternal behaviors included all nonnegative mater-
nal behaviors except the minimal activities of feeding and caregiving (see discussion
later). These positive behaviors were also considered critical for identifying the moth-
ers' behavioral preferences in order to test the hypothesis that mothers consistently
directed more positive behavior toward the healthier ELB W twin than to the sicker
twin.

"Necessary" maternal behavior s wer e caregiving and feeding . These behavior s
were necessary for infant physical survival, but none of the positive maternal behaviors
necessarily occurred during caregiving and feeding. Caregiving included washing, dia-
pering, brushing, changing, wiping, or adjusting the infant's clothes or position. Feed-
ing included all instances when the infant was actually ingesting liquid or solid food.

Positive infant behaviors included infant vocalizations and responses (to mother)
at 4 and 8  months; at 8  months, socia l initiations (towar d mother), positive affec t
(smiles and laughter) , and searchin g for mother (visually or motorically) were also
included. Although I predicted that positive infant behavior would be more common
among the healthier twins, I did not expect such behaviors in of themselves to be suf-
ficient to elici t extr a materna l car e an d attentio n (positiv e materna l behaviors) ,
although they might be critical fo r maintaining a positive dyadic relationship over
time.

Negative infant behaviors include d fussin g (brief , whiny, non-positive vocaliza -
tions) and crying.

Data Reduction and Analyses
Raw data were transferred from the TRS-80 to the Michigan Terminal System for fur-
ther analyses. Behavioral states (behaviors where duration was measured) were con-
verted into seconds per minute. Behaviora l event s (behaviors where frequency and
time of occurrence were measured) were converted into rates (frequencies per minute).
Combinations of simultaneously occurring behaviors were also calculated. Two types
of combinations were used for the current analyses.

First, the rate of behavioral events (frequencies) per minute of every state was com-
puted. For example, an infant may vocalize 10 0 times during a 1-hou r observation
period, but 30 of those may occur during the 180 seconds of holding. This would mean
that the infant vocalized 1 0 times per minute of holding.

Second, the seconds (or rate) of each state per minute of every other state was com-
puted. For example, the infant may cry for a total of 120 seconds during the observa-
tion. For 80 seconds of that crying, the mother may have held her infant. If the mother
held her infant for a total of 4 minutes, then the infant cried for 20 seconds per minute
of mother holding. Similarly we can reverse the equation. The mother held her infant
for 40 seconds per minute of infant crying.

To summarize, each behavior has either a total frequency or duration and either
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an event-state (frequency per minute of a state) or state-state (seconds per minute of a
state) rate with every other behavior.

The Wilcoxon Matched-Pairs Signed-Ranks test was used for all analyses. This test
is more powerful than a Sign Test because the magnitude of differences is taken into
account.

Results
Question 1: Did Mothers Show Consistent Behavioral Preferences for the
Healthier ELBW Twin? (Healthy Baby Hypothesis)

Two types of behavioral preference scores were examined. First, the positive maternal
behaviors were summed to achieve a positive maternal score for each infant for both
the 4- and 8- month observations. The score of the sicker twin was subtracted from the
score of the healthier twin. These were then rank-ordered across twin pairs. The Wil-
coxon Matched-Pairs Signed-Ranks test was used to determine if mothers consistently
directed mor e positive behaviors toward the healthier twi n than toward the sicke r
twin. Because the sample size was small (five o r six pairs per group at each age), all
scores would have to be positive for the test to be significant. That is, every healthier
twin in the ELBW group would have to have a higher positive maternal score than his
or her twin sibling.

Second, maternal behaviora l preferenc e was measured acros s behaviors within
each twin pair. This is termed across-behavior  consistency (ABC). Difference score s
are derived for each positive maternal behavior (holding, soothing, stimulation, affec-
tion, vocalizing, etc.) by subtracting the rate of the maternal behavior for the sicker
twin from the rate of the same maternal behavior for the healthier twin. For example,
if the mother kissed the healthier twin two times per minute, but kissed the sicker twin
once every four minutes (or .25 times per min.), then the difference scor e would be
1.75. This was done for the nine positive maternal behaviors and then ranked for each
pair. I f the mothe r showe d high across-behavior consistency, then sh e would have
kissed, held, soothed , talke d to , played with, and gazed at one baby more than the
other. If the mother showed such consistency, then we may consider it a strong indi-
cator o f behavioral preferenc e for that infant . Th e positive materna l scor e tells us
something about the group patterns o f maternal preference. The ABC score tells us
something about the individual mother's strength of preference.

4 Months.  Mother s a s a  group did no t sho w clear behaviora l preference s for the
healthier twin at 4  months of age (corrected) a s indicated b y the positive materna l
behavior scores . However, in three ou t of the six pairs, mothers showe d significant
(one-tailed, /?<.025) across-behavior consistenc y for the positive maternal behaviors.
In all three cases, the mothers showed strong behavioral preferences for the healthier
twin. In no case did a mother show a behavioral preference for the sicker twin.

8 Months. Mother s as a group did show clear behavioral preferences for the healthier
twin at 8 months of age, as reflected in consistently higher positive maternal scores (see
Figure 9.1). All of the mothers directed more positive maternal behaviors toward the
healthier twin. In two cases out of five, mothers showed significant across-behavior
consistency (one-tailed , p<.025) , and , i n bot h cases , the mother s showe d stron g
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Figure 9.1 As a group, mothers consistently demonstrated more positive maternal
behaviors towards their healthier ELBW twin relative to the sicker ELBW twin (p <.05,
Wilcoxon Matched Pairs Signed Ranks Test, one-tailed).

behavioral preferences for the healthier twin. One of these twin pairs showed the same
ABC pattern a t 4 and 8  months. In no cases did mothers show an ABC preference
pattern for the sicker twin.

Question 2. How Did Timing of Discharge Affect Maternal Behavioral
Preference? (First Home Hypothesis)

In one case, both twins were discharged fro m th e hospital on the same day, yet the
mother still demonstrated a behavioral preference for the healthier twin. In three cases,
the sicker twin (classified at 4 and 8 months) was discharged earlier than the healthier
twin, ye t mother s stil l showe d behavioral preference s for the healthie r twi n by 8
months of infant age. Although the sample size is quite small, these examples suggest
that date of discharge was relatively unimportant and that the extra time mothers have
with a particular infant does not cause her to prefer that infant.

'Necessary" Care to Both Twins?Question 3. Do Mothers Provide Adequate,
(Basic Care Hypothesis)

At 4 and 8 months, mothers provided roughly equal caregiving and feeding to both
twins. Mothers sometimes provided more care to the healthier twin, sometimes to the
sicker one. There were no detectable differences in caregiving behaviors as a function
of infant health status.
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Question 4. How was Maternal Behavioral Preference Linked to Infant
Behavior? (Fun Baby Hypothesis)

This question is the most complicated an d deserves detailed attention. The mother-
infant relationshi p i s coactional an d reciprocal . Th e mother does not simply "do "
things to the infant; the infant initiates, responds, and helps to direct the relationship.
Understanding the nature of mother-infant interactions is critical for understanding
how the relationship is established, maintained, or changed over time.

Two mai n categorie s o f infan t behavior , positive  infan t behavio r (smiles ,
responses, vocalizing , social initiations, attachment behaviors [following , searching
for mother]) and negative  infant behavior (fussing and crying), were examined in rela-
tion to maternal behavior.

Positive Infant Behavior  at 4 Months. Thi s behavior was not related to either infant
health status or materna l behavioral preference. In two out o f three cases in which
there was clear across-behavior consistency (one-tailed, p< .05) in maternal preference
for the healthier twin, the sicker one showed more positive infant behaviors. In other
words, mother s spen t mor e tim e interactin g wit h th e healthie r twin,  despit e
the fac t tha t sicke r infan t wa s more voca l an d responsiv e to hi s o r he r mother .
In th e thre e case s wher e there were no across-behavio r consistencie s i n materna l
preference, both twins exhibited equal amounts of positive behavior in one case; the
healthier twin exhibited more positive behavior than the sicker one in another case;
and th e sicker twin exhibited more positive behavior than the healthier one in the
third case.

Negative Infant Behavior  at 4 Months. Thi s behavior was not related to infant health
status but did appear to have some relationship to maternal behavior patterns. The
sicker twin was no more likely to cry than the healthier one. However, mothers did
respond differently to crying infants than to noncrying infants. In all three cases where
the mother showed significant across-behavior consistencies in her preference for the
healthier twin, this twin cried and fusse d mor e than the sicke r twin. However, the
sicker infant cried and fussed more in two of the remaining three cases, yet, even so,
the mother did not show ABC preferences for the sicker twin.

In order to examine , more closely the question of how negative infant behavior
affects maternal behavior, I looked at the rates of positive maternal behavior during
infant cryin g and fussing . B y examining these behaviors contemporaneously, I can
determine whethe r mothers are more attentive to a  distressed twi n when i t i s the
healthier one. Difference scores in the rates of maternal holding, soothing, stimulation,
mutual gazing, affection, an d maternal vocalizations during fussing and crying were
obtained for each twin pair. Five pairs were used for this analysis because one pair of
twins did not fuss or cry at all. For the 4-month observations, all of the difference scores
for the rates of the six positive maternal behaviors per minute of crying were ranked
across five twin pairs. This would amount to 3 0 behaviors (5 pairs X  6  behaviors)
except that in four instances, the mother did not engage in the positive behavior at all.
The results indicated that mothers directed more positive maternal behaviors to their
crying healthier baby than to their crying sicker baby (N= 26 behaviors; one-tailed,
/?<.025). Additionally, in all five pairs, mothers had more eye contact with the health-
ier than with the sicker infant during crying (one-tailed; p<.05). It appears a mother
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is more attentive to her distressed healthier ELBW infant than to her distressed sicker
ELBW infant.

Positive Infant Behavior  at 8 Months. Thi s behavior was not related to either infant
health status or to maternal behavioral preference. The healthier twin showed no more
positive behavior than the sicker one, and positive maternal behavior did not correlate
with positive infant behavior. Again, in two out of three cases in which there was sig-
nificant across-behavior consistency in maternal preference for the healthier twin, the
sicker twin showed more positive infant behaviors than the healthier one. Again, in
the cases where there were no significant across-behavior consistencies , positive infant
behavior varied. As previously demonstrated (see Figure 9.1), mothers showed overall
behavioral preferences for the healthier twin. To summarize the 8-month data, moth-
ers directed o n average 73.02% of their positive behavior toward the healthier twin
(SD= 16.4) , even though the healthier one was responsible for only 43.83% of all pos-
itive infant behavior (5D=21.28). Caregiving and feeding were roughly equally dis-
tributed between the two twins (55.00% directed to the healthier twin; SD=27.65).

Negative Infant Behavior  at 8 Months. Thi s behavior wa s rare. However, 67.04% of
all fussing and crying came from the healthier twin (SD=38.52). These negative infant
behaviors may significantly affect maternal behavior, but there were too few twin pairs
where both twins cried to make comparisons similar to those at 4 months. However,
in all cases where the mothers demonstrated significan t across-behavior consistency,
the healthier twin cried more than the sicker twin. In all cases where mothers did not
demonstrate significan t across-behavior consistency , th e sicker twin cried more than
the healthier one.

Discussion

Although the data set is small, some intriguing results have emerged. Maternal pref-
erence patterns were clearly linked to infant health status at 8 months. At 4 months,
the same preference patterns were evident only through close examination of maternal
responses to infan t crying . Although some mothers showed across-behavior consis-
tency in their preferences for the healther twin at both 4 and 8 months, by 8 months,
the overall group pattern was clear. All mothers, by 8 months of infant age, directed
more positive materna l behavior to the healthier twin. In no cases at either age did
mothers show positive across-behavior consistency o r preference for the sicker twin.
The Healthy Baby Hypothesis was supported.

Date o f hospital discharge did not appea r t o have any impact o n the mother' s
behavioral preferences. Mothers did not show any tendencies to prefer the infant who
came home first; The First Home Hypothesis was not supported.

Positive infant behavior was not related to positive maternal behavior. It did not
seem to matter whic h infant cooed at, smiled, o r followed mother mor e often. Th e
hypothesis that mother s favor the healthy baby because he is the "fun" baby is not
supported by these data. It could be that positive infant behavior is not a reliable health
cue relative to other infant features (acoustic, physical, or other behaviors). These find-
ings conflict with the widespread assumption that mothers favor the "fun" baby.

In fact, the opposite appeared to be true. Mothers paid more attention to the crying
or fussing infant than to the smiling one. This was particularly true if the crying infant
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was also the healthier one. At 8 months the healthier twin received more attention
regardless of his behavior, but received significantly more attention (across-behavior
consistency) than his twin sibling if he cried. If the sicker infant cried more than the
healthier one, mothers still paid more attention to the healthier infant, but not signif-
icantly more (no ABC preference pattern.) These data support a model in which two
independent factor s influence materna l behavior : (a) Mothers prefe r th e healthie r
twin, and (b) mothers respond to crying infants.

How do these data fit with laboratory studies of responses to high-risk infant cries?
How do mothers perceive their ELBW twins? Recall that laboratory studies of pre-
mature infant cries found that adults and parents of preterms perceived the cries as
aversive, grating, urgent, sick, etc. They are like a supernormal-stimulus. Mothers use
these cues to decide how to interact an d respond t o their infant. I suggest that the
abnormal infant's cry may elicit parental care when circumstances are relatively good
(as they typically were in this study) and neglect under poor circumstances. As Frodi
and Lamb (1980) proposed, the aversiveness of the cry may reach some critical thresh-
old, a s perceived b y the parent , t o elici t a  negativ e rather tha n positiv e parenta l
response. However, under the relatively favorable social and economic conditions that
many Western mothers experience, mothers may actually perceive abnormal cries as
more needy and urgent, thereby increasing their positive responses to the infant.

In this study, mothers responded to twin cries reliably. In preliminary analyses of
singleton infant data, we have found that mothers respond on average as quickly and
as appropriately to ELBW premature infant cries as to full-term infant cries, although
the variance in the ELBW group is significantly greater (Mann, Plunkett, Meisels, &
Bozunski, 1988). However, in this sample, mothers were more responsive to the crying
healthier twin than to the crying sicker twin. As early as 4 months, it appeared as if
mothers would neglect the sicker twin if the healthier twin cried, but they would not
neglect the healthie r infant i f the sicke r one cried. A t 8  months, in al l cases where
mothers showe d stron g preference s (significan t across-behavio r consistency) , th e
healthier twin cried more than the sicker one. In all cases where mothers showed a
weak preference for the healthier twin (more positive behaviors directed to the health-
ier one overall, but no significant across-behavior consistency) , the sicker infant cried
much more than his twin sibling. Mothers certainly feel obligated to respond to all
infant cries, but clearly they respond more to the healthier ELBW infant than to the
sicker ELBW infant. It is as if the sicker twin would have to demonstrate greater need
by crying more than the healthier one in order to solicit maternal attention roughly
equal to that of his sibling.

The presence of observers may affect the data, but these effects are likely to reduce,
not exaggerate , the results . If mothers were "performing" fo r observers, one would
expect them to devote care and attention equally to both twins. This should lessen the
observed difference s between the twins . Furthermore, mother s generally interacted
with both infant s a t relativel y low rates, whic h is typical o f home observations a s
opposed t o laborator y observations (note Figure 9.1; see Belsky, 1980, for lab ver-
sus home comparisons). Thu s if mothers were "performing," the y were not doing a
very good job. Although mothers may feel more obligated to respond to infant cries
in our presence, this does not explain the tendency for mothers to respond more to cry-
ing by the healthier twin than to crying by the sicker twin. It is conceivable, however,
that mothers would respond fa r less to cries of one or both twins if observers were
not present;
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The overall pattern of behavioral preference is clear by 8 months. However, pref-
erence tendencies are also evident at 4 months when one examines maternal responses
to infant crying. Perhaps the overall pattern o f maternal preference (higher positive
maternal behavior scores for the healthier twin across the group) is not apparent at 4
months because mothers have not clearly formulated their preferences. One plausible
explanation for this pattern is that mothers are monitoring infant health status closely
during the early stages of infancy (see Daly & Wilson, 1988). Health risks are difficul t
to detect in early infancy. Indeed, in two cases, relative health status switched for twins
from discharge to 4 months, but not from 4 to 8 months. If the mother is attempting
to assess infant quality, then it might be best to wait until she has sufficient evidenc e
to go on.

Initially a mother may stimulate her preterm infant intensively, but if her effort s
are not rewarded, she may begin to disengage somewhat from the infant. If the infant
continues to respond to the mother, the mother may maintain high investment for as
long as necessary (until the child appears normal). Research by Goldberg and Mar-
covitch (1986) supports this explanation. In the three Western cultures they reviewed,
mothers becam e mor e responsiv e an d activ e wit h their prematur e infant s a s the
infant's condition improved . Similar patterns are reported by them for Down's syn-
drome infants. Once a cycle of responses is set in motion, it will become more difficult
for th e mother to shif t he r interactive strategy (e.g., see Cohn & Tronick, 1983) . By
contrast, fo r example, if the mother ignores her infant's cries most of the time, the
infant may cry more, not less, over time (Bell & Ainsworth, 1972) , hence reinforcing
the mother's negativ e attribution tha t the child is "spoiled." This conflict of interest
may escalate until the mother feels she has no control over her infant, and vice versa.
Mother and infan t may begin to disengage from on e another. This helps to explain
how such patterns can begin and be maintained.

In th e Unite d States , wher e infant mortalit y i s low and subsequentl y cultural
expectations for healthy offspring are high, mothers may be psychologically prepared
to invest in their infants long before they are actually born. Mothers who are antici-
pating good pregnancy outcomes (eviden t by extensive prenatal preparations, early
decisions t o name the infant , etc. ) may be more prone to invest highly in preterm
infants. In contrast, women who are economically impoverished have more to lose by
a high-investment strateg y and may be more prone to neglect the sicker child (e.g. ,
Brazilian shantytown women; Scheper-Hughes, 1985).

In five of the twin pairs, mothers seemed to be providing adequate basic care (feed-
ing and caregiving) to both infants. In two cases, the sicker ELBW twin appeared to
be severely neglected. Both of these sicker twins fell at the bottom of the growth and
weight charts. In both of these cases, mothers were extremely resource poor and fel l
into the lowest socioeconomic classes of our sample. Even when the social sanctions
are severe, mothers may neglect one twin.

Differences in maternal behavior between mothers were greater than differences in
maternal behavio r withi n twin pairs. Mothers who were actively involved with the
healthier twin were also active with the sicker twin, although typically less so. If moth-
ers were ranked at 8 months of infant age according to the amount of positive behavior
they directed towards their infants, the rankings would be identical for both the health-
ier and the sicker twin groups. In other words, the mother who interacted more with
the healthier twin than any of the other mothers interacted with their healthier twins,
also interacted with her sicker twin more than any of the other mothers interacted with
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their sicker twins. Mothers who were most involved with their twins in this study had
the highest socioeconomic status (highest Hollingshea d scores) . What is clear, how-
ever, is that despite differing socioeconomic an d demographic backgrounds, mothers
demonstrated distinc t behaviora l preference s for their healthie r twin infant . I  pre -
dicted this difference because the intense stress of caring for two very sick prematures
is sever e enoug h t o caus e eve n an economicall y advantage d mothe r t o favo r he r
healthier infant. In such circumstances, mothers cannot do enough to adequately care
for both without suffering tremendous costs.

Under less dire circumstances, whe n the mother has the means and potential t o
raise two normal offspring , such as when twins are born less premature and are gen-
erally healthier, I  predict that mothers may favor the sicker twin instead. If one twin
is doing very well and require s less care, i t may pay (in reproductive terms ) for the
mother to turn her attentions to the sicker twin. In these conditions, economic, social,
and demographic status may play a role. As infant health status improves, the cost-
benefit equation shifts . Whe n infant health status is relatively good, I  would predict
that mothers would have more accurate perceptions of their infants' needs and behav-
iors than when their infants are much sicker (as in the current study). These hypotheses
can be tested with healthier samples of twins.

It is clear that infant health statu s influences mother-infant interaction s i n ways
consistent with parental investment theory. I predicted that infant health would be a
particularly salient feature for mothers because of the obvious consequences for repro-
ductive fitness. Ask any pregnant woman what is her greatest wish concerning the fetus
and she will probably say "that he develops normally."

Mothers of twins may unknowingly be directing more psychosocia l investment
toward the healthie r twin. The expected outcomes o f such investment are likely t o
include greater social benefits for the healthier twin relative to his or her twin sibling.
This may increase his or her opportunities in a wide variety of social relationships .
Increased materna l psychosocial investment may contribute to these outcomes, pro-
viding early relative advantage s fo r one infant, but this does no t mea n th e patter n
is fixed, determined, o r irreversible . Becaus e the sicke r twin may stil l receive ade-
quate care (although less than hi s sibling), the long-ter m consequence s are no t yet
obvious.

I proposed tha t mothers have an infant template they use to assess infant normal-
ity. Psychological mechanisms such as negative perceptions o f sick infants' behavior
imply that selection pressure s have operated on our ability to discriminate and react
to abnormal infants. Mothers are probably using infant physical and acoustic cues to
assess infant health status (in addition to information provided by medical personnel).
These cues are probably more reliable indicators o f infant health status than strictly
positive infant behaviors. However, the decision rules and processes by which a moth-
er's thoughts, beliefs, and values affect her parental behavior are not apparent. It is not
clear, for example, what psychological coping strategies enable mothers to replace neg-
ative perceptions of infants with positive perceptions. Although I have focused on how
mothers pay less attention to the sicker twin, mothers may also invest highly in the
healthier twin. In addition, mother s of singleton infants can become quite attentive
and loving toward their high-risk child under some circumstances. Wester n mother s
frequently work intensively with their premature infants and often have quite positive
views of the child. Some mothers spontaneously told me that their infant was a "mir-
acle child." Positive maternal attitudes and behavior directed a t the high-risk infant
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would be likely to result in positive feedback fro m th e infan t (enhance d social, cog -
nitive, and physical development), thus encouraging mothers to continue engaging
and working with the infant. Initially mothers may necessarily distort their view of the
high-risk infant in order to devote so much maternal care. Such devotion might be too
emotionally difficult (o r impossible) if mothers had more realistic appraisals of the
child's prospects.

Whether differences in maternal behavior with twins reflect differences in maternal
perceptions remains to be seen. As medical technologies improve and more preterm
infants survive, the factors affecting parenta l psychology become even more critical.
Parents are being pressured to care for infants that never survived in the past, and while
some are thankful fo r such a miracle, others suffer enormous costs. In the future, th e
dilemma to nurture or neglect these infants is one that increasing numbers of mothers
will have to face .
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NOTES

1. Fo r the purposes of this study, I will focus on maternal care and attention directed toward
extremely low-birth-weight, high-risk preterm infants . This discussion wil l be restricted to the
infancy period because that is when the child is most vulnerable to both neglect or infanticide
(Daly & Wilson, 1987; Johansson, 1987 ; Lauer, TenBroeck, & Grossman, 1975 ; National Center
on Child Abuse and Neglect , 1981 ) and whe n the mother can most effectivel y ameliorat e her
child's condition through intensive care (e.g., see Beckwith & Parmelee, 1986; Sameroff & Chan-
dler, 1975).

2. Materna l care wil l be the focus of this investigation becaus e o f its direct and profound
impact on infant development. Paternal care is certainly relevant (even crucial), but cannot be
adequately addressed withi n the limitations of this paper.

3. I  do not mean to imply intention and consciousness when discussing parental reproduc-
tive interests by using terms such as decisions, pursue, choices, dilemma, value, interests, etc .

4. Variable s affecting the mother's inclusive fitness (i.e., relatives and their offspring) are also
important but not relevant within the limitations of this paper.

5. However , consistent wit h this reasoning, under some circumstances (hig h fertility rate ,
insufficient resources , etc.) , the parent may also neglect both twins equally and direct more care
to other children. This last hypothesis, that parents neglect both twins, is not adequately testable
with the current data set because one should be able to demonstrate tha t the parents are giving
less care to both twins than they would to healthier and/or singleton children.

6. Thi s i s necessarily the case because mother s who cut thei r reproductive losses soone r
would (all else being equal) have another offspring sooner than mothers who continued to invest
in sick offspring.
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7. A t minimum, I would hypothesize that a mother's interna l schema for "parenting" has
these features, "clean, clothe, and feed the infant" as its skeletal base. Not performing these min-
imal tasks would be cognitively dissonant with the mother's self-definition as a caregiver. Cul-
tural influences must play a very strong role in the development of such a schema, but will not
be addressed i n detail here.

8. Corrected  age is the age (in months) from whe n the infan t would have been term. If an
infant is born 3 months premature, the n he is considered t o be one month old, corrected age ,
four months after birth.

9. Hollingshea d scores ar e standardized combine d measures of income and education. A
score of one is the highest socioeconomic class. The lowest socioeconomic score is six.

10. Detail s of the coding system, Mann's Observational Codin g System for Parent-Infant
Interactions (MOCSPI), can be obtained fro m the author.

REFERENCES

Affleck, G. , Tennen, H., & Gernshman, K . (1985). Cognitive adaptations to high-risk infants:
The search for master, meaning and protection fro m futur e harm. American Journal of
Mental Deficiency, 89(6),  653-656.

Altmann, J. (1980). Baboon mothers and infants. Cambridge , MA: Harvard University Press.
Bakeman, R. & Brown, J. (1980). Early interaction: Consequences for social and mental devel-

opment at 3 years. Child Development, 51, 437-447.
Beckwith, L. & Parmelee, A. H. (1986). EEG patterns of preterm infants , home environment

and later IQ. Child Development, 57, 77-79.
Bell, R. Q., & Ainsworth, M. D. S. (1972). Infan t cryin g and materna l responsiveness . Child

Development, 43, 117 1 -1190.
Belsky, J. (1980). Mother-infant interaction at home and in the laboratory: A comparative study.

Journal of Genetic Psychology, 137,  37-47.
Berkson, G. (1973). Social responses to abnormal infant monkeys. American Journal of Physical

Anthropology, 38 , 583-586.
Britton, S. B. , Fitzhardinge, P . M. , & Ashby, S. (1981). I s intensive care justified fo r infant s

weighing less than 801 gm at birth? The Journal of Pediatrics, 99, 937-943.
Buckwald, S. , Zorn, W. A., & Egan, E. A. (1984). Mortality and follow-u p data for neonates

weighing 500 to 800 g at birth. American Journal of Diseases of Children, 138, 779-782.
Bugos, P. E., Jr., & McCarthy, L. M. (1984). Ayoreo infanticide: A case study. In G. Hausfater

& S. B. Hrdy (Eds.), Infanticide: Comparative  and evolutionary perspectives (pp. 503 -
520) Ne w York: Aldine de Gruyter.

Burgess, R. L., & Conger, R . D. (1978). Family interaction i n abusive, neglectfu l an d normal
families. Child Development, 49, 1163-1173.

Burgess, R. L., & Garbarino, J. (1983). Doing what comes naturally? An evolutionary perspec-
tive on child abuse. In D. Finkelhor, R. Gelles, M. Straus, & G. Hotaling (Eds.), The dark
side of the family: Current  family violence  research (pp. 88-101). Beverly Hills, CA: Sage.

Chapman, C, & Chapman, L. J. (1987). Social responses to the traumatic injury of a juvenile
Spider monkey (Ateles geoffroyi).  Primates,  28(2), 271-275.

Cohn, J. F., & Tronick, E. Z. (1983). Three-month-old infants ' reaction to simulated maternal
depression. Child  Development, 54, 185-193.

Daly, M. & Wilson, M. (1984). A sociobiological analysis of human infanticide. In G. Hausfater
& S. B. Hrdy (Eds.), Infanticide: Comparative  and evolutionary perspectives (pp. 487—
502). New York: Aldine de Gruyter.

Daly, M., & Wilson, M. (1987). Children as homicide victims. In R. J. Gelles & J. B. Lancaster
(Eds.), Child abuse and neglect: Biosocial dimensions (pp. 201 -214). New York: Aldine.

Daly, M., & Wilson, M. (1988). Homicide. New York: Aldine de Gruyter.



NURTURANCE OR NEGLIGENCE 389

Draper, P. (1989). African marriage systems: Perspectives fro m evolutionary ecology. Ethology
and Sociobiology, 10 , 145-169.

Fedigan, L. M., & Fedigan, L. (1977). The social development of a handicapped infan t in a free-
living troop of Japanese monkeys. In S. Chevalier-Skolnikoff & F. E. Poirier (Eds.), Pri-
mate bio-social development (pp. 205-222). New York: Garland Publishing.

Field, T. M. (1977). Effects of early separation, interactiv e deficits and experimental manipula-
tions on infant-mother face-to-face interactions. Child  Development, 48, 783-771.

Friedrich, W. H., & Boriskin, J. A. (1976). The role of the child in abuse: A review of the liter -
ature. American Journal ofOrthopsychiatry, 46 , 580-590.

Frodi, A. M., & Lamb, M. E. (1980). Child abusers' responses to infant smiles and cries. Child
Development, 51, 238-241.

Frodi, A. M., Lamb, M. E., Leavitt, L. A., Donovan, C. N., Neff, C, & Sherry, D. (1978). Fathers'
and mothers' response s t o the faces and cries of normal and premature infants . Devel-
opmental Psychology, 14(5),  40-49.

Furuya, Y. (1966). On the malformation occurred in the Gagysuan troop of wild Japanese mon-
keys. Primates, 7, 488-492.

Gelles, R. J., & Lancaster, J. B. (Eds). (1987) Child abuse and neglect: Biosocial dimensions. New
York: Aldine.

Goldberg, S., & Divitto, B. A. (1983). Born too soon: Preterm birth and early development. San
Francisco: W. C. Freeman .

Goldberg, S., & Marcovitch, S. (1986). Nurturing under stress: The care of preterm infants and
developmentally delayed preschoolers. I n A. Fogel & F. Melson, (Eds.), Origins ofnur-
turance. Hillsdale, NJ : Lawrence Erlbaum Associates.

Granzberg, G. (1973) . Twin infanticide: A cross-cultural tes t o f a materialisti c explanation .
Ethos, 1,405-412.

Hack, M. H., Caron, B., Rivers, A., & Fanaroff, A. A. (1983). The very low birth weight infant:
The broader spectrum of morbidity during infancy and early childhood. Developmental
and Behavioral Pediatrics, 4, 243-248.

Johansson, S. R. (1987). Neglect, abuse and avoidable death: Parental investment and the mor-
tality of infants and children in the European tradition. In R. J. Gelles & J. B. Lancaster
(Eds.), Child abuse and neglect: Biosocial dimensions (pp. 57-96). New York: Aldine.

Korbin, J. E. (1987). Child maltreatment in cross-cultural perspective: Vulnerable children and
circumstances. In R. J. Gelles & J. B. Lancaster (Eds.), Child abuse and neglect: Biosocial
dimensions (pp. 31-56). New York: Aldine de Gruyter.

Lauer, B. , TenBroeck, E. , & Grossman, M . (1975). Battered chil d syndrome : Review of 13 0
patients with controls. Pediatrics,  54, 67-70.

Maier, R. A., Jr., Holmes, D. L., Slaymaker, F. L., & Reich, J. N. (1984). The perceived attrac-
tiveness of preterm infants. Infant behavior  and development, 7 , 403-414.

Mann, J., Plunkett, J. W., Meisels, S. J., & Bozynski, M. (April, 1988) . Home observations of
extremely-low-birth-weight preterm infants. Pape r presented at the Sixth Biennial Inter-
national Conference on Infant Studies, Washington, DC.

Minde, K. K., Perotta, M., & Corter, C. (1982). The effect o f neonatal complications in same-
sexed premature twins on their mothers' preference. Journal o f the American Academy
of Child Psychiatry, 21,(5),  446-452.

Moilanen, I. (1987). Dominance and submissiveness between twins: Perinatal and developmen-
tal aspects. Ada Geneticae  Medicae et Gemellologiae Twin Research, 36(2), 249-255.

National Center on Child Abuse and Neglect. (1981). National study of the incidence and sever-
ity of child abuse and neglect. Washington, DC: Department o f Health and Human Ser-
vices.

Sameroff, A. , & Chandler, M . T. (1975). Reproductive risk and the continuum of caretaking
casualty. In F. D. Horowitz, M . Hetherington, S. Scarr-Salapetek, & G. Sieger (Eds.),
Review of child development research  (Vol. 4). Chicago: University of Chicago Press.



390 PARENTAL CARE AND CHILDREN

Scheper-Hughes, N. (1985). Culture, scarcity and maternal thinking: Maternal detachment and
infant survival in a Brazilian shantytown. Ethos, 13(4), 291-317.

Scrimshaw, S . C. (1984). Infanticide in human populations: Societa l an d individual concerns .
In G. Hausfater & S. B. Hrdy (Eds.), Infanticide: Comparative  and evolutionary perspec-
tives (pp. 439-462). New York: Aldine.

Stern, M. , &  Hildebrandt , K . A . (1986) . Prematurity stereotyping: Effect s o n mother-infant
interaction. Child  Development, 57, 308-315.

Trivers, R. L. (1972). Parental investmen t and sexua l selection. I n B. Campbell (Ed.), Sexual
selection and descent of  Man, 1871-1971  (pp. 136-179) . Chicago: Aldine.

Trivers, R. L. (1974). Parent-offspring conflict. American Zoologist, 14, 249-264.
Vuorenski, B., Lind, J., Wasz-Hockert, O., & Partenen, T. (1971). Cry score: A method for eval-

uating the degree of abnormality i n the pain cry response of the newborn young infant.
Quarterly Progress  and Status Report, (April). (Stockholm, Sweden: Speech Transmis-
sion Laboratory, Roya l Institute of Technology.)

Wasserman, G. A., Allen, R., & Soloman, C. R. (1985). At-risk toddlers and their mothers: The
special case of physical handicap . Child  Development, 56, 73-83.

Zeskind, P. S., & Lester, B. M. (1978). Acoustic features and auditory perceptions of the cries of
newborns with prenatal and perinata l complications . Child  Development, 49(3),  580 -
589.



10
Human Maternal Vocalizations to Infants

as Biologically Relevant Signals:
An Evolutionary Perspective

ANNE FERNALD

When talking to infants, human mothers use vocal patterns that are unusual by the
standards of normal conversation. Mothers, as well as fathers and adults who are not
parents, speak consistently more slowly and with higher pitch when interacting with
infants, i n smooth , exaggerate d intonation contour s quite unlike the chopp y and
rapid-fire speech patterns used when addressing adults. To praise an infant, mothers
typically use wide-range pitch contours with a rise-fall pattern . To elicit an infant' s
attention, they also use wide-range contours, but often ending with rising pitch. When
soothing an infant , mother s tend t o us e long, smooth , fallin g pitc h contours , i n
marked contrast t o the short , sharp intonation patterns used in warning or disap-
proval. This use of exaggerated and stereotyped vocal patterns in mothers' speech to
infants has been observed in numerous European, Asian, and African culture s and
appears to be a universal human parental behavior.

Why do mothers make such sounds to infants? With other widespread human
maternal behaviors such as nursing hungry infants and rocking distressed infants, the
question "Why?" yields satisfying answers on both the proximal and ultimate levels
specified by Tinbergen (1963). Nursing and rocking are understandable i n terms of
proximal physiological mechanisms functioning to provide nourishment and to reg-
ulate infant arousal, as well as in terms of species-typical parental strategies contrib-
uting to the survival and fitness of the offspring. Although hypotheses about the evo-
lutionary histor y o f particula r huma n behavior s ca n alway s b e disputed , th e
plausibility of ultimate explanations for such maternal actions as nursing and rocking
is strengthened by compelling evidence for phylogenetic continuity. All mammals
nurse their young, and almost all nonhuman primates carry their young, providing
tactile and vestibular input known to have important short- and long-term regulatory
effects on primate infant behavior. But ape and monkey mothers do not communicate
vocally with their infants in ways that bear obvious resemblance to the melodic infant-
directed speech of human mothers. Is there evidence that infant-directed speech, like
nursing and rocking, is a human maternal behavior that has evolved to serve specific
functions?

In this paper, I  argue that the characteristic voca l melodies of human mothers'
speech to infants are biologically relevan t signals that have been shaped by natural
selection. In the first section, I discuss the current debate about the status of human
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language as an evolved mechanism, as a way of examining criteria for when it is appro-
priate to invoke natural selection as a causal explanation for the evolution of human
behavior. In particular, I examine the antiadaptationist argumen t that language is an
"exaptation" and therefore not a  product o f selection, as well as the argument that
adaptive features must be designed for optimal efficiency. In the next two sections, the
characteristics o f mothers' speec h to infants are described i n some detail, along with
research o n the communicative function s of intonation i n infant-directed speech. In
the fina l sections , I  examin e infant-directed speech i n th e contex t o f ethologica l
research on vocal communication and maternal behavior in nonhuman primates, in
order to identify selection pressures relevant to understanding the adaptive functions
of human maternal speech .

THE CURRENT DEBATE ON HUMAN LANGUAGE AND NATURAL
SELECTION

The question of whether language is a product of natural selection is a subject of lively
current debate among philosophers an d psycholinguists arme d with arguments and
counterarguments from evolutionary biology. Given that we have no fossil record to
document the origins and subsequent evolution of the language faculty, or any other
complex behavioral capability, this question is likely never to be resolved.1 However,
the current debate has served to sharpen the focus on a number of issues fundamental
to a n understandin g o f human behavio r withi n an evolutionar y framework . This
debate will be discussed in some detail here, since it is relevant to a central question in
this paper. What kinds of evidence are needed to support the claim that a given human
behavior reflects the influence of Darwinian natural selection? This lengthy preamble
is necessary to set the stage for the subsequent discussion of the adaptive functions of
human maternal speech.

Although officially banned by the Parisian Societ e de Linguistique in 1888 , spec-
ulations on the origins of language became no less abundant o r diverse as a result of
this decree. In 1971 , Hewes published a bibliography containing 2,600 titles of schol-
arly works on the topic, to which he had added another 2,500 references two years later
(Hewes, 1973) . Although controversy about the origins of language indeed goes back
a long way, the current debate ha s been prompted by recent reformulations of neo-
Darwinian theory within the field of biology. In two widely cited papers , Lewonti n
(1978) and Gould and Lewontin (1979) object to naive and inappropriate use s of the
"adaptationist paradigm," whic h attempt t o account fo r all characteristics o f living
organisms as optimal solutions to adaptive problems. Lewontin's (1979) objections,
in particular, focus on the excesses of sociobiological theorizing in recent years. While
sounding a valuable and timely warning about the dangers of superficial application s
of evolutionary principle s t o the study of human behavior, these critiques of "naive
adaptationism" have had an unfortunate backlash effect , contributing to widespread
skepticism about the legitimacy of adaptationist reasonin g at any level in relation to
language and other human behavior.

Central to the antiadaptationist argument are recent discussions by Gould and his
colleagues about the role of adaptation i n the emergence of evolutionary novelty. By
drawing a  compariso n wit h th e "spandrels " of St . Marcos , th e triangula r space s
formed by the intersection o f arches supporting the dome of the cathedral, Gould and
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Lewontin (1979) make the point that apparently functional design elements can result
entirely from architectura l constraints . The art historia n who concluded that these
spandrels were the starting point, rather than a by-product, of the design would have
made a serious mistake. B y analogy, the conclusion tha t al l biological forms have
evolved as functional adaptations t o local conditions also fail s to take the nature of
architectural constraints into account. In a later paper, such structural by-products are
called "exaptations," denned as "characters, evolve d for other usages (or for no func -
tion at all), and later 'coopted' for their current role" (Gould & Vrba, 1982, p. 6). As
an example, Gould and Vrba cite Darwin's reference to unfused sutures in the skulls
of young mammals, often viewed as an adaptation fo r facilitating passage of the neo-
natal skull through the birth canal. As Darwin points out, however, young birds and
reptiles, which emerge from shell s rather than through birth canals, also have cranial
sutures, suggesting that this structure "has arisen from the laws of growth, and has been
taken advantage of in the parturition of the higher animals" (Darwin, 1859). Although
these unfused suture s may be vitally necessary in mammalian parturition, they are
regarded as exaptations rather than adaptations, since they are not explicitly designed
by natural selection to serve their present function .

The claim that language is an exaptation, a side effect o f the evolution of other
cognitive faculties in humans, is a central point of contention in the current debate on
the evolutionar y statu s o f language. Chomsk y (e.g., 1972 ) and Piattelli-Palmarin i
(1989) argue that language emerged as a qualitatively ne w capacity in humans and
may have arisen from nonadaptationis t mechanisms. Such processes, which can act
as alternatives to direct selection fo r the establishment o f particular characteristics ,
include genetric drift , allometry , and pleiotropi c gen e action (Goul d & Lewontin,
1979). The fact that the design of language is in many respects arbitrary and "non -
optimal" should count as further evidence for its nonadaptive origins , according to
Piattelli-Palmarini. Objecting to the claim that language is an exaptation rather than
an adaptation, Pinke r and Bloom (1990/this volume) argue that grammar is an exqui-
sitely complex, task-specific mechanism, not unlike other complex behavioral capa-
bilities such as stereopsis and echolocation, which have clearly been shaped by natural
selection. Two of the many interesting arguments offered b y Pinker and Bloom in
favor of viewing human language as a product of natural selection are particularly rel-
evant to the concerns of this paper: first, that exaptations do not represent true alter-
natives to natural selection, but are in fact consistent with neo-Darwinian theory; and
second, that the arbitrariness of language should not be interpreted as evidence against
an adaptationist explanation.

Exaptations Are Not Inconsistent With Natural Selection

Gould and Vrba (1982) introduced the term exaptation in order to clarify confusio n
surrounding the concept of adaptation. Some evolutionary biologists designate a fea-
ture as adaptive only if it was built by natural selection to perform its current function
(e.g., Williams, 1966), while others prefer a broader definition that includes any feature
currently enhancing fitness, regardless of its origin (e.g., Bock, 1980). Gould and Vrba
object to this broad definition of adaptiveness, on the grounds that it conflates current
utility with historical genesis and neglects features that are now useful but that may
have evolve d originally to serv e othe r functions . The concep t o f exaptation was
intended to fill this gap in the terminology of evolutionary biology and to highlight the



394 PARENTAL CARE AND CHILDREN

neglected role of nonadaptive aspects of form in constraining evolution. By Gould and
Vrba's definition, exaptations include new roles performed by old features, as in the
mammalian crania l suture s noted by Darwin, as well as features that hav e becom e
specialized t o perfor m roles ver y differen t fro m th e one s for which they originally
evolved. As an example of this latter case, feathers were initially selected for insulation
and not for flight. Legs in terrestrial animal s are also exaptations rather than adapta -
tions, since they evolved from lobed fins, which were used for swimming rather than
for walking.

Gould and Vrba (1982) are careful to point ou t that the concept of exaptation is
not antiselectionist. On the contrary, they argue that their main theme is "cooptability
for fitness," the process by which exaptations originate as nonadaptations, or as adap-
tations for another function, and then are refined by subsequent selection to perform
a new role. While the limbs of salamanders, elephants, and humans indeed all arose
from primordia l fins, selective pressures , i n the context o f architectural constraints ,
have operated over millennia to adapt them further for efficiency in their current roles.
Similarly, in the case of mammalian cranial sutures, a feature that evolved originally
to accommodate skul l growth in birds and reptiles became an exaptation fo r parturi-
tion in mammals. However, the design features of these sutures in mammalian skulls
have presumably undergone complementar y adaptatio n with features of the mam -
malian pelvic cavity, since otherwise parturition would be impossible. Since the evo-
lution of all complex structures i s fundamentally constrained b y the characteristics o f
previously existing structures, as with fins and legs, the concept of exaptation does not
represent a radical departure from the orthodox Darwinian account of adaptation. I t
could even be argued that all adaptations are in some sense exaptations, since the cur-
rent functions of adaptive features inevitably differ to some extent from those of their
Pliocene precursors.

Given the essential compatibility of the exaptation concept with traditional think-
ing about natural selection, it is surprising that it has been billed as central to a "new
theory of evolution" by Piattelli-Palmarini (1989) and others. This allegedly new and
better theory assumes "that full-blown evolutionar y novelty can also suddenly arise,
so to speak, for no reason, because novelty caused by sheer proximity between genes
is not governed by function an d it, therefore, eludes strict adaptationism" (Piattelli-
Palmarini, 1989, p. 8). Pinker and Bloom argue that this account reflects a misunder-
standing of biological principles. While novelty can indeed arise from nonadaptive fea-
tures, it is utterly improbable that full-blown functional complexity will arise de novo,
given that the design of complex biological structures necessarily derives from stepwise
incremental modification of previously existing structures (e.g., Dawkins, 1986). The
precursors to complex biological structures may emerge as exaptations, but it is only
through subsequent natural selection tha t these structures achieve the complexity to
perform their highly specialized roles .

Thus, even if the origin of linguistic competence in hominids lies in faculties ini-
tially serving other social and cognitive functions, human language has undoubtedly
undergone subsequent adaptation fo r its specialized functions . Mammal s may owe
their legs to fins designed fo r swimming, not for walking, but the transitional evolu -
tionary status of terrestrial fins as an exaptation obviously did not exempt mammalian
limbs from the further influence of natural selection. This is an important poin t that
has been lost in the antiadaptationist arguments about languag e and selection. The
earliest linguistic competence ma y indeed have been an exaptation, but one that was
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eventually "coopted for fitness," in Gould and Vrba's words. As such, we can acknowl-
edge both its possible exaptive origins and its refinement by natural selection fo r its
current specialize d function . Piattelli-Palmarin i recognize s tha t exaptation s may
"later on, happen to acquire some adaptive value," such that "selection for" takes
place "on top of a  previous feature tha t emerged through nonadaptive processes
(1989, p. 11) . And yet he later emphatically asserts that "adaptive constraints have no
role to play in a scientific approach to language and thought" (1989, p. 20), as if the
acknowledgment of exaptive origins entails rejection of any role for natural selection
in the subsequent evolution of language.

It is as important to avoid "naive exaptationism" as it is to guard against superficial
adaptationist stories. To identify a feature as an exaptation does not mean that feature
"is not the product of natural selection"—only that it did not always serve its present
function. Indeed, most human behaviors serving biological functions that enhance fit-
ness should probably be regarded as exaptations, modified through natural selection
for subsequent specialization. The manual dexterity enabling specialized human hand
movements now used in food gathering, eating, caretaking, tool use, and communi-
cation derives from the ability of prosimian ancestors to grasp branches. Human emo-
tional expressions evolved from ritualized facial and vocal displays in other ancestral
species, displays derived from behaviors that originally had no signaling function (Tin-
bergen, 1952) . The use of stereotypical vocal patterns in human mothers' speech to
infants is also undoubtedly an exaptation, with evolutionary origins in ancestral non-
human primate vocalizations used for very different purposes . The claim that such
human behaviors are exaptations rather than adaptations is a claim about origins,
which does not require rejection of an adaptationist explanatio n for the current fit
between these behaviors and the biological functions they serve.

Arbitrariness and Nonoptimality Are Not Incompatible With Natural
Selection

A second issue addressed in Pinker and Bloom's (1990) critique of antiadaptationist
accounts o f the evolutio n of language is whether evidence fo r arbitrariness i n th e
design of natural languages should be interpreted a s evidence against the formative
role of natural selection. Piattelli-Palmarini argues that "adaptive constraints are typ-
ically insufficien t t o discriminate between real cases and a n infinit y o f alternative,
incompatible mechanisms and traits which, although abstractly compatible with the
survival of a given species, are demonstrably absent" (1989, p. 19). Implicit here is the
view that adaptationist arguments all rest on the Panglossian assumption of the best-
of-all-possible worlds, i.e., that adaptations necessarily represent optimal solutions. As
Pinker and Bloom point out, however, the idea that nature aspires to perfection was
never taken seriously by modern evolutionary theorists. One reason is that trade-offs
of utility among conflicting adaptive goals are inevitable and ubiquitous, because opti-
mization for one function often compromises optimization for other concurrent func-
tions. The gorgeous but unwieldy tail of the peacock is an obvious example. A second
reason, discussed at length by Dawkins (1986), is that since evolution can exploit only
existing variability and build only on existing structures, adaptations are fundamen-
tally constrained b y what is available. Thu s Piattelli-Palmarini's argument that the
absence of optimal design features constitutes evidence against natural selection in the
evolution of language reflects a misconstrual of the adaptationist position.
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The classic example of design optimization in nature is the vertebrate eye. Many
evolutionary theorists have echoed Darwin in observing how elegantly the eye exem-
plifies adaptive engineering in the service of a well-specified function. Although several
different types of eye have evolved among invertebrate species, a single basic type of
image-forming eye prevails among vertebrates. The features of this basic design reflect
constraints arisin g directly from the physical properties of light, such as the optics of
lenses necessary to bend ligh t rays in order to focu s an image on the retina. Othe r
design feature s reflect constraint s impose d b y particular environment s during the
course of evolution. For example, since the vertebrate eye initially evolved in water, it
is sensitive onl y to a narrow band o f wavelengths of electromagnetic radiation , th e
"spectrum o f visible light," which is transmitted throug h water without significan t
attenuation (Fernald, 1988). Although all vertebrate eyes share this basic feature, they
also differ impressively in structural details across species, reflecting the selective pres-
sures of ecological conditions peculiar to the habitat and way of life of particular spe-
cies. Nocturnal birds such as owls have retinas consisting largely of rods, sensitive to
very low light levels, while birds requiring high acuity in bright sunlight, such as eagles
and hawks, have retinas comprised primaril y of cones. Such exquisite adaptations t o
specific ecologica l conditions , al l relativel y mino r variation s o n th e basi c desig n
scheme, make it clear why Darwin felt the eye to be an organ "of extreme perfection
and complication," an d why the eye is so often cited as a compelling example of the
shaping and refinement of biological mechanism s through natural selection .

In the case of the vertebrate eye, the fact that many of the selective forces that have
guided evolution are unchanging physical properties o f the world accounts for the
cross-species convergence on common design features that are clearly functional (see
Shepard, this volume). Such "nonarbitrary" features are characteristic of all vertebrate
sensory systems, as well as other biological systems strongly constrained by the phys-
ical nature of the environment. However, Piattelli-Palmarini's (1989) suggestion that
nonarbitrary design is the hallmark of all adaptive complexity misses an important
distinction. Whil e some adaptations enable animals to cope with relatively invariant
aspects of the physical world, others have evolved to enable animals to interact suc-
cessfully i n the rapidly shifting socia l world . Just as in the case of sensory systems,
adaptations fo r social interaction occu r in response to environmental pressures . The
critical differenc e i s that i n th e evolutio n o f socia l behavior , th e "environment "
includes not only the immutable laws of physics but also the more malleable behavior
ofconspecifics.

To the extent that the evolution of social behaviors is constrained by the perceptual
predispositions and behavioral response tendencies ofconspecifics, which are also sub-
ject to evolutionary change, the design features of social adaptations are intrinsically
more "arbitrary" than those o f the visua l system. In runaway sexual selection, fo r
example, the aesthetic preferences of females act as a strong selective pressure for oth-
erwise useless male adornments, such as extravagant tail plumage. Males also capital-
ize on preexisting female sensory biases, as in frog species in which female preferences
for male calls can be predicted fro m properties of the female auditory system (Ryan,
Fox, Wilczynski, & Rand, 1990) . In both cases, male characteristics hav e been shaped
in an "arbitrary" fashion, in the sense that females could conceivably have developed
different visua l preferences or auditory tuning curves, resulting in different selectiv e
pressures and outcomes. Of course, the evolution o f such male characteristics is not
entirely negotiable, sinc e the laws of physics must still be respected i f otherwise arbi-
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trary visual and vocal signals are to be effectively transmitted and received. The impor-
tant poin t to be made here is that evolve d mechanisms that provid e an interfac e
between an organis m and the physica l world are fundamentally more constrained
than are mechanisms that evolve to coordinate interactions among conspecifics, as in
communication systems. A communication system must be shared by conspecifics in
order t o functio n effectively , althoug h adaptation s fo r communicatio n coul d b e
designed in diverse ways while still satisfying this basic requirement.

To summarize so far, the current debate on the evolution of human language (Piat-
telli-Palmarini, 1989; Pinker & Bloom, 1990) has focused attention on the more gen-
eral question of when it is appropriate to invoke natural selection as a causal expla-
nation fo r huma n behavior . Skepticis m abou t th e legitimac y o f adaptationis t
reasoning has been fueled by the misleading claim that characteristics that qualify as
exaptations rather than as adaptations are exempt from the process of natural selec-
tion. The argument made here is that the origin of a human behavior as an exaptation
does not preclude the influence of natural selection in the subsequent refinement of
that behavior for its current specialized function. A second misguided assumption in
the antiadaptationist position is that the presence of arbitrary design features provides
evidence against evolution by natural slection. However, because social behaviors in
general, and communicative behaviors in particular, evolve in response to relatively
variable physiological and behavioral characteristics of conspecifics, they are free to be
arbitrary in some respects , a s long as they are shared by group members. Human
maternal speech to infants will provide an example of an exaptation that emerged from
vocal behaviors originally serving other functions in our primate ancestors and that
has design features shaped by natural selection in the course of hominid evolution.

THE PROSODIC CHARACTERISTICS OF MOTHERS' SPEECH TO INFANTS

This section will focus on the acoustic characteristics of prosody in speech to infants
in English and other languages. If the vocal modifications of infant-directed speech
indeed serve important biological functions in early human development, as will be
argued in subsequent sections, then the prosodic characteristics of caretakers' speech
should exhibit similar features across diverse cultures. The cross-cultural universality
of prosodic modifications in infant-directed vocalizations is crucial evidence for the
claim that this special form of speech is a species-specific caretaking behavior.

Cross-Language Research on the Prosody of Infant-Directed Speech

Although research on parental speech to children focused initially on the simplifie d
linguistic features typical of early language input (e.g., Snow & Ferguson, 1977), in the
last decade there has been increasing interest in prosodic as well as linguistic features
of child-directed speech. The use of high pitch and exaggerated intonation in speech
to children had been widely observed by anthropologists and linguists in such diverse
languages as Latvian (Ruke-Dravina, 1976), Japanese (Chew, 1969), Comanche (Fer-
guson, 1964) , and Sinhala (Meegaskumbura, 1980). However, Garnica's (1977) spec-
trographic analysis of English speech to children provided the first systematic acoustic
evidence for the reported prosodic modifications in mothers' speech. Garnica docu-
mented the higher mean fundamental frequency (F0) and wider F0 range in speech to
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2-year-old children than in speech to adults, as well as the more frequent use of rising
F0 contours. I n an acoustic analysis of German mothers' speech, Fernald and Simon
(1984) found that even with newborns, mothers use higher mean F0, wider F0 excur-
sions, longer pauses, shorter utterances, and more highly stereotyped F0 contours than
in speech to adults, as shown in Figure 10.1. Although the use of exaggerated F0 con-
tours and repetitiveness is a prominent feature of mothers' speech to infants through-
out the first year of life, Stem, Spieker, Barnett, and MacKain (1983) found these pro-
sodic features to be more pronounced in speech to 4-month-old infants than in speech
to younger or older infants.

The prosodi c modification s most consistently observed in studie s of American
English (Garnica, 1977; Jacobson, Boersma, Fields, & Olson, 1983; Stern et al., 1983)
and German (Fernald & Simon, 1984; Papousek, Papousek, & Haekel, 1987) include
higher mean pitch, higher pitch maxima and minima, greater pitch variability, shorter
vocalizations, and longer pauses. In a recent cross-language comparison of parental

Figure 10.1 Pitch contours from one subject in three conditions: (a) speech to adults
(AD speech); (b) speech addressed to absent infant (Simulated ID Speech); and (c)
speech to newborn infant, held in mother's arms (ID Speech). Ordinate shows funda-
mental frequency (F0) in hertz, plotted logarithmically. From "Expanded Intonation Con-
tours in Mothers' Speech to Newborns" by A. Fernald and T. Simon, 1984, Develop-
mental Psychology, 20, with permission of the American Psychological Association.
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speech in French, Italian, Japanese, German, and British and American English, Fer-
nald et al. (1989) found comparable prosodic modification s in speech to 12-month -
old infants across these six language groups. Furthermore, fathers as well as mothers
altered their intonation when addressing infants in these languages, as shown in Figure
10.2. Similar prosodic feature s have also been reported i n two studies of mothers '
speech to infants in Mandarin Chinese (Grieser & Kuhl, 1988; Papousek, 1987). In the
first systematic acoustic study of maternal speech in a nonindustralized cultural group,
Eisen and Fernald (in preparation) have found that Xhosa-speaking mothers in South
Africa als o use higher mean F0 and exaggerated F0 contours when interacting with
infants.

While acoustic analyse s of parental speech in differen t language s have revealed
global prosodic modifications that are similar across cultures, there is also evidence for
cultural variability. In both Japanese (Fernald e t al., 1989 ) and Mandarin Chinese
(Papousek, 1987), mothers seem to show less expansion of pitch range compared with
American and European samples, although the differences are small and the findings
inconsistent (see Grieser & Kuhl, 1988). Of the cultures studied so far, American mid-
dle-class parents show the most extreme prosodic modifications, differing significantly
from other language groups in the magnitude of intonational exaggeration in infant-
directed speech (Fernald et al., 1989). These findings may reflect culture-specific "dis -
play rules" governing the public expression of emotion. While in middle-class Amer-
ican culture, emotional expressiveness is not only tolerated but expected, in Asian cul-
tures exaggerated facial an d voca l displays are considered les s acceptable (Ekman,
1972). In any event, the variations across cultures in the prosody of speech to children
reported to date are relatively minor, and the few reports of cultures in which no spe-

Figure 10.2 Cross-language comparison of fundamental frequency (F0) characteristics
of mothers' (Mo) and fathers' (Fa) speech to adult and infants. For each bar, the bottom
line represents the mean F0 minimum, the top line represents the mean F0 maximum,
and the intersecting line represents the mean F0 per utterance. The extent of the bar
corresponds to the F0 range. From A. Fernald, T. Taeschner, J. Dunn, M. Papousek, B.
Boysson-Bardies, and I. Fukui, 1989, Journal of Child Language, 16, with permission of
Cambridge University Press.
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rial infant-directe d speech register is used (e.g., Ratner & Pye, 1984 ) are difficult t o
interpret (se e Fernald et al., 1989) . The common patter n o f results emerging from
comparative research on parental speech is one of impressive consistency across cul-
tures in the use of exaggerated intonation in speech to infants.

Relations Between Prosodic Form and Communicative Function in Mothers'
Speech

In addition to descriptive studies that focus on the global features of parental prosody,
a few studies have begun to investigate the fine structure of infant-directed intonation
in relatio n t o particula r context s o f interaction . Th e questio n o f interes t i n thi s
research is whether specific prosodic forms in mothers' speech are regularly associated
with specific communicative intentions. In particular, do mothers use context-specific
intonation patterns when involved in routine caretaking activities such as soothing or
comforting, elicitin g attention , expressin g prais e o r approval , o r prohibitin g th e
infant? When soothing a distressed infant, for example, mothers are more likely to use
low pitch and falling pitch contours than to use high, rising contours (Fernald, Ker-
manschachi, & Lees, 1984; Papousek, Papousek, & Bornstein, 1985). When the moth-
er's goal is to engage attention and elicit a response, however, rising pitch contours are
more commonly used (Ferrier, 1985; Ryan, 1978). Bell-shaped pitch contours occur
most frequentl y whe n the mothe r is attempting to maintai n the infant' s attention
(Stern, Spieker, & MacKain, 1982) . These results, all based on observations of Amer-
ican middle-class mothers, suggest that maternal prosody is modulated in accordance
with the infant's affective state and that mothers use intonation differentiall y to regu-
late infant arousal and attention.

Are these relations between prosodic form and communicative function universal
across languages? Preliminary observations suggest that certain associations of rela-
tively stereotyped intonation patterns with particular communicative intentions share
striking similarities across cultures (Fernald, 1992) . For example, Approval vocaliza-
tions in English, German, French, and Italian are typically high in mean F0 and wide
in F0 range, with a prominent rise-fall F0 contour, as shown in Figure 10.3. In contrast,
Prohibition vocalization s in these languages are typically low in mean F0 and narrow
in F0 range, as well as shorter, more intense, and more abrupt in onset. Comfort vocal-
izations, while similar to Prohibitions in low mean F0 and narrow F0 range, are longer,
less intense, and softer in onset than Prohibitions. I n musical terms, Comfort vocali-
zations have a smooth "legato" quality, in marked contrast to the sharp "staccato"
quality of Prohibitions. I t is important to note, however, that these stereotyped pro-
sodic patterns are characterised no t only by F0 characteristics such as contour shape ,
as shown in Figure 10.3 , but also by differences i n amplitude envelope and spectral
composition. Thu s a n adequat e characterizatio n o f prosodi c contou r type s wil l
involve developing a taxonomy based on complex functions of graded changes along
these multiple acoustic dimensions, research that is currently in progress. In the mean-
time, these initial observations sugges t that across a variety of languages, common
communicative intentions are associated with particular prosodic forms in maternal
speech to preverbal infants.

What would account for this correspondence betwee n characteristic patterns of
prosodic features and specific motivational states? One explanation could be that these
context-specific materna l vocalization s ar e essentiall y expression s o f voca l affect ,
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Figure 10.3 Examples of pitch contours from Approval, Prohibition, Attention, and
Comfort vocalizations in British, American, German, French, and Italian mothers' speech
to 12-month-old infants.

which are similar in form across cultures just as facial expressions are universal across
cultures (Ekman, 1972) . In research on universal features of vocal expressions, there
is general agreement that adult listeners are fairly accurate in recognizing emotions
from vocal cues, although there is less consensus about which acoustic correlates dif-
ferentiate among vocal expressions o f different emotion s (Scherer, 1986) . However,
several studies indicate that increases in mean F0 and F 0 range are typical of vocal
expressions of enjoyment an d happiness , while decreases in mean F0 and F 0 range,
especially when accompanied by harsh voice quality, characterize expressions of irri-
tation and anger. Scherer (1985, 1986) has proposed that these acoustic patterns are
shaped b y physiological and moto r response s related to the underlyin g emotional
state. Cosmides (1983) has stressed that consistent acoustic configurations in emo-
tional expressions also yield important information about the speaker's intentions and
motivations. A correspondence betwee n particular voca l features and motivationa l
states may even be general across different bir d and mammal species. The biologist
Morton (1977) found that high tonal sounds in animal repertoires are associated with
fear, appeasement, o r friendly approach, while low, harsh sounds are associated with
threat. One interesting result consistent with such hypotheses is Tartter's (1980) find-
ing that smiling while talking alters the shape of the human vocal tract, resulting in
higher mean F0. Whatever the underlying mechanisms influencing sound production,
mothers' infant-directed approval vocalizations are high in mean F0 and wide in F0
range, prosodic features typical of happy vocal expressions, while prohibition vocali -
zations have prosodic features typical of angry expressions.

Although universal production constraint s on vocal affect expression s undoubt-
edly do influence the sound patterns of maternal speech, the context-specific vocali-
zations illustrated in Figure 10. 3 are not simpl y expressions indexing the mother' s
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emotional or motivational state . While infant-directed praise vocalizations are posi-
tive in tone, an d prohibition s ar e negative in tone, thes e vocalizations also have a
strong pragmatic character. When the mother praises the infant, she uses her voice not
only to express her own positive feelings, but also to reward and encourage the child.
And whether or not the mother feels anger when producing a prohibition, she uses a
sound well designed to interrupt and inhibit the child's behavior. Thus the exaggerated
prosody of mothers' speech is used instrumentally to influence the child's behavior, as
well as expressively, revealing information about the mother's feeling s and motiva-
tional state. In this respect, the use of prosody in human maternal speech is similar to
the use of vocal signals by some nonhuman primates, a proposal to be explored in later
sections.

The descriptive findings on speech to huma n infants reviewe d so far provide a
foundation for the argument that the exaggerated prosodic patterns of infant-directed
speech serve important developmental functions . The cross-linguistic data suggest that
maternal vocalization s hav e common acousti c feature s that ar e potentiall y highl y
salient as auditory stimuli for the infant and that mothers tend to use specific prosodic
patterns in particular contexts of interaction. However , such descriptive findings can
provide only indirect support for claims about the communicative functions of pros-
ody in early development. The next section will consider two additional kinds of rel-
evant evidence, integrating research findings on the capabilities and predispositions of
human infant s wit h result s fro m experimenta l studie s directl y testing hypotheses
about the influence of maternal prosody on infant perception and behavior.

COMMUNICATIVE FUNCTIONS OF INTONATION IN INFANT-DIRECTED
SPEECH

Why do adults engage in such unusual vocal behavior, speaking in glissandi some-
times exceeding two octaves in pitch range, in the presence of a young infant? Early
investigations of the influenc e o f mothers ' speec h o n infan t developmen t focused
exclusively on syntactic and semantic features of language input in relation to chil-
dren's languag e production (se e Snow, 1977) . This researc h wa s motivated b y th e
hypothesis that the primary function of the special infant-directed speec h styl e is to
teach language to a linguistic novice. However, the fact that mothers quite consistently
simplify their speech and use exaggerated intonation even when interacting with new-
borns, long before language learning is a central developmental issue, suggests that the
modifications in infant-directed speech serve prelinguistic functions as well.

A mode l o f th e multipl e developmenta l function s of intonation i n speec h t o
infants over the first year of life is presented i n Figure 10.4 . According to this model,
the characteristic prosodi c patterns o f mothers' speec h serve initially to elicit infan t
attention, t o modulat e arousa l an d affect , an d t o communicate affectiv e meaning .
Only gradually, toward the end of the first year, does the prosody of mothers' speech
begin to serve specifically linguistic functions, facilitating speech processing and com-
prehension. With its emphasis on the prelinguistic regulator y functions of intonation
in mother-infan t interaction, this mode l propose s biological predisposition s rathe r
than linguistic or cultural conventions as primary determinants o f the use and effec -
tiveness of exaggerated intonation i n speech t o infants. This model o f the multiple
developmental functions of infant-directed intonatio n will serve to organize support
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ACOUSTIC HIGHLIGHTIN G O F WORD S
Prosodic markin g o f focuse d word s help s th e
infant t o identif y linguisti c unit s withi n th e
stream o f speech . Word s begi n t o emerg e fro m
the melody .

COMMUNICATION O F INTENTIO N &  EMOTIO N
Vocal an d facia l expression s giv e th e infan t
initial acces s t o th e feeling s an d intention s o f
others. Stereotype d prosodi c contour s occurrin g
in specifi c affectiv e context s com e t o functio n a s
the firs t regula r sound-meanin g correspondence s
for th e infant .

MODULATION O F ATTENTION , AROUSA L &  AFFEC T
Melodies o f materna l speec h becom e increasingl y
effective i n directin g infan t attentio n an d modulatin g
infant arousa l an d emotion .

INTRINSIC PERCEPTUA L &  AFFECTIV E SALIENC E
From th e beginning , th e infan t i s predispose d t o
respond differentiall y t o certai n prosodi c characteristic s
of infant-directe d speech . Certai n materna l vocalisation s
function a s unconditione d stimul i i n alerting , soothing ,
pleasing, an d alarmin g th e infant .

Figure 10.4 Developmental functions of prosody in speech to infants.

for the argument that human maternal speech is an adaptive mechanism. The claim
that this special vocal behavior has been selected for in evolution requires evidence on
the proximal level that human maternal vocalizations have design features that are
particularly advantageous in establishing communication with the young infant. This
section wil l review the growing number of research findings demonstrating that the
exaggerated melodies of mothers' speech are highly salient to young infants, influenc -
ing infant attention, arousal , emotion, and language comprehension.
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The Perceptual and Affective Salience of Intonation in Infant-Directed
Speech

At birth, and probabl y even before birth, infant s ar e attentive to prosodi c cue s in
speech. Very young infants are able to make discriminations based on several prosodic
parameters, includin g frequency (Wormith , Pankhurst , &  Moffitt , 1975) , intensity
(Steinschneider, Lipton, & Richmond, 1966) , duration (Miller & Byrne, 1983), rise-
time (Kearsley , 1973) , an d tempora l patter n (Clarkso n &  Berg , 1983 ; Demany ,
McKenzie, & Vurpillot, 1977) . Newborns show a preference for their own mother's
voice over another woman's voice (DeCasper & Fifer, 1980) , an effect that is presum-
ably due to prenatal familiarization. The recent finding that newborns can discrimi-
nate between speech samples spoken in their mother's native language and in an unfa-
miliar language, even when the stimul i are low-pass filtered (Mehler et al. , 1990) ,
provides further evidence for the prenatal development of sensitivity to prosodic infor-
mation in vocal signals.

The idea that the melodic intonation of mothers' speech is a prepotent stimulus
for th e huma n infant , effectiv e a t birth , was proposed hal f a century ago by Lewis
(1936/1951). Lewis argued that "the voic e at the outset is not a neutral stimulus; it
possesses a n affective characte r fo r the child—in other words, it evokes a response"
(1936/1952, p. 52). This immediately compelling quality of maternal speech, because
of its salient perceptua l feature s and affectiv e tone, underlies the mos t basic of the
developmental functions of prosody shown in Figure 10.4 . The claim that maternal
intonation functions initially at this level assumes not only that prosodic features are
discriminable by young infants, but also that they are qualitatively different i n their
effects on the infant. Several studies document such differential effects of prosodically
varied auditory signals on infant behavior. For example, moderately intense sounds
elicit cardiac deceleration, an orienting response, while signals higher in intensity elicit
acceleration, a  defensive reaction (Berg, 1975). Similarly, signals with a gradual rise-
time in intensity elicit eye opening and orienting, while a more abrupt rise-time leads
to eye closing and withdrawal (Kearsley, 1973) .

In this sense, the characteristic infant-directed Prohibition vocalizations described
earlier, high in intensity with an abrupt rise-time, function initially as unconditioned
stimuli. That is, they elicit a defensive response from the infant that is directly attrib-
utable to acoustic rather than to linguistic features. Comfort sounds provide another
example of maternal vocalization s tha t elici t unconditioned responses fro m young
infants. Studies of acoustic signals most effective i n soothing distressed infant s have
identified three types of sounds that reduc e crying. First, low-frequenc y sound s are
more effective than high-frequency sounds (Bench, 1969). Second, continuous sounds
are more soothing than intermittent signals (Birns, Blank, Bridger, & Escalona, 1965).
Third, white noise is particularly effective i n soothing a crying infant (Watterso n &
Riccillo, 1983) . When mothers use their voice to calm a distressed infant , they fre-
quently incorporate all three of these acoustic features. Comfort vocalizations are typ-
ically low in pitch and continuous rather than intermittent. Mothers also intersperse
these vocalizations with "shhhh" sounds, which are similar to white noise (Fernald,
Kermanschachi, & Lees, 1984). Thus, in both Comfort and Prohibition vocalizations
addressed to infants, mothers quite intuitively exploit infants' innate predisposition to
respond differentially to particular acoustic qualities of sounds.
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Maternal Intonation and Infant Attention

At the second level of the model shown in Figure 10.4, the prosody of mothers' speech
functions wit h increasing effectiveness t o engage infant attentio n an d t o modulate
arousal and emotion. Over the first six months of life, the infant's visual capabilities
and motor coordination improve dramatically (e.g., Aslin, 1987). By the age of 3 to 4
months, infants can recognize individual faces and orient to voices much more quickly
and reliably than before. The appearance of the social smile, which is initially elicited
most effectively b y high-pitched voices (Wolff, 1963) , is another landmark develop-
ment around the age of 2 months. All of these new skills contribute to infants' growing
ability to respond selectively and appropriately to the intonation of the mothers' voice
over the first few months.

The argument I am making here is not just that infants are responsive in general
to prosody before they are responsive to linguistic structure in speech, but that the
exaggerated intonation pattern s of mothers' speech are particularly effective in elicit-
ing attention and affect in very young infants. Supporting evidence comes from a num-
ber of auditory preference studies in which infants could listen either to typical adult-
directed (AD) speech or to infant-directed (ID) speech (e.g., Friedlander, 1968) . In a
listening preference study with 4-month-old infants, subject s were operantly condi-
tioned to make a head turn to one side or the other in order to be rewarded with a short
recorded segment of ID or AD speech, spoken by one of several unfamiliar women
(Fernald, 1985) . Infants made significantly more head turns to the side on which ID
speech was available a s a reinforcer . What was it about I D speech that wa s more
appealing to infants? Since natural vocalizations were used as stimuli in this study, it
was impossible to evaluate the role of any particular linguistic or acoustic feature in
eliciting the infant preference. Although it could have been some prosodic character-
istic of ID speech that was especially attractive to infants, it was also possible that the
words themselves were more familiar in the ID speech samples.

To investigate the hypothesis that it was the prosody rather than the words of ID
speech that elicited the infant listening preference, it was necessary to eliminate the
lexical content o f the natural speech stimuli and to isolate the three major acousti c
features of intonation: fundamental frequency, amplitude, and duration. In three fol-
low-up studies, w e presented infant s wit h synthesized signal s derived from th e F 0,
amplitude, and temporal characteristics of the original natural speech stimuli (Fernald
& Kuhl, 1987). Thus each of these experiments focused on a particular prosodic vari-
able in the absence of phonetic variation. Our goal was to determine whether 4-month-
old infants, when given the choice between listening to auditory signals derived from
the prosodic characteristics of either AD or ID speech, would show a listening prefer-
ence for particular prosodic features of ID speech. We found a strong infant preference
for the F0 patterns of ID speech, but no preference for either the amplitude or duration
patterns of ID speech. The results suggest that the F0 characteristics of mothers' speech
are highly salient and rewarding to infants and may account for the listening prefer-
ence for natural ID speech found in the orignal Fernald (1985) study.

One interpretation of these findings is that infants are innately predisposed to pay
attention t o the acoustic characteristics of ID speech. However , the finding that the
pitch contours of ID speech are sufficient to elicit the infant listening preference does
not preclude an interpretation based on learning. By 4 months of age, infants have had

405



406 PARENTAL CARE AND CHILDREN

a lifetime of experience with ID speech in association with many gratifying forms of
caretaking and social interaction. I t could be that 4-month-old infants attend more to
the pitch contours of ID speech because these melodies have become positively asso-
ciated with nurturance. The recent findings of Cooper and Aslin (1990), however, sug-
gest that early postnatal experience could not account entirely for the infant listening
preference. Using a visual-fixation-based auditory preference procedure, Cooper and
Aslin foun d that both newborn s and 1-month-ol d infant s preferred I D ove r A D
speech. Although there was a difference i n the absolute magnitude of the ID speech
preference between the two ages, there was no significant difference in the relative mag-
nitude of the effect, suggesting that the listening preference was as strong in newborns
as it was at 1  month of age. These findings indicate that the preference for the exag-
gerated prosody of ID speech is already present at birth and does not develop gradually
with postnatal experience .

Research on this early listening preference has been extended in several interesting
directions by Werker and McLeod (1989). Infants at 4 and 8 months of age were shown
video recordings of both male and female adults reciting identical script s in ID and
AD speech. Werker and McLeo d included measure s of both attentional preference
and affective responsiveness in the two speech conditions. The y found that infants at
both ages attended longe r to ID speech than to AD speech when spoken by either a
male or a  female . Furthermore , infant s responded wit h significantly mor e positive
affect t o male and femal e ID speech than to AD speech. By demonstrating that the
infant listenin g preference for ID speech extends to male voices, the result s of this
study suggest that the relatively high mean F0 of the female voice is not the critical
parameter in eliciting infant attention. Instead, it is probably the exaggerated F0 mod-
ulation, within either the male or female F0 range, that is the most engaging feature of
ID speech.

The power of ID speech to engage infant attention ha s also been shown using a
psychophysiological measure, in addition to the behavioral preference measures just
described. In a study of infant cardiac orienting, we presented 24 4-month-old infants
with vocalic sounds differing in pitch range. The stimuli consisted of repetitions of the
monosyllable /a/, spoken with either the narrow F0 range typical of AD speech or the
wide F0 range typical of ID speech, but identical in amplitude characteristics and dura-
tion. We found that infants showed reliably greater heart rate deceleration when lis-
tening to the wide-range pitch contours (Fernald & Clarkson, in preparation). Thes e
results provide convergen t psychophysiological evidenc e fo r the differentia l atten -
tional responsivenes s of young infants to the exaggerated prosodic contours of ID
speech.

Maternal Intonation and Infant Emotion

The melodies of mothers' speec h no t onl y captivate attention , bu t also engage the
infant emotionally. In The First Relationship: Infant an d Mother, Daniel Stern (1977)
describes an interchange between a mother and her 3-month-old son, halfway through
a feeding session:

His eyes locked on to hers, and together they held motionless for an instant. The infant did
not return to sucking and his mother held frozen he r slight expression of anticipation. This
silent and almost motionless instant continued to hang until the mother suddenly shattered
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it by saying "Hey!" and simultaneously opening her eyes wider, raising her eyebrows further,
and throwing her head up and toward the infant. Almost simultanteously, the baby's eyes
widened. His head tilted up and, as his smile broadened, th e nipple fell out of his mouth.
Now she said, "Well hello!... heello... heeelloooo!", so that her pitch rose and the "hellos"
became longer and more stressed on each successive repetition. With each phrase the baby
expressed mor e pleasure, and his body resonated almost like a balloon being pumped up,
filling a little more with each breath, (p. 3)

Anyone who has interacted intensively with a young infant knows the shared plea-
sure of such moments, and the power of the voice to modulate and sustain that plea-
sure. Such observations echo those of early investigators of mother-infant interactio n
who reported that young infants respond differentially to positive and negative affect
in the voice (Buhler & Hetzer, 1928; Lewis, 1936/1951) and smile earlier to voices than
to faces (Wolff, 1963) . It is therefore surprising that recent research on infants' percep-
tion of emotional signals has focused almost exclusively on the face. In fact, the ability
to recognize emotional facial expressions appears to develop rather slowly over the first
year. Numerous studies of infants' discrimination and categorization of facial displays
indicate that it is not until 7 months of age that infants reliably recognize happy and
angry facial expressions (see Nelson, 1987, for a review). Moreover, two recent studies
of infants' perception of facial-plus-vocal displays (Caron, Caron, & MacLean, 1988;
Werker & McLeod, 1989 ) suggest that in the first half year of life infant s are more
responsive to the voice than to the face.

In a recent series of experiments in our laboratory, we investigated infants' respon-
siveness to positive and negative vocalizations in unfamiliar languages as well as in
English. This research was designed to address four questions: (a) Do young infants
respond differentially to positive and negative affective expressions in the voice, at an
age when they are not yet showing selective responsiveness to positive and negative
affect in the face? (b) do infants respond appropriately to vocal expressions differing in
affective tone? (c) are infants more responsive to affective vocalizations i n ID speech
than in AD speech? (d) are infants responsive to affective vocalizations spoken in lan-
guages with which they are completely unfamiliar?

In an auditory preference procedure, infant s were presented wit h Approval and
Prohibition vocalizations, typical of those used by mothers when praising or scolding
an infant. The subjects in these studies were 5-month-old infants from monolingual
English-speaking families. Each infant heard Approval and Prohibition vocalizations
spoken in ID speech in German, Italian , or Japanese. English Approvals and Prohi-
bitions were presented in both ID speech and AD speech. When listening to English,
infants responded wit h differential and appropriate affect to these positive and nega-
tive vocal expressions in ID speech only. That is, they showed more positive affect t o
Approvals and more negative affect to Prohibitions in ID speech but not in AD speech.
When listening to ID speech in German and Italian, infants also responded with dif-
ferential and appropriate affect . I n Japanese, however , infants listened with neutral
affect to Approvals as well as to Prohibitions .

Why should American infants respond affectively to infant-directed Approval and
Prohibition vocalizations in two unfamiliar European languages as well as in English,
but not in Japanese? Although Japanese mothers elevate their pitch when speaking to
infants, the pitch range used by Japanese mothers in ID speech is narrower than that
used by European mothers (Fernald et al., 1989). Japanese vocalizations may be more
difficult fo r infants to distinguish. In fact, Japanese vocal expressions of emotion are
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difficult fo r European adults to interpret (Shimoda, Argyle, & Riccibitti, 1978) , per-
haps for the same reason. If research on the auditory preferences of Japanese infants
reveals that infants familiar with Japanese respond with appropriate affect to Approv-
als and Prohibitions in their language, this finding would suggest the early influence of
cultural difference s i n mother-infan t interaction. Perhap s 5-month-ol d American
infants are already accustomed t o the wider pitch modulation s an d dynamic range
characteristic of affective vocalizations in cultures encouraging emotional expressive-
ness, so that German an d Italian ar e more "familiar" to them in terms of prosodic
characteristics than is Japanese. Researc h in progress on the prosodic characteristics
of Japanes e mothers ' speec h an d o n th e responsivenes s o f Japanes e infant s t o
Approval and Prohibition vocalizations in different languages will enable us to explore
further these intriguing questions.

Four major findings emerge from these studies on infants' responsiveness to affec -
tive vocal expressions. First, at the age of 5 months, when infants are not yet showing
consistent selective responsiveness to positive and negative facial expressions, infants
do respond differentially to positive and negative vocal expressions, suggesting that the
voice is more powerful than the face as a social signal in early infancy. Second, infants
respond wit h appropriate affect t o positive an d negativ e vocal expressions, smilin g
more to Approvals than to Prohibitions. Third, infants are more responsive to affective
vocalizations in ID speech than in AD speech, suggesting that the exaggerated prosodic
characteristics of maternal vocalizations to infants increase their salience as vocal sig-
nals. And finally, young infants are responsive to affective vocalizations spoke n with
infant-directed prosody even in languages that they have never heard before, providing
evidence for the functional equivalence of such ID vocalizations across cultures. These
findings indicate that the melodies of mothers' speech are compelling auditory stimuli,
which are particularly effective in eliciting emotion in preverbal infants.

The finding that American infants differentiate maternal vocalizations in some but
not all languages suggests that cultura l difference s i n the nature and extent of emo-
tional expressiveness may also have an early influence on infants' responsiveness to
vocal signals. A process of early cultural "calibration" might account for these cross-
language differences. According to this explanation, infants in all cultures are initially
responsive to the same vocal cues, in that they find smooth, wide-range pitch contours
of moderate loudness to be pleasing, while they find low, narrow pitch contours that
are short, staccato, and loud to be more aversive. However, cultural differences in dis-
play rules governing emotional expression may determine the levels and range of emo-
tional intensity to which the infant is routinely exposed and which the infant comes
to expect in social interaction with adults.

Maternal Intonation and the Communication of Intention

At the third level of the model shown in Figure 10.4, infants gain access to the feelings
and intention s o f others through the intonation of infant-directed speech . Tha t is ,
infants begin to learn to interpret the emotional states of others and to make predic-
tions about the future actions of others, using information available in vocal and facial
expressions. It is important to note that this third level of processing of vocal signals is
quite different fro m the selective responsiveness of young infants to affective vocali -
zations described in the preceding section. When the 5-month-old infant smiles to an
Approval or startles to a Prohibition, the prosody of the mother's voice influences the
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infant directly. The infant's differential responses in no way presuppose an ability to
decode the emotions expressed by the mother. Rather, the infant listens with pleasure
to pleasant sound s and with displeasure to unpleasan t sounds , without necessarily
understanding anything about the affective states motivating the production o f these
vocalizations. Such maternal vocalizations are potent signals not because they inform
the infant about the mother's emotional state, but because they directly induce emo-
tion in the infant . Of course, since pleasant-sounding praise vocalizations are ofte n
accompanied by smiles and other indexes of positive affect, while negative vocaliza-
tions co-occur with other signs of negative affect, infants  have ample opportunity to
learn about the contexts of occurrence of particular vocal forms, reinforcing their pos-
itive and negative associations. The important distinction to be made here is that ini-
tially these characteristic vocal patterns influence the infant by virtue of their intrinsic
acoustic features, strengthened through frequent association with other forms of affec-
tive input, although they are not yet appreciated a s "cues" to the emotional state of
the speaker .

Evidence that infants in the second half-year of life are developing the ability to
read the emotional signal s of others through facial and vocal expressions comes pri-
marily fro m researc h o n "socia l referencing." Klinnert , Campos , Sorce , Emde , &
Svejda (1983) review several studies showing that infants around the age of 8 months
seek out and appropriately interpret emotional signals from adults, especially in situ-
ations of uncertainty for the infant. For example, when an 8-month-old infant is unde-
cided as to whether to cross the visual cliff or to approach an ambiguous toy, the infant
will look to the mother. If the mother responds with exaggerated facial and vocal signs
of happiness, the infant will typically proceed; however, if the mother responds with
exaggerated expressions of fear, the infant will withdraw. Unfortunately, the relative
potency of facial and vocal cues in this situation has not been adequately investigated.
Although the mother's facial expressions appear to be sufficient to regulate the infant's
behavior, i t is not yet known whether vocal cues are also sufficient (Klinner t et al.,
1983).

Another question that has yet to be addressed is whether infants in the social refer-
encing paradigm are responsive only to highly exaggerated emotional displays. Given
the finding described earlier that younger infants respond affectively to ID speech but
not to AD speech, it seems likely that the exaggerated vocal and facial expressions typ-
ically used by mothers interacting with infants would provide especially salient infor -
mation about the mother's emotiona l state. A recent study with adult subjects pro-
vides indirec t suppor t fo r th e hypothesi s tha t informatio n abou t emotio n an d
communicative intent is conveyed with special clarity through the exaggerated into-
nation of ID speech (Fernald, 1989). Subjects listening to content-filtered ID and AD
speech samples were asked to identify the communicative intent of the speaker, using
only prosodic information. We found that listeners were able to use intonation to iden-
tify th e speaker' s inten t wit h significantly higher accuracy i n speec h addresse d t o
infants. This finding suggests that the prosodic patterns of ID speech are more distinc-
tive and more informative than those of AD speech and may provide the preverbal
infant with reliable cues to the affective state and intentions of the speaker.

Could infants potentially make use of such prosodic contours to gain access to the
communicative intent o f the speaker? Research o n infants' perception o f melodies
provides indirect evidence for the salience of pitch patterns in the preverbal period. By
6 months, infants can extract the melodic contour in a tonal sequence even when the



410 PARENTAL CARE AND CHILDREN

sequence is transposed into a different frequenc y range (Trehub, Thorpe, & Morron-
giello, 1987). Infants appear to encode information about contour as opposed to abso-
lute frequencies, since they perceive transposed melodies as similar or equivalent. This
holistic mod e o f auditor y processing , i n whic h the relationa l feature s o f a  tona l
sequence are retained, could enable infants to encode the prominent melodic patterns
of infant-directed speech and recognize these characteristic melodies across variations
in speaker, segmental content, and pitch range.

Maternal Intonation and Early Language Development

At the fourt h leve l of the mode l shown in Figure 10.4 , the prosodic patterns of ID
speech increasingly serve linguistic functions. While the infant perceives prosodic con-
tours holistically in the earlier preverbal period, words gradually begin to emerge from
the melody toward the end of the first year. As the child develops the ability to use
language to extract meaning from the mother's vocalizations, the prosody of maternal
speech helps to draw the infant's attention to particular linguistic units within the con-
tinuous stream of speech. In a study of mothers' us e of prosodic emphasis to mark
focused word s in speec h to infant s an d adults , w e found tha t prosodi c cues in I D
speech were not only more emphatic than those in AD speech, but also more consis-
tent and more highly correlated (Fernald & Mazzie, 1991). When highlighting focused
words, mothers used a distinctive prosodic strategy in speech to their infants. Focused
words occurred most often on exaggerated pitch peaks in the final position in phrases
in ID speech, while in AD speech the acoustic correlates o f lexical stress were much
more variable.

Does the use of exaggerated prosody actually help the infant to recognize focused
words in continuous speech? In a recent study of the influence of intonation patterns
on early lexical comprehension, we found that infants in the early stages of language
acquisition are better able to recognize familiar words in ID speech than in AD speech
(Fernald & McRoberts, 1991) . In this study, 15-month-ol d infants were tested in an
auditory-visual matchin g procedure. On each trial, infants were presented with pairs
of colored slides of familiar objects, accompanied by a recorded vocalization drawing
their attention to one of the two objects (e.g., "Look at the ball! See the ball?''').  The
vocal stimuli were presented with the target word stressed in either ID or AD intona-
tion. The index of comprehension in this procedure was whether infants looked longer
at the picture matching the target word. We found that when target words were pre-
sented i n ID speech, infant s recognized the target words more reliably than in AD
speech. Follow-up studies suggest, however, that by 18 months infants have acquired
the abilit y t o identif y familia r word s equally wel l i n A D speec h an d I D speech ,
although exaggerated intonation may still be important in acquiring new words at this
age. These findings suggest that, at least in English, the acoustic highlighting of new
words in mothers' speech may facilitate language comprehension in infants just begin-
ning to lear n language . Whether the dramati c pitc h peak s o f ID speec h actuall y
enhance the intelligibility of focused words or serve primarily as an attention-focusing
device is a question still to be addressed.

To summarize so far, the exaggerated melodies of mothers' speech to infants serve
many different function s in early development, prio r to the acquisition o f language.
The distinctiv e prosodic pattern s o f maternal speec h ar e prepotent signal s for the
infant at birth and are effective in the early months in eliciting and maintaining atten-
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tion and in modulating arousal. Prior to the time when the mother's speech sounds
can influence her child's behavior symbolically through their referential power, her
intonation affect s the child directly. When her intention is to arouse and delight the
infant, she uses smooth, wide-range pitch contours, often with rising intonation; when
her goal is to soothe, she rocks the infant and speaks with low, falling pitch. And just
as the vestibular rhythms of rocking have a direct calming effect o n the child (e.g.,
Byrne & Horowitz, 1981), the acoustic features of the mother's soothing melodies also
function directly to decrease arousal and calm the infant. Thus in the first year of the
infant's life, the communicative force of the mother's vocalizations derive not fro m
their arbitrary meanings in a linguistic code, but more from their immediate musical
power to arouse and alert, to calm, and to delight. Although the exaggerated pitch pat-
terns of maternal vocalizations may eventually help the child in the second year to
identify linguistic units in speech, the human voice becomes meaningful to the infant
through maternal intonation much earlier in development. Throug h this distinctive
form of vocal communication the infant begins to experience emotional communion
with others, months before communion through symbols is possible.

CONSTRAINTS ON THE EVOLUTION OF VOCAL COMMUNICATION
SYSTEMS

In making the argument that human maternal speech is an adaptive mechanism, it is
necessary t o demonstrate no t only that this special for m o f vocal communicatio n
serves critical biological functions in early development, but also that this behavior
meets other criteria fo r invoking a selectionist account . On e question o f interest is
whether this human vocal behavior shares common design features with vocal behav-
iors in other species where natural selection has more obviously played a formative
role in shaping vocal signals to serve particular functions . This section wil l present
research findings from the ethological literature on vocal communication in nonhu-
man animals, focusing on studies that attempt to elucidate the functional significance
of particular vocal adaptations. Three questions will be addressed: First, how do con-
straints on perceptual and production mechanisms , as well as characteristics o f the
environment, influence the evolution of vocal repertoires? Second, what selective pres-
sures appear to favor the evolution of graded versus discrete vocal signals? And finally,
how do ritualized vocal signals function to enhance signal detectability? The etholog-
ical research reviewed in the context of these three questions will suggest which forms
of evidence are most relevant in evaluating the claim that the special form of infant-
directed speech used by human mothers is a caretaking behavior that has also been
influenced by natural selection .

In discussing the functional significance of courtship calls in certain animals, Dar-
win (1872) described them as "sweet to the ears of the species," referring to the special
power of such species-specific signals to please and entice a potential mate. Darwin's
daring speculation tha t communicative signals in animals are as susceptible to the
influence of natural selection a s are morphological features is now widely accepted.
However, in the absence of a fossi l recor d of such ephemeral phenomena as vocal
sounds,1 the evidence for adaptation i n signal systems consists primarily of correla-
tional findings relating acoustic and functional characteristics of species-specific vocal-
izations to other characteristics an d conditions o f the species that are likely to have
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exerted selective pressure on vocal forms. While necessarily indirect, such converging
ethological evidence ha s become increasingl y sophisticated in recent years , leadin g
convincingly to the conclusion that the vocal repertoires of closely related species have
been shaped differentially by evolution. Small variations in vocal forms between spe-
cies are correlated wit h subtle differences i n species-specific perceptual sensitivities ,
social organization, and habitat characteristics .

Perceptual and Production Constraints on the Evolution of Vocal Signals

The primary function of animal sounds in social species is communication. With very
few exceptions (e.g., in the production of echolocation sound s by bats), the specialize d
sound-producing organs found across the animal kingdom have evolved to send sig-
nals to other animals (Krebs & Dawkins, 1984). The idea that the acoustic signals typ-
ical of a species are "well designed" t o be detected and recognized by conspecifics is
widely accepted i n the ethologica l literature . I n som e cases , th e responsivenes s o f
young animals to acoustic signals emerges without social experience. Swamp sparrows
reared in isolation, for example, respond with greater cardiac orienting to the swamp
sparrow call than to the cal l of a related species , on first exposure to these sounds
(Dooling & Searcy, 1980) . In other avian species, prenatal exposure to the mother' s
call (Gottlieb , 1980 ) and brie f postnatal experienc e with conspecific vocalization s
(Marler, 1984) are instrumental in the development of selective responsiveness to spe-
cies-specific signals. However, even when the emergence of auditory selectivity in ani-
mals requires some learning and is not, so to speak, "hardwired," genetic mechanisms
are implicated (see Gould & Marler, 1987). Such selective responsiveness to particular
animal sounds of high biological relevance reflects the influence of natural selection,
according to Marler, Zoloth, and Dooling (1981):

As a recurrent finding in ethological studies , developing young animals manifest respon -
siveness to particular environmental stimuli. These especially salient stimuli are associated
with events that are fraught with special biological significance for all species members, such
as predator detection o r sexual communication. The selectivity of such innate responsive-
ness is sometimes so narrow that it is hard to imagine peripheral structures that could explain
the specificity of responsiveness, especially when mediated by receptor systems known to be
responsive to broader ranges of stimuli. To the extent that environmental events with special
significance in the life of an organism are predictable over transgenerational time, adaptive
species-specific genetic control over stimulus responsiveness becomes feasible, (p. 167)

Physiological and perceptual characteristics involved in sound production and recep-
tion are one source of evolutionary pressure shaping the form of vocal communication
in a species. In some cases, the evolution of species-specific vocal signals seems to have
been constrained primarily by the perceptual limitations of the conspecific recipient,
as in the frog mating calls mentioned earlier. By comparing the auditory tuning curves
in two closely related species of tree frog, Rya n et al. (1990) found that the auditory
sensitivity of the female was the driving force in the evolution of the male mating call
in one of these species. In this species, sound production in the male has been adapted
to fit the preexisting perceptual bias of the female. Thus the effectiveness of species-
specific vocalizations crucial to success in reproduction depends on the match between
male production capabilitie s and female perceptual thresholds. I t is important to note,
however, that while the acoustic characteristics of such signals are highly constrained,
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given the particular physiological characteristics of the female of the species, they are
also "arbitrary " in th e sens e tha t othe r matin g signals would have evolved if, by
chance, the tuning curves of the female tree frog had happened to be slightly different.

One very general constraint on the acoustic structure of vocal productions is the
body size of the animal producing the signal. The frequency of phonation tends to be
lower in larger animals simply because of the physics of sound production. The vocal
signals of elephants and mice differ in spectral characteristics in part because resonant
frequencies are directly related to the size of the animal's vocal cavities and sound pro-
ducing organs. Similarly, the vocalizations of large male baboons have more energy
present a t lowe r frequencie s than th e vocalization s o f smalle r male s o r femal e
baboons. Reviewing a large number of studies of avian and mammalian vocalizations,
Morton (1977) observed the association mentioned earlier between acoustic structure
and motivational state. Harsh, low-frequency sounds commonly signal threat or hos-
tility, while higher-frequency, more tonal sounds signal fear, appeasement, or friendly
approach. Morto n explained this structural convergence in terms of a "motivation -
structural rule." Because they give the impression of larger body size, harsh, lower-
frequency vocalizations have been selected for across species as signals in hostile inter-
actions, according to Morton, just as piloerection has evolved as a visual signal that
increases apparent size. Conversely, the higher-frequency, tonal vocalizations used by
many animal s i n fearfu l o r friendl y motivationa l state s ar e effectiv e i n elicitin g
approach and support because they resemble the vocalizations of smaller, nonthreat-
ening animals. The linguist Ohala (1984) has extended Morton's reasoning to include
intonation patterns in human speech, observing that falling F0 contours are commonly
associated with assertive meanings, while rising F0 contours are associated with non-
assertive or conciliatory meanings. Such examples of apparent "sound symbolism" in
human an d nonhuma n animal voca l signals reflect selectio n fo r acoustic feature s
related to characteristics of both production mechanisms and complementary percep-
tual response biases.

Environmental Constraints on the Evolution of Vocal Signals

While there are numerous examples in the ethological literature in which physiologi-
cal, perceptual, and cognitive characteristics of conspecifics, as well as predators, have
apparently shaped the evolution of biologically significant vocal signals, the acoustic
ecology of the natural habitat also plays a formative role. Marler (1965) was among
the first to propose that ecological factors as well as perceptual constraints may have
exerted selective pressures on the structure of acoustic communication. For example,
alarm call s across a  number of avian species consist o f narrow-band, high-pitched
calls, which appear t o hav e two important advantages . Because of their particular
acoustic structure, such alarm calls propagate widely and are very difficult for a pred-
ator to localize (Green & Marler, 1979).

Research on monkeys inhabiting East African rain forests has explored further the
interaction of vocal signal characteristics and features of the environment in the evo-
lution of communication systems. Obviously, a vocalization signaling a biologically
important even t can be effective only if it can be heard by the appropriate recipient .
According to Brown (1989), several factors determine the audibility of vocal signals in
the rain forest, including signal characteristics that facilitate transmission, signal deg-
radation resulting from attenuation in the rain forest environment, and the intensity
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and spectra l composition o f environmental background noise, which can mask the
signal. In an elegant series of field and laboratory studies, P. M. Waser, Brown, and
colleagues have shown how the acoustic structure of vocal signals in various primate
species has been adapted fo r optimal sound transmission in the particular habitat in
which these signals have evolved. In a study of four species of African monkey, Waser
and Waser (1977) found that the frequency spectrum of distance calls is optimal for
efficient transmission through the forest canopy. Moreover, these monkeys vary their
position when calling so as to maximize the audible range of their signals throughout
the day, in accordance with daily fluctuations in temperature gradients.

By analyzin g the attenuatio n propertie s o f the rai n fores t habitat , Wase r and
Brown (1986) discovered a "sound window" ideal for the propagation of frequencies
near 200 Hz. Relating these features of the habitat acoustics to the characteristics of
vocalizations used by two species of monkeys indigenous to this habitat, Waser and
Brown found that three of the seven species-specific calls studied made use of the opti-
mal sound window for long-distance propagation. For the four remaining calls, the
loss in audible distance resulting from th e use of a dominant frequency outsid e the
sound window appeared to be compensated for by a 10 dB increase in sound intensity
at the signal source. Waser and Brown (1986) also analyzed the characteristic back-
ground noise in the rain forest, generated by birds, insects, and other species, as well
as by weather, discovering a quiet zone in the ambient noise between 500-800 Hz.
Here too they found an orderly relation between the habitat acoustics and the design
features o f indigenous monkey calls. Short-rang e calls appear to be constrained t o
some extent by the spectrum of background noise in the rain forest, while long-range
calls are governed more by attenuation properties of the habitat .

In discussing these provocative findings, Brown (1989) emphasizes that the for m
of species-specific vocal signals is often a compromise reflecting selection for a number
of different acousti c attributes. For example, the most effective frequenc y fo r signal
transmission through the moist, leafy atmosphere of the rain forest may not be optimal
for obscuring the location of the animal emitting the call. This selection for multiple
functional attributes of the vocal signal frequently results in a form that does not reflect
an optimal specification for any particular isolated attribute . Such complex interac-
tions in the process of adaptation over evolutionary time can make it exceedingly dif-
ficult to disentangle and identify with confidence the forces at work in selection. How-
ever, b y combinin g acoustic an d functiona l analyses o f voca l signal s with bot h
perceptual studies of auditory sensitivity and acoustic analysis of habitat characteris -
tics, the ethological research described here provides valuable convergent evidence on
the intricate fit between species-specific vocalizations and the biological functions they
serve.

Graded and Discrete Vocalizations in Primate Communication

The extent of signal variability within the repertoires of different primate species is a
feature of vocal communication systems that appears to be correlated not only with
environmental conditions but also with type of social organization. The signal systems
of lower primate species consist almost exclusively of discrete categories of vocaliza-
tions with nonoverlapping acoustic features . Among higher primates, i n contrast ,
graded signals are more common. Graded signal s exhibit considerable acoustic vari-
ability within a vocalization category and often overlap in acoustic attributes to some
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extent with vocalizations in other categories. While their potential ambiguity can pose
problems for signal interpretation, graded signals are much more powerful than dis-
crete signals in conveying subtle information about mood and intention .

Marler (1965, 1976) has suggested that the functional significance of discrete ver-
sus graded signal systems is related to the social structure and ecological conditions
typical of different primate species. In strongly territorial groups, where a substantial
portion of the vocal repertoire is dedicated to intergroup signaling, discrete repertoires
are most common. The need to use loud, far-ranging calls in communication between
groups may have favored the evolution of unambiguous, nonoverlapping signal cate-
gories. Discretely organize d vocal repertoires are also favored when acoustic signal s
are not accompanied by complementary information from other sensory modalities,
as is the case in long-distance calling by territorial males living in dense forests. Non-
territorial primates, in contrast, are more likely to develop graded vocalizations. Mar-
ler (1976) speculates that graded signals have been selected for in primate species that
rely heavily on close-range signals within the group. Signals that functio n i n close-
range communication are less vulnerable to attenuation and distortion than are long-
range calls and thus may be less constrained in the direction of discreteness and in var-
iance. Moreover , the graded vocal signals common in close-range communication
within the group can be richly supplemented by redundant visual information, includ-
ing facial expressions and postural displays. Since animals interacting within the group
can often see as well as hear each other, the visual signals accompanying vocalizations
may help in decoding the subtleties and ambiguities of graded signals.

It is just these subtleties and potential ambiguities, however, that give graded vocal
signals their enormous communicative power. Continuously varying calls can convey
nuances of mood and motivation through slight shifts in pitch, intensity, spectrum, or
tempo impossible wit h more stereotyped signals . Graded signal s seem particularl y
appropriate to the intricate communicative acts and subtle negotiations that are so
common in the complex social groups of the higher primates. For example, de Waal
(1982) describes the gradual escalation in intimidation vocalizations and displays dur-
ing a competition for power in a captive chimpanzee colony:

Several times a day Nikkie would be seen sitting somewhere on his own, his hair on end,
hooting. His hoot gradually swelled until it ended i n a loud screech. Then he would dart
across the enclosure and thump heavily on the ground or against one of the metal doors
To begin with, his intimidation displays did not seem to be directed at anyone in particular,
but later on they took place more and more frequently in Yeroen's vicinity. Finally he started
hooting directly at Yeroen. He would sit opposite him and swing large pieces of wood in the
air. (p. 121)

De Waal (1982) describes several other encounters among these chimpanzees in
which the hoots of the attacking animal and the screams of the victim incite agitation
and aggression, as well as supportive behavior, among other members of the troop .
These episodes illustrate the potential of such continuously varying vocalizations not
only to index gradual shifts in the motivational state of the vocalizing animal, but also
to induce emotional changes in the listener.

Marler's (1965,1976) speculation that human speech is much more likely to have
evolved from a richly graded vocal system than from a repertoire of discrete signals is
interesting in this context. Human speech is indeed a continuously varying acoustic
signal, but one on which our perceptual mechanisms frequently superimpose discrete
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categories, as in the categorical perception of certain consonants. In its prosodic struc-
ture, however, human speech ha s fully retaine d this gradient dimension. The power
of prosody in human communication to convey subtle changes in the speaker's emo-
tions and intentions and also to engage and persuade the listener can be seen as a direct
legacy from the graded vocal systems of the higher nonhuman primates.

Ritualized Vocalizations: Signal Function and Signal Detectability

A widely accepted principl e of the evolution of communication systems is that social
signals evolve originally from other behaviors with no signaling function. That is, sig-
nals are usually exaptations, or "derived activities " (Tinbergen, 1952) , which evolve
from nonsigna l behaviors through the process of ritualization . Ethologist s disagree,
however, on ho w best t o characteriz e th e natur e and functio n o f communication
among nonhuman animals. The idea that a central function of vocalizations is to per-
suade the listene r departs fro m th e more prevalent vie w of communication, which
emphasizes the sending and receiving of information (e.g., Smith, 1977) . In the first of
two articles challenging this traditional focu s on the efficiency o f information recep-
tion by the receiver of a signal, Dawkins and Krebs (1978) argue that natural selection
will favo r signal s that benefi t th e sender rather than the receiver. According to this
more "cynical" view of the evolution of communication, animals use signals primarily
in orde r to manipulat e the behavior o f other animals , rather than to convey useful
information. This instrumental function o f nonhuman animal signals is comparable
to human advertising slogans, which are designed to persuade rather than to inform,
according t o Dawkin s and Krebs . Thu s "th e evolutionar y ritualisatio n o f derived
activities can be better understood in terms of selection for effective manipulation than
in terms of selection fo r effective information transfer" (Dawkins & Krebs, 1978 , p.
385).

In a later article on the adaptive function s o f social signals , Krebs and Dawkins
(1984) expand their previous narrow focus on manipulation in the context of exploit-
ative communication. They argue that ritualized signals are the product of the coevo-
lution of what they call the "manipulator" and the "mind-reader" roles. The manip-
ulator uses signals to influence the behavior of others, usuall y to its own advantage,
while the mind-reader uses signals to predict the future actions of others. As animals
become sensitive to subtle cues allowing them to predict other animals' behavior, this
increased sensitivity is favored by natural selection. Yet it is this same sensitivity that
enables one animal to manipulate another. A dog baring its teeth can be the "victim"
of mind reading by other animals, but can also manipulate other animals into retreat-
ing by baring its teeth with no intention of attacking. Thus mind reading and manip-
ulation coevolve, according to Krebs and Dawkins , and communicative signals are
shaped by this process of coevolution.

A second intriguing argument made by Krebs and Dawkins (1984) is that funda -
mentally different kind s of signals evolve depending on whether communication is
cooperative o r noncooperative . I n exploitative situations both betwee n and within
species, the reactor benefits in general from resisting the persuasion o f the manipula-
tor, resulting in one form of arms-race coevolution. For example, skilled "salesman -
ship" in the use of prominent courtship displays by the males of a species may be com-
plemented b y heightene d "sales-resistance " on th e par t o f females , sinc e female s
cannot afford to respond indiscriminately to sexual overtures. The features most com-
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monly associated with signals designed for persuading unwilling victims, according to
Krebs and Dawkins, are just those features most effective in advertising: bright pack-
aging, exaggeration, rhythmic repetition, and high redundancy. In cooperative situa -
tions, however, where the reactor benefits from being influenced by the manipulator,
a different kind of signal typically evolves. When signals are cooperative, as in affilia -
tive interactions within kinship groups, evolution favors "cost-minimizing conspira-
torial whispers," rather than conspicuous, repetitive signals (Krebs & Dawkins, 1984,
p.391).

Regardless of whether communication is cooperative or noncooperative, effectiv e
signals must incorporate design features that ensure detectability. Krebs and Dawkins
(1984) cite Wiley's (1983) intepretation of the evolution of ritualized signals in terms
of signal detection theory. Wiley proposes four features that increase the reliability of
signal detection in noisy environments :

1. Redundancy,  resulting from predictable relationships among the different com-
ponents of a familiar signal, facilitates accurate identification of the signal even
if only part of it is heard. Repeating parts of a signal, or the entire signal, is a
simple form of redundancy used to enhance detectability.

2. Conspicuousness  by exaggeration of acoustic features enhances the signal-to -
noise ratio by increasing the contrast between the signal and the irrelevant back-
ground stimulation.

3. Small  repertoires of signals reduce the listener's uncertainty and enhance per-
formance in signal detection tasks. With fewer and more distinctive categorie s
in which potential signal s can be classified, the opportunity for identification
errors is minimized.

4. Alerting  components at the beginning of a signal increase detectability and rec-
ognition by letting the listener know when to expect the message component of
the signal.

These four adaptations fo r efficient communication all benefit a signaler by coun-
teracting nois e i n communication . Nois e ca n resul t fro m irrelevan t background
sounds, as well as from signa l distortion o r attenuation in the external environment,
as illustrated i n the researc h o n habita t acoustic s describe d earlie r (Brown , 1989) .
However, noise in its technical sense can also result from characteristics of the receiver,
such as the high threshold or cautiousness typical of "sales-resistant" females (Wiley,
1983). Krebs and Dawkins conclude that signal evolution will always reflect a com-
promise between detectability considerations and the economics of signal production.
Increasing signal salience can incur additional costs, such as extra energy expenditure
and enhanced risk of predation. Thus the use of such costly ritualized signals evolves
only when the stakes are sufficiently high , as with signals used to attract a mate or to
defend resources . I n the use of cooperative signals , which are designed to influenc e
willing reactors, selection can favor less extravagant signals, as long as they meet the
criteria for detectability .

To summarize this section, ethological research suggests that many different kinds
of selective pressure can influence the design of species-specific vocalizations, includ-
ing physiological constraints on signal production and perception, environmental fea-
tures affecting sound propagation, communicative functions of vocal signaling both
within and between social groups, and engineering features ensuring signal detecta-
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bility by both willing and unwilling listeners. Recent theoretical formulation s of the
interrelated social and ecological constraints on signal evolution (Dawkins & Krebs,
1978; Krebs & Dawkins, 1984) emphasize that animals use vocalizations for persua-
sion. In the complex social systems of the higher primates, where communication is
focused increasingly on intricate interactions within the group, persuasive vocal sig-
naling becomes more prevalent and more powerful through the use of graded vocali-
zations. Throug h intonation , human s also mak e use of graded signals , which are
highly effective i n interpersonal communicatio n and which share common features
with vocalizations of nonhuman primates and other species.

THE ARGUMENT FOR DESIGN IN HUMAN MATERNAL SPEECH

What kinds of evidence are needed to support the inference that the special form of
speech used by human mothers with infants has evolved as a species-specific parenting
behavior? It is important, although hardly sufficient, tha t this infant-directed speech
form is widespread across human cultures and is beneficial to parents and infants in
their early interactions. Two more demanding criteria need to be addressed in invok-
ing a selectionist argument. First, it has to be shown that this maternal vocal behavior
is particularly well engineered for effective communication with preverbal infants, and
not just for communication in general. And second, it has to be shown how the use of
infant-directed speech by human mothers could have been selected for as a parenting
behavior contributing to reproductive success.

Design Features of Infant-Directed Prosody

The human infant is a noisy system, in various senses of the word, and the exaggerated
prosody of infant-directed speech is exquisitely designed to boost the signal relative to
the noise. The principal noise that the mother's voice must overcome is not, and never
was, the attenuation characteristics of the rain forest or savannah, since mother-infant
communication in higher primates takes place at very close range. Rather, the noise
that interferes most with signal reception is intrinsic to the young infant, resulting from
the perceptual, attentional, and cognitive limitations associated with immaturity. For
example, human infants like adults are more sensitive to sounds at 500 Hz than at 200
Hz, which means that a 500-Hz signal will sound louder than a 200-Hz signal when
both are presented at the same intensity. However, because young infants have higher
auditory thresholds than adults (Schneider, Trehub, & Bull, 1979), sounds need to be
more intense for infants in order to be detected. By elevating the fundamenta l fre-
quency of the voice when addressing an infant, mothers effectively compensate for this
sensory limitation by moving into a pitch range in which infants are relatively more
sensitive, thus increasing the perceived loudness of the signal.

The exaggerated pitch continuity of mothers' vocalizations may also provide a pro-
cessing advantage for the immature auditory system of the human infant, simplifying
the initially demanding task of tracking the voice of a single speaker. Even for adults,
the prosodic contours of speech enable the listener to attend selectively to one voice
among many (Nooteboom, Brokx, & deRooij, 1976) , although adults can use linguis-
tic as well as acoustic structure in accomplishing this task. Infants, in contrast, have
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no knowledge of linguistic structure and mus t at first rely entirely on the prosodi c
coherence of the speech stream in selectively attending to a particular voice. In these
and many other ways, the characteristic prosodic features of maternal speech provide
the immature listener with acoustic signal s that are high in perceptual salience and
relatively easy to process (see Fernald, 1984) . Just as the calls of birds and mammals
are finely tuned to the perceptual limitation s o f conspecifics and ingeniously engi-
neered to transcend th e noise of the environment, th e exaggerated vocalizations of
human mothers' speech are well designed to accommodate th e perceptual predispo-
sitions of infants and to overcome the noise in the system due to infants' initial pro-
cessing limitations.

It is intriguing that the features that selection favor s in enhancing signal detecta-
bility, according to Wiley (1983)—conspicuousness, redundancy, small repertoires ,
and alerting components—are all robustly characteristic of infant-directed vocaliza-
tions in human speech and decidedly uncharacteristic o f adult-directed speech . The
conspicuousness or perceptual prominenc e of ID vocalizations results from th e ele-
vation of pitch and expansion o f pitch range typical of maternal speech across lan-
guages, as well as from the use of short vocalizations clearly separated by substantial
pauses (Fernald et al., 1989) . Redundancy i n signaling is also strikingly prevalent in
speech to infants . Stern e t al . (1983) report tha t mother s repeat ove r 50% of their
phrases when interacting with 2-month-old infants. Prosodic repetitio n i s common
too (Fernald & Simon, 1984) , often with slight melodic variations, which keep these
repetitive runs interesting as well as highly predictable for the infant (Stem, 1977). The
use of small vocal repertoires, the third feature described by Wiley, is reflected in moth-
ers' tendency to use relatively stereotyped prosodic contours in specific interactional
contexts, as shown in Figure 10.3 . Moreover, the first words learned by infants gen-
erally include "uh-oh," "bye-bye," "peek-a-boo," and other social routines marked by
distinctive and highl y stereotyped prosody . Finally , the use of alerting components,
another commo n featur e i n ritualize d nonhuma n anima l calls , i s also typica l of
human mothers' speech . In mother-infant play with objects, American mothers fre-
quently call the infant's name or say "Look!" or "What's that?" using elevated pitch
in order to engage the infant's attention befor e labeling the object. Popular mother-
infant games like peek-a-boo have alerting components buil t into the vocal routines
accompanying the action (Fernald & O'Neill, in press).

These same signal-enhancing features are described by Krebs and Dawkins (1984)
as "advertising" strategies especially effective in persuading unwilling reactors. Bright
packaging, rhythmic repetition, exaggeration, and high redundancy also characterize
the ritualized vocalizations of human mothers to their infants. In this case, however,
communication is cooperative and the reactor is willing. This apparent exception to
Krebs and Dawkins's claim that such conspicuous and costy vocalizations will emerge
primarily in the service of noncooperative communication is actually quite consistent
with their reasoning: Ritualized vocalizations are selected for when they function i n
biologically significant activities in noisy environments or with "cautious reactors." In
mother-infant communication, the reactor is immature rather than cautious, and the
noise is attributable to perceptual limitations of the infant rather than to features of
the habitat. But this developmental noise is formidable, however temporary, and spe-
cially designed vocalizations are needed to ensure signal detection and recognition by
an inexperienced listener.
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In accord with the idea that manipulation or persuasion is a central function o f
animal vocalizations, the signal-enhancing features or mothers' speech also seem well
designed fo r persuadin g the infan t listener . A s she soothes , alerts , o r praises , th e
mother is directly influencing the infant's state and level of arousal through her voice.
This instrumental function of maternal speech, described earlier in relation to the first
two levels of the model shown in Figure 10.4 , is indeed manipulative, as the mother
intuitively an d skillfull y use s the musi c o f her voic e to elici t attention , modulat e
arousal, and induce emotion in the preverbal infant. The primitive communicative
force of maternal speech in this context is close to that of the graded vocalizations used
by nonhuman primates, which achieve their impact by affecting the motivational state
of the listener. The analogies drawn by Krebs and Dawkins (1984) between ritualized
animal signals and both advertising and musical sounds are equally apt in relation to
human maternal vocalizations, whic h also function mor e immediately to modulate
emotion and motivation than to transmit information .

A final argument for the special design features of infant-directed speech has to do
with the neurological immaturity of the human infant's auditory system at birth. Until
the auditory cortex matures , the young infant relie s more on subcortica l auditory
structures (Whitaker, 1976), which are better suited for the holistic analysis of acoustic
signals than for the high-resolution tempora l analysis ultimately required for process-
ing speech sounds. For both human and nonhuman primates, subcortical pathways
are involved in the recognition of graded acoustic signals and in the production an d
reception o f affective message s (Lamendella, 1977) . Marler (1976) has observed that
the retentio n o f continuous auditory processin g mechanism s fo r graded signal s in
music and in the intonation of speech is considered to be a primitive trait in humans.
However, the development of limbic and hypothalamic pathways for processing con-
tinuously varying affective signals was probably a major evolutionary advance for our
nonhuman primate ancestors, enabling much subtler and more differentiated form s
of cooperative social communication. I t is interesting to note that the earliest voca l
communication between the human mother and her infant is emotional in nature and
is mediated by intonation, a graded acoustic signal, which the infant can perceive using
phylogenetically older and simpler auditory processing mechanisms than those that
will eventually develop to process the linguistic units in speech.

Adaptive Functions of Mothers' Speech to Infants

Behaviors that are adaptations mus t have contributed differentially t o reproductive
fitness in the evolutionary past. Given their crucial biological role in enhancing repro-
ductive success , species-typica l parentin g behaviors are ofte n see n a s prototypica l
examples of behavioral adaptations. However, parenting behaviors differ dramatically
across species in the domain and time frame o f their influence on the young. Some
parental behaviors are adaptations fo r the immediat e survival of the young during
infancy, a n obviou s prerequisit e for reproductive success , while others have been
selected fo r because of their long-term contributio n t o the futur e fitness of the off -
spring. In arguing for the precision and efficiency of design features in human maternal
speech to infants, I have focused on the adaptive functions of this parenting behavior
during the infancy period. However, I would also like to argue, somewhat more spec-
ulatively, that the use of prosodically modified vocalizations in early mother-infant
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communication ma y have had adaptive advantages extending beyond the infanc y
period over the course of hominid evolution.

Primate parenting behaviors are among the most complex in the animal world. For
most reptiles to reproduce successfully, they must survive the first year of life and mate
appropriately. Mammals, in contrast, need to survive and mate, and then to nurture
and protect their offspring until maturity. Across the primate order, the evolution of
an increasingly long period of relative helplessness and dependency in the young has
placed extensive demands on parental skills and commitment. From the point of view
of basic behavioral equipment, newborn monkeys, apes, and humans are fundamen-
tally similar. They all show reflexive rooting, sucking, and grasping responses, and they
all cry when distressed and are comforted when held (Mason, 1968). But difference s
among primate specie s i n the strength and persistence o f these primitive infantile
responses are striking. A newborn rhesus monkey placed on its back will right itself
immediately, unless given something to cling to. A newborn chimpanzee in the same
situation will wave its arms about irregularly, unable to right itself, until it is several
weeks old. The human infant will not develop the ability to turn over until around the
age of 3 months and will not be capable of locomotion until the age of 8 months.

Viewed as a collection of responses preadapted to nursing and maintaining contact with the
mother, the behavior of the chimp never displays the same reflex-like efficiency a s that of
the monkey . Indeed, if evolution had not brough t about complementary changes in the
behavior of the chimp mother that permitted her to compensate for the behavioral deficien-
cies of her infant, its chances of survival would be slim. (Mason, 1968 )

As Mason suggests, the lengthening of the period of immaturity among higher pri-
mate species has coevolved with specialized parenting skills designed to compensate
for the increased helplessness of the young. Of course, the complementary evolution
of parental behaviors appropriate to the characteristics and needs of the young is evi-
dent in every species in which brood care is typical. What is remarkable about parent-
ing behaviors in higher primates is their flexibility in accommodating the continually
changing needs of the young throughout a relatively long period of dependency. An
experiment by Rumbaugh (1965 ) demonstrated th e exten t to whic h primate s will
modify thei r behavio r i n unusual ways in order to accommodate th e needs of the
young. When the arms of an infant squirrel monkey were taped so that it was unable
to cling, the mother responded with bipedal carrying and cradling of the infant, both
highly atypical behaviors under normal circumstances. Berkson (1974) and Rosen-
blum and Youngstein (1974) report numerous other examples from field studies in
which monkey mothers resourcefully compensate for infant disabilities in ways that
are appropriate to the developmental status of the infant. In this respect, primates dif-
fer dramatically from reptiles, where parenting behaviors are minimal or nonexistent,
as well as from most other mammals, where parenting skills are critical only during a
brief period and consist of a relatively fixed and limited repertoire of behaviors.

The evolution o f this primate capacity for flexible accommodation t o the needs
and limitations of the infant is epitomized in human parental behavior. Human moth-
ers nurse and carry their infants , as do other primates , but with an incomparabl y
greater diversity of means to the common biological ends, including using bottles to
feed and prams to carry the infant. Human mothers' use of a special infant-directe d
speech style is also an accommodation to the immaturity of the infant, compensating
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for early perceptual, attentional, and cognitive limitations, and changing gradually as
the infant develops. This species-specific parental vocal behavior is not characterized
by a fixed repertoire of discrete signals, but rather by the flexible use of graded prosodic
variations to influence the state and behavior of the infant and to optimize commu-
nication with an immatur e and inexperience d listener. Moreover, mothers of deaf
infants are quite capable of translating the lively dynamic rhythms of infant-directed
speech into the visual modality. What is common in mothers' interactions with both
deaf and hearing infants is the use of a highly salient display that engages the infan t
both perceptually and affectively and that is contingent on the infant's emotional and
behavioral responses. In its biological utility, its compensatory functions, and its flex-
ibility o f use, huma n materna l speec h i s similar to man y other primate parentin g
behaviors that have evolved through natural selection.

The adaptive functions served by parental behaviors specialized for feeding, sooth-
ing, carrying, and communicating with young infants are fairly obvious in that these
infant-directed behaviors enhance the likelihood of survival early in life. What is not
as obvious is that such caretaking behaviors can have long-term regulatory effects on
the infant's physiology and behavior extending far beyond the period of infancy. Hof-
er's (1981 , 1987 ) extensive research with infant rat s has revealed enduring negative
effects o n the infant' s thermoregulation, motor behavior, and behavioral reactivity
resulting from earl y separation fro m th e mother . These findings suggest that under
normal circumstances, the regulatory effects o f maternal behavior "are exerted over
long periods of time through repeated episodes of stimulation delivered by the mother
to the infant during their ongoing social relationship" (Hofer, 1981 , p. 93). Studies
with both rats and monkeys indicate that the premature removal of these powerfu l
regulatory influences can result in a kind of physiological withdrawal (Hofer, 1987) .
Hofer concludes that such biological processes hidden within the rhythmic stimulation
of earl y huma n mother-infan t interaction ma y hel p t o explai n both th e forma -
tion o f attachments and the intens e painfulnes s of loss in adulthood a s well as in
infancy.

Hofer's (1987) ideas about the long-term regulator y functions of early mother-
infant interaction suggest a psychobiological basis for the relation between maternal
responsiveness and infant socioemotional development that is central to attachment
theory (Ainsworth, 1973). In Bowlby's (1969) original formulation of attachment the-
ory, he proposed that mother-infant attachment had evolved primarily as an adapta-
tion designed to protect the infant from predators. More recent research proposes that
the quality of attachment in infancy is related to social competence in childhood, as
well as to the quality of emotional relationships and parentin g skills in adulthood
(Main, Kaplan, & Cassidy, 1985). From this broader perspective, early mother-infant
attachment has adaptive consequences extending well beyond the period of infancy.
It is important to remember that the prolonged period of immaturity evolved in pri-
mates not onl y because i t takes time to grow a large and complex brain, but als o
because it takes time to acquire the intricate social skills prerequisite for successfu l
reproduction in these species. In primates, reproductive success depends not only on
parenting behaviors that ensure infant survival, but also on parenting behaviors that
enable the infant to become a competent membe r of the social group and ultimately
to function effectively as a parent as well. From quite different perspectives, both Hof-
er's (1987) psychobiological research and research on infant attachment (e.g., Main et
al., 1985) suggest that human maternal behaviors in the period of evolution could have
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had both immediat e consequences for infant surviva l and earl y development an d
long-term consequences related to socioemotional development later in life.

Are these conjectures reasonable, give n that we have no evidence for the contri -
bution of particular parenting behaviors to reproductive success in the era of hominid
evolution? And in particular, how could the use of melodic vocalizations in mothers'
interactions with infants have enhanced fitness in our hominid ancestors? Assuming,
with Hofer (1987), that rhythmic tactile and vestibular stimulation has a powerful reg-
ulatory influence on all mammalian infants , rhythmic maternal vocalizations may
have become a potent form of auditory stimulation for infants in a species in which
speech was evolving as a primary means of communication. Mothers' use of exagger-
ated, highly salient vocal patterns would have been effective then, as they are now, in
engaging and maintaining infants ' attention and in modulating arousa l an d affect .
And through the melodies of the mother's voice, infants could gain early access to her
feelings and intentions. This experience of emotional communion through repeated
episodes of rhythmic vocal stimulation may have led to what Stem (1985) calls "affect
attunement" between mother and infant, giving the infant crucial early experience in
mind reading and establishin g the basis fo r effective interpersona l communication
with other conspecifics. Coul d such early experience have provided a reproductive
advantage to the offsprin g o f mothers more skillful i n establishing communication
with their infants? If sensitive and responsive maternal care in infancy enhanced the
ability of offspring to read accurately the social signals of conspecifics and to function
more effectively in later interpersonal relationships, the offspring of more competent
mothers may ultimately have been more successful in attracting desirable mates and
in parenting their own infants. To the extent that early emotional experience contrib-
uted to the development of social competence, and social competence contributed to
success in reproduction an d parenting , maternal behaviors effective i n establishing
emotional communication in infancy could have had long-term as well as short-term
consequences related to fitness.

Given our reliance on linguistic symbols to decode meanings in speech, it is per-
haps difficult fo r us to appreciate just how important it is to be able to communicate
through emotional signals. The prediposition to be moved by as well as to interpret
the emotions of others and the ability to discern the intentions and motivations of
others through expressions of the voice and face are remarkable evolutionary advances
in communicative potentia l among the higher primates. Human mothers intuitively
and skillfully use melodic vocalizations to soothe, to arouse, to warn and to delight
their infants, and to share and communicate emotion. While the acquisition of lan-
guage will eventually give the child an access to other mind s that i s immeasurably
more powerful and intricate than that of other primates, huma n symbolic commu-
nication builds on our primate legacy, a foundation of affective communication estab-
lished in the preverbal period.

NOTE

1. Althoug h fossi l evidenc e ca n hel p one mak e inference s abou t adaptation, i t i s not, o f
course, criterial. This is because the fossil record can preserve both adaptations and nonadaptive
aspects of the phenotype. The ultimate criterion for demonstrating adaptation is good design for
accomplishing a function that would have promoted reproduction in ancestral environments .
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The Social Nature of Play Fighting and Play

Chasing: Mechanisms and Strategies
Underlying Cooperation and Compromise

MICHAEL J. BOULTON AND PETER K. SMITH

AN EVOLUTIONARY APPROACH TO THE STUDY OF ROUGH-AND-
TUMBLE PLAY

Play is a widespread behavior in the young of most mammalian species. It is a notice-
able feature of behavior in primates, an d although there are important within - and
between-species differences in the actual forms of play behaviors, it very often appears
as pla y fighting and pla y chasing, collectivel y known as rough-and-tumbl e (r/t) .
Rough-and-tumble will be the main focus of attention in this chapter, although how
it may be related to some other types of social play will also be discussed.

Denning r/t (as with other taxonomic groups of play, as well as play in general) has
proved to be difficult. The problem basically lies in separating those actions that are
playful fro m thei r "serious" (i.e., nonplayful) counterparts. A t least at a superficial
level, play fighting looks very similar in appearance to real fighting, drawing on a com-
mon repertoire of molecular action patterns such as hitting and kicking. Our recent
approach (Boulton, 1988 ) has been to break down r/t into a taxonomy with several
categories and then to apply three main identifying criteria to ensure that these behav-
iors can be considered playful. These criteria are as follows:

1. Characteristic s of physical action pe r se , particularly the strength of a blow,
kick, etc.

2. Presence/absenc e of signs of injury/distress/annoyance by recipient
3. Presence/absenc e of signs of regret by the perpetrators of injury/distress/annoy-

ance

Thus, apparently, fighting behaviors are judged as playful i f they do not involve
powerful blows, if they do not cause injury and/or distress and/or annoyance to one
or the other party, or, when they do involve these things, if the offender shows signs of
regret suggesting that they were accidental. Behavior would be seen as aggressive if
powerful actions that caused injury and/or distress and/or annoyance were not accom-
panied by signs of regret or were accompanied b y insults and other negative state-
ments.

Rough-and-tumble, as a general class of behavior, has been observed in a wide vari-
ety of cultural settings. It is well documented in the U.S.A. and U.K., and Table 11. 1
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Table 11.1 Studies Reporting the Occurrence of Rough-and-Tumble in non-Western
Societies

Study Societ y

Blurton-Jones and Konner (1973) Kalahar i San (Zhun twa-Africa)
Eibl-Eibesfeldt (1974) !K o (Africa)
Fry (1987) Zapote c (Mexico)
Mayer and Mayer (1970) Re d Xhosa (Africa)
Raum (1940) Chag a (Tanzania)
Whiting and Whiting (1975) Japan , the Philippines, India, Kenya, and Mexico

contains a (nonexhaustive) list of studies carried out in a number of different non -
Western societies that have reported its occurrence. There are grounds for considering
r/t to be a human universal, and so it would seem appropriate for researchers to con-
sider why this should be the case. Studies of r/t might begin with the assumption that
it is, or was at some period in our evolutionary past, providing some benefit to those
individuals who engaged in it.

Perhaps the single most important trend in animal play research over the past two
decades has been the adoption o f an evolutionary approach. Such a perspective was
developed b y several independent investigator s (Bekoff & Byers , 1981; Fagen, 1974,
1978; Konner, 1975, 1977;Symons 1974, 1978a, 1978b).

Fagen (1981) has argued that the main reason why our understanding of animal
play increase d onl y very slowly was because availabl e theory was inadequate. H e
states, "recent advances in evolutionary ethology and related fields have made such
theory available. Why not view play in the light of these advances? The success of this
approach will ultimately be measured not only by the scientific quality of the empirical
and theoretical studies it fosters, but also by the extent to which it enhances aesthetic
and intellectual appreciation o f the natural history of animal play" (p.37).

There i s growing optimism tha t an evolutionary approach wil l yield significant
gains, and more recently such an approach has been taken with the play of children
(e.g., Boulton, 1988 ; Smith, 1982) .

An un welcomed by-product of an evolutionary approach to the study of play, espe-
cially during the 1970s , has been the emergence of a vast number of new hypotheses
that are often presented in such a vague manner that testing them would be virtually
impossible. I n respons e t o thi s plethora o f hypotheses , Hind e (1975 ) state d tha t
"because hard evidence is so difficult to obtain, it has become respectable to speculate
about the function of behaviour in a manner that would never be permissible in studies
of [proximate] causation" (p. 13). It is important that hypotheses are clearly defined
and predictions stemming from them made explicit.

Numerous writers have cautioned against uncritical generalizations of functional
hypotheses about animal play to humans. Some (e.g., Hinde, 1974 ) suggest that the
differences between the play of humans and other animals may be more informative
sources of data than the similarities, and Smith (1983) points out that the break in the
continuum is probably most apparent in terms of the presence of linguistic, fantasy,
and sociodramatic play in children but their absence in all other species (with the pos-
sible exception o f the chimpanzee). Thi s is not to say that theoretical and methodo -
logical advances in the study of animal play cannot be usefully applied to humans.
Martin and Caro (1985) state that "most hypotheses about the effects of human play
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(as opposed to biological functions, sensu strictd) are qualitatively different from those
applied to play in other species. Notwithstanding these problems, the study of play in
humans can and should be related, where possible, to our knowledge of play in other
animals" (p.75) .

Despite th e difference s betwee n animal an d huma n play, similarities are most
marked in r/t. The forms of r/t seem to show some continuity throughout the primates,
albeit varying in detail across species. We believe that there is a case for relating func-
tional hypotheses about r/t in other species (especially primates) to our studies of the
evolution of r/t behavior in humans.

SELECTION PRESSURES LEADING TO THE EMERGENCE OF HUMAN FORMS
OF R/T

During hominid evolution , severa l different , bu t arguabl y related, environmenta l
pressures probably led to the shaping of r/t and other forms of play into their charac-
teristically human forms. W e can gain insights into what these probable pressures
might have been from a  consideration o f both present-day nonhuman primates and
contemporary hunter-gatherer societies, whose environments are likely to have many
features in common with those encountered by earlier hominids. Some of the most
important candidates for these driving forces are related to skills associated with hunt-
ing, predator avoidance, and fighting. We shall consider each in turn, especially using
evidence on sex differences in these forms of behavior. Sex differences in the frequency
of occurrence of r/t have been observed in the play of many species. These differences
may provide important insights into the function of the behavior, especially when they
are related to sex differences in corresponding nonplayful behavior.

In humans, one of the most robust findings reported in the literature is that boys
engage in more r/t than girls (see Humphreys & Smith, 1981; and Maccoby & Jacklin,
1974, for reviews). However, in most cases, researchers have reported only one global
measure of r/t, which includes unknown amounts of play fighting and play chasing
(e.g., Humphreys & Smith, 1987) . These two components are not applicable to all of
the hypotheses to be discussed below, and consequently, we will, where possible, con-
sider data on sex differences in the occurrence of play fighting and play chasing sepa-
rately.

Hunting

Many hypotheses about the function of r/t in nonhuman predatory species, such as
cats, have suggested that this form o f play provides practice for the development of
adult hunting skills (Egan, 1976; Moelk, 1979). This view is not surprising given that
r/t and predation both involve stalking, chasing, pouncing, pawing, and biting. Caro's
(1979,1981) investigation of the links between the social play (which often is made up
of r/t) of 1- to 3-month-old kittens and their skill as hunters at 6 months provides some
indirect evidence. The results were not clear-cut: While there were few significant cor-
relations between early play and later predatory ability, "there was... a hint that some
aspects of social play became increasingly associated with certain features of predatory
behaviour in older kittens." Similar studies have been carried out with canids (e.g.,
Vincent & Bekoff, 1978) .
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A number of researchers believe that strength and skill in hunting large and diffi -
cult game were selected for in human males but no t in females (e.g., Wilson, 1975 ;
Smith, 1982) . Smith stated that "hominid predation probably relied on the chasing
and running down of prey, together with the increased use of weapons, both at a dis-
tance (aimed missiles) and at close quarters (sharp-edged tools, clubs)" (1982, p. 151).
From this analysis there are two separate components that make up hunting/preda-
tion. One is running ability directed at following a particular target, and the other is
dexterity with weapons. The validity of the hypothesis that play chasing provides prac-
tice for the running aspect o f hunting skill in males but no t females cannot be ade-
quately assessed. I f it were true, and i f the practice of hunting skills was (one of) th e
main function(s) of play chasing, we would predict that males should show more play
chasing than females . Few researchers have provided quantitative data on this, and
what there is, is inconsistent. Whereas Smith and Connolly (1972) found that nursery
school girls engaged in more chasing/fleeing than boys, Boulton (1988) reported a non-
significant difference on this dimension among 8- and 11-year-olds .

Another difficulty in assessing this prediction is that Laughlin (1968) claimed that
early human hunters were more likely to quietly stalk and/or track an animal or wait
in ambush for one to pass by. This alternative view would lead to a different prediction
about the frequency of occurrence of chasing in the r/t of boys and girls (and one more
in accord with the data so far). In general this illustrates the difficulty (but not impos-
sibility) of getting unambiguous predictions fro m evolutionar y theory, as alternative
hypotheses can so often b e suggested. In this case conclusions would be premature
since more data are needed, and we would suggest that researchers also consider the
characteristics of bouts of play chasing engaged in by the two sexes. If they are provid-
ing practice for males but not for females, then natural selection should have ensured
that they would last longer for males as compared with females since there would be a
greater need for males to build up their stamina.

The practice hunting hypothesis should also make predictions about the capability
of dispatching prey once caught (in the human case, requiring physical strength and
dexterity with weapons). Since these latter characteristics are also relevant to intraspe-
cific competition, we consider it further under the later section on fighting.

Predator Avoidance

Several researchers have claimed that the play of some species, including hominids,
provides practice for predator avoidance and that the actual form of play in a partic-
ular species is related to the strategies typically employed by that specie s to escape .
Ewer (1966), for example, described "jinking play" in the African ground squirrel, in
which they run fast and change direction frequently, and also a form of play in which
they jump straight up in the air, turn in mid-flight, land, and run off in another direc-
tion. These play behaviors are very similar to those shown during emergency escape
behavior, the latter cluster being typically shown in response to the close proximity of
a snake. Ewer sees this behavior pattern as the only possible way to avoid being bitten
by a snake in full strike.

Similarly, Dolhinow (1971) observed that young patas monkeys show a behavior
pattern i n play that adults use to escape from predators—tha t of running headlong
into a flexible sapling or bush and catapulting themselves in another direction before
running off .
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One o f the mos t detaile d observationa l studie s t o addres s th e vie w tha t some
aspects of play provide practice fo r developing antipredator behaviors was that con-
ducted by Symons (1978a), who took account of the design features of play chasing
and serious predator-avoidance activities . He found "striking " similarities between
the behaviors occurring in these two contexts and concluded that "the adaptive func-
tion of playchasing is to rehearse, or practice, an d thereby perfect the specific loco-
motor skills used during emergencies" (p . 84). Symons believes there are important
reasons why such practice i s necessary, particularly as he believes high-speed loco-
motion that occurs in the context of predator-avoidance to be "the most difficult loco-
motor task in the life of a rhesus monkey and probably in any animal species" (p.85).
Certainly, the cost for an individual that was deficient in this skill could be high.

This view of play may also be applicable to hominids in which predator-avoidance
would probabl y hav e involve d fleein g fro m fast-movin g carnivores. Aldi s (1975)
argued that "in most animal species, the main function of play is probably to develop
strengths and skills in the young in preparation fo r emergency life-or-death behaviors,
such as defense and flight, in adult life. This was probably also the main function of
play for humans during most of the history of our species, and may remain so for the
few hunting and gathering societies that linger on today" (p.2).

With the shift to bipedalism, this fleeing is unlikely to have involved retreating into
the trees, a common antipredato r patter n in many primate species such as langurs
(Ripley, 1967) , baboons (Altman n & Altmann, 1970 ; Saayman, 1971 ) and vervet s
(Struhsaker, 1967). Hence sustained high-speed running is likely to have been selected
for. Moreover, because both males and females would have been open to predation,
there would have been a need for both sexes to practice such behaviors in their play.
Based on such a view, we would predict that there would be no sex difference in the
frequency and form (e.g., duration, intensity) of chasing play. Note that this prediction
contradicts that derived from the practice hunting hypothesis, which states that there
should be a sex difference in favor of males. This sort of problem is typical of those
facing researcher s trying to identif y th e function(s ) o f r/t an d othe r forms o f play.
Hominids would have been open to many different selection pressures , of which sev-
eral might have influenced the form of r/t. Behavioral patterns typically exhibited by
these species would have represented an attempt to arrive at a compromise solution
to the different selection pressures .

The predator avoidance hypothesis would not predict the existence of the fighting
component of r/t.

Fighting

Several researchers have reported that among primates, competition for reproductive
success is higher for males than for females and that prowess in fighting is an importnat
determinant of success (Symons 1978a; Wilson, 1975) . Based on this proposition, a
number of researchers have suggested that r/t ma y provide practice for real fighting
skills. For example, in his detailed study of rhesus macaques, Symon s (1978a) found
that males engaged in significantly more r/t than females (as did van Lawick-Goodall
[ 1971] in chimpanzees), and he suggested that rhesus play provides physical training
for fighting skills and that males play more because this skill is more important to them
than to females in terms of reproductive success .

Comparative data on the form of r/t also exist, and these, too, can be used to scru-
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tinize functional hypotheses. Some of this evidence fails to support the practice fight-
ing hypothesis. For example, Pellis and Pellis (1987) found that among rodents, play
fighting differed from serious fighting both in terms of bodily targets (nape of the neck
versus rump, respectively) and tactics, and so they concluded, "That which is 'prac-
ticed' during play-fighting is not wha t is most frequently used in seriou s fighting"
(p.239). Nevertheless, in other species observations do seem to support the practice
fighting hypothesis. For example, in many species, male r/t i s noticeably more vigor-
ous than that of females: Gentry (1974) reported that male sea lions pups were five
times as likely to bite during play than females; Rasa (1971) found that the play fight -
ing of male elephant seal pups exhibited similar patterns to adult male fighting whereas
that o f female pup s contained moto r pattern s mor e characteristic o f adult femal e
aggression; Linsdal e and Tomich (1953 ) observed that both sexes of mule deer dis -
played locomotor play, which they claimed provides practice for escaping from pred-
ators, but that butting with the head was shown only in the play of males. As adults,
this action pattern i s shown by males but not females in intraspecific fighting during
the breeding season.

Several authors have also reported that the play fighting of male primates is much
rougher (i.e., faster and more vigorous) than that of females (for Savanna baboons, see
DeVore, 1963 ; Hamadryas baboons, Aldis, 1975; chimpanzees, van Lawick-Goodall,
1971; Rhesus macaques, Levy, 1979). Symons (1978a) explicitly acknowledged that
the "design" or form o f play must be taken into account when assessing functiona l
hypotheses. His observations revealed that when play fighting, rhesus monkeys appear
to set themselves the goal of biting their partner without themselves being bitten. Play-
bites were observed to be inhibited and hence noninjurious. Symons considered why
young monkeys should spend so much effort in setting this goal when even if they were
bitten it would be unlikely that they would be injured. He noted that adults sometimes
engaged in serious and potentially lethal fights in which being bitten has serious neg-
ative consequences on fitness (both in the short and long term), but inflicting damage
through biting promotes fitness. (If this were not characteristic of fights, he argued that
selection would favor individuals who avoided such interactions.) Give n the impor-
tance of fighting on fitness (and the apparent similarity between real fights and play
fights), Symons concluded that "an interaction in which two animals simultaneously
attempt to inflict and to avoid inhibited bites is the sort of interaction that is most likely
to develop such skills" (p.99).

It would be useful to attempt such an analysis for humans. Wilson (1975) has pro-
posed that human males have been selected for strength and skill for use as intraspe-
cific fighters. This leads to the hypothesis that play fighting could function to provide
practice for the development of these attributes, or at least could have during some
stage of hominid evolution. Smith (1982) proposed that "the adaptive value of play-
fighting as practice for adult fighting skills would have been maintained through hom-
inid evolution" (p. 151).

Data on sex differences in the frequency of occurrence of play fighting in humans
generally support the practice fighting hypothesis: DiPietro (1981) reported that male
preschoolers engaged in significantly mor e "playful physical assaults" tha n females ,
and Smith and Connolly (1972) also found that contact form s of r/t wer e more fre-
quent in 2- to 4-year-old boys than girls. Boulton (1988) found a near-significant sex
difference (p <  .07 ) in the same direction amon g four classes of 8- and 11-year-ol d
middle school children. However, any practice benefits associated wit h play fighting
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may change through ontogeny. In particular, benefits may become more important in
later childhood and adolescence, as fighting itself becomes a more important skill. Evi-
dence for this comes from Humphreys and Smith (1987), who found that, whereas at
7, 9 and 1 1 years, children selected well-liked classmates as r/t partners , at 1 1 years,
but no t at 7  or 9 years, initiators of r/t showe d a preference for partners who were
weaker, but onl y slightly so, than themselves . Humphrey s and Smit h sugges t that
whereas practice for fighting skills may be an important function of rough-and-tumble
for the older age group, this may not be so for younger children for whom an affiliative
function may be more important. Neill's (1976) observation that in 12- to 13-year-old
boys some r/t wa s more like serious fighting, with play bouts changing into more
aggressive episodes, lends some further support to this view.

SELECTION PRESSURES LEADING TO COMPROMISE AND COOPERATION
IN PLAY

The relative merits and limitations of these three (and other) hypotheses about the
functional nature of r/t are still being debated. This third section will consider those
related selection pressures that could have led to the social characteristics o f human
(and animal) r/t, particularly those leading to compromise and cooperation. We will
argue that r/ t ha s design features for cooperation and compromise tha t ensure that
both partners can benefit from the practice it provides, regardless of whether the func-
tion of that practice is to improve hunting, predator avoidance, or fighting ability.

In considering why selection pressures worked in favor of the evolution of com-
promise and cooperation amon g individuals, Fagen (1981) stated "a sociobiological
approach to animal social play assumes that each individual behaves in its own genetic
self-interest. It follows that an individual's tendencies to initiate, maintain , and ter-
minate play are all products of natural selection. Accordingly, individuals will behave
so as to play in those ways that, and with those partners who, contribute most strongly
to that individual's inclusive fitness" (pp.387-388), and, "no matter what function of
play is at issue, the interests of any two individuals in play will rarely coincide" (pp.
388-389). Consequently, Fagen believes that "any social play interaction necessarily
involves a compromise between partners' differing optima" (p.389).

If this view is correct, individuals who adopted a  strategy whereby both partici-
pants' needs were met (at least partially) would have had a distinct advantage (in terms
of the hypothesized benefits they receive) over those others who sought only to maxi-
mize their own gains in the absence  of any consideration of the benefits available to
their partner. Thi s latter strategy would not have become widespread because play
partners of such individuals would quickly learn to avoid playing with them, choosing
instead to play with others who, like themselves, were willing to compromise with the
needs of others. The overtly "selfish" individuals would have ended up with few if any
play partners and so would have received little if any benefits from social play. Thus,
the cooperative strategy does not necessarily imply any measure of altruism. Individ-
uals that adopted this approach to social play would have been acting in their own
genetic self-interest because by compromising with the needs of their partner, they
would have ensured that this partner would continue to play with them in the future
and so would continue to provide them with play opportunities in which they could
acquire some benefits.
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What, then, might be the behavioral strategies that evolved to ensure compromise
and cooperation in r/t? There are several candidates .

Role Reversal

Many aspects of r/t involve clearly identifiable roles; in chasing, for example, there are
the complementary roles of chaser and chasee. In play fighting, this role differentiation
may occur along several dimensions. Symons (1978a) distinguished between on-top
and on-bottom positions and, separately, between behind and in-front positions in the
play of rhesus monkeys. In a slightly different way, Levy (1979) noted that the role of
attacker and the role of attacked were clearly separable in this same species.

In each case, there are probably different benefit s (and costs) associated with each
role. In chasing, for example, the chaser would be more likely to receive practice in
hunting skills, particularly related to the pursuit of a relatively fast-moving, evasive-
action-taking animal. In contrast, the chasee would be more likely to gain experiences
for predator avoidance, such as skill in making sudden turns and maneuvering obsta-
cles in between itself and its pursuer. Fry (1987) noted that among Zapotec children
of Oaxaca, Mexico, fleeing children often changed their direction suddenly, an obser-
vation that supports this view. As we have seen, both skills are likely to have been use-
ful durin g hominid evolutio n and would probably hav e conveyed distinct survival
advantages. Role reversal may be the strategy that ensures that the different types of
benefits are received by both participants, since it involves each partner compromis-
ing, as Fagen suggested.

However, with respect to r/t in humans, no one has yet provided empirical data to
test these ideas. In a recent study of the behavior among two 8-year-old and two 11 -
year-old classes of English boys and girls in two separate schools, we set out to provide
data. In all four classes together, only 3 out of a total of 358 play chases (less than 1% )
involved an immediate  swapping of the chaser/chase e roles . However , researchers
have been vague concerning precise operational definitions of role reversal in r/t. For
example, while most if not all researchers are likely to agree that an immediate change
in roles would qualify as an instance of role reversal, no one has yet tackled the issue
of longer gaps. We need to ask whether it would be appropriate to see episodes in which
there is a 5 minute gap before partners change their roles as an example of role reversal
per se. If so, what about gaps of 10, 15, 20 minutes, and so on? In our observations, it
was clear that reversals with considerable gaps were fairly common in play chases. Per-
haps the mos t extreme case observed, and on e that we believe should qualify , was
when a group of about ten 8-year-old girls chased a group of about the same number
of boys for the whole of a dinnertime recess (though obviously not without pauses)
with the role s being reversed on subsequent  days.  Rol e reversals with these lengthy
delays are probably sufficient to satisfy children's apparent motivation to engage in all
the different roles in their play, although more data are needed.

Self-handicapping

A second strategy leading to compromise that is related to role reversal is known as
self-handicapping. This involves the deliberate attenuation of the force or intensity of
an action by one or the other play partner in order to give the other a better chance of
"winning" or at least to allow more evenly matched encounters. This is an important
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design feature of r/t, which is why we have used it as a basis of our definition of this
category of behavior. The very existence of r/t, as distinct from serious activity such as
fighting, is evidence for self-handicapping; if this was not the case, a play fight would
quickly resemble a real fight between evenly matched opponents or quickly reach an
impasse between unevenly matched opponents, where the most able participant over-
powers the less able participant.

Self-handicapping ma y b e beneficia l in severa l respects . I f introduced b y th e
strongest partner, it may, for example, allow the reversal of the offensive and defensive
roles. In our observations we saw several cases, including one in which two 11-year -
old boys were wrestling together. The bout ended up with the strongest boy sitting on
the weaker one and holding his partner's hand s and arms to prevent him trying to
escape o r hitting him . This position of stalemate laste d fo r about 2  minutes, afte r
which the boy on top got off and the other immediately raised himself to his feet. At
the same time, the stronger boy rotated his shoulder and rolled on to the floor, enabling
the weaker boy to assum e the "dominant" on-top position . Th e encounter lasted
another minute and assumed a renewed vigor. Overall, this encounter lasted for about
4 minutes, which is considerably longer than the average length of bouts of play fight -
ing (between 1 0 and 1 5 seconds for children of this age).

Clearly, this sort of self-handicapping leads one to experience different role s that
would not be the case, at least to the same degree, if play fighting was controlled by the
same mechanisms and motivations as serious agonistic interactions. In the latter, for
example, the stronger/dominant individua l would never deliberately give up a posi-
tion of advantage.

Self-handicapping and role reversal in r/t ar e not restricted t o English children .
Aldis (1975 ) describe d thei r occurrenc e i n Nort h America n children , an d mor e
recently, Fry (1987) reported that these features were characteristic of the play of Zapo-
tec children of Mexico. They also have been observed by Aldis in the play of various
species, including brown bears, sloth bears, dogs, California sea lions, patas monkeys,
Savanna baboons, and gibbons.

An evolutionary view of role reversal and self-handicapping must also consider the
costs as well as the benefits associated with adopting a particular strategy or not doing
so. With respect to role reversal, the costs include providing conspecifics with oppor-
tunities and experiences that will enhance their fitness relative to one's own. However,
as we have already seen, this is a necessary cost if an individual wants to keep a pool
of different playmates who may each contribute something different t o his or her fit-
ness. The costs of not showin g self-handicapping ar e arguably even greater in thi s
respect, as a partner would be very unwilling to continue participating if the encoun-
ters merged over into a dominance display at their expense. An associated cos t could
be risk of injury either to one's partner if one failed to properly self-handicap (leading
to them avoiding one as a play partner in the future) or to oneself if they failed to do
the same; injuries do occasionally occur in playfights (Boulton, 1988; Humphreys &
Smith, 1987 ) but would undoubtedly be more frequent and severe if restraint was not
shown, especially by the stronger child.

As was the case with role reversal, no one has yet provided quantitative data on the
frequency o f occurrence of specific type s of self-handicapping. This omission in th e
literature i s probably du e to methodologica l difficulties ; i t is difficult i n practice t o
determine whether or not a child (or animal) is showing self-handicapping. Despite
the problems, we attempted t o determine the proportion o f play chases in which the
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pursuing child was judged by the observer to deliberately refrain fro m catchin g the
fleeing child. This decision was based o n such characteristics as the pursuing child
being close enough to reach out and grasp the fleeing child but refraining from doing
so, slowing down as they got close, etc. Only 10 out of 358 chases met these criteria
(less than 3%), suggesting that this specific form of self-handicapping is not necessarily
a common feature of play chasing for present-day children. Nevertheless, it is possible
that the benefits associated with self-handicapping during chasing may not be high, at
least compared with other forms of r/t (wrestling , for example), since the emergence
of formal or informal rules for role reversal would have ensured that even if one indi-
vidual was unable to catch another, they would still get the chance to chase and be
chased.

IS R/T A FORERUNNER OF OTHER FORMS OF COOPERATIVE SOCIAL PLAY
IN HUMANS?

To the casual observer, chasing occurring in the context of r/t (i.e., without explicitly
articulated rules) looks very similar to chasing occurring in formally rule-bound games
such as the ubiquitous "tag" (sometime s known as "tick" or "tiggy") and other team
chase games.1 Given this similarity, it is possible to argue that chasing engaged in by
early hominids could have been the forerunner in the evolution of these more complex
rule-governed chase games. This link, if it existed, would have been via the evolution
of additional psychological mechanisms that predisposed children to engage in these
rule-bound forms of chasing play. Unless these mechanisms were very culture-specific,
we would expect that complex rule-governed chase games would be a common feature
in the play of most societies including present day hunter-gatherer societies. The addi-
tional psychological mechanism(s) could merely be one manifestation of the capacity
for social exchange that Cosmides an d Tooby (1989) claim was selected fo r in homi-
nids, that is, cooperation to produce mutually beneficial outcomes. These researchers
propose that two features of the life history of early hominids, their longevity and their
low dispersal rates, would have provided the right ecological conditions needed for the
emergence of social exchange. I n particular, these features would have ensured tha t
the likelihood of two individuals having repeated meetings would be high, thus afford-
ing an individual who showed restraint and/or self-handicapping on one occasion the
chance to be in a position to reap the benefits of the aid of the initial recipient. Thus it
is also possible that the rule-governed aspect of chasing games is not adaptive per se,
but is instead a consequence of a more general adaptive mechanism.

EVOLVED MECHANISMS

What mechanisms ensure that children enjoy play chasing and fighting and that they
can take part in it in a cooperative way? Part of the answer seems to lie with hormonal
mechanisms, which have been strongly implicated in the motivation to play fight in
rodents (Thor & Holloway, 1984) . In the human case, the evidence is tied to sex dif-
ferences in r/t.

Exposure to higher levels of male sex hormone in male fetuses during pregnancy
appears to have certain effect s on the developing brain, one of which is to predispos e
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the child to later enjoy r/t activities . The evidence comes mainly from the effects of
anomalous amount s o f prenatal se x hormones. Unusua l exposure can b e due t o
endogenous causes (such as Turner's syndrome) or exogenous causes (such as mothers
being given treatment including gonadal hormones during pregnancy). Girls who were
exposed prenatally to a higher than usual level of androgens are more likely to be torn-
boyish and to enjoy vigorous physical activity and r/t. Suc h a result was found by
Money and Erhard t (1972) in a  comparison o f 25 girls who had experienced feta l
androgenization wit h 2 5 normal matche d controls . Erhard t an d Meyer-Bahlbur g
(1981) suggest that intense physical energy expenditure which is a feature of r/t "seem s
to be an essential aspect of psychosocial development and it appears to be influenced
by sex steroid variatio n befor e birth" (p. 1313); they regard this as one of the "best
established" influence s of prenatal hormones.

Quadagno, Briscoe, and Quadagno (1977) suggested some reservations about con-
clusions from the Money and Erhardt (1972) study. Since the androgenized girls were
born with masculinized genitalia, necessitating surgical correction, parental awareness
of genital masculinity at birth might have influenced rearing practices. Specifically, the
parents might encourage more tomboyish behavior in these girls. Erhardt and Meyer-
Bahlburg (1981) argue that the opposite is more likely, that the parents would encour-
age femininity in these circumstances. However, their data are based on interviews and
not on direct observations. It is therefore the perceptions of the girls and their mothers
that have been shown to differ. Such perceptions could be susceptible to rearing expec-
tations, and it would be more convincing to have behavioral data. In another review,
Mines (1982) states that "studies of individuals wh o were exposed t o unusual hor-
mones prenatally, but who were bora without abnormalities, have failed in many cases
to find evidence of. .. masculinised play comparable to that reported for adrogenised
girls" (p.72). However, these studies have their own weaknesses, and some investigated
different hormones (Hines, 1982).

Studies of hormonal effect s do not rule out environmental factor s such as differ -
ential parental reinforcement or effects of gender perceptions on rearing practices. In
a longitudinal study, Lamb (1981) found that fathers treated boys and girls similarly
at first, but that early in the second year fathers began to direct more social behavior
to sons than daughters. Thus it could be that fathers are encouraging more r/t in boys,
both by modeling the behavior (an d by 3 years of age children hav e a well-defined
gender identity, Thompson , 1975) , and b y directing more of this behavior toward
boys. In addition, parental stereotypes about the greater appropriateness of r/t for boys
might suggest that both parents would reinforce r/t mor e in boys. The only directly
relevant study gives little if any support to this last hypothesis, however. Fagot (1978),
in a study of 12 boys and 12 girls aged 20 to 24 months in the home, found that parents
responded to r/t i n boys 91% of the time positively and 3% negatively; in girls 84% of
the time positively and 2% negatively, a nonsignificant difference. She found that some
other behaviors were reinforced in sex-stereotyped ways, however, and it is quite pos-
sible that parental response to r/t migh t become more sex-stereotyped in older chil-
dren.

Children do respond very positively to father's active play (Lamb, 1981). The evi-
dence so far is that father's r/t wit h sons especially increases in the third year, before
differential parental reinforcement as such becomes apparent during the school years.
Quite likely , the increase i n father-son r/t i s in part a  response to the male child's
greater interest in such play, which as we have seen may well have a hormonal basis.
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As in many other areas, sexual stereotypes may act to magnify considerably the effect s
of such preexisting dispositions (see Smith, 1986, for a model of this in relation to r /
t).

A further mechanism, triggered by environmental influences, may be at work to
mediate the amount and extent of r/t through childhood. Fr y (1987) compared pat -
terns o f play fighting that occurre d withi n two Zapotec-speaking communities in
Oaxaca, Mexico. One community was high in adult violence and the other low. Chil-
dren from th e former showed significantly more play aggression (and serious aggres-
sion) than those from the latter, although the nature of these interactions was similar
in both locations . Overall , Fry concluded, "Whateve r the functions of play fighting
may be, the findings of this study support an interpretation that... different pattern s
of aggressive and prosocial behaviors are being passed from one generation to the next,
as the children learn to engage in the different behaviora l patterns that are modeled
and accepted by adults in their respective community" (p. 1017).

This evidence suggests the existence of psychological mechanisms (such as rein-
forcement or modeling) that function to assess how aggressive one's community is and
that allow an individual to modify th e level and intensity of practice base d on this
assessment. Given that participation i n r/t carries some risk of injury (as well as time
and energy costs), why else would individuals expose themselves to such an increase d
risk if there were no benefits available (such as improved fighting ability)? These data
provide som e of the best suppor t fo r the practice fighting hypothesis, but are not in
accord with the views that the function of r/t is to improve skill in hunting or predator
avoidance. If the function of r/t was to improve skill in hunting or predator avoidance,
then there is no reason why the mechanism should be sensitive to the amount of adult
aggression displayed in a society.

Data on sex differences in these and other communities wher e endemic levels of
aggression var y could provide a further tes t o f this view. Specifically, level s of play
fighting in males and females separately shoul d b e related t o levels of aggression in
adult males and females.

Finally, other mechanisms must be involved in the ability to accurately distinguish
between play and agonistic interactions and to accurately encode playful and hostile
intent, since r/t an d aggressive fighting are similar at the level of the motor pattern s
involved. In nonhuman primates, thes e abilities are probably based largely on facia l
expressions. The existence of the play-face and the bared-teeth threat expressions has
been well documented. Studies with young children sugges t some degree of phyloge-
netic continuity. Blurton-Jones (1967,1972) found that "laugh" and "playface" were
associated wit h r/t, whereas "frown" and "fixate" were associated wit h aggression in
preschool children . Smit h an d Lewi s (1985) adopte d th e procedur e o f recording
instances of both types of behavior on videotape and showing them to 4-year-old chil-
dren and a small number of adults. After seeing each episode, individuals were asked
whether they thought the participants were being playful o r aggressive and how they
could tell. Most children showed significant agreement with one another and with the
adults on the judgments, and in most cases they reported basing their decisions on the
physical characteristics of the behavior involved (such as the strength of a blow). Thus,
by 4 years of age some children at least are skilled at distinguishing between play fight-
ing and chasing and aggressive forms of these behaviors. We (Boulton, 1988; Boulton,
in press) have carried out a similar study on a larger sample of 8- to 11-year-olds and
found that almost all children were adept at making this distinction at this age. These
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middle school children also based their decisions largely on the physical characteristics
of action, but they were also prepared to make inferences about the intentions of the
participants (e.g., "he's really fighting with him 'cos he must have called him a name").
In a recent extension to this approach, with Angela Costabile and Laurence Matheson,
we were able to demonstrate that this ability does not depend on the "decoders" and
"actors" belonging to the same culture. English children could successfully distinguish
between r/t and physical aggression shown by Italian children, and vice versa (Costa-
bile, 1989) .

There is some evidence that the ability to accurately encode affect (positive in play,
negative in aggression) and to decode the affec t o f others may be open to practic e
effects. I n particular, Park e and his colleagues (Parke , MacDonald, Beitel, & Bhav-
nagri, 1988) found positive correlations between fathers' physical play and children' s
abilities to correctly discriminate emotional states. A similar view is put forwar d by
Pelligrini (1987) with respect to peer-peer r/t .

SUMMARY

In this chapter, we suggest that there are important advantages in taking an evolution-
ary approach to the study of r/t. Evidence suggests that this form of play may be uni-
versal to all human cultures and that, as such, it may have been shaped by natural
selection acting on physiological and psycholgical mechanisms, in order to provide
some specific benefits. For humans, there is some evidence, although not conclusive,
that the benefits may be related to intraspecific fighting (with hunting and predator
avoidance as less likely candidates). Other considerations suggest that these and other
mechanisms that generate r/t hav e ensured that it is a cooperative activity in which
participants with differing needs are willing to compromise.

NOTE

1. On e common example of the latter, observed in Sheffield schools is "delavio" or "delag-
gio," a game with a fairly complex set of rules. Basically, it involves two teams (often boys versus
girls), one of whom are the chasers, and the other the fleers. At the start of the game, the chasers
count aloud for a predetermined period while the other team disperses throughout the play-
ground. The chasers then set off, individually or in small groups, to try and catch their "oppo-
nents." When successful, a catcher escorts a victim back to a "den," an agreed-upon location in
the playground, and deposits them there. However, at any time an uncaptured member of the
fleeing tea m may run in and free those already caught by touching part of the den (often shouting
"delavio/delaggio" at the same time). It is only when all the fleeing team have been caught that
the roles are reversed.
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V
PERCEPTION AND LANGUAGE AS
ADAPTATIONS

Two enclaves of cognitive psychology—perception and certain areas of psy-
cholinguistics—have rejected the assumptions of the Standard Social Science
Model discussed in chapter 1. These are also the two areas of cognitive psy-
chology that have made the most progress. We would argue that this is no coin-
cidence. These fields focused on important adaptive problems that the human
mind evolved to solve and freed themselves of the limiting Procrustean assump-
tion that all computational problems—from vision to olfaction to phonology to
syntax acquisition—are solved by the same general-purpose mechanism. B
restricting their areas of inquiry in a domain-specific way, these fields were able
to carve nature at the joints, discovering functionally isolable subunits that have
been variously c'alled modules, cognitive specializations, faculties, or "mental
organs." The resulting models consist primarily of descriptions of modules,
each of which is specialized for solving a delimited task, but that work together
to produce a coordinated functional outcome such as phoneme recognition,
syntax acquisition, object recognition, depth perception, or color constancy.

In the late 1950s, Noam Chomsky jolted the psychological community by
demonstrating that finite state devices—the most sophisticated formal imple-
mentation of behaviorist psychological models—could not generate certain
grammatical sentences in English while avoiding the generation of ungrammat-
ical sentences. In doing this, he showed that, when it comes to the problem of
generating grammatical sentences, behaviorist mechanisms could not success
fully perform the task that English speakers routinely do. Therefore, these
mechanisms could be ruled out as an adequate account of "verbal behavior."
This demonstration was the opening shot in Chomsky's decades-long campaign
against the precepts of what we have called in this volume the Standard Social
Science Model.

Chomsky's detailed study of the range of grammatical structures in natural
languages and how people understand them convinced him that general-pur-
pose mechanisms could not account for our ability to use language. Just as
detoxifying poisons requires different physiological machinery than pumping
blood, he argued, language production requires different cognitive machinery
than other kinds of information-processing tasks. Because functionally incom-
patible physiological problems cannot be solved by the same mechanism, the
body is divided into organs, such as the liver and heart, which are functionally
distinct yet interactive. By the same token, Chomsky argued, functionally dis-
tinct yet interactive "mental organs" should have evolved to solve information-
processing problems that are functionally incompatible. Within psycholinguis-
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tics, a vigorous and productive research community has been following through
on this proposal, which has received wide support from many converging lines
of evidence, from neurobiology to formal "learnability" analyses.

However implicitly, Chomsky's argument relies on the classic evolutionary
principle that form follows function for biological structures such as the inher-
ited architecture of the human mind, a principle that can be justified only by
natural selection (Dawkins, 1986; Williams, 1966). Indeed, the argument from
physiological organs to mental organs fails unless one invokes natural selection:
If the close fit between the structure of the liver and the functional require-
ments of detoxification is merely a coincidence—the result of chance or the by-
product of developmental laws having nothing to do with solving functional
problems such as detoxification—then there is no reason to expect this coin-
cidence to repeat itself elsewhere in the body. The existence of functionally
distinct physiological organs is legitimate grounds for positing the existence of
functionally distinct mental organs only if there exists a causal process that sys-
tematically creates a coordination between form and function. There are only
two causal processes known that can systematically bring about this kind of
coordination: intelligent design-(as by a human engineer) and natural selection.
Because it is a feedback process that "selects" among alternative designs based
on how well they solve problems that affect reproduction (such as communi-
cation with conspecifics), natural selection can systematically coordinate form
and function. For the argument from physiological organs to mental organs to
go forward, one must invoke either an intelligent engineer—God or an intelli-
gent alien—or natural selection. As most scientists reject explanations that
invoke either supernatural or extraterrestrial intervention, that leaves natural
selection.

One would think, then, that those psycholinguists who have embraced
Chomsky's notion that there is a "mental organ" that is well designed for lan-
guage acquisition would view this mental organ as the product of natural selec-
tion—that is, as an adaptation. Curiously, this has not been the case. Because
the behavioral and social sciences are not conceptually integrated, few psycho-
linguists are sufficiently well versed in neo-Darwinian theory to see that many
of their arguments invoke natural selection, however implicitly, and depend
crucially upon its applicability. Pinker and Bloom are notable exceptions: They
are psycholinguists with an exceptionally sophisticated grasp of evolutionary
biology. Their chapter closely examines the arguments that have been leveled
against the notion that the language faculty is the product of natural selection
and concludes that these arguments are based on misconceptions "about biol-
ogy or language or both." This chapter was the subject of an intriguing public
debate at MIT between Pinker and Bloom, on the one hand, and Stephen Jay
Gould and Massimo Piattelli-Palmarini, on the other, and it provoked a spirited
exchange in the pages of the journal Behavioral and Brain Sciences. We felt that
no volume on the relationship between natural selection and human psycho-
logical architecture would be complete without it.

In contrast to psycholinguistics, where claims about modularity are common
but still contentious, the modularity of perception has been widely accepted
for a long time. Virtually no one expects the cognitive processes that support
vision to be the same as those that support audition, for example. Even the most
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cursory task analysis is usually sufficient to convince oneself that identifying
three-dimensional distal objects from a two-dimensional retinal display
requires vastly different kinds of information-processing procedures than iden-
tifying sounds and their sources from air pressure waves beating against the
inner ear. Moreover, the essence of the adaptive problem to be solved and the
nature of the information available in the environment for solving it has been
reasonably clear in the study of perception.

Even so, there has been a tendency in perception research to treat some of
the cognitive processes involved as "brute facts"; relatively little thought has
been given to why these processes have one structure rather than another. She-
pard's chapter on color vision is a welcome exception. Ever since Newton's
work on optics in 1704, we have known that the physical continuum of visible
wavelengths is psychologically represented as a circle: Even though red is the
longest visible wavelength of light and violet is the shortest, people view red
and violet as more similar to each other than either are to green, which is of
intermediate wavelength. Ever since the work of Helmholtz and Young in the
1800s, we have known that humans experience colors as varying in three-
dimensions—lightness, hue, and saturation. And ever since the work of anthro-
pologists Berlin and Kay in the 1960s, we have known that people everywhere
organize the perceptual color space into categories and prototypes. But why
are these things true? Are they arbitrary design features—mere brute facts—or
are they adaptations to some enduring property of the world? Shepard argues
for the latter: He makes the case that three-dimensionality and the color circle
are the necessary consequence of mechanisms designed to maintain color con-
stancy under natural variations in terrestrial illumination and that certain aspects
of color categorization can be understood as a by-product of these mecha-
nisms.

Finally, the study of spatial cognition has been closely allied to the study of
visual perception. The mechanisms that allow one to imagine objects moving
in space, for example, are often considered part of the perceptual system, and
they are frequently viewed as critical to navigation, particularly in unknown ter-
ritory. In fact, the ability to perform such quasi-geometrical mental transfor-
mations has sometimes been considered almost synonymous with spatial cog-
nition. As a result, the fact that men tend to perform better on these tasks than
women has been taken to reflect a general male advantage in spatial cognition.

Silverman and Eals dispute this claim. In their chapter on sex differences in
spatial ability, they propose that human spatial cognition is not a unitary phe-
nomenon: They propose that it is a collection of different computational pro-
cesses, each designed for solving functionally different spatial tasks. In this view,
the ability to solve quasi-geometrical spatial problems would be only one spa-
tial ability among many. If Silverman and Eals are correct, then the male perfor-
mance advantage on such tests would reflect a male advantage only in this one
facet of spatial cognition; women might be as good, or better, at tasks that test
for the presence of other spatial competences. By starting with an analysis of
the kinds of spatial problems that hunter-gatherers would have had to solve,
Silverman and Eals' work on spatial cognition illustrates a new approach to
understanding cognitive sex differences in humans, one that has been forged
by evolutionary psychology.
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An adaptationist approach to sex differences is straightforward. When males
and females have encountered the same adaptive problem with the same fre-
quency over evolutionary time, their cognitive mechanisms for solving that
problem should be exactly (or at least approximately) the same. Only when the
two sexes have encountered adaptive problems that systematically differ over
evolutionary time should their mechanisms for solving them differ. The psy-
chology of mate selection is one obvious area where adaptive problems have
differed for the two sexes over evolutionary time (see part 3, "The psychology
of mating and sex")- Less well explored, however, are the implications of the
sexual division of labor that persisted throughout most of human evolution,
with men doing more of the hunting and women doing more of the gathering.
Both of these tasks require sophisticated spatial cognition, but tracking and kill-
ing animals requires a different kind of spatial cognition than gathering plants
does. Animals are mobile and often lead one on a circuitous route into relatively
unfamiliar territory. When this happens, it is difficult to navigate using only
known landmarks, precisely because the territory is unfamiliar. To get home,
one could follow one's own trail, but this would lead one back by the same
circuitous route that the animal originally traced out. Time and energy can be
saved if one can compute the shortest route home through dead reckoning, a
geometrical ability that is highly developed in many animals (Gallistel, 1990). In
addition, hunting requires the ability to aim projectiles accurately. As it turns
out, the male performance advantage is found for geometrical problems of this
kind, which suggests that men have computational processes that are particu-
larly well designed for solving spatial problems associated with hunting.

Silverman and Eals reasoned that, if natural selection had produced cogni-
tive specializations in the male brain for solving the spatial problems associated
with hunting, then it should also have produced cognitive specializations in the
female brain for solving the quite different and difficult spatial problems asso-
ciated with gathering. Unlike animals, plants stay in one place, and they are
embedded within a complex but fairly stable array of vegetation. One needs to
be able to recognize food sources within such complex arrays and to be able to
relocate them, sometimes after very long periods of time. A flower among the
savannah grasses in summer may indicate that a tuber will be growing under-
ground in that spot next winter; a fig tree that is bearing no fruit when one first
finds it will bear fruit in another season. To locate and relocate food sources
within large, complex areas of vegetation, one must be good at remembering
objects and at recalling their locations with respect to one another. The ability
to collect such information automatically, without special attention, as one is
going about other tasks would be an advantageous design feature as well.

Silverman and Eals predicted—and found—a substantial female perfor-
mance advantage on spatial tasks designed to tap such abilities. The hypothesis
that women have computational processes that are well designed for solving
spatial problems associated with gathering allowed them to make this discov-
ery. To our knowledge, this is the first time anyone has asked what kind of spa-
tial specializations would have made human females more effective gatherers
and the first time anyone has predicted a female advantage in spatial abilities.
It also adds weight to the claim that "spatial cognition" is not a single ability, but
actually a collection of different computational processes that are designed for
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solving functionally different spatial problems, some of which might be more
developed in men, others of which might be more developed in women.

This research demonstrates a larger point as well: An evolutionary approach
can help behavioral scientists avoid the sex bias that often emerges in theory-
neutral approaches. In the absence of theory, one must rely on intuition. In the
past, most psychologists were men, and the notion of what counts as spatial
cognition seems to have reflected male intuitions: "Good" spatial cognition
was defined as the kind of mental transformations at which males typically
excel. If the tables had been turned, the field may have developed a different
sex bias: On consulting their own intuitions, female psychologists might have
concluded that "good" spatial cognition consists of remembering the locations
of objects in complex arrays.

In contrast, the scientist who takes an evolutionary approach can go beyond
his or her private intuitions. When adaptive problems differ, the cognitive
mechanisms for solving them should differ, whether these mechanisms are in
the same individual or in two individuals of different sex. By focusing on adap-
tive problems, an evolutionary approach provides principled guidelines for pre-
dicting what design features different cognitive mechanisms should have. In
this case, it allowed Silverman and Eals to propose design features for solving
spatial tasks related to the adaptive problem of gathering that had never been
proposed before. An evolutionary approach also provides principled guidelines
for predicting when cognitive sex differences should exist and when they
should not. One can stop seeing males and females as "better" or "worse" ver-
sions of one another and start seeing each sex as well designed for solving the
sometimes different adaptive problems that it faced during our evolutionary
past.
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Natural Language and Natural Selection

STEVEN PINKER AND PAUL BLOOM

INTRODUCTION

All human societies have language. As far as we know they always did; language was
not invented by some groups and spread to others like agriculture or the alphabet. All
languages are complex computational systems employing the same basic kinds of rules
and representations , wit h no notabl e correlation wit h technological progress: The
grammars of industrial societies are no more complex than the grammars of hunter-
gatherers; Modern English is not an advance over Old English. Within societies, indi-
vidual humans are proficient language users regardless of intelligence, social status, or
level of education. Children are fluent speakers of complex grammatical sentences by
the age of three, without benefit of formal instruction. They are capable of inventing
languages that are more systematic than those they hear, showing resemblances to lan-
guages that they have never heard, and they obey subtle grammatical principles for
which there is no evidence in their environments. Disease or injury can make people
linguistic savants while severely retarded or linguistically impaired with normal intel-
ligence. Some language disorders are genetically transmitted. Aspects of language skill
can be linked to characteristic regions of the human brain. The human vocal tract is
tailored to the demands of speech, compromising other functions such as breathing
and swallowing. Human auditory perception shows complementary specializations
toward the demands of decoding speech sounds into linguistic segments.

This list of facts (see Pinker, 1989a ) suggests that the ability to use a natural lan-
guage belongs more to the study of human biology than human culture; it is a topic
like echolocation in bats or stereopsis in monkeys, not like writing or the wheel. All
modern students of language agree that at least some aspects of language are due to
species-specific, task-specific biological abilities, though of course there are radical dis-
agreements about which specific aspects. A prominent position, outlined by Chomsky
(1965,1980,1981,1986,1988), Fodor(l 983), Lenneberg( 1964,1967), and Liberman
(Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967; Liberman & Mattingly,
1989), is that the mind is composed of autonomous computational modules—mental
faculties or "organs"—and that the acquisition and representation of language are the
products of several such specialized modules .

It would be natural, then, to expect everyone to agree that human language is the
product of Darwinian natural selection. The only successful account of the origin of
complex biological structure is the theory of natural selection, the view that the differ -
ential reproductive success associated with heritable variation is the primary organiz-
ing force in the evolution of organisms (Darwin, 1859; see Bendall, 1983, for a con-
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temporary perspective) . Bu t surprisingly , thi s conclusio n i s contentious . Noa m
Chomsky, the world's best-known linguist, and Stephen Jay Gould, the world's best -
known evolutionary theorist, have repeatedly suggested that language may not be the
product o f natural selection, but a side effect o f other evolutionary forces such as an
increase in overall brain size and constraints of as-yet-unknown laws of structure and
growth (e.g., Chomsky, 1972,1982a, 1982b, 1988,1991; Gould, 1987a; Gould &Piat-
telli-Palmarini, 1987) . Recently Massimo Piattelli-Palmarin i (1989) , a close corre-
spondent with Gould and Chomsky, has done the field a service by formulating a par-
ticularly strong version of their positions and articulating it in print. Premack (1985,
1986) and Mehler (1985) have expressed similar views.

In this paper we will examine this position in detail and will come to a very different
conclusion. We will argue that there is every reason to believe that language has been
shaped b y natural selectio n a s it is understood within the orthodox "synthetic" or
"neo-Darwinian" theory of evolution (Mayr, 1982). In one sense our goal is incredibly
boring. All we argue is that language is no different fro m other complex abilities such
as echolocation o r stereopsis and that the only way to explain the origin of such abil-
ities is through the theory of natural selection. One might expect our conclusion to be
accepted withou t much comment by all but the most environmentalist of language
scientists (as indeed it is by such researchers as Bickerton, 1981; Liberman and Mat-
tingly, 1989; Lieberman, 1984; and, in limited respects, by Chomsky himself in some
strands of his writings1). On the other hand, when two scholars as important as Chom-
sky and Gould repeatedly urge us to consider a startling contrary position, their argu-
ments can hardly be ignored. Indeed these arguments have had a strong effect on many
cognitive scientists, and the nonselectionist vie w has become the consensus in many
circles.

Furthermore, a lot is at stake if our boring conclusion is wrong. We suspect that
many biologists would be surprised at the frequent suggestion that the complexity of
language cannot be explained through natural selection. For instance, Chomsky has
made the following statements :

[An innate language faculty] poses a problem for the biologist, since, if true, it is an example
of true "emergence"—the appearance of a qualitatively different phenomenon at a specific
stage of complexity of organization. (1972, p. 70)

It is perfectly safe to attribute this development [of innate mental structure] to "natural selec-
tion," so long as we realize that there is no substance to this assertion, that it amounts to
nothing more than a belief that there is some naturalistic explanation for these phenomena.
(1972, p. 97)

Evolutionary theory is informative about many things, but it has little to say, as of now, of
questions of this nature [e.g., the evolution of language]. The answers may well lie not so
much in the theory of natural selection as in molecular biology, in the study of what kinds
of physical systems can develop under the conditions of life on earth and why, ultimately
because of physical principles. (1988, p. 167)

It does seem very hard to believe that the specific character of organisms can be accounted
for purel y in terms of random mutation and selectional controls. I would imagine that the
biology of a 100 years from now is going to deal with the evolution of organisms the way it
now deals with the evolution of amino acids, assuming that there is just a fairly small space
of physically possible systems that can realize complicated structures Evolutionar y the-
ory appears to have very little to say about speciation, or about any kind of innovation. It
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can explain how you get a different distribution o f qualities that are already present , bu t it
does not say much about how new qualities can emerge. (1982a, p. 23)

If findings coming out of the study of language forced biologists to such conclusions,
it would be big news.

There is another reason to scrutinize the nonselectionist theory of language. If a
current theory of language is truly incompatible with the neo-Darwinian theory of evo-
lution, one could hardly blame someone for concluding that i t is not the theory of
evolution that must be questioned, but the theory of language. Indeed, this argument
has been the basis of critiques of Chomsky's theories by Bates, Thai, and Marchman
(1991), Greenfield (1987), and Lieberman (1984, 1989), who are nonetheless strange
bedfellows with Chomsky in doubting whether an innate generative grammar could
have evolved by natural selection. Since we are impressed both by the synthetic theory
of evolution and by the theory of generative grammar, we hope that we will not have
to choose between the two.

In this paper, we first examine arguments from evolutionary biology about when
it is appropriate to invoke natural selection as an explanation for the evolution of some
trait. We then apply these tests to the case of human language, and conclude that lan-
guage passes. We examine the motivations for the competing nonselectionist positio n
and suggest that they have little to recommend them. In the final section, we refute the
arguments that have claimed that an innate specialization for grammar is incompat-
ible with the tenets of a Darwinian account and thus that the two are incompatible.

THE ROLE OF NATURAL SELECTION IN EVOLUTIONARY THEORY

Gould has frequently suggested that evolutionary theory is in the throes of a scientific
revolution (e.g., Eldredge & Gould, 1977 ; Gould, 1980) . Two cornerstones of the Dar-
winian synthesis , adaptationis m an d gradualism , are , h e argues, unde r challenge .
Obviously if strict Darwinism is false in general it should not be used to explain the
origin of language.

Nonselectionist Mechanisms of Evolutionary Change

In a classic paper, Gould and Lewontin (1979) warn against "naive adaptationism, "
the inappropriate use of adaptive theorizing to explain traits that have emerged for
other reasons (see also Kitcher, 1985; Lewontin, 1978). The argument is illustrated by
an analogy with the mosaics on the dome and spandrels of the San Marco basilica in
Venice:

Spandrels—the tapering triangular spaces formed by the intersection of two rounded arches
at right angles,... are necessary architectural by-products of mounting a dome on rounded
arches. Eac h spandrel contain s a design admirably fitted into it s tapering space. An evan-
gelist sits in the upper part flanked by the heavenly cities. Below, a man representing on e of
the four biblical rivers.. . pour s water from a pitcher in the narrowing space below his feet.

The design is so elaborate, harmonious, and purposeful that we are tempted to view it as
the starting point of any analysis, as the cause in some sense of the surrounding architecture .
But this would invert the proper path of analysis. The system begin s with an architectura l
constraint: the necessary fou r spandrels and their tapering triangular form . They provide a
space in which the mosaicist s worked; they se t the quadripartite symmetry o f the dome
above.
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Such architectural constraints abound, and we find them easy to understand because we
do not impose our biological biases upon them. —Anyone who tried to argue that the struc-
ture [spandrels] exist s because of [the designs laid upon them] would be inviting the same
ridicule that Voltaire heaped on Dr. Pangloss: "Things cannot be other than they are....
Everything is made for the best purpose. Our noses were made to carry spectacles, so we have
spectacles. Legs were clearly intended for breeches, and we wear them."... Yet evolutionary
biologists, in their tendency to focu s exclusively on immediate adaptation to local condi-
tions, do tend to ignore architectural constraints and perform just such an inversion of expla-
nation, (pp. 147-149)

Unconvincing adaptationist explanations, whic h Gould and Lewontin compare to
Kipling's "Just so stories," are easy to find. In the Science and Technology section of
the Boston Globe in March 1987 , an article noted that the number of teats in different
mammals ought to correspond not to the average litter size but to the largest litter size
that can occur for that species within some bound of probability. Since humans ordi-
narily bear single children but not infrequently have twins, we have an explanation for
why humans have two breasts, not one. The author did not discuss the possibility that
the bilateral symmetry that is so basic to the mammalian body plan makes the appear-
ance of one-breasted humans rather unlikely.

Gould an d Lewonti n describe a  number of nonadaptationist mechanisms tha t
they feel are frequently not tested within evolutionary accounts: genetic drift, laws of
growth and form (such as general allometric relations between brain and body size),
direct induction of form by environmental forces such as water currents or gravity, the
effects of accidents of history (which may trap organisms in local maxima in the adap-
tive landscape), an d "exaptation" (Gould & Vrba, 1982), whereby new uses are made
of parts that were originally adapted to some other function o r of spandrels that had
no function at all but were present for reasons of architecture, development, or history.
They point ou t that Darwin himself had this pluralistic view of evolution, and that
there was an "unfairly maligned" nonadaptationist approach to evolution, prominent
in continental Europe, that stressed constraints on "Bauplane" (architectural plans)
flowing from phyletic history and embryological development. This body of research,
they suggest, is an antidote to the tendency to treat an organism as a bundle of traits
or parts, each independently shaped by natural selection.

Limitations on Nonselectionist Explanations

The Gould and Lewontin argument could be interpreted as stressing that since the
neo-Darwinian theory of evolution includes nonadaptationist processe s it is bad sci-
entific practice not to test them as alternatives to natural selection in any particular
instance. However, they are often read as having outlined a radical new alternative to
Darwin, in which natural selection i s relegated to a minor role. Though Gould and
Lewontin clearly eschew this view in their paper, Gould has made such suggestions
subsequently (e.g., Gould, 1980) , and Piattelli-Palmarini (1989, p. 1 ) has interpreted
it as such when he talks of Darwinian natural selection being replaced by "a bette r
evolutionary theory (one based on 'exaptation')." The reasons why we should reject
this view were spelled out clearly by Williams (1966) and have been amplified recently
by Dawkins( 1983, 1986).

The key point that blunts the Gould and Lewontin critique of adaptationism is that
natural selection is the only scientific  explanation  o f adaptive complexity.  "Adaptiv e
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complexity" describe s an y syste m composed o f many interacting part s where the
details of the parts' structure and arrangement suggest design to fulfil l som e function.
The vertebrate eye is the classic example. The eye has a transparent refractin g outer
cover, a variable-focus lens, a  light-sensitive layer of neural tissue lying at the foca l
plane of the lens, a diaphragm whose diameter changes with illumination level, mus-
cles that move it in precise conjunction and convergence with those of the other eye,
and elaborate neural circuits that respond to patterns defining edges, colors, motion,
and stereoscopic disparity . I t is impossible to make sense of the structure of the eye
without noting that it appears as if it was designed for the purpose of seeing—if for no
other reason that the man-made tool for image formation, the camera, displays an
uncanny resemblance to the eye. Before Darwin, theologians, notably William Paley,
pointed to its exquisite design as evidence for the existence of a divine designer. Dar-
win showed how such "organs of extreme perfection and complication" could arise
from the purely physical process of natural selection.

The essential poin t i s that n o physical process othe r than natura l selection can
explain the evolution of an organ like the eye. The reason for this is that structures that
can do what the eye does are extremely low-probability arrangements of matter. By an
unimaginably large margin, most objects defined by the space of biologically possible
arrangements of matter cannot bring an image into focus, modulate the amount of
incoming light, respond to the presence of edges and depth boundaries, and so on. The
odds that genetic drift, say , would result in the fixation within a population of just
those genes that would give rise to such an object are infinitesimally small, and such
an event would be virtually a miracle. This is also true of the other nonselectionis t
mechanisms outline d b y Gould and Lewontin. It is absurdly improbable that som e
general law of growth and form could give rise to a functioning vertebrate eye as a by-
product of some other trend such as an increase in size of some other part. Likewise,
one need not consider the possibility that some organ that arose as an adaptation t o
some other task, or a spandrel defined by other body parts, just happened to have a
transparent lens surrounded by a movable diaphragm in front of a light-sensitive layer
of tissue lying at its focal plane. Natural selection—the retention across generations of
whatever small , random modification s yield improvements in vision that increase
chances of survival and reproduction—is the only physical process capable of creating
a functioning eye, because it is the only physical process in which the criterion of being
good at seeing can play a causal role. As such it is the only process that can lead organ-
isms along the path in the astronomically vast space of possible bodies leading from a
body with no eye to a body with a functioning eye.

This argument i s obviously incomplete , a s it relie s on the somewha t intuitiv e
notion of "function" and "design." A skeptic might accuse the proponent of circular-
ity, asking why a lump of clay should no t be considered wel l designed to fulfil l th e
function of taking up exactly the region of space that it in fact takes up. But the circle
can be broken in at least three ways. First, biologists need posit far fewer functions than
there are biological systems; new functions ar e not invented for each organ of each
organism. Furthermore, each legitimate function can be related via a direct plausible
causal chain to other functions and—critically—to the overal l function o f survival
and reproduction. Finally, convergent evolution and resemblance to human artifacts
fulfilling the same putative function give independent criteria for design. But regard-
less of the precise formulation of the modem argument from design (see, e.g., Cum-
mins, 1984), it is not controversial in practice. Gould himself readily admits that nat-
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ural selection is the cause of structures such as the vertebrate eye, and he invokes the
criterion o f engineering design , fo r example, t o rescu e Darwinis m itsel f fro m th e
charge of circularity (Gould, 1977a) . Presumably this is why Gould and Lewontin con-
cede that they agree with Darwin that natural selection is "the most important of evo-
lutionary mechanisms. "

What, then, is the proper relation between selectionist and nonselectionist expla-
nations i n evolution ? Th e leas t interestin g cas e involve s spandrels tha t ar e no t
involved in any function or behavior, such as the redness of blood, the V-shaped space
between a pair of fingers, the hollow at the back of a knee, the fact there are a prime
number of digits on each limb, and so on. The mere presence of these epiphenomenal
spandrels, tha t play no direct role in the explanation of any species-typical behavior
cr function, says nothing about whether the structures that they are associated with
were shaped by selection. There are as many of them as there are ways of describing
an organism that do not correspond to its functional parts.

Much more important are cases where spandrels are modified and put to use. How-
ever, in such cases of modified  spandrels,  selection plays a crucial role. Putting a dome
on top of four arches gives you a spandrel, but it does not give you a mosaic depicting
an evangelist and a man pouring water out of a pitcher. That would really be a miracle.
To get the actual mosaic you need a designer. The designer corresponds to natural
selection. Spandrels, exaptations, laws of growth, and so on can explain the basic plans,
parts, and materials that natural selection works with—as Jacob (1977) put it, nature
is a tinkerer, not an engineer with a clean drawing board. The best examples of struc-
tures produced entirel y by nonadaptationist mechanism s are generally one-part or
repetitive shapes or processes tha t correspond to simple physical or geometric laws,
such as chins, hexagonal honeycombs, large heads on large bodies, and spiral mark-
ings. But, as Darwin stressed, whe n such parts and patterns are modified and com-
bined into complex biological machines fulfilling som e delicate function , these sub-
sequent modifications and arrangements must be explained by natural selection.

The real case of evolution without selection consists of the use of unmodified  span-
drels. Gould (1987a) notes that the African hero n uses its wings primarily to block
reflections on the surface of water while looking for fish. The possibility that some use-
ful structur e i s an unmodifie d spandre l i s the mos t interestin g implicatio n o f the
Gould-Lewontin argument, since Darwinian natural selection would really play no
role. Note, though, that unmodified spandrels have severe limitations. A wing used as
a visor is a case where a structure designed for a complex engineering task that most
arrangements of matter do not fulfill , suc h as controlled flight, is exapted to a simple
engineering task that many arrangements of matter do fulfill , suc h as screening out
reflections (we are reminded of the paperweight and aquarium depicted in 101 Uses
for a Dead Computer). When the reverse happens, such as when a solar heat exchanger
is retooled as a fully functioning wing in the evolution of insects (Kingsolver & Koehl,
1985), natural selection must be the cause.

We are goin g ove r thes e criteri a fo r invoking natura l selectio n i n suc h detai l
because they are so often misunderstood. We hope we have made it clear why modern
evolutionary biology does not license Piattelli-Palmarini's conclusion that "since lan-
guage and cognition probably represent the most salient and the most novel biological
traits of our species,... it is now important to show that they may well have arisen
from totall y extra-adaptiv e mechanisms. " And Piattelli-Palmarini i s not alone . I n
many discussions with cognitive scientists we have found that adaptation and natural
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selection have become dirty words. Anyone invoking them is accused of being a naive
adaptationist, or even of "misunderstanding evolution." Worst of all, he or she is open
to easy ridicule as a Dr. Pangloss telling Just-so stories! (Premack's 1986 reply to Bick-
erton, 1986, is typical.) Given the uncontroversially central role of natural selection in
evolution, thi s stat e o f affair s i s unfortunate. We suspect tha t man y people have
acquired much of their knowledge of evolutionary theory from Gould' s deservedly
popular essays. These essays present a view of evolution that is vastly more sophisti-
cated tha n th e nineteenth-centur y versions o f Darwi n commonly taught i n high
schools and even colleges. But Gould can easily be misread as fomenting a revolution
rather than urging greater balance within current biological research, and his essays do
not emphasize the standard arguments for when it is appropriate, indeed necessary, to
invoke natural selection.

Also lurking beneath people's suspicions of natural selection is a set of methodo-
logical worries . Isn' t adaptationis m fundamentall y untestable, henc e unscientific ,
because adaptive stories are so easy to come by that when one fails, another can always
be substituted? Gould and Lewontin may be correct in saying that biologists and psy-
chologists have leapt too quickly to unmotivated and implausible adaptationist expla-
nations, but this has nothing to do with the logic of adaptationist explanations per se.
Glib, unmotivated proposals can come from all kinds of theories. To take an example
close to home, the study of the evolution of language attained its poor reputation pre-
cisely because of the large number of silly wonadaptationist hypotheses that were pro-
posed. For instance, i t has been argued that language arose from mimicry of animal
calls, imitations of physical sounds, or grunts of exertion (the infamous "bow-wow,"
"ding-dong," and "heave-ho" theories).

Specific adaptationist proposals are testable in principle and in practice (see Den-
nett, 1983;Kitcher , 1985; Maynard Smith, 1984;Mayr, 1982; Sober, 1984; Williams,
1966). Supplementing the criterion o f complex design, one can determine whether
putatively adaptive structures are correlated with the ecological conditions that make
them useful, and under certain circumstances one can actually measure the reproduc-
tive success of individuals possessing them to various degrees (see, e.g., Glutton-Brock,
1983). Of course, the entire theory of natural selection may be literally unfalsifiable in
the uninteresting sense that elaborations can always rescue its empirical failings, but
this is true of all large-scale scientific theories. An y such theory is supported to th e
extent that the individual elaborations are mutually consistent, motivated by indepen-
dent data, and few in number compared to the phenomena to be explained.2

Indeed one could argue that it is nonadaptationist accounts that are often in grave
danger of vacuity. Specific adaptationist proposals may be unmotivated, but they are
within the realm of biological and physical understanding, and often the problem is
simply that we lack the evidence to determine which account within a set of alternative
adaptive explanations is the correct one. Nonadaptationist accounts that merely sug-
gest the possibility that there is some hitherto-unknown law of physics or constraint
on form—a "law of eye-formation," to take a caricatured example—are, in contrast,
empty and unfalsifiable .
Two Issues That Are Independent of Selectionism

There are two other issues that Gould includes in his depiction o f a scientific revolu-
tion in evolutionary theory. It is important to see that they are largely independent of
the role of selection in evolutionary change.
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Gradualism

According to th e theor y o f "punctuate d equilibrium " (Eldredg e & Gould , 1972 ;
Gould &  Eldredge, 1977) , most evolutionar y change does no t occu r continuously
within a lineage, but is confined to bursts of change that are relatively brief on the geo-
logical time scale, generally corresponding to speciation events, followed by long peri-
ods of stasis. Gould ha s suggested that the theory has some very general and crude
parallels with approaches to evolution that were made disreputable by the neo-Dar -
winian synthesis, approaches tha t go by the names of "saltationism," "macromuta-
tions," or "hopeful monsters" (e.g., Gould, 1981) . However, he is emphatic that punc-
tuated equilibrium is "a theory about ordinary speciation (takin g tens of thousands of
years) and its abrupt appearance at low scales of geological resolution, not about eco-
logical catastrophe and sudden geneti c change" (Gould 1987b , p. 234). Many other
biologists see evolutionary change in an even more orthodox light. They attribute the
sudden appearance of fully formed new kinds of organisms in the fossil record to the
fact that speciation typically takes place in small, geographically isolated populations .
Thus transitional forms , even if evolving over very long time spans, are unlikely to
appear in the fossil record until they reinvade the ancestral territory; it is only the inva-
sion that is sudden (see, e.g., Ayala, 1983 ; Dawkins, 1986 ; Mayr, 1982; Stebbins &
Ayala, 1981). In any case it is clear that evolutionary change is gradual from generation
to generation, i n ful l agreemen t with Darwin. Thus Piattelli-Palmarini (1989, p. 8)
expresses a common misunderstanding when he interprets the theory of punctuated
equilibrium as showing that "many incomplete series in the fossil record are incom-
plete, not because the intermediate forms have been lost for us, but because they sim-
ply never existed."

Once agai n the explanation of adaptive complexit y i s the key reason wh y one
should reject nongradual change as playing an important role within evolution. An
important Darwinia n insight , reinforce d b y Fisher (1930) , is that th e only way for
complex desig n t o evolv e is throug h a  sequenc e o f mutation s wit h smal l effects .
Although it may not literally be impossible for an organ like the eye to emerge across
one generation fro m n o eye at all, the odds of this happening are unimaginably low.
A random large leap in the space of possible organic forms is astronomically unlikely
to land an organism in a region with a fully formed functioning eye. Only a hill-climb-
ing process, wit h each small step forced in the direction o f forms with better vision,
can guide the lineage to such a minuscule region of the space of possible forms within
the lifetime of the universe.

None of this is to deny that embryological processes can result in quite radical sin-
gle-generation morphological changes. "Homeotic" mutations causing slight changes
in the timing or positioning of epigenetic processe s can result in radically new kinds
of offspring, such as fruit flies with legs growing where their antenna should be, and it
is possible that some speciation events may have begun with such large changes in
structure. However, there is a clear sense in which such changes are still gradual, since
they involve only a gross modification o r duplication o f existing structure, no t the
appearance of a new kind of structure (see Dawkins, 1983).

Exaptation

Exaptation is another process that is sometimes discussed a s if it were incompatible
both with adaptationism and with gradualism. People often wonder whether each of
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the "numerous, successive, slight modifications" from an ancestor lacking an organ to
a modern creature enjoying the fully functioning organ leads to an improvement in
the function, as it should if the necessary evolutionary sequence is to be complete. Piat-
telli-Palmarini cities Kingsolver and Koehl's (1985) study of qualitative shifts during
the evolution of wings in insects, which are ineffective fo r flight below a certain size,
but effective as solar heat exchange panels precisely within that range. (The homology
among parts of bat wings, seal flippers, horse forelimbs, and human arms is a far older
example.) Nevertheless such exaptations are still gradual and are still driven by selec-
tion; there must be an intermediate evolutionary stage at which the part can subserve
both functions (Mayr, 1982), after which the process of natural selection shapes it spe-
cifically for its current function. Indeed the very concept of exaptation is essentially
similar to what Darwin called "preadaptation" and played an important rol e in his
explanation of "the incipient stages of useful structures."

Furthermore, i t is crucial to understand that exaptation is merely one empirical
possibility, no t a  universal law of evolution. Gould i s often quote d a s saying, "We
avoid the excellent question, What good is 5 per cent of an eye? by arguing that the
possessor of such an incipient structure did not use it for sight" (1977b, p. 107) . (Of
course no ancestor to humans literally had 5 per cent of a human eye; the expression
refers to an eye that has 5 percent of the complexity of a modem eye.) In response ,
Dawkins (1986, p. 81) writes, "An ancien t animal with 5 per cent of an eye might
indeed have used it for something other than sight, but it seems to me at least as likely
that it used it for 5 per cent vision Visio n that is 5 percent as good as yours or mine
is very much worth having in comparison with no vision at all. So is 1 per cent vision
better than total blindness. And 6 per cent is better than 5, 7 per cent better than 6,
and so on up the gradual, continuous series." Indeed Darwin (1859) sketched out a
hypothetical sequence of intermediate forms in the evolution of the vertebrate eye, all
with counterparts in living organisms, each used for vision.

In sum, the positions of Gould, Lewontin, and Eldredge should not be seen as rad-
ical revisions of the theory of evolution, but as a shift in emphasis within the orthodox
neo-Darwinian framework. As such they do not invalidate gradual natural selection
as the driving force behind the evolution of language on a priori grounds. Further-
more, there are clear criteria for when selectionist and nonselectionist accounts should
be invoked to explain some biological structure: the presence of complex design to
cany out some reproductively significant function, versus the availability of a specific
physical, developmental, or random process capable of explaining the structure's exis-
tence. With these criteria in hand, we can turn to the specific problem at hand, the
evolution of language.

DESIGN IN LANGUAGE

Do the cognitive mechanisms underlying language show signs of design for some func-
tion in the same way that the anatomical structures of the eye shows signs of design
for the function of vision? This breaks down into three smaller questions: What is the
function (if any) of language? What are the engineering demands on a system that must
carry out such a function? And are the mechanisms of language tailored to meet those
demands? We will suggest that language shows signs of design for the communication
of prepositional structures over a serial channel.
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An Argument for Design in Language

Humans acquire a great deal of information during their lifetimes. Since this acqui-
sition process occurs at a rate far exceeding that of biological evolution, it is invaluable
in dealing with causal contingencies of the environment that change within a lifetime
and provides a  decisive advantag e i n competition wit h other specie s that ca n only
defend themselves against ne w threats in evolutionary time (Brandon & Hornstein,
1986; Tooby & DeVore, 1987) . There is an obvious advantage in being able to acquire
such information about the world secondhand: B y tapping into the vast reservoir of
knowledge accumulated by some other individual, one can avoid having to duplicate
the possibl y time-consumin g an d dangerou s tria l an d erro r proces s tha t wo n that
knowledge. Furthermore, withi n a group of interdependent, cooperatin g individuals,
the states of other individuals are among the most significant things in the world worth
knowing about. Thu s communication o f knowledge and interna l states i s useful t o
creatures who have a lot to say and who are on speaking terms. (Later in the chapter,
we discuss evidence that our ancestors were such creatures.)

Human knowledge and reasoning, it has been argued, are couched in a "language
of thought " tha t i s distinct fro m externa l language s such a s Englis h o r Japanes e
(Fodor, 1975) . The propositions in this representational mediu m are relational struc-
tures whose symbols pertain to people, objects, and events, the categories they belong
to, their distribution in space and time, and their causal relations to one another (Jack-
endoff, 1983 ; Keil, 1979) . The causal relations governing the behavior of other people
are understood as involving their beliefs and desires, which can be considered as rela-
tions between an individual and the proposition tha t represent s the content of that
belief or desire (Fodor, 1975 , 1987).

This makes the followin g kind s o f contents worth y of communication among
humans. We would want to be able to refer to individuals and classes; to distinguish
among basic ontological categories (things, events, places, times, manners, and so on);
to talk about event s and states , distinguishin g the participants i n the event or state
according to role (agents, patients, goals) ; and to talk about the intentional states of
ourselves and others. Also, we would want the ability to express distinctions of truth
value and modality (necessity, possibility, probability , factivity ) and to comment on
the time of an event or state including both it s distribution ove r time (continuous,
iterative, punctate) and its overall time of occurrence. One might also demand the abil-
ity to encode an unlimited number of predicates, arguments , and propositions. Fur -
ther, it would be useful to be able to use the same prepositional content within different
speech acts, for instance, as a question, a statement, or a command. Superimposed on
all of this we might ask for an ability to focus or to put into the background differen t
parts of a proposition, so as to tie the speech act into its context of previously conveyed
information and patterns of knowledge of the listener.

The vocal-auditory channel has some desirable features as a medium of commu-
nication: It has a high bandwidth, its intensity can be modulated to conceal the speaker
or to cover large distances, and it does not require light, proximity, a face-to-face ori -
entation, or tying up the hands. However, it is essentially a serial interface, lacking the
full two-dimensionality needed to convey graph or tree structures and typographical
devices such as fonts, subscripts , an d brackets . The basic tool s of a coding scheme
employing it are an inventory of distinguishable symbols and their concatenation.

Thus grammars for spoken languages must map prepositional structures onto a
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serial channel, minimizing ambiguity in context, under the further constraints that the
encoding and decoding be done rapidly, by creatures with limited short-term memo-
ries, and according to a code that is shared by an entire community of potential com-
municants.

The fact that language is a complex system of many parts, each tailored to mapping
a characteristic kind of semantic or pragmatic function onto a characteristic kind of
symbol sequence, is so obvious in linguistic practice that it is usually not seen as worth
mentioning. Let us list some uncontroversial facts about substantive  universals, the
building blocks of grammars that all theories of universal grammar posit either as an
explicit inventory or as a consequence of somewhat more abstract mechanisms.

Grammars ar e buil t aroun d symbol s fo r major  lexical  categories  (noun, verb ,
adjective, preposition) that can enter into rules specifying telltale surface distri-
butions (e.g. , verb s but no t noun s generally take unmarke d direct objects) ,
inflections, and lists of lexical items. Together with minor categories that char-
acteristically co-occur with the major ones (e.g., articles with nouns), the differ -
ent categories are thus provided with the means of being distinguished in the
speech string. These distinctions are exploited to distinguish basic ontological
categories such as things, events or states, and qualities. (See , e.g., Jackendoff ,
1983, 1990. )

Major phrasal  categories (noun phrase, verb phrase, etc.) start of f with a majo r
lexical item, the head, and allow it to be combined with specific kinds of affixes
and phrases. The resulting conglomerate is then used to refer to entities in our
mental models of the world. Thus a noun like dog does not itself describe any-
thing but it can combine with articles and other parts of speech to make noun
phrases, such as those dogs, my dog, and the dog that bit me, and it is these noun
phrases that are used to describe things. Similarly, a verb like hit is made into a
verb phrase b y marking it fo r tense an d aspec t an d addin g an object , thu s
enabling it to describe an event. In general, words encode abstract general cat-
egories and only by contributing to the structure of major phrasal categories can
they describe particular things, events, states, locations , an d properties . Thi s
mechanism enables the language user to refer to an unlimited range of specific
entities while possessing only a finite number of lexical items. (See, e.g., Bloom,
1989; Jackendoff, 1977.)

Phrase structure rules  (e.g. , "X-bar theory" o r "immediate dominanc e rules" )
force concatenation in the string to correspond to semantic connectedness in the
underlying proposition and thus provide linear clues of underlying structure,
distinguishing, for example, Large trees grow dark berries from Dark trees grow
large berries. (See, e.g., Gazdar, Klein, Pullum, & Sag, 1985; Jackendoff, 1977. )

Rules of linear order (e.g., "directional parameters" fo r ordering heads, comple-
ments, and specifiers , or "linear precedence rules" ) allow the order of words
within these concatenations to distinguish among the argument positions that
an entity assumes with respect to a predicate, distinguishing Man bites dog from
Dog bites man. (See, e.g., Gazdar, et al., 1985; Travis, 1984.)

Case affixes o n nouns and adjectives can take over these functions, marking nouns
according to argument role and linking noun with predicate even when the order
is scrambled. This redundancy can free up the device of linear order, allowing it
to be exploited to convey relations of prominence and focus , which can thus
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mesh with the necessarily temporal flow of attention and knowledge acquisition
in the listener.

Verb affixes  signa l the temporal distribution o f the event that the verb refers t o
(aspect) and the time of the event (tense); when separate aspect and tense affixes
co-occur, the y are in a  universally preferred order (aspect closer to the verb;
Bybee, 1985). Given that man-made timekeeping devices play no role in species-
typical human thought, some other kind of temporal coordinates must be used,
and languages employ an ingenious system that can convey the time of an event
relative to the time of the speech act itself and relative to a third, arbitrary ref-
erence time (thus we can distinguish between John has arrived, John had arrived
(when Mary wa s speaking), John  will  have arrived (before Mary  speaks),  an d so
on; Reichenbach, 1947) . Verb affixes also typically agree with the subject and
other arguments and thus provide another redundant mechanism that can con-
vey predicate-argument relations by itself (e.g., in many Native American lan-
guages such as Cherokee and Navajo) or that can eliminate ambiguity left open
by other mechanisms (distinguishing, e.g., / know the boy and the girl who like
chocolate from I  know the boy and the girl who likes chocolate).

Auxiliaries, which occur either as verb affixes (where they are distinguished fro m
tense and aspect affixe s b y proximity to the verb) or in one of three sentence-
peripheral positions (first, second, last), convey relations that have logical scope
over the entire proposition (mirrorin g their peripheral position) such as truth
value, modality, and illocutionary force. (See Steele, Akmajian, Demers, Jeli-
nek, Kitagawa, Oehrle, & Wasow, 1981.)

Languages also typically contain a small inventory of phonetically reducible mor-
phemes—pronouns and other anaphoric elements—which, by virtue of encod-
ing a small set of semantic features such as gender and humanness and being
restricted in their distribution, can convey patterns of coreference among differ-
ent participants in complex relations without the necessity of repeating lengthy
definite descriptions (e.g., as in A boy showed a dog to a girl and then he/she/it
touched him/her/it/himself/herself). (See Chomsky, 1981; Wexler & Manzini,
1987.)

Mechanisms of complementation an d control  govern the expression of proposi-
tions that are arguments of other propositions, employin g specific complemen-
tizer morphemes signaling the periphery of the embedded proposition and indi-
cating its relation to the embedding one and licensing the omission of repeated
phrases referrin g t o participant s playin g certain combination s o f roles. Thi s
allows the expression of a rich set of prepositional attitudes within a belief-desire
folk psychology, such as John tried to come, John thinks that Bill will come, John
hopes for Bill  to come, John convinced  Bill to come, and so on. (See Bresnan,
1982.)

In w h movement (as in wh questions and relative clauses) there is a tightly con-
strained co-occurrence pattern between an empty element (a "trace" or "gap")
and a sentence-peripheral quantifier (e.g., wh words). The quantifier word can
be specific as to illocutionary force (question versus modification), ontological
type (time , place , purpose) , featur e (animate/inanimate) , an d rol e (subject /
object), and the gap can occur only in highly constrained phrase structure con-
figurations. The semantics of such constructions allow the speaker to fix the ref-
erence of, or request information about , an entity by specifying its role within
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any proposition. On e can refe r no t just to any dog but to the dog that Mary
sold_to some students last year; one can ask not only for the names of just any
old interesting person but specifically Wh o was that woman I saw you with  ?
(See, e.g., Chomsky, 1981; Gazdar, Klein, Pullum, & Sag, 1985; Kaplan & Bres-
nan, 1982. )

And this is only a partial list, focusing on sheer expressive power. One could add
to it the many syntactic constraints and devices whose structure enables them to min-
imize memory load and the likelihood of pursuing garden paths (incorrect guesses as
to how to analyze a sentence) in speech comprehension (e.g., Berwick & Weinberg,
1984; Berwick & Wexler, 1987; Bever, 1970; Chomsky & Lasnik, 1977; Frazier, Clif-
ton, & Randall, 1983; Hawkins, 1988;Kuno, 1973,1974) or to ease the task of analysis
for the child learning the language (e.g., Morgan, 1986; Pinker, 1984; Wexler & Culi-
cover, 1980) . On top of that there are the rules of segmental phonology that smooth
out arbitrary concatenations of morphemes into a consistent sound pattern that jug-
gles demands of ease of articulation and perceptual distinctness; the prosodic rules that
disambiguate syntax and communicate pragmatic and illocutionary information; the
articulatory programs that achieve rapid transmission rates through parallel encoding
of adjacent consonants and vowels; and on and on. Language seems to be a fine exam-
ple of "that perfection of structure and coadaptation whic h justly excites our admi-
ration" (Darwin, 1859, p. 26).

As we write these words, we can hear the protests: "Pangloss! Just so stories!" Hav-
en't we just thought up accounts about functions post hoc after examining the struc-
ture? How do we know that the neural mechanisms were not there for other reasons
and that once they were there they were just put to various convenient uses by the first
language users, who then conveyed their invention to subsequent generations?

Is the Argument for Language Design a Just-So Story?

First of all, there i s nothing particularly ingenious , contorted , or exotic about ou r
claims for substantive universals and their semantic functions. Any one of them could
have been lifted out of the pages of linguistics textbooks. It is hardly the theory of evo-
lution that motivates the suggestion that phrase structure rules are useful in conveying
relations of modification and predicate-argument structure.

Second, it is not necessarily illegitimate to infer both special design and adapta -
tionist origins on the basis of function itself . It all depends on the complexity of the
function from an engineering point of view. If someone told you that John uses X as
a sunshade or a paperweight, you would certainly be hard-pressed to guess what X is
or where X came from, becaus e all sorts of things make good sunshades or paper-
weights. But if someone told you that John uses X to display television broadcasts, it
would be a very good bet that X is a television set or is similar in structure to one and
that i t wa s designed fo r that purpose . Th e reaso n i s that i t would be vanishingly
unlikely for something that was not designed as a television to display television pro-
grams; the engineering demands are simply too complex.

This kind of reasoning is commonly applied in biology when high-tech abilities
such as bat sonar are discovered. W e suggest that human language is a similar case .
We are not talking about noses holding up spectacles. Huma n language is a device
capable of communicating exquisitely complex and subtle messages, from convoluted
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soap opera plots to theories of the origin of the universe. Even if all we knew was that
humans possessed such a device, we would expect that it would have to have rather
special and unusual properties suited to the task of mapping complex propositional
structures onto a serial channel, and an examination of grammar confirms this expec-
tation.

Third, th e claim that language is designed for communication o f propositiona l
structures is not a  logical necessity. It is easy to formulate, and reject, specific alter-
natives. For example, occasionally i t is suggested that language evolved as a medium
of internal knowledge representation for use in the computations underlying reason-
ing. But while there may be a languagelike representational medium—"th e language
of thought," o r "mentalese" (Fodor, 1975)—i t clearly cannot be English, Japanese,
and so on. Natural languages are hopeless for this function: They are needlessly serial,
rife with ambiguit y (usually harmless in conversationa l contexts, but unsuite d for
long-term knowledg e representation), complicate d b y alternations tha t are relevant
only to discourse (e.g., topicalization), and cluttered with devices (such as phonology
and much of morphology) that make no contribution to reasoning. Similarly, the facts
of grammar make it difficult to argue that language shows design for "the expression
of thought" in an y sens e tha t i s substantially distinc t fro m "communication. " If
"expression" refers to the mere externalization of thoughts, in some kind of mono-
logue or soliloquy, i t is an unexplained fac t that language contains mechanisms that
presuppose the existence of a listener, such as rules of phonology and phonetics (which
map sentences ont o sound patterns , enhanc e confusable phonetic distinctions , dis -
ambiguate phrase structure with intonation, and so on) and pragmatic devices that
encode conversationa l topic , illocutionary force, discours e antecedents , an d so on.
Furthermore people do not expres s their thoughts in an arbitrary private language
(which would be sufficient fo r pure "expression"), but have complex learning mech-
anisms that acquire a language highly similar in almost every detail to those of other
speakers in the community.

Another example of the empirical nature of specific arguments for language design
appears when we examine the specific expressive abilities that are designed into lan-
guage. They turn out to constitute a well-defined set and do not simply correspond to
every kind of information that humans are interested in communicating. So although
we may have some a priori intuitions regarding useful expressive capacities of gram-
mar, th e matte r i s ultimately empirica l (see , e.g. , Jackendoff , 1983 , 1990 ; Pinker ,
1989b; Talmy, 1983 , 1988), and such research yields results that are specific enough
to show that not just any intuition is satisfied. Grammar is a notoriously poor medium
for conveyin g subtle patterns o f emotion, fo r example, and facia l expression s and
tones of voice are more informative (Ekman & Friesen, 1975; Etcoff, 1986) . Although
grammars provide devices for conveying rough topological information such as con-
nectivity, contact, and containment, an d coarse metric contrasts such as near/far or
flat/globular, the y are of very little help in conveying precise Euclidean relations: A
picture i s worth a  thousan d words . Furthermore , huma n gramma r clearl y lack s
devices specifically dedicated to expressing any of the kinds of messages that charac-
terize the vocal communication system s of cetaceans, birds , or nonhuman primates ,
such as announcements of individual identity, predator warnings, and claims of ter-
ritory.

Finally, Williams (1966) suggests that convergent evolution, resemblance to man-
made artifacts, and direct assessment s o f engineering efficiency ar e good sources of
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evidence for adaptation. Of course in the case of human language these test are difficult
in practice : Significan t convergent evolutio n ha s no t occurred , n o on e ha s ever
invented a system that duplicates its function (excep t for systems that are obviously
parasitic on natural languages such as Esperanto or signed English), and most forms
of experimental intervention would be unethical. Nonetheless, some tests are possible
in principle, and this is enough to refute reflexive accusations of circularity.

For example, even the artificial languages that are focused on very narrow domains
of content and that are not meant to be used in a natural on-line manner by people,
such as computer language s or symbolic logic , show certain obviou s parallel s with
aspects of human grammar. They needed means of distinguishing types of symbols,
predicate argument relations, embedding, scope , quantification, and truth relations,
and solve these problems with formal syntactic systems that specify arbitrary patterns
of hierarchical concatenation, relative linear order, fixed positions within strings, and
closed classes of privileged symbols. Of course there are vast dissimilarities, bu t th e
mere fact that terms like "language," "syntax," "predicate," "argument," and "state-
ment" have clear meanings when applied to artificial systems, with no confusion o r
qualification, suggests that there are nonaccidental parallels that are reminiscent of the
talk of diaphragms and lenses when applied to cameras and eyes. As for experimental
investigation, in principle one could define sets of artificial grammars with and without
one of the mechanisms in question, or with variations of it. The grammars would be
provided or taught to pairs of communicators—formal automata, computer simula-
tions, or college sophomores acting in conscious problem-solving mode—who would
be required to convey specific messages under different conditions of speed, noise, or
memory limitations . Th e proportio n o f informatio n successfull y communicate d
would be assessed and examined as a function of the presence and version of the gram-
matical mechanism, and of the different conditions putatively relevant to the function
in question.

Language Design and Language Diversity

A more serious challenge to the claim that grammars show evidence of good design
may come fro m th e diversity of human languages (Maratsos, 1989) . Grammatica l
devices and expressive functions do not pair up in one-to-one fashion. For example,
some languages use word order to convey who did what to whom; others use case or
agreement for this purpose and reserve the use of word order to distinguish topic from
comment, or do not systematically exploit word order at all. How can one say that the
mental devices governing word order evolved under selection pressure for expressing
grammatical relations if many languages do not use them for that purpose? Linguistic
diversity would seem t o impl y that grammatica l devices are ver y general-purpos e
tools. And a general-purpose tool would surely have a very generalized structure and
thus could be a spandrel rather than an adapted machine. We begin by answering the
immediate objection that the existence of diversity, for whatever reason, invalidates
arguments for universal language design; at the end of the section we offer some spec-
ulations as to why there should be more than one language to begin with.

First of all, the evolution of structures that serve not one but a small number of
definite functions, perhaps to different extents in different environments , is common
in biology (Mayr, 1982). Indeed, though grammatical devices are put to different uses
in different languages, the possible pairings are very circumscribed. No language uses
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noun affixes to express tense or elements with the syntactic behavior of auxiliaries to
express the shape of the direct object. Such universal constraints on structure and func-
tion are abundantly documented in surveys of the languages of the world (e.g., Bybee,
1985; Comrie, 1981 ; Greenberg, 1966 ; Greenberg, Ferguson , & Moravcsik, 1978 ;
Hawkins, 1988;Keenan, 1976; and Shopen, 1985). Moreover language universals are
visible in language history, where changes tend to fall into a restricted set of patterns,
many involving the introduction o f grammatical devices obeying characteristic con-
straints (Kiparsky, 1976; Wang, 1976).3

But accounting for the evolution of a language faculty permitting restricted vari-
ation is only important on the most pessimistic of views. Even a smidgin of grammat-
ical analysis reveals that surface diversity is often a manifestation of minor difference s
in the underlying mental grammars. Consider some of the supposedly radical typo-
logical differences between English and other languages. English is a rigid word-order
language; in the Australian language Warlpiri the words from differen t logica l units
can be thoroughly scrambled and case markers are used to convey grammatical rela-
tions and noun modification. Many Native American languages, such as Cherokee,
use few noun phrases within clauses at all and express grammatical relations by stick-
ing strings of agreement affixes onto the verb, each identifying an argument by a set of
features such as humanness or shape. Whereas "accusative" languages like English col-
lapse subjects of transitive and intransitive sentences, "ergative" languages collapse
objects of transitives with subjects of intransitives. Whereas English sentences are built
around obligator y subjects , languages like Chinese ar e oriented aroun d a  position
reserved for the discourse topic.

However, these variations almost certainly correspond to differences in the extent
to which the same specific set of mental devices is put to use, but not to differences in
the kinds of devices that are put to use. English has free constituent order in strings of
prepositional phrases (The package was sent from Chicago  to Boston by Mary; Th e
package was sent by Mary t o Boston from Chicago,  and so on). English has case, both
in pronouns and in the genitive marker spelled 's. It expresses information about argu-
ments in verb affixes in the agreement marker -s. Ergativity can be seen in verb alter-
nations like John broke the glass and Th e glass broke. There is even a kind of topic
position: As for fish, I like salmon. Conversely, Warlpiri is not without phrasal syntax.
Auxiliaries go in second position (not unlike English, German, and many other lan-
guages). The constituents of a noun phrase must be contiguous if they are not case-
marked; the constituents of a finite clause must be contiguous if the sentence contains
more than one. Pinker (1984) outlines a theory of language acquisition in which the
same innate learning mechanisms are put to use to different extents in children acquir-
ing "radically" different languages.

When one looks at more abstract linguistic analyses, the underlying unity of nat-
ural languages is even more apparent. Chomsky has quipped that anything you find
in one language can also be found in every other language, perhaps at a more abstract
level of representation, and this claim can be justified without resorting to Procrustean
measures. I n man y version s of hi s Government-Binding theor y (1981) , al l nou n
phrases mus t b e case-marked ; eve n those tha t receiv e no over t case-marking ar e
assigned "abstract" case by an adjacent verb, preposition, or tense element. The basic
order of major phrases is determined b y the value of a language-varying parameter
specifying the direction in which case assignment may be executed. So in a language
like Latin, the noun phrases are marked with morphological case (and can appear in
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any position), while in a language like English, they are not so marked and must be
adjacent to a case-assigner suc h as a verb. Thus overt case marking in one language
and word order in another are unified as manifestations of a single grammatical mod-
ule. And the module has a well-specified function: In the terminology of the theory, it
makes noun phrases "visible" for the assignment of thematic roles such as agent, goal,
or location. Moreover, word order itself is not a  unified phenomenon . Ofte n whe n
languages "use word order for pragmatic purposes," they are exploiting an underlying
grammatical subsystem, such as stylistic rules, that has very different properties fro m
that governing the relative order of noun phrases and their case-assigners.

Why is there more than one language at all? Here we can offer onl y the most ten-
tative of speculations. For sound-meaning pairings within the lexicon, there are two
considerations, First , one might suppose that speakers need a learning mechanism for
labels for cultural innovations, such as screwdriver. Such a learning device is then suf-
ficient for all vocabulary items. Second, it may be difficult to evolve a huge innate code.
Each of tens of thousands of sound-meaning correspondences would have to be syn-
chronized across speakers, but few words could have the nonarbitrary antecedents that
would have been needed to get the standardization proces s started (i.e., analogous to
the way bared fang s in preparation fo r biting evolved into the facia l expression for
anger). Furthermore the size of such a code would tax the time available to evolve and
maintain i t in the genome in the face of random perturbations from sexua l recombi-
nation and other stochastic geneti c processes (Williams , 1966 ; Tooby & Cosmides,
1990). Once a mechanism for learning sound-meaning pairs is in place, the informa-
tion for acquiring any particular pair , such as dog for dogs, is readily available fro m
the speech of the community. Thus the genome can store the vocabulary in the envi-
ronment, as Tooby and Cosmides (1990) have put it.

For other aspects of grammar, one might get more insight by inverting the per-
spective. Instead of positing that there are multiple languages, leading to the evolution
of a mechanism to learn the differences among them, one might posit that there is a
learning mechanism, leading to the development of multiple languages. That is, some
aspects of grammar might be easily learnable from environmental inputs by cognitive
processes that may have been in existence prior to the evolution of grammar, for exam-
ple, the relative order a of pair of sequenced elements within a bounded unit. For these
aspects there was no need to evolve a fixed value, and they are free to vary across com-
munities of speakers. Later in this chapter we discuss a simulation of evolution by Hin-
ton and Nowlan (1987) that behaves in a way consistent with this conjecture.

Language Design and Arbitrariness

Piattelli-Palmarini (1989) presents a different kind of argument: Grammar is not com-
pletely predictable as an adaptation t o communication, therefore it lacks design and
did not evolve by selection. He writes, "Survival criteria, the need to communicate
and plan concerted action, cannot account for our specific linguisti c nature. Adapta-
tion cannot even begin to explain any of these phenomena" (p . 25). Frequently cited
examples of arbitrary phenomena in language include constraints on movement (such
as subjacency), irregular morphology, and lexica l differences i n predicate-argument
structure. For instance, i t is acceptable t o say Who did John see Mary with?,  but no t
Who did John see Mary and?;  John broke  the glass but no t John breaked  the glass;
John filled the glass with milk, but not John poured the glass with milk. The arguments
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that language could not be an adaptation tak e two forms: (a) language could be better
than it is, and (b) language could be different fro m wha t it is. We show that neithe r
form of the argument is valid, and that the facts that it invokes are perfectly consistent
with language being an adaptation an d offe r no t the slightest support to any specifi c
alternative.

Inherent Trade-Offs

In their crudest form, arguments about the putative functionlessness of grammar run
as follows: "I bet you can't tell me a function fo r Constraint X; therefore language is
a spandrel." But even if it could be shown that one part of language had no function,
that would not mean that all parts of language had no function. Recall from the section
subtitled "Limitation s on Nonselectionist Explanations" that man y organs contai n
modified spandrels but this does not mean that natural selection did not assemble or
shape the organ. Worse, Constraint X may not be a genuine part of the language fac-
ulty but just a description of one aspect of it, an epiphenomenal spandrel. No adaptive
organ can be adaptive in every aspect, because there are as many aspects of an organ
as there are ways of describing it. The recent history of linguistics provides numerous
examples where a newly discovered constraint is first proposed as an explicit statement
listed as part of a grammar, but is then shown to be a deductive consequence of a far
more wide-ranging principle (see, e.g., Chomsky, 1981; Freidin, 1978) . For example,
the ungrammatically of sentences like John to have won is surprising, once attributed
to a filter specifically ruling out [NP-to-VP] sequences , is now seen as a consequenc e
of the Cas e Filter . Althoug h one migh t legitimately wonder what good "*[NP-to -
VP]" is doing in a grammar, one could hardly dispense with something like the Case
Filter.

Since the mere appearance o f some nonoptimal feature is inconclusive, we must
examine specific explanations for why the feature exists. In the case of the nonselec-
tionist position espoused by Piattelli-Palmarini, there is none—not a hint of how any
specific aspect of grammar might be explained, even in principle, as a specific conse-
quence of some developmental process or genetic mechanism or constraint on possi-
ble brain structure . Th e position gain s all its support fro m th e supposed lac k of an
adaptive explanation. In fact, we will show that there is such an explanation, well moti-
vated both withi n evolutionary theory and within linguistics, s o the suppor t disap-
pears.

The idea that natural selection aspires toward perfection has long been discredited
within evolutionary theory (Williams, 1966) . As Maynard Smith (1984, p. 290) has
put it, "If there were no constraints on what is possible, the best phenotype would live
forever, would be impregnable to predators, would lay eggs at an infinite rate, and so
on." Trade-off s among conflicting adaptive goals are a ubiquitous limitation on opti-
mality in the design of organisms. It may be adaptive for a male bird to advertise his
health to females with gaudy plumage or a long tail, but not to the extent that predators
are attracted or flight is impossible.

Trade-offs of utility within language are also unavoidable (Bolinger, 1980; Slobin,
1977). For example, there is a conflict of interest between speaker and hearer. Speakers
want to minimize articulatory effort an d hence tend toward brevity and phonological
reduction. Hearer s wan t to minimiz e the effor t o f understanding and henc e desire
explicitness and clarity. This conflict of interest is inherent to the communication pro-
cess and operates at many levels. Editors badger authors into expanding elliptical pas-
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sages; parsimonious headline writers unwittingly produce Squad Helps Do g Bite Vic-
tim and Stud Tires Out. Similarly there is a conflict of interest between speaker and
learner. A large vocabulary allows for concise and precise expression. But it is useful
only if every potential listener has had the opportunity to learn each item. Again, this
trade-off is inherent to communication; on e man's jargon term is another's mot juste.

Clearly, any shared system of communication is going to have to adopt a code that
is a compromise amon g these demands and so will appear to be arbitrary from th e
point of view of any one criterion. There is always a large range of solutions to the
combined demands of communication that reach slightly different equilibrium points
in thi s multidimensiona l space . Slobi n (1977 ) points ou t tha t th e Serbo-Croatia n
inflectional syste m i s "a classi c Indo-Europea n syntheti c muddle," suffixin g eac h
noun with a single affix fro m a  paradigm ful l o f irregularity, homophony, and zero-
morphemes. As a result the system is perfected late and with considerable difficulty .
In contrast the Turkish inflectional system is semantically transparent, with strings of
clearly demarcated regular suffixes, and is mastered by the age of two. When it comes
to production b y an adult who has overlearned the system, however, Serbo-Croatia n
does have an advantage in minimizing the sheer number of syllables that must be artic-
ulated. Furthermore , Slobi n point s ou t that suc h trade-offs ca n be documented in
studies of historical change and borrowing. For example changes that serve to enhance
brevity wil l procee d unti l comprehension become s impaired , a t whic h point new
affixes or distinctions are introduced t o restore the balance (see also Samuds, 1972) .
A given feature of language may be arbitrary in the sense that there are alternative
solutions that are better from the standpoint o f some single criterion. But this does not
mean that it is good for nothing at all!

Subjacency—the prohibitio n agains t dependencies between a gap and its antece-
dent that span certain combinations of phrasal nodes—is a classic example of an arbi-
trary constraint (se e Freidin & Quicoli, 1989) . In English you can say What  does  he
believe they claimed that I said?but not the semantically parallel *What  does he believe
the claim that I said?4 One might ask why languages behave this way. Why not allow
extraction anywhere, or nowhere? The constraint may exist because parsing sentences
with gaps is a notoriously difficul t proble m and a system that has to be prepared for
the possibility of inaudible elements anywhere in the sentence is in danger of bogging
down by positing them everywhere. Subjacency has been held to assist parsing because
it cuts down on the set of structures that the parser has to keep track of when finding
gaps (Berwick & Weinberg, 1984) . This bonus to listener s i s often a  hindrance t o
speakers, who struggle with resumptive pronouns in clumsy sentences such as That's
the guy that you heard the rumor about his wife  leaving  him. There is nothing "nec -
essary" about the precise English version of the constraint or about the small sample
of alternatives allowed within natural language. But by settling in on a particular sub-
set of the range of possible compromises between the demands of expressiveness and
parsability, the evolutionary process may have converged on a satisfactory set of solu-
tions to one problem within language processing.

Parity in Communications Protocols

The fac t that one can conceive of a biological system being different fro m what it is
says nothing about whether it is an adaptation (se e Mayr, 1983). No one would argue
that selection was not the key organizing force in the evolution of the vertebrate eye
just because the compound eye s of arthropods ar e different. Similarly , pointing out
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that a hypothetical Martian language could do passivization differently i s inconclu-
sive. We must ask how well-supported specific explanations are.

In the case of features of human language structure that could have been different ,
again Piattelli-Palmarini presents no explanations at all and relies entirely on the puta-
tive inability of natural selection to provide any sort of motivated account. But in fact
there is such an account: The nature of language makes arbitrariness of grammar itself
part of the adaptive solution of effective communication in principle.

Any communicative syste m requires a coding protocol, which can be arbitrary as
long as it is shared. Liberman and Mattingly (1989) call this the requirement of parity,
and we can illustrate it with the (coincidentally named) "parity" settings in electronic
communication protocols . Ther e i s nothing particularly logical about settin g your
printer's serial interface to the "even," as opposed to the "odd," parity setting. Nor is
there any motivation to set your computer to odd as opposed to even parity. But there
is every reason t o se t the computer an d printer to the same  parity, whatever it is,
because i f you don't, they cannot communicate . Indeed , standardization itsel f is far
more important than any other adaptive feature possessed by one party. Many per-
sonal computer manufacturers in the 1980 s boasted o f the superior engineering and
design of their product compared to the IBM PC. But when these machines were not
IBM-compatible, the results are well known.

In the evolution o f the language faculty many "arbitrary" constraints ma y have
been selected simply because they denned parts of a standardized communicative code
in the brains of some critical mass of speakers. Piattelli-Palmarini may be correct in
claiming that there is nothing adaptive about forming yes-no questions by inverting
the subject and auxiliary as opposed to reversing the order of words in the sentence.
But given that language must do one or the other, it is highly adaptive for each member
of a community of speakers to be forced to learn to do it the same way as all the other
members. To be sure, some combination o f historical accidents , epiphenomena of
other cognitive processes , and neurodevelopmental constraints must have played a
large role in the breaking of symmetry that was needed to get the fixation process run-
ning away in on e direction o r another . But i t stil l mus t hav e been selectio n tha t
resulted in the convention then becoming innately entrenched.

The requirement of parity operates a t al l levels of a communications protocol .
Within individual languages the utility of arbitrary but shared features is most obvious
in the choice of individual words: There is no reason for you to call a dog dog rather
than cat except for the fact that everyone else is doing it, but that is reason enough .
Saussure (1959) called this inherent feature of language "Farbitraire du signe," and
Hurford (1989), using evolutionary game theory, demonstrates the evolutionary sta-
bility of such a "Saussurean" strategy whereby each learner uses the same arbitrary
signs in production that it uses in comprehension (i.e., that other speakers use in pro-
duction). More generally, these considerations suggest that a preference for arbitrari-
ness is built into the language acquisition device at two levels. The acquisition device
hypothesizes rules that fall only within the (possibly arbitrary) set defined by universal
grammar, and within that set, it tries to choose rules that match those used by the com-
munity, whatever they are.

The benefits of a learning mechanism designed to assess and adopt the prevailing
parity settings become especially clear when we consider alternatives, such as trying to
get each speaker to converge on the same standard by endogenously applying some
rationale t o predict for m fro m meaning . There are many possible rationales for any
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form-meaning pairing , an d tha t i s exactly th e problem—differen t rationale s ca n
impress differen t speakers , o r the same speakers on different occasions , to differen t
degrees. But such differences in cognitive style, personal history, or momentary inter-
ests must be set aside if people are to communicate. As mentioned, no grammatical
device can simultaneously optimiz e the demands of talkers and hearers, but it will not
do to talk in Serbo-Croatian an d demand that one's listeners reply in Turkish. Fur-
thermore, whenever cognition is flexible enough to construe a situation in more than
one way, no simple correspondence between syntax and semantics can be used pre-
dictively by a community of speakers to "deduce" the most "logical" grammatical
structure. For example, there is a simple and universal principle dictating that the sur-
face direct object of a causative verb refers to an entity that is "affected" by the action.
But the principle by itself is unusable. When a girl puts boxes in baskets she is literally
affecting both : The boxes are changing location, an d the baskets are changing state
from empty to full . One would not want one perceiver interested in the boxes to say
that she is filling boxes while another intereste d in the baskets to describe th e same
event as filling baskets; no one would know what went where. However, by letting
different verb s idiosyncratically select differen t kind s of entities a s "affected" (e.g. ,
place the box/*basket versus./*// the basket/*box) and forcing learners to respect th e
verbs' wishes , grammar ca n allo w speakers t o specif y differen t kind s of entities a s
affected by putting them in the direct object position o f different verbs, with minimal
ambiguity. Presumably this i s why different verb s have different arbitrar y syntacti c
privileges (Pinker, 1989b) , a phenomenon tha t Piattelli-Palmarini (1989) describes at
length. Even iconicity and onomatopoeia ar e in the eye and ear of the beholder. The
American Sign Language sign for "tree" resembles the motion of a tree waving in the
wind, but in Chinese Sign Language it is the motion of sketching the trunk (Newport
& Meier, 1985) . In the United States, pigs go "oink"; in Japan, they go "boo-boo."

Arbitrariness and the Relation Between Language Evolution and Language
Acquisition

The need for arbitrariness ha s profound consequences for understanding the role of
communicative function in language acquisition an d language evolution. Man y psy-
chologists an d artificial intelligence researchers hav e suggested that the structure of
grammar is simply the solution that every child arrives at in solving the problem of
how to communicate with others. Skinner's reinforcement theory is the strongest ver-
sion of this hypothesis (Skinner , 1957) , but versions that avoid his behaviorism an d
rely instead on general cognitive problem-solving abilities have always been popular
within psychology. Both Skinner and cognitive theorists such as Bates et al. (1991)
explicitly draw parallels between the role of function in learning and evolution. Chom -
sky and many other linguists and psycholinguists have argued against functionalis m
in ontogeny, showing that many aspects of grammar cannot be reduced to being the
optimal solution to a communicative problem; rather, human grammar has a univer-
sal idiosyncratic logic of its own. More generally, Chomsky has emphasized that peo-
ple's use of language does not tightly serve utilitarian goal s of communication but is
an autonomous competenc e t o express thought (see, e.g., Chomsky, 1975) . If com-
municative functio n does not shape language in the individual, on e might conclude ,
it probably did not shape language in the species.

We suggest that the analogy that underpins this debate is misleading. It is not just
that learning and evolution nee d not follow identical laws, selectionist or otherwise.
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(For example , a s Chomsky himsel f has stressed, the issue never even comes up in
clearer cases like vision, where nobody suggests that all infants' visual development is
related to their desire to see or that visual systems develop with random variations that
are selected by virtue of their ability to attain the child's goals.) In the case of language
the arguments in this section (Language Design and Arbitrariness) suggest that lan-
guage evolution and language acquisition not only can differ but that they must differ.
Evolution has had a wide variety of equivalent communicative standards to choose
from; ther e is no reaso n fo r it to hav e favored th e class of languages that includes
Apache and Yiddish, but not Old High Martian or Early Vulcan. But this flexibility
has been used up by the time a child is born; the species and the language community
have already made their choices. The child cannot learn just any useful communica-
tive system; nor can he or she learn just any natural language. He or she is stuck with
having to learn the particular kind of language the species eventually converged upon
and the particular variety the community has chosen. Whatever rationales may have
influenced these choices are buried in history and cannot b e recapitulated i n devel-
opment.

Moreover, any code as complex and precise as a grammar for a natural language
will not wear its protocol on its sleeve. No mortal computer user can induce an entire
communications protocol o r programming language from examples ; that's why we
have manuals. This is because any particular instance of the use of such a protocol is
a unique event accompanied by a huge set of idiosyncratic circumstances, some rele-
vant to how the code must be used, most irrelevant, and there is no way of deciding
which is which. For the child, any sentence o r set of sentences is compatible with a
wide variety of very different grammars , only one of them correct (Chomsky, 1965,
1975, 1980 , 1981 ; Pinker, 1979 , 1984 ; Wexler and Culicover , 1980) . For example,
without prior constraints, i t would be natural to generalize from input sentences like
Who did you see her with? to *Who  did you see her and?, from teethmarks  to ^laws-
marks, from Yo u better be good io *Betteryou be good? The child has no manual to
consult, and presumably that is why he or she needs innate constraints.

So we see a reason why functionalist theories of the evolution of language can be
true while functionalist theories of the acquisition of language can be false. From the
very start of language acquisition, children obey grammatical constraints that affor d
them no immediate communicative advantage. To take just one example, 1- and 2-
year-olds acquiring English obey a formal constraint on phrase structure configura -
tions concerning the distinction between lexical categories and phrasal categories and
as a resul t avoi d placin g determiners an d adjective s before pronouns an d prope r
names. They will use phrases like big dog to express the belief that a particular dog is
big, but they will never use phrases like big Fred or big he to express the belief that a
particular person is big (Bloom, 1990). Children respect this constraint despite the lim-
its it puts on their expressive range.

Furthermore, despit e unsupporte d suggestion s to the contrary among develop-
mental psychologists, many strides in language development afford the child no locally
discernible increment in communicative ability (Maratsos, 1983 , 1989). When chil-
dren say breakedand corned,  they are using a system that is far simpler and more log-
ical than the adult combination of a regular rule and 18 0 irregular memorized excep-
tions. Such errors do not reliably elicit parental corrections or other conversational
feedback (Brown and Hanlon, 1970 ; Morgan and Travis, 1989) . There is no deficit in
comprehensibility; the meaning of corned  is perfectly clear. In fact the child's system
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has greater expressive power that the adult's. When children say hittedand cutted,  they
are distinguishing between past and nonpast forms in a manner that is unavailable to
adults, who must use hit and cut across the board. Why do children eventually aban-
don this simple, logical, expressive system? They must be programmed so that the
mere requirement of conformity to the adult code, as subtle and arbitrary as it is, wins
over other desiderata .

The requirement that a communicative code have an innate arbitrary foundation
("universal grammar," in the case of humans) may have analogues elsewhere in biol-
ogy. Mayr (1982, p. 612) notes the following:

Behavior that serves a s communication, fo r instance courtship behavior , mus t be stereo-
typed in order not to be misunderstood. The genetic program controllin g such behavio r
must be "closed," that is, it must be reasonably resistant to any changes during the individual
life cycle. Other behaviors, for instance those that control the choice of food or habitat, must
have a certain amount of flexibility in order to permit the incorporation of new experiences;
such behaviors mus t be controlled by an "open" program.

In sum, the requirement for standardization of communication protocols dictates
that it is better for nature to build a language acquisition device that picks up the code
of the ambient language than one that invents a code that is useful fro m a child's eye
view. Acquiring such a code from examples is no mean feat, and so many grammatical
principles and constraints must be hardwired into the device. Thus, even if the func -
tions of grammatical devices play an important role in evolution, they may play no
role in acquisition.

ARGUMENTS FOR LANGUAGE BEING A SPANDREL

Given that the criteria for being an adaptation appear to be satisfied in the case of lan-
guage, we can examine the strength of the competing explanations that language is a
spandrel suggested by Gould, Chomsky, and Piattelli-Palmarini.

The Mind as a Multipurpose Learning Device

The main motivation for Gould's specific suggestion that language is a spandrel is his
frequently state d positio n that the mind is a single general-purpose computer. For
example, as part of a critique of a theory of the origin of language, Gould (1979, p.
386) writes:

I don't doubt fo r a moment that the brain's enlargement in human evolution had an adap-
tive basis mediated by selection. But I would be more than mildly surprised if many of the
specific things it now can do are the product of direct selection "for" that particular behavior .
Once you build a  complex machine, i t can perform s o many unanticipated tasks. Build a
computer "for" processin g monthl y checks at the plant, and it can also perform factor anal-
yses on human skeletal measures, play Rogerian analyst, an d whip anyone's ass (or at least
tie them perpetually) in tic-tac-toe.

The analogy is somewhat misleading. It is just not true that you can take a com-
puter that processes monthly checks and use it to play Rogerian analyst; someone has
to reprogram it first. Language learning is not programming: Parents provide their
children with sentences of English, not rules of English. We suggest that natural selec-
tion was the programmer.



474 PERCEPTION AND LANGUAGE AS ADAPTATIONS

The analogy could be modified by imagining some machine equipped with a single
program that can learn  from examples  to calculate monthly checks, perform factor
analyses, and play Rogerian analyst, all without explicit programming. Such a device
does not now exist in artificial intelligence, and it is unlikely to exist in biological intel-
ligence. There is no psychologically realistic multipurpose learning program that can
acquire language as a special case, because the kinds of generalizations that must be
made to acquire a grammar are at cross-purposes with those that are useful in acquir-
ing other systems of knowledge from examples (Chomsky, 1975,1982b, 1986; Pinker,
1979,1984; Wexler & Culicover, 1980). The gross facts about the dissociability of lan-
guage and other learned cultural systems, listed in the first paragraph of this paper, also
belie the suggestion that language is a spandrel of any general cognitive learning ability.

Constraints on Possible Forms

The theory that the mind is an all-purpose learning device is of course anathema to
Chomsky (and to Piattelli-Palmarini), making it a puzzle that they should find them-
selves in general agreement with Gould. Recently, Gould (1989) has described some
common ground. Chomsky, he suggests, is in the Continental tradition o f trying to
explain evolution by structural laws constraining possible organic forms. For example,
Chomsky writes:

In studying the evolution of mind, we cannot guess to what extent there are physically pos-
sible alternatives to, say, transformational generative grammar, for an organism meeting cer-
tain other physical conditions characteristic of humans. Conceivably, ther e are none—or
very few—in whic h case talk about evolution of the language capacity is beside the point .
(1972, p. 97-98)

These skills [e.g., learning a grammar] may well have arisen as a concomitant of structural
properties of the brain that developed for other reasons. Suppose that there was selection for
bigger brains, more cortical surface , hemispheric specialization fo r analytic processing, o r
many other structural properties that can be imagined. The brain that evolved might well
have all sorts of special properties that are not individually selected; there would be no mir-
acle in this, but only the normal workings of evolution. We have no idea, at present, how
physical laws apply when 10'° neurons are placed in an object the size of a basketball, under
the special conditions that arose during human evolution. (1982, p. 321)

In this regard [the evolution of infinite digital systems], speculations about natural selection
are no more plausible than many others; perhaps these are simply emergent physical prop-
erties of a brain that reaches a certain level of complexity under the specific conditions of
human evolution. (1991, p. 50)

Although Chomsky does not literally argue for any specific evolutionary hypoth-
esis, he repeatedly urges us to consider "physical laws" as possible alternatives to nat-
ural selection. But it is not easy to see exactly what we should be considering. It is cer-
tainly tru e tha t natura l selectio n canno t explai n al l aspect s o f th e evolutio n o f
language. But is there any reason to believe that there are as-yet undiscovered theorems
of physics that ca n account fo r the intricate desig n of natural language? Of course
human brains obey the law of physics, and always did, but that does not mean that
their specific structure can be explained by such laws.

More plausibly, we might look to constraints on the possible neural basis for lan-
guage and its epigenetic growth. But neural tissue is wired up by developmental pro-
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cesses that act in similar ways all over the cortex and to a lesser degree across the animal
kingdom (Dodd & Jessell, 1988; Harrelson & Goodman, 1988) . In different organisms
it has evolved the ability to perform the computations necessar y for pollen-sourc e
communication, celestia l navigation , Doppler-shif t echolocation , stereopsis , con -
trolled flight, dam building, sound mimicry, and face recognition. The space of phys-
ically possible neural systems thus can't be all that small, as far as specific computa-
tional abilities are concerned. And it is most unlikely that laws acting at the level of
substrate adhesion molecule s and synaptic competition, when their effects are pro-
jected upward through many levels of scale and hierarchical organization, would auto-
matically result in systems that accomplish interesting engineering tasks in a world of
medium size objects.

Changes in brain quantity could lead to changes in brain quality. But mere large-
ness of brain is neither a necessary nor a sufficient condition for language, as Lenne-
berg's (1967) studies of nanencephaly and craniometric studies of individual variation
have shown. Nor is there reason to think that if you simply pile more and more neu-
rons into a circuit or more and more circuits into a brain that computationally inter-
esting abilities would just emerge. It seems more likely that you would end up with a
very big random pattern generator. Neural network modeling effort s have suggested
that complex computationa l abilitie s require either extrinsically imposed desig n or
numerous richly structured inputs during learning or both (Lachter & Bever, 1988;
Pinker & Prince, 1988) , any of which would be inconsistent with Chomsky's sugges-
tions.

Finally, there may be direct evidence against the speculation that language is a nec-
essary physical consequence o f how human brains can grow. Gopnik (1990a, 1990b;
Gopnik & Crago, 1991) describes a syndrome of developmental dysphasia whose suf-
ferers lack control of morphological features such as number, gender, tense, and case.
Otherwise they are intellectually normal. One 10-year-old boy earned the top grade in
his mathematics class and is a respectable computer programmer . This shows that a
human brain lacking components of grammar, perhaps even a brain with the capacity
to manipulate other kinds of rules generating infinite digital systems, is physically and
neurodevelopmentally possible.

In sum, there is no support for the hypothesis that language emerges from physical
laws acting in unknown ways in a large brain. While there are no doubt aspects of the
system that can be explained only by historical, developmental, o r random processes,
the most likely explanation for the complex structure of the language faculty is that it
is a design imposed on neural circuitry as a response to evolutionary pressures.

THE PROCESS OF LANGUAGE EVOLUTION

For universa l grammar to hav e evolved by Darwinian natura l selection , i t i s no t
enough that it be useful in some general sense. There must have been genetic variation
among individuals in their grammatical competence. Ther e must have been a series
of steps leading from no language at all to language as we now find it, each step small
enough to have been produced by a random mutation or recombination, an d each
intermediate grammar useful to its possessor. Every detail of grammatical competence
that we wish to ascribe to selection must have conferred a reproductive advantage on
its speakers, an d this advantage must be large enough to have become fixed in the
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ancestral population. And there must be enough evolutionary time and genomic space
separating our species from nonlinguistic primate ancestors.

There are no conclusive data on any of these issues. However, this has not pre-
vented various people from claiming that each of the necessary postulates is false. We
argue that what we do know from the biology of language and evolution makes each
of the postulates quite plausible.

Genetic Variation

Lieberman (1984, 1989 ) claims that the Chomskyan universal grammar could no t
have evolved. He writes:

The premises that underli e current "nativist" linguistic theory ... are out of touch with
modern biology . Erns t May r (1982) , i n hi s definitiv e work , Th e Growth  o f Biological
Thought, discusse s these basic principles that mus t structure any biologically meaningful
nativist theory... .Essentialistic thinking [one of the principles] (e.g., characterizing human
linguistic ability in terms of a uniform hypothetical universal grammar) is inappropriate for
describing the biological endowment of living organisms. (1989, p. 203-205)

A true nativist theory must accommodate geneti c variation. A detailed genetically trans-
mitted universal grammar that is identical for every human on the planet is outside the range
of biological plausibility. (1989, p. 223)

This is part of Lieberman's argument that syntax is acquired by general-purpose
learning abilities, not by a dedicated module or set of modules. But the passages quoted
above contain a variety of misunderstandings and distortions. Chomskyan linguistics
is the antithesis of the kind of essentialism that Mayr decries. It treats such disembod-
ied interindividual entities as "The English Language" as unreal epiphenomena. The
only scientifically genuine entities are individual grammars situated in the heads of
individual speakers (see Chomsky, 1986, for extended discussion). True, grammars for
particular languages, and universal grammar, are often provisionally idealized as a sin-
gle kind of system. But this is commonplace in systems-level physiology and anatomy,
for example the structure o f the human eye is always described as if all individual s
shared i t and individual variation and pathology are discussed as deviations from a
norm. This is because natural selection, while feeding on variation, uses it up (Ridley,
1986; Sober, 1984) . In adaptively complex structures in particular, the variation we
see does not consist of qualitative differences in basic design, and this surely applies to
complex mental structures as well (Tooby & Cosmides, 1990) .

Also, contrary to what Lieberman implies, there does exist variation in grammat-
ical ability. Within the range that we would call "normal" we all know some individ-
uals who habitually use tangled syntax and others who speak with elegance, some who
are linguistically creative and others who lean on cliches, some who are fastidious con-
formists and others who bend and stretch the language in various ways. At least some
of this variation is probably related to the strength or accessibility of different gram-
matical subsystems, and at least some, we suspect, is genetic, the kind of thing that
would be shared by identical twins reared apart. More specifically, Bever, Carrithers,
Cowart, and Townsend (1989) have extensive experimental dat a showing that right-
handers with a family history of left-handedness show less reliance on syntactic anal-
ysis and more reliance on lexical association than do people without such a genetic
background.
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Moreover, beyond the "normal" range there are documented genetically trans-
mitted syndromes of grammatical deficits. Lenneberg (1967) notes that specific lan-
guage disability i s a dominant, partiall y sex-linked trait with almost complete pene -
trance (see also Ludlow & Cooper, 1983 , for a  literature review) . More strikingly,
Gopnik (1990b, 1991; Gopnik & Crago, 1991) has found a familial selective deficit in
the use of morphological features (gender, number, tense, etc.) that acts as if it is con-
trolled by a dominant gene.

This does not mean that we should easily find cases of inherited subjacency defi-
ciency or anaphor blindness. Pleiotropy—single gene changes that cause apparently
unrelated phenotypic effects—is ubiquitous, so there is no reason to think that every
aspect of grammar that has a genetic basis must be controlled by a single gene. Having
a right hand has a genetic basis but genetic deficits do not lead to babies being born
with exactly one hand missing. Moreover, even if there was a pure lack of some gram-
matical device among some people, it may not be easily discovered without intensive
analysis of the person's perceptions of carefully constructed linguisti c examples. Dif-
ferent grammatical subsystems can generate superficially similar constructions, and a
hypothetical victi m of a defici t ma y compensate i n ways that would be difficul t t o
detect. Indeed cases of divergent underlying analyses of a single construction ar e fre-
quent causes of historical change.

Intermediate Steps

Some people have doubted that an evolutionary sequence of increasingly complex and
specialized universa l grammars is possible. The intermediate links , it has been sug-
gested, would not have been viable communication systems. These arguments fall into
three classes.

Nonshared Innovations

Geschwind (1980) , amon g others , ha s wondered ho w a hypothetica l "beneficial "
grammatical mutation could really have benefited its possessor, given that none of the
person's less evolved compatriots coul d have understood hi m or her. One possible
answer is that any such mutation is likely to be shared by the individuals who are genet-
ically related. Since much communication i s among kin, a linguistic mutant will be
understood by some of his or her relatives, and the resulting enhancements in infor -
mation sharing will benefit each one of them relative to others who are not related .

But we think there is a more general answer. Comprehension abilities do not have
to be in perfect synchrony with production abilities. Comprehension can use cognitive
heuristics based on probable events to decode word sequences even in the absence of
grammatical knowledge . Ungrammatical string s like skid  crash  hospital  ar e quite
understandable, an d we find we can do a reasonably good job understanding Italian
newspaper stories based on a few cognates and general expectancies. At the same time
grammatical sophistication i n such sources does not go unappreciated. We are unable
to duplicate Shakespeare's complex early Modern English, but we can appreciate the
subtleties of his expressions. When some individuals are making important distinc-
tions that can be decoded with cognitive effort , i t could set up a pressure for the evo-
lution of neural mechanisms that would make this decoding process become increas-
ingly automatic , unconscious , an d undistracte d b y irrelevan t aspect s o f worl d
knowledge. These ar e some o f the hallmarks o f an innate grammatica l "module "
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(Fodor, 1983) . The process whereby environmentally induced responses set up selec-
tion pressures for such responses to become innate, triggering conventional Darwinian
evolution that superficially mimics a Lamarckian sequence, i s sometimes know n as
the Baldwin Effect.

Not all linguistic innovation s nee d begin with a genetic change in the linguisti c
abilities of speakers. Former Secretary of State Alexander Haig achieved notoriety with
expressions such as Let me caveat that or That  statement has to be properly nuanced.
As listeners we cringe at the ungrammatically, but we have no trouble understanding
him and would be hard-pressed t o come up with a concise grammatical alternative .
The double standard exemplifie d by Haigspeak is fairly common in speech (Pinker,
1989b). Most likel y this was always true, and innovations driven by cognitive pro-
cesses exploiting analogy, metaphor, iconicity, conscious folk etymology, and so on,
if useful enough, could set up pressures for both speakers and hearers to grammaticize
those innovations. Note as well that if a single mental database is used in productio n
and comprehension (Bresnan & Kaplan, 1982) , evolutionary changes in response to
pressure on one performance would automatically transfer to the other.

Categorical Rules

Many linguisti c rules are categorical , all-or-non e operation s o n symbol s (see, e.g. ,
Pinker &  Prince , 1988 , 1989) . Ho w coul d suc h structure s evolv e i n a  gradua l
sequence? Bates et al. (1991), presumably echoing Gould's "5% of an eye, " (1989)
write:

What protoform can we possibly envision that could have given birth to constraints on the
extraction of noun phrases from a n embedded clause ? What could it conceivably mean for
an organism to possess half a symbol, or three quarters of a rule? (p. 31)

Monadic symbols, absolute rules and modular systems must be acquired as a whole, on a
yes-or-no basis—a process that cries out for a Creationist explanation , (p. 57)

However, two issues are being collapsed here . While one might justifiably argue
that an entire system of grammar must evolve in a gradual continuous sequence, that
does not mean that every aspect of every rule must evolve in a gradual continuous
sequence. A s mentioned, mutan t frui t flie s ca n hav e a  ful l le g growing where an
antenna should be, and the evolution of new taxa with different number s of append-
ages from thei r ancestors is often attributed to such homeotic mutations. N o single
mutation or recombination could have led to an entire universal grammar, but it could
have led a parent with an n rule grammar to have an offspring with an n +1 rule gram-
mar, or a parent with an m symbol rule to have an offspring with an m +1 symbol rule.
It could also lead to a parent with no grammatical rules at all and just rote associations
to have an offsprin g with a single rule. Grammatical rule s are symbol manipulation
whose skeletal form is shared by many other mental systems. Indeed discrete symbol
manipulation, free from graded application base d on similarity to memorized cases,
is highly usefu l i n man y domains o f cognition, especially those involving socially
shared informatio n (Freyd , 1983 ; Pinke r &  Prince, 1989 ; Smolensky , 1988) . I f a
genetic change caused generic copies of a nonlinguistic symbol-replacement operation
to pop up within the neural system underlying communication, such protorules could
be put to use as parts of encoding and decoding schemes, whereupon they could be
subject to selective forces tailoring them to specific demands of language. Rozin (1976)
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and Shepard (1986) have argued that the evolution of intelligence was made possible
by just such sequences.

Perturbations of Formal Grammars

Grammars are thought to be complex computational system s with many interacting
rules and conditions . Chomsk y (1981) has emphasized ho w grammars have a rich
deductive structure in which a minor change to a single principle can have dramatic
effects on the language as a whole as its effects cascad e through grammatical deriva-
tions. This raises the question of how the entire system could be viable under the far
more major perturbations tha t could be expected during evolutionary history. Does
grammar degrade gracefully as we extrapolate backwards in time? Would a universal
grammar with an altered or missing version of some component be good for anything,
or would it result in nothing but blocked derivations, filtered constructions, and partial
structures? Lieberman (1989, p. 200) claims that "the only model of human evolution
that would be consistent with the current standard linguistic theory is a sudden salta-
tion that furnished human beings with the neural bases for language." Similarly, Bates
et al. (1991, p. 30) claim that "if the basic structural principles of language cannot be
learned (bottom up) or derived (top down), there are only two possible explanations
for their existence: either Universal Grammar was endowed to us directly by the Cre-
ator, or else our species has undergone a mutation of unprecedented magnitude, a cog-
nitive equivalent of the Big Bang."

But such arguments are based on a confusion. While a grammar for an existing
language cannot tolerate minor perturbations and still be a grammar for a language
that a modern linguist would recognize, that does not mean that it cannot be a gram-
mar at all. To put it crudely, there is no requirement that the languages of Homo erec-
tus fall into the class of possible Homo sapiens languages. Furthermore language abil-
ities consist of not just formal grammar but also such nonlinguistic cognitive processes
as analogy, rote memory, and Haigspeak. Chomsky (1981) refers to such processes as
constituting the "periphery" of grammar, but a better metaphor may put them in the
"interstices," where they would function a s a kind of jerry-rigging that could allow
formally incomplet e grammar s to b e used in generating and comprehendin g sen-
tences.

The assertion that a natural language grammar functions either as a whole or not
at all is surprisingly common. But it has no more merit than similar claims about eyes,
wings, and webs that frequently pop up in the anti-Darwinian literature (see Dawkins,
1986, for examples) and that occasionally trigge r hasty leaps to claims about exapta-
tion. Pidgins, contact languages , Basic English, and the language of children, immi-
grants, tourists, aphasics, telegrams, and headlines provide ample proof that there is a
vast continuum of viable communicative systems displaying a continuous gradation
of efficiency an d expressive power (see Bickerton, 1986). This is exactly what the the-
ory of natural selection requires .

Our suggestions about interactions between learning and innate structure in evo-
lution are supported by an interesting simulation of the Baldwin effect by Hinton and
Nowlan (1987). They consider the worst imaginable scenario fo r evolution by small
steps: a neural network with 20 connections (which can be either excitatory or inhib-
itory) that conveys no fitness advantage unless all 20 are correctly set. So not only is it
no good to have 5% of the network; it's no good to have 95%. In a population of organ-
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isms whose connections are determined by random mutations a fitter mutant arises at
a rate of only about onc e every million (2 20) genetically distinct organisms, and it s
advantages are immediately lost if the organism reproduces sexually. But now consider
an organism where the connections are either genetically fixed to one or the other value
or are sellable by learning, determined b y random mutatio n with an average of 1 0
connections fixed. The organism tries out random settings for the modifiable connec-
tions until it hits upon the combination tha t is advantageous; this is recognizable to
the organism and causes it to retain those settings. Having attained that state the organ-
ism enjoys a higher rate of reproduction; the sooner it attains it, the greater the benefit.
In suc h a population ther e is an advantage to having less than 100 % of the correc t
network. Amon g the organisms with , say, 1 0 innate connections, the one in every
thousand (210) that has the right ones will have some probability of attaining the entire
network; in a thousand learning trials, this probability is fairly high. For the offspring
of that organism, there are increasing advantages to having more and more of the cor-
rect connections innately determined, because with more correct connections to begin
with, it takes less time to learn the rest, and the chances of going through life without
having learned them get smaller.

Hinton and Nowlan confirmed these intuitions in a computer simulation, dem-
onstrating nicely that learning can guide evolution, as the argument in this section
requires, by turning a spike in fitness space into a gradient. Moreover they made an
interesting discovery. Though there is always a selection pressure to make learnable
connections innate, this pressure diminishes sharply as most of the connections come
to be innately set, because it becomes increasingly unlikely that learning will fail for
the rest. This is consistent with the speculation tha t the multiplicity o f human lan-
guages is in part a consequence of learning mechanisms existing prior to (or at least
independent of ) the mechanisms specificall y dedicated to language . Suc h learnin g
devices may have been the sections of the ladder that evolution had no need to kick
away.

Reproductive Advantages of Better Grammars

David Premack (1985, p. 281-282) writes :

I challenge the reader to reconstruct the scenario that would confer selective fitness on recur-
siveness. Language evolved, it is conjectured, a t a time when humans or protohumans were
hunting mastodons.... Would it be a great advantag e fo r one of our ancestors squattin g
alongside the embers, to be able to remark: "Beware of the short beast whose front hoof Bob
cracked when, having forgotten his own spear back at camp, he got in a glancing blow with
the dull spear he borrowed from Jack"?

Human language is an embarrassment for evolutionary theor y because it is vastly more
powerful tha n one can account fo r in terms of selective fitness. A semantic language with
simple mapping rules, of a kind one might suppose that the chimpanzee would have, appears
to confer all the advantages one normally associates with discussions of mastodon hunting
or the like. For discussions of that kind, syntactic classes, structure-dependen t rules , recur-
sion and the rest, are overly powerful devices, absurdly so.

Premack's rhetorical challenge captures a conviction that many people find com-
pelling, perhaps even self-evident, and it is worth considering why. It is a good example
of what Dawkins (1986) calls the Argument from Personal Incredulity. The argument
draws on people's poor intuitive grasp of probabilistic processes, especiall y those that
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operate over the immensities of time available for evolution. The passage also gains
intuitive force because of the widespread stereotype of prehistoric humans as grunting
cave men whose main reproductive challenge was running away from tigers or hunting
mastodons. The corollary would seem to be that only humans in modern industrial
societies—and maybe only academics, i t is sometimes implied—need to use sophis-
ticated mental machinery. But compelling as these commonsense intuitions are, they
must be resisted.

Effects of Small Selective Advantages

First one must be reminded of the fact that tiny selective advantages are sufficient for
evolutionary change. According to Haldane's (1927) classic calculations, for example,
a variant that produces on average 1% more offspring than its alternative allele would
increase in frequency from 0.1% to 99.9% of the population i n just over 4,000 gener-
ations. Even in long-lived humans this fits comfortably into the evolutionary time-
table. (Needless to say fixations of different genes can go on in parallel.) Furthermore
the phenotypic effects o f a beneficial genetic change need not be observable in any
single generation. Stebbins (1982 ) construct s a  mathematica l scenari o i n which a
mouselike animal is subject to selection pressure for increased size. The pressure is so
small that it cannot be measured by human observers, and the actual increase in size
from one generation to the next is also so small that it cannot be measured against the
noise of individual variation. Nonetheless this mouse would evolve to the size of an
elephant in 12,00 0 generations, a  slice of time that is geologically "instantaneous."
Finally, very small advantages can also play a role in macroevolutionary succession s
among competing populations of similar organisms. Zubrow (1987) calculates that a
1% difference i n mortality rates among geographically overlapping Neanderthal and
modem populations could have led to the extinction of the former within 30 genera-
tions, or a single millennium.

Grammatical Complexity and Technology

It has often been pointed out that our species is characterized by two features—tech-
nology and social relations among nonkin—that have attained level s of complexity
unprecedented in the animal kingdom. Toolmaking is the most widely advertised abil-
ity, but the knowledge underlying it is only a part of human technological competence.
Modern hunter-gatherers, whose lifestyle is our best source of evidence for that of our
ancestors, have a folk biology encompassing knowledge of the life cycles, ecology, and
behavior of wild plants and animals "that is detailed and thorough enough to astonish
and inform professional botanists and zoologists" (Konner, 1982 , p. 5). This ability
allows the modern IKung San, for example, to enjoy a nutritionally complete diet with
small amounts of effort in what appears to us to be a barren desert. Isaac (1983) inter-
prets fossi l remains of home bases as evidence for a life-style depending heavily on
acquired knowledge of the environment a s far back as 2 million years ago in Homo
hobilis. An often-noted special featur e of humans is that such knowledge can accu-
mulate across generations. Premack (1985) reviews evidence that pedagogy is a uni-
versal and species-specific human trait, and the usefulness of language in pedagogy is
not somethin g that ca n be reasonably doubted . A s Brandon and Horastein (1986)
emphasize, presumably there is a large selective advantage conferred by being able to
learn in a way that is essentially stimulus-free (Williams, 1966 , made a similar point) .



PERCEPTION AND LANGUAGE AS ADAPTATIONS

Children ca n learn from a  parent tha t a food i s poisonous o r a particular animal is
dangerous; they do not have to observe or experience this by themselves.

With regar d t o adult-to-adul t pedagogy , Konne r (1982 , p. 171 ) notes tha t th e
IKung discuss

... everything from th e location o f food sources to the behavior of predators to the move-
ments of migratory game . No t onl y stories , bu t grea t store s of knowledge are exchange d
around the fire among the IKung and the dramatizations—perhaps best of all—bear knowl-
edge critical to survival. A way of life that is difficult enough would, without such knowledge,
become simply impossible .

Devices designed for communicating precise information about time, space, pred-
icate-argument relations , restrictive modification, and modality are not wasted in such
efforts. Recursion in particular i s extraordinarily useful. Premack repeats a common
misconception when he uses tortuous phrases as an exemplification of recursive syn-
tax; without recursion you can't say the man's hat or / think he left. Al l you need for
recursion i s an ability to embed a  phrase containing a noun phrase within another
noun phrase or a clause within another clause, which falls out of pairs of rules as simple
as NP -» • det N PP and PP -*- P NP. Given such a capacity, one can now specify ref-
erence to an object to an arbitrarily fine level of precision. These abilities can make a
big difference. For example, it makes a big difference whether a far-off region is reached
by taking the trail that is in front of the large tree or the trail that the large tree is in
front of. It makes a difference whether that region has animals that you can eat or ani-
mals that can eat you. It makes a difference whether it has fruit that is ripe or fruit tha t
was ripe or fruit that will be ripe. It makes a difference whether you can get there if you
walk for three days or whether you can get there and walk for three days.

Grammatical Complexity and Social Interactions

What i s less generally appreciated is how important linguisticall y supporte d socia l
interactions are to a hunter-gatherer way of life. Humans everywhere depend on coop-
erative efforts for survival. Isaac (1983) reviews evidence that a life-style depending on
social interactions amon g nonkin was present in Homo habilis more than 2 million
years ago. Language in particular would seem to be deeply woven into such interac-
tions, in a manner that is not qualitatively different from that of our own "advanced"
culture. Konner (1982) writes:

War is unknown. Conflicts within the group are resolved b y talking, sometimes hal f or all
the night , for nights, week s on end . Afte r tw o years with the San , I  came t o think of the
Pleistocene epoch of human history (the three million years during which we evolved) as one
interminable maratho n encounter group. When we slept in the grass hut in one of their vil-
lages, there were many nights when its flimsy walls leaked charged exchanges from the circle
around th e fire, frank expression s o f feeling and contention beginnin g when the dusk fires
were lit and running on until the dawn. (p. 7)

If what lawyer s an d judges do i s work, then whe n the IKun g sit up all night at a meetin g
discussing a hotly contested divorce, that is also work. If what psychotherapists and ministers
do is work, then when a IKung man or woman spends hours in an enervating trance trying
to cure people, that is also work. (p. 371)

Reliance on such exchanges puts a premium on the ability to convey socially rel-
evant abstract information such as time, possession, beliefs , desires, tendencies, obli-
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gallons, truth, probability, hypotheticals, and counterfactuals. Once again, recursion
is far from being an "overly powerful device." The capacity to embed proposition s
within other propositions, as in [$He  thinks that S] or [sShe said that [$he thinks that
S]], is essential to the expression of beliefs about the intentional states of others.

Furthermore, in a group of communicators competing for attention and sympa-
thies there is a premium on the ability to engage, interest, and persuade listeners. This
in turn encourages the development of discourse and rhetorical skills and the prag-
matically relevant grammatical devices that support them. Symons's (1979) observa-
tion that tribal chiefs are often both gifted orators and highly polygynous is a splendid
prod to any imagination that cannot conceive of how linguistic skills could make a
Darwinian difference.

Social Use of Language and Evolutionary Acceleration
The social value of complex language probably played a profound role in human evo-
lution that is best appreciated by examining the dynamics of cooperative interactions
among individuals. As mentioned, humans, probably early on, fell into a life-style that
depended o n extended cooperation fo r food, safety , nurturance , and reproductive
opportunities. Thi s life-styl e present s extraordinary opportunities fo r evolutionary
gains and losses. On the one hand, it benefits all participants by surmounting prison-
ers' dilemmas. On the other hand, it is vulnerable to invasion by cheaters who reap the
benefits without paying the costs (Axelrod & Hamilton, 1981 ; Cosmides, 1989; Ham-
ilton, 1964; Maynard Smith, 1974;Trivers, 1971). The minimum cognitive apparatus
needed to sustain this life-style is memory for individuals and the ability to enforc e
social contracts of the form "If you take a benefit then you must pay a cost" (Cosmides,
1989). This alone puts a demand on the linguistic expression of rather subtle semantic
distinctions. It makes a difference whether you understand me as saying that if you
give me some of your fruit I will share meat that I will get, or that you should give me
some fruit because I shared meat that I got, or that if you don't give me some fruit I
will take back the meat that I got.

But this is only a beginning. Cooperation opens the door to advances in the ability
of cheaters to fool people into believing that they have paid a cost or that they have
not taken a benefit. This in turn puts pressure on the ability to detect subtle signs of
such cheating, which puts pressure on the ability to cheat in less detectable ways, and
so on. It has been noted that this sets the stage for a cognitive "arms race" (e.g., Cos-
mides & Tooby, 1989; Dawkins, 1976; Tooby & DeVore, 1987; Trivers, 1971). Else-
where in evolution such competitive feedback loops, such as in the struggle between
cheetahs and gazelles, have led to the rapid evolution of spectacular structures and
abilities (Dawkins, 1982). The unusually rapid enlargement of the human brain, espe-
cially the frontal lobes , has been attributed to such an arms race (Alexander, 1987;
Rose, 1980) . After all , it doesn't take all that much brain power to master the ins
and outs of a rock or to get the better of a berry. But interacting with an organism of ap-
proximately equal mental abilities whose motives are at times outright malevolent
makes formidabl e and ever-escalatin g demand s o n cognition . Thi s competitio n
is no t reserve d fo r obviou s adversaries . Partia l conflict s of reproductive interes t
between mal e an d female , siblin g an d sibling , an d paren t an d offsprin g ar e in -
herent to the huma n condition (Symons , 1979 ; Tooby &  DeVore, 1987 ; Trivers,
1974).
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It should not take much imagination to appreciate the role of language in a cog-
nitive arms race. In all cultures human interactions are mediated by attempts at per-
suasion and argument. How a choice is framed plays a huge role in determining which
alternative people choose (Tversky & Kahneman, 1981). The ability to frame an offe r
so that it appears to present maximal benefit and minimum cost to the buyer and the
ability to see through such attempts and to formulate persuasive counterproposal s
would have been skills of inestimable value in primitive negotiations, as they are today.
So is the ability to learn of other people's desires and obligations through gossip, an
apparently universal human vice (Cosmides & Tooby, 1989; Symons, 1979).

In sum, primitive humans* lived in a world in which language was woven into the
intrigues of politics, economics , technology, family, sex, and friendship that played
key roles in individual reproductive success. They could no more live with a me-Tar-
zan-you-Jane level of grammar than we could.

Phyletic Continuity

Bates et al. (1991), Greenfield (1987), and Lieberman (1976, 1984) argue that if lan-
guage evolved in humans by natural selection, i t mus t have antecedents in closely
related species such as chimpanzees, which share 99% of their genetic material with us
and may have diverged from a  common ancestor as recently as 5 to 7 million years
ago (King & Wilson, 1975; Miyamoto, Slightom, & Goodman, 1987) . Similarly, since
no biological ability can evolve out of nothing, they claim, we should find evidence of
nonlinguistic abilitie s i n human s that ar e continuou s wit h grammar . Lieberma n
claims that motor programs are preadaptations for syntactic rules, and Bates (1976)
and Greenfield (Greenfield & Smith, 1976) suggest that communicative gestures flow
into linguistic naming. As Bates et al. (1991, p. 8) put it , "we have to abandon any
strong version of the discontinuity claim that has characterized generative grammar
for thirty years. We have to find some way to ground symbols and syntax in the mental
material that we share with other species."

The specific empirical claims have been disputed. Seidenberg and Petitto (Seiden-
berg, 1986; Seidenberg & Petitto, 1979, 1987) have reviewed the evidence of the sign-
ing abilities of apes and concluded that they show no significant resemblance to human
language or to the process of acquiring it. In a study of the acquisition of sign language
in deaf children, Petitto (1987) argues that nonlinguistic gestures and true linguistic
names, even when both share the manual-visual channel, are completely dissociable.
These conclusions could be fodder for the claim that natural language represents a
discontinuity from othe r primate abilities and so could not have evolved by natural
selection.

We find the Seidenberg and Petitto demonstrations convincing, but our argument
is not based on whether they are true. Rather we completely disagree with the premise
(not theirs) that the debate over ape signing should be treated as a referendum o n
whether human language evolved by natural selection. Of course human language,
like other complex adaptations, could not have evolved overnight. But then there is
no law of biology that says that scientists are blessed with the good fortune of being
able to find evolutionary antecedents to any modern structure in some other living
species. The first recognizably distinct mental system that constituted an antecedent
to modern human language may have appeared in a species that diverged from th e
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chimp-human common ancestor, such as Australopithecus afarensis o r any of the sub-
sequent hominid groups that led to our species. Moreover chimpanzees themselves are
not generalized common ancestors but presumably have done some evolving of their
own since the split. We must be prepared for the possible bad news that there just aren't
any living creatures with homologues of human language, and let the chimp signing
debate come down as it will.

As far as we know this would still leave plenty of time for language to have evolved:
3.5 to 5 million years, if early Australopithecines were the first talkers, or, as an abso-
lute minimum, several hundred thousand years (Stringer & Andrews, 1988), in the
unlikely event that early Homo sapiens was the first. (For what it's worth, Broca's area
is said to be visible in cranial endocasts of 2-million-year-old fossil hominids ; Falk,
1983; Tobias, 1981.) There is also no justification in trying to squeeze conclusions out
of the genetic data. On the order of 40 million base pairs of DNA differ between chim-
panzees and humans, and we see no reason to doubt that universal grammar would fit
into these 10 megabytes with lots of room left over, especially if provisions for the ele-
mentary operation s o f a  symbol-manipulatio n architectur e ar e specifie d i n th e
remaining 99% of the genome (see Seidenberg, 1986, for discussion).

In fac t there is even more scope for design differences than the gross amount of
nonshared genetic material suggests. The 1 % difference between chimps and humans
represents the fraction of base pairs that are different. Bu t genes are long stretches of
base pairs, and if even one pair is different, the entire functioning product of that gene
could be different. Just as replacing one bit in every byte leads to text that is 100%
different, not 12.5% different, it is possible for the differing base pairs to be apportioned
so that 100% of the genes of humans and chimps are different in function. Though this
extreme possibility is , of course, unlikely, it warns us not to draw any conclusions
about phenotypic similarity from degree of genomic overlap.5

As for continuity between language and nonlinguistic neural mechanisms, we find
it ironic that arguments that are touted as being "biological" do not take even the most
elementary steps to distinguish between analogy and homology. Lieberman's claim
that syntactic rules must be retooled motor programs, a putative case of preadaptation,
is a good example. It may be right, but there is no reason to believe it. Lieberman's
evidence is only that motor programs are hierarchically organized and serially ordered,
and so is syntax. But hierarchical organization characterizes many neural systems, per-
haps any system, living or nonliving, that we would want to call complex (Simon,
1969). And an organism that lives in real time is going to need a variety of perceptual,
motor, and central mechanisms that keep track of serial order. Hierarchy and seriality
are so useful that for all we know they may have evolved many times in neural systems
(Bickerton, 1984 , 1986 , also makes this point). To distinguish true homology from
mere analogy it is necessary to find some unique derived nonadaptive character shared
by the relevan t systems , for example, some quirk of grammar that ca n be seen in
another system. Not only has no such shared character been shown, but the dissimi-
larities between syntax and motor control are rather striking. Motor control is a game
of inches, so its control programs must have open continuous parameters for time and
space at every level of organization. Synta x has no such analogue parameters. A far
better case could be made that grammar exploited mechanisms originally used for the
conceptualization o f topology an d antagonisti c force s (Jackendoff , 1983 ; Pinker ,
1989b; Talmy, 1983,1988) , but that is another story.
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CONCLUSION

As we warned, the thrust o f this paper has been entirely conventional. Al l we have
argued is that human language, like other specialized biological systems, evolved by
natural selection. Our conclusion is based on two facts that we would think would be
entirely uncontroversial: Language shows signs of complex design for the communi-
cation o f prepositional structures, an d the only explanation fo r the origin of organs
with complex design is the process of natural selection. Although distinguished sci-
entists from a wide variety of fields and ideologies have tried to cast doubt on an ortho-
dox Darwinian account o f the evolution of a biological specialization fo r grammar,
upon close examination none of the arguments is compelling.

But we hope we have done more than try and set the record straight. Skepticism
about the possibility o f saying anything of scientific value about language evolution
has a long history, beginning in the prohibition agains t discussing the topic by the
Societe de Linguistique de Paris in 1866 and culminating in the encyclopedic volume
edited by Harnad, Steklis, and Lancaster (1976) that pitted a few daring speculators
against an army of doubters. A  suspicious attitud e is not entirely unwarranted when
one read s about th e Ag e of Modifiers, Pithecanthropus alalu s ("Ape-man without
speech"), and the heave-ho theory. But such skepticism shoul d no t lead to equally
unsupported assertions about the necessity of spandrels and saltations.

A major problem among even the more responsible attempt s to speculate abou t
the origins of language has been that they ignore the wealth of specific knowledge about
the structure of grammar discovered durin g the past 3 0 years. As a result language
competence ha s bee n equate d wit h cognitive development, leadin g to confusion s
between the evolution of language and the evolution of thought, or has been expedi-
ently equated with activities that leave tangible remnants, such as tool manufacture,
art, and conquest.

We think there is a wealth of respectable new scientific information relevant to the
evolution o f language that has never been properly synthesized. Th e computationa l
theory of mind, generative grammar, articulatory and acoustic phonetics , develop-
mental psycholinguistics, and the study of dynamics of diachronic change could prof-
itably be combined with recent molecular, archeological, and comparative neurana-
tomical discoverie s an d wit h strategi c modelin g o f evolution usin g insight s fro m
evolutionary theory and anthropology (see, e.g., this volume; Bickerton, 1981 ; Bran-
don and Hornstein, 1986 ; Hinton &  Nowlan, 1987 ; Hurford, 1989 , 1991 ; Tooby &
DeVore, 1987) . It is certain there are many questions about the evolution of language
that we will never answer. But we are optimistic that there are insights to be gained, if
only the problems are properly posed.
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NOTES

1. Fo r example, he says that "language must surely confer enormous selective advantages"
(Chomsky, 1980, p. 239; see also Chomsky, 1975, p. 252), and argues that "suppose that some-
one proposes a  principle which says: The form o f a language is such-and-such because having
that form permits a function to be fulfilled—a proposa l of this sort would be appropriate at the
level of evolution (of the species, or of language), not a t the level of acquisition of language by
an individual (Chomsky, 1977, pp. 86-87).

2. Interestingly , Dennett (1983) argues that Gould and Lewontin's critique is remarkably
similar in logic to critiques of another large-scale theory, the representational theor y of mind of
cognitive science , b y behaviorists. Dennett see s common flaws in the critiques: Both fai l t o
account for cases of adaptive complexity that are not direct consequences of any law of physics,
and both apply the criterion of falsifiability in too literal-minded a way.

3. Not e also that historical change in languages occurs very rapidly by biological standards.
Wang (1976) points out, for example, that one cycle of the process whereby a language alternates
between reliance on word order and reliance on affixation typicall y takes a thousand years. A
hominid population evolving language could be exposed to the ful l range of linguistic diversity
during a single tick of the evolutionary clock, even if no single generation was faced with all
humanly possible structures.

4. I n the notation standar d i n linguistics , a n asterisk indicate s a  sentence sense d by the
speaker of a language to be ill-formed.

5. W e thank John Tooby for pointing this out to us.
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13
The Perceptual Organization of Colors:

An Adaptation to Regularities
of the Terrestrial World?

ROGER N. SHEPARD

Those taking an evolutionary approach to the behavioral, cognitive, and social sci-
ences have been emphasizing the natural selection of mechanisms and strategies that
are specific to particular species, genders, and problem domains. This emphasis on the
particular is understandable as a reaction against the tendency, long dominant in these
sciences, to proceed as if human and animal behavior could be explained in terms of
just two things: (a) general laws of learning and cognitive constraints that hold across
species, genders, and domains, and (b) the particular set of environmental (including
cultural) circumstances to which each animal can adapt only by learning through its
own individual experience. Evolutionary theorists' emphasis on specific adaptation s
may also reflect the tendency of such adaptations to catch our attention through the
very diversity of their specificity. Adaptations to universal features of our world are apt
to escape our notice simply because we do not observe anything with which such adap-
tations stand in contrast.

In this chapter I consider some characteristics of the perception and representation
of colors that, although not universal in animal vision, do appear to be universal in the
normal color vision of humans, prevalent in other primates, and common in a number
of other quite different but also highly visual species, including the birds and the bees.
The questions raised are (a) whether these characteristics of color perception and rep-
resentation are merely arbitrary design features of these particular species, (b) whether
these characteristic s arose a s specific adaptations to th e particula r environmenta l
niches in whic h these species evolved , or (c ) whether they may hav e emerged as
advanced adaptations to some properties that prevail throughout the terrestrial envi-
ronment. My discussion here will principally concern four remarkable characteristics
of the colors that we so immediately and automatically experience when we look at
the objects around us.

1. The perceptual constancy of colors. Opening our eyes seems like simply opening
a window on a surrounding world of enduring objects and their inherent colors. Closer
consideration shows, however, that our experience of the colors of objects depends on
a process of visual analysis that, although largely unconscious, must be highly sophis-
ticated and complex. Because most terrestrial objects do not shine by their own light,
the light that strikes our eyes from those objects and by which we see them generally
originates i n a  ver y different , extraterrestria l source—namely , the sun . Moreover,
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depending on the circumstances in which an object is viewed, that solar illumination
is subject to great variation i n spectral composition . Fo r example, light striking an
object directly from a n overhead sun may be strongest i n middle wavelengths (yel-
lows), light scattered to an object from clear sky may be strongest in short wavelengths
(blues), and ligh t fro m a  setting su n ma y be strongest i n lon g wavelengths (reds).
Depending on such viewing conditions, the light scattered back to our eyes from any
given object can accordingly be strongly biased toward the middle, shorter, or longer
wavelengths and, so, toward the yellows, blues, or reds. Yet, despite these great varia-
tions in the light that a surface scatters back to our eyes under these different condi -
tions, the color that we perceive a surface to have remains a fixed, apparently inherent
property of the surface itself.

The adaptive significance of such perceptual constancy of surface color is clear. In
order to respond appropriately to an object we must recognize it as the same distal
object despite wide variations in the illumination and in the resulting composition of
the light striking our retinas. After centuries of investigation, the question of how our
visual systems achieve color constancy has been considerably clarified and, perhaps,
essentially answered (see Maloney & Wandell, 1986). Although the principle of color
constancy underlies virtually everything I have to say in this chapter, that principle (if
not ye t the specifi c physiological mechanism by which it is achieved) has long been
accepted as fundamental in psychology and visual science. To the extent that I have
any new ideas to present, these will primarily concern the following three other char-
acteristics o f huma n colo r perceptio n an d representation—characteristic s that ,
although well established, still have no generally accepted explanations.

2. The three-dimensional structure of colors. In terms of its chromatic composition,
the light reaching our eyes from any one point in the visual field can vary in an unlim-
ited number of dimensions. Each such dimension would specify the amount of energy
in th e ligh t that i s of one particula r wavelengt h within the rang e of visible wave-
lengths—between about 400 nm (nanometers) at the violet end of the visible spectrum
and about 700 nm at the red end. Yet the surface colors experienced by humans with
normal color vision (in addition to being essentially constant fo r each surface) vary
between different surfaces in only three dimensions (Helmholtz, 1856-1866 ; Young,
1807). In operational terms, normal observers can match the color appearance of any
given surface by adjusting three—but no fewer than three—knobs on a suitable color-
mixing apparatus.

Accordingly, the surface colors experienced by normally sighted human observers
are representable as points in a three-dimensional color space, whose three dimensions
can be taken to be those called lightness, hue, and saturation (see Figure 13. la). Why
is the numbe r o f dimensions o f our representatio n o f colors exactly three—rather
than, say, two or four? Furthermore, given that we experience colors as properties of
the surfaces of external objects, in what sense, if any, does this three-dimensionality of
our color experience reflect a three-dimensionality in the world?

3. The circular structure of spectrally pure colors. The colors that correspond to the
hues of the rainbow—chromatically pure colors that are maximally saturated in the
sense that they differ a s much as possible from a  (correspondingly light, medium, or
dark) neutral or achromatic gray—can each be matched by light that is spectrally pure,
that is , composed o f a single wavelength. (The only saturated color s that cannot be
matched by a single wavelength are the purples, which arise from mixtures of a long-
wavelength red and a short-wavelength blue or violet.) Given that the pure colors of
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Figure 13.1 Schematic representations of three-dimensional color space in terms of
three polar dimensions of lightness, hue, and saturation (a) or in terms of three dimen-
sions of opponency between lightness versus darkness, blueness versus yellowness, and
redness versus greenness (b).

the rainbow thus correspond to a single physical dimension (wavelength), it is not sur-
prising that these colors are represented b y a single dimension of three-dimensional
color space—namely, the dimension we call hue. What does need explaining, is why
this dimension of hue is not rectilinear, like the physical dimension of wavelength to
which it corresponds, but circular (as schematically illustrate d b y the equatorial lin e
around color space in Figure 13. la).

The circular representation o f hue, originally described b y Isaac Newton (1704)
and accordingly referred to as Newton's color circle, is entailed by an elementary per-
ceptual fact : Th e hue s at the two ends of the physica l continuum of visible wave-
lengths—namely, long-wavelength red and short-wavelength violet—are experienced
by individuals with normal color vision as more similar to each other than either is to
intermediate-wavelength green. This psychological proximity between the physically
most widely separated (re d and violet) ends of the hue continuum can be achieved in
color space only by bending this continuum into a circle. Is this circularity of hue a
manifestation of an arbitrary characteristic o f our perceptual system, then? Or might
it have some deeper source, if not simply in the wavelengths of spectrally pure lights,
in some more subtle regularity of the physical world?

4. Th e universal organization o f colors into categories and prototypes. Th e three-
dimensional space of surface colors (Figure 13.1)—including the one-dimensional cir-
cle of hues around the perimeter of that space—is continuous in the sense that between
any two distinctly differen t colors , w e can obtain, b y color mixing , a color of inter-
mediate appearance. At the same time, however, this continuous space seems to divide
into relatively discrete regions within which the colors appear relatively more homo-
geneous than colors that cross the boundaries between such regions. Within such a
region, moreover, the colors tend to be described by a single basic color word, such as
our English words "red," "yellow," "green," or "blue." With even greater consistency,
we generally agree with each other about what highly localized subregion within each
such general region contains the best or most prototypical example s of the color pre-
vailing throughout that general region.
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Indeed, across human cultures, regardless of the duration and distance of their geo-
graphical separation and the number of basic color terms that their very different lan-
guages include, there seems to be a universal underlying hierarchy of regions and, espe-
cially, prototypical subregions of color space to which native speakers assign whatever
basic color terms their individual languages include (Berlin & Kay, 1969). Thus, most
languages have terms that native speakers apply to colors in the very same regions of
color space for which we use the words "red" an d "green." If, in addition, a given lan-
guage also includes words corresponding (for example) to our "orange" or "purple,"
those word, too, are applied to essentially the same regions of color space for which we
use "orange" or "purple." There is, moreover, especially great consistency in the loca-
tions of the colors that are picked out as the best or purest example of any particular
color. Is this categorical organization of human color representation th e manifestation
of an arbitrary design feature of the human visual system? Or, again, is it a reflection
of some general property of the world?

I do not claim to have final and definitive answers for these last three questions—
concerning the three-dimensionality of colors, the circularity of hues, and the consis-
tent organization of colors into categories an d prototypes. Believing , however, that
these questions are worth exploring from a n evolutionary standpoint, I  shall tenta-
tively propose some hypotheses as to where in the world we might look for pervasive
and enduring regularities to which these structural properties of the human visual sys-
tem may have accommodated throug h natural selection. First , however, I attempt to
situate my proposals within the broader context of human perceptual and cognitive
constraints generally.

STRUCTURE IN HUMAN PERCEPTION AND COGNITION IN GENERAL

For over a century, psychological researchers hav e been probing the structures and
processes of perception, memory, and thought that mediate the behaviors of humans
and other animals. Typically, this probing has taken the form o f behavioral experi-
ments suggested by evidence from one or more of three sources: (a) introspections into
one's own experience and inner processes, (b) information gleaned about the anatomy
or physiology of the underlying physical mechanisms, and (c) results obtained fro m
previous behavioral studies. Mor e recently, in seeking to understan d no t onl y the
nature but also the origins of psychological principles, some of us have been turning
to a fourth source for guidance—namely, to the ecological properties of the world in
which we have evolved and to the advantages to be realized by individuals who have
genetically internalized representations of those properties .

Taken by themselves, findings based on introspective, behavioral, and physiolog-
ical evidence alike, however well established an d mutuall y consistent they may be,
remain as little more than "brute facts" about the human or animal subjects studied.
What such findings reveal might be merely arbitrary or ad hoc properties of the par-
ticular collection of terrestrial species investigated. Even our own perceptual and cog-
nitive capabilities, a s much as our own bodily sizes and shapes, may be the products
of a  history o f more o r les s accidenta l circumstance s peculia r t o just on e among
uncounted evolutionary lines. Certainly, these capabilities do not appear to be wholly
dictated by what is physically possible.

The following are just a few of the easily stated and well known of our perceptual/
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cognitive limitations, a s these have been demonstrated unde r highly controlled but
nonnaturalistic laboratory conditions:

1. Althoug h a physical measuring instrument can reliably identify a vast number
of absolute levels of a stimulus, we reliably identify only about seven (Miller,
1956).

2. Althoug h a physical recording instrument can register a vast number of dimen-
sions of variation of the spectral composition of light, the colors we experience
vary, as I have already noted, along only three independent dimensions (Helm-
holtz, 1856-1866; Young, 1807).

3. Althoug h the red and viole t spectral colors differ th e most widely in physical
wavelength, these colors appear more similar to each other than either does to
the green of an intermediate wavelength (leading, as noted, to Newton's color
circle).

4. Althoug h a camera can record and indefinitely preserve an entire scene in a
millisecond blink of a shutter, the "iconic" image that our visual system retains
from a single brief exposure decays in less than a second and, during this time,
we are able to encode only about four or five items for more permanent storage
(Sperling, 1960).

5. Althoug h a computer can store an essentially unlimited number of unrelated
items for subsequent retrieval, following a single presentation, we can reliably
recall a list of no more than about seven items (Miller, 1956).

6. Althoug h a computer coul d detect correlation s betwee n events separated by
any specified time interval and in either order of occurrence, in virtually all ani-
mals with nervous systems, classical conditioning generally requires that the
conditioned stimulus last for a short time and either be simultaneous with the
unconditioned stimulus or precede it by no more than a few seconds (Pavlov,
1927, 1928) .

7. Althoug h a computer ca n swiftl y an d errorlessl y carry out indefinitel y pro -
tracted sequence s of abstract logica l operations, w e are subject to systematic
errors in performing the simples t types of logical inferences (e.g., Tversky &
Kahneman, 1974 ; Waso n &  Johnson-Laird , 1972 ; Woodwort h &  Sells ,
1935)—at least when these inferences are not of the kind that were essential to
the fitness of our hunter-gatherer ancestors durin g the Pleistocene er a (Cos-
mides, 1989).

Our performance in a natural setting is, however, a very different matter . There,
our perceptual and cognitive capabilities vastly exceed the capabilities of even the most
advanced artificial systems. We readily parse complex and changing visual scenes and
auditory streams into spatially localized external objects and sound sources. We clas-
sify those objects and sources into natural kinds despite appreciable variation in the
individual instances and their contexts, positions, or conditions of illumination. We
infer the likely ensuing behaviors of such natural objects—including the recognition
of animals and anticipation o f their approach or retreat, the recognition effaces and
interpretation of their expressions, and the identification of voices and interpretation
of their meanings. We recede and transfer, from one individual to another, informa -
tion about arbitrary or possible states of affairs by means of a finite set of symbols (pho-
nemes or corresponding written characters). And we plan for future courses of action
and devise creative solutions to an open class of real-world problems.
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To the extent that psychological science fails to identify nonarbitrary reasons or
sources for these perceptual/cognitive limitation s and for these perceptual/cognitive
capabilities, this science will remain a merely descriptive science of this or that partic-
ular terrestrial species . This is true even if we are able to show that these limitations
and capabilities are consequences of the structures of underlying neurophysiological
mechanisms. Those neurophysiological structures can themselves be deemed nonar-
bitrary only to the extent that they can be seen to derive from some ultimately non-
arbitrary source.

Where, then, should we look for such a nonarbitrary source? The answer can only
be, "In the world." All niches capable of supporting the evolution and maintenance
of intelligent life, though differing in numerous details, share some general—perhaps
even universal—properties. It is to these properties that we must look for the ultimate,
nonarbitrary sources of the regularities that we find in perception/cognition as well as
in its underlying neurophysiological substrate.

Some of the properties that I  have in mind here are the following (see Shepard,
1987a, 1987b , 1988 , 1989) : Spac e i s three-dimensional , locall y Euclidean , an d
endowed wit h a  gravitationally conferre d unique upward direction. Tim e i s one-
dimensional and endowed with a thermodynamically conferred unique forward direc-
tion. Period s o f relative warmth an d ligh t (owing to th e conservatio n o f angular
momentum of planetary rotation) regularly alternate with periods of relative coolness
and darkness. And objects having an important consequence are of a particular nat-
ural kind and therefore correspond t o a generally compact connecte d region in the
space o f possible objects—howeve r muc h those object s may vary i n their sensible
properties (of size, shape, color, odor, motion, and so on).

Among the genes arising through random mutations, then, natural selection must
have favored genes not only on the basis of how well they propagated under the special
circumstances peculiar to the ecological niche currently occupied, but also, as I have
argued previousl y (e.g., Shepard , 1987a) , even more consistentl y i n th e lon g run,
according to how well they propagate under the general circumstances common to all
ecological niches. For, as an evolutionary line branches into each new niche, the selec-
tive pressures on gene propagation that are guaranteed to remain unchanged are just
those pressures that are common to all niches.

Motivated by these considerations, muc h of my own recent work on perception
and cognition in humans has sought evidence that our perceptual/cognitive systems
have in fac t internalized , especiall y deeply , the mos t pervasiv e and endurin g con-
straints of the external world. In previous papers, I have primarily focused on evidence
concerning two types of perceptual/cognitive capabilities : The first is our capability
for representin g rigi d transformation s o f object s i n three-dimensiona l Euclidea n
space—as revealed in experiments (a) on the perception of actually presented motions,
(b) on the illusion of visual apparent motions, and (c) on the imagination of possible
motions (Shepard , 1981 , 1984 , 1988 ; Shepard &  Cooper, 1982 ; and, fo r a recen t
group-theoretic formulation, Carlton & Shepard, 1990) . The second is our capability
for estimating the conditional probability that a particular object is of the natural kind
having some significant consequence, given that another particular object has already
been found to have that consequence—as revealed in experiments on stimulus gen-
eralization and transfer of learning (Shepard, 1987b) .

I turn now to the specific questions raised at the outset concerning four major char-
acteristics o f our perceptio n an d menta l representation o f surface colors—namely ,
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their constancy, their three-dimensionality, their circularity with respect to hue, and
their organization into categories and prototypes. In addition to reviewing the basic
empirical phenomena to be explained in each case, I argue that these phenomena may
arise not from merely accidental features of the human visual system but from genetic
accommodations t o identifiable regularities in the terrestrial world.

THE PERCEPTUAL CONSTANCY OF COLORS

Among the four major characteristics of human color perception mentioned, that of
color constancy is undoubtedly of the most obvious and well-understood functional
significance. This is not to say that the achievement of constancy is in any way trivial.
The light that reaches our eyes from an external surface is a product of both the spectral
reflectance characteristics o f a surface and the spectral energy distribution of the light
that happens to fall on that surface. In fact, as I shall shortly note, each of two surfaces
can retain its own distinct color appearance even when the two surfaces are viewed
under such different conditions of illumination that the light that each surface reflects
back to our eyes is of identical composition. This could happen, for example, if a red-
dish object is illuminated solely by the bluish light of the sky, while a bluish object is
illuminated solely by the reddish light of the setting sun. Constancy in the appearance
of surfaces under such different conditions of illumination can be achieved only to the
extent that the visual system can successfully infer the separate contributions—of the
surfaces and of the lighting—that have jointly given rise to the retinal stimulus.

By what mechanism does the visual system make such an inference and, hence,
attain constancy in the perceived colors of objects? Two computational theories of
color vision have been especially influential in the development of my own thinking
about a possible evolutionary basis for the way in which humans represent colors. The
first was the retinex  theory proposed b y Edwin Land (1964). Although that theory
turns out to provide an incomplete solution to the problem of color constancy, it first
suggested to me that the principal features of color vision may have arisen as an accom-
modation to regularities in the world. The second is the general linear model for color
vision more recently put forward by Maloney and Wandell (1986). In addition to pro-
viding what I take to be the first satisfactory solution to the problem of color constancy,
this model finally led me to an evolutionary argument as to why human vision should
be trichromatic, that is, should have exactly three dimensions of color representation .

Land's Retinex Scheme for Color Constancy

The possibility that the subjective phenomena of color may reflect an objective prop-
erty of the world began to intrigue me on attending Land's strikingly illustrated Wil-
liam James Lectures, at Harvard University in 1967, on his retinex theory (see Land,
1964,1986). Previously, textbook accounts of color vision had focused on phenomena
attributable to peripheral, often retinal , sensory mechanisms. Principal examples of
such phenomena are the gradual adjustment of visual sensitivity, called adaptation,
following a change in general level of illumination, and the illusory shift in appearance
of a surface (toward the lighter or darker, redder or greener, bluer or yellower), called
simultaneous or successive contrast, when that surface is surrounded or preceded by a
surface that is, contrastingly, darker or lighter, greener or redder, yellower or bluer,
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respectively. (Such phenomena of adaptation and contrast, incidentally, are charac-
teristic of most sensor y mechanisms and no t specifi c to color or even to vision.) A
major thrust of Land's approach, conditioned perhaps by his practical interest in con-
tributing to color photography, was to look beyond the sensory mechanisms to the
world outside and to consider the problem that the world presents and that the sensory
mechanisms must solve. This is essentially the approach taken to vision in general by
David Marr (1982) and, originally (but without the goal of also developing a compu-
tational model) , by James Gibson (1950, 1966 , 1979).

Land's demonstration s showed , in a particularly compelling way, that the color
that we experience of a patch of surface is not determined by the composition o f the
light reaching our eyes from that patch. Instead, the color we experience somehow cap-
tures an invariant property of the surface itself , despite the enormous illumination-
contingent variations in the composition o f the light reflected back to our eyes. For
example, Lan d illuminated a  large display composed of rectangular sheet s of many
different colored papers (called a "Mondrian" because it resembled the abstract paint-
ings by Mondrian) by means of three projectors—one projecting short-wavelength
(violet) light, one projecting middle-wavelength (green) light, and one projecting long-
wavelength (red) light. The intensity of the colored light from each projector could be
independently controlled. O n a  screen abov e the Mondria n display , the projecte d
image of the dial of a telescopic spo t photometer registere d the intensity of the light
reflected back from any rectangular patch in the Mondrian at which the photomete r
was currently pointed.

With on e settin g o f the intensitie s o f the thre e illuminatin g projectors, Lan d
pointed the spot photometer a t a patch of the Mondrian that appeared a rust-colored
reddish brown. In turn, pairs of the three projectors were turned off , and , fro m th e
projected image of the dial of the spot photometer, we could see how much light from
the successivel y isolated short- , middle-, and long-wavelength projectors was being
reflected back to our eyes from that rust-colored patch. Next , Land pointed the spot
photometer at a very different, green patch. Again, all pairs of the three projectors were
successively turned of f (yielding, of course, very different reading s of the amounts of
short-, middle-, and long-wavelength light reflected from this green patch). The inten-
sity of each projector was then adjusted so that according to the spot photometer, the
very same amount of light fro m tha t projector—when i t alone remained on—wa s
reflected bac k to our eyes by the green patch a s had previously been reflecte d back
(from that projector) by the reddish brown patch. For example, in order to get the same
amount o f re d ligh t reflecte d bac k fro m th e gree n patc h a s ha d previousl y been
reflected back from the reddish brown patch, the red projector had to be turned way
up; and in order to get the same amount of green light reflected back, the green pro-
jector had to be turned way down.

As a result of these adjustments, when all three projectors were then turned back
on, our eyes were receiving light from the green patch that was virtually identical in
physical composition to the light our eyes had previously been receiving from the red-
dish brown patch. Astonishingly, under this greatly altered lighting the originally red-
dish brown patch stil l appeared reddis h brown , and the originally green patch stil l
appeared green! In fact, the entire Mondrian display appeared essentially unchanged.
Clearly, color is in the eye of the beholder in the sense that it does not have a one-to-
one correspondence to the physical composition o f the light that, striking the retina,
gives rise to that color (or even, as we shall see, to the dimensionality of the variations
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that occur in that composition). Ye t the resulting subjective experience of color, evi-
dently, does capture an invariant property of the surface of the distal object.

Land proposed his retinex theory to account for this remarkable feat of color con-
stancy by positing tha t th e visua l system automatically compute s an independen t
brightness normalization within each of three color channels (which, for present pur-
poses, we can think of as associated with the short- , middle-, and long-wavelength
receptors). I n effect, he assumed that the gain of each chromatic channel is increased
or reduced so that the output for that channel, when that output is integrated over the
entire visible scene, maintains a fixed, standard level of lightness. Thus, when the rel-
ative amount of long-wavelength light in the illumination increases—whether because
the intensity of a red projector is turned up or because the sun is setting—there is a
correlated increase in the amount of red light reflected from the scene as a whole. But
the visual system automatically compensates for this increase in the average redness
of the light reflected back from the entire scene by decreasing in the overall gain of the
long-wavelength input channel. The consequence is that the scene (including a reddish
brown patch and a green patch) continues to look essentially the same.

Land's approach to color vision appealed to me because it pointed toward the pos-
sibility that fundamental aspects of color vision may not be by-products of accidental
design features of the visual system arising in a particular species but may represent a
functional accommodation t o a quite general property of the world in which we and
other terrestrial animals have evolved. Land himself suggested something of this sort
when he spoke of our "polar partnership" with the world around us (Land, 1978).

Still, Land's retinex theory does not in itself provide an answer to the questions of
why we have specifically three chromatic input channels and hence specifically three
dimensions of color vision. Moreover, the retinex theory has been shown to fall short
of providing a satisfactory account of color constancy itself. Normalization of lightness
within each of three color channels independently will achieve color constancy only if
the whole scene viewed includes a typical representation o f short-, middle-, and long-
wavelength-reflecting surfaces. If the scene is strongly biased toward the reds (as in a
canyon in the southwestern U.S.), toward the greens (as in a rain forest), or toward the
blues (as in a sky and water scene), the proposed normalization will strive to remove
the overall red, green, or blue complexion of the light reflected back from th e scene
even though, in each of these cases, the complexion is an inherent characteristic of the
scene itself and not a bias imposed by the currently prevailing illumination. Indeed ,
in photography and television, color rendering is similarly attempted by separately
adjusting the intensities of each of three color channels—with results whose inade-
quacies are all too familiar.

Maloney and Wand ell's General Linear Model for Color Constancy

Building on work by Salstrom (1973), Brill (1978; Brill & West, 1981 ; West & Brill,
1982), Buchsbaum (1980), and others, Laurence Maloney and Brian Wandell more
recently put forward a general linear model for color vision that overcomes the prin-
cipal limitation s o f Land's retinex theory (Maloney & Wandell, 1986) . I t was the
advent of Maloney and Wandell's model at Stanford University that finally (nearly 20
years after Land's William James Lectures) suggested to me the possibility, to which I
will soon turn, of a nonarbitrary basis for the three-dimensionality o f human color
vision.

THE PERCEPTUAL ORGANIZATION OF COLORS
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Maloney and Wandell's theory does not require the restrictive assumption that the
distribution of intrinsic colors in each scene always be the same. In their model, surface
colors are estimated b y applying a transformation to al l three chromatic channels
jointly, rather than to each channel separately. The resulting general linear transfor-
mation yield s estimates o f the intrinsic surface color s that approximate invariance
both under natural variations of illumination and under wide variations of the distri-
bution of surface colors (such as arise in a red canyon, a green rain forest, or a blue sky
and water scene). Although the mathematical formulation of Maloney and Wandell's
model is not essential here, it is worth one paragraph and one equation for those who
are able to appreciate its elegance and generality.

The three central component s o f the model specify th e dependencies on wave-
length of (a) the illumination falling on the scene, (b) the light-reflecting characteristics
of the surfaces making up the scene, and (c) the light-absorbing characteristics of the
light-sensitive receptors in the eye viewing the scene. Specifically, for each point x of
a surface in the scene and for each wavelength of light X, the three components are: the
spectral power distribution of the illumination, a function o f wavelength E X(X) speci -
fying the amount of light (e.g., in quanta per second) of each wavelength X falling on
the surfac e point x; the spectral  reflectance  distribution  o f the surface, a  function o f
wavelength Sx(\) specifying the proportion of any light quanta of wavelength X falling
on the surface at point x that will be scattered back from that surface (rather than being
absorbed by the surface); and the spectral sensitivity characteristics ofthephotorecep-
tive units, functions of wavelength Rk(X) giving , for retinal receptors (cones) of each
type k the sensitivity of receptors of that type to light of wavelength X. The response of
a receptor of type k to light scattered from the point x on the surface is then given by
integration of the product of these three components over the entire spectrum of wave-
lengths:

(where, for humans, who have three types of cones, N =  3).
Crucial to the application o f this model to the problem of color constancy is the

evidence, reviewed by Maloney and Wandell (1986), that the first two of these func -
tions of wavelength, £*(X) and S*(X),  eac h have only a limited number of degrees of
freedom i n the natural environment. That is , although the functions characterizing
individual conditions o f illumination and individual physical surfaces can each take
on a potentially unlimited number of different shapes , in the natural terrestrial envi-
ronment each of these shapes can be approximated as some linear combination of a
small number of fixed underlying functions, called the basis lighting functions and the
basis reflectance  functions,  respectively . (For thos e familia r wit h factor analysi s or
principal component s analysis, this is merely another instance o f the way in which
redundancies or correlations in multivariate data permit the approximate reconstruc-
tion of those data from a  relatively small number of underlying factors.)

Thus, although the complete specification of the light-reflecting characteristics of
a surface must give, for each wavelength of light striking that surface, the proportion
of the light of that wavelength that will be scattered back from the surface (rather than
being absorbed), fo r most naturally occurring surfaces the spectral reflectance distri-
butions S*(X) turn out to be smooth, well-behaved functions of wavelength (Barlow,
1982; Stiles, Wyszecki, & Ohta, 1977). There is, moreover, a well-understood physical
reason for this in terms of the Gaussian smoothing entailed by the very large number



THE PERCEPTUAL ORGANIZATION OF COLORS 505

of quantum interactions among numerous neighboring energy states in surface atoms
that mediate the absorption and re-emission of incident photons (Maloney, 1986; Nas-
sau, 1983). In any case, the smoothness and, hence, redundancy in the empirically
obtained spectral reflectance functions permits these functions to be approximated as
linear combinations of a few basis functions (Cohen, 1964 ; Krinov, 1947 ; Yilmaz,
1962)—although evidently not as few as three (Buchsbaum & Gottschalk, 1984; Malo-
ney, 1986) .

For natural conditions of lighting, on the other hand, spectral energy distributions
Ex(\) apparently can be adequately approximated as linear combinations ofjust three
basis lighting functions (Judd, McAdam, & Wyszecki, 1964; also see Das & Sastri,
1965; Dixon, 1978; Sastri & Das, 1966,1968; Winch, Boshoff, Kok, & du Toit, 1966).
For example, Judd et al. found that 622 empirically measured spectral power distri-
butions, measured under a great variety of conditions o f weather and times of day,
could be accurately approximated as weighted combinations ofjust the three functions
plotted in Figure 13.2. (As in factor analysis, these particular basis functions are not
uniquely determined by the data. Other sets of three basis functions that differ fro m
these by a nonsingular linear transformation, such as a rotation, would account for the
data just as well. The important point is that whichever of the alternative basis func-
tions are used, they must be three in number.)

Figure T3.2 Three basis functions of wavelength that can be linearly combined to
account for the major variations in the spectral compositions of natural daylight. (Based
on Table 1 on page 1035 of Judd, MacAdam, & Wyszecki, 1964; copyright by the Amer-
ican Institut̂  of Physics, 1964).
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Maloney and Wandell (1986) showed that the unknown surface reflectance func -
tions S*(X)—that is, the intrinsic colors of the surfaces—can be approximated, up to
a single multiplicative scalar, solely from the responses of the N classes of photorecep-
tors, provided that two conditions are met: (a) The number of chromatically distinct
classes of photoreceptors, N, must be one greater than the number of degrees of free-
dom of the surface reflectances; (b) the number of chromatically distinct visible sur-
faces in the scene viewed must be at least N —  1.

The single multiplicative scalar that remains indeterminate in Maloney and Wan-
dell's model corresponds to an overall (achromatic) lightness that, according to the
general linear model, cannot be unambiguously apportioned between the surfaces and
the illumination falling on those surfaces. The light reflected from surfaces, alone, con-
tains, in fact, insufficient information for any scheme of visual analysis to distinguish
between darker surfaces under brighter lighting and corresponding but lighter surfaces
under dimme r lighting . Malone y an d Wandel l nevertheles s achieve d a  decisiv e
advance by reducing the residual indeterminacy to a single scalar. Moreover, that sin-
gle scalar can probably be adequately approximated, in most natural settings, by esti-
mating the overall brightness of the illumination i n ways not explicitly taken into
account by the linear model (as originally framed solely in terms of the light scattered
from surfaces) . For example, the brightness of the illumination might be estimated,
independently o f the ligh t scattered fro m surfaces , fro m th e brightness of the sky
(together with visual evidence for the presence of objects shading the surfaces viewed).

In contrast, Land's retinex model included not one but three indeterminate sca-
lars—one for the overall lightness level within each of the three (red, green, and blue)
chromatic channels. Brainard and Wandell (1986) have shown, further, that attempts
to approximate surface color by correcting lightnesses within each chromatic channel
separately, as in retinex schemes, rest on the unjustifiable assumption that the set of
basis lighting functions E*(\) can be chosen (by some linear transformation) so that
variations in the weight of any one basis function affects the response of only one chro-
matic channel.

In fact, by striving for lightness constancy within each chromatic channel sepa-
rately, retinex schemes necessarily forfeit no t only constancy of colors, as such, but
also constancy of the relative, purely achromatic lightnesses of different objects. In a
chromatic world, even the ordering of recovered lightnesses within each channel will
depend on the spectral balance of the illumination—unless the ability to see under dim
illumination i s seriously compromised by restricting each channel to a very narrow
band of wavelengths. With broadly tuned and hence efficient channels (like those actu-
ally found in animals), a retinex system could estimate a patch of surface that reflects
only shorter wavelengths to be either lighter or darker than a patch that reflects only
longer wavelengths, depending on whether the illumination contains primarily shorter
or longer wavelengths, respectively. This indeterminacy in the estimation of relative
lightnesses of surfaces cannot be eliminated by any comparison between the outputs
of separate channels, which, as in retinex schemes, each contain their own arbitrary
multiplier. Such an indeterminacy can be eliminated only by transforming all three
channels jointly, as advocated by Maloney and Wandell (1986).

I have gone into theories of color constancy at such length not only because color
constancy is of obvious adaptive significance but also because I believe the mecha-
nisms that have evolved for the achievement of color constancy may underlie the other
major features of human color representation that I will be considering in the ensu-
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ing sections. I f I am correct i n this, these features, too, ar e not arbitrary but reflec t
pervasive and enduring regularities of the terrestrial environmen t in which we have
evolved.

THE THREE-DIMENSIONALITY OF COLORS

The three-dimensionality of human color perception reveals itself, as I already noted,
in the ability of a normally sighted observer to match the color appearance of any pre-
sented surface by adjusting three, but no fewer than three, unidimensional controls on
a suitable color-mixin g apparatus . One of these three dimensions i s most naturally
taken to be the (achromatic) dimension of lightness—as represented, in purest form,
by the shades of gray ranging from blac k to white. The two remaining (chromatic )
dimensions can be taken to be a circular dimension of hue,  which, in cycling through
the spectrally pure colors of red, orange, yellow, green, blue, and violet, forms New-
ton's color circle; and a radial dimension of saturation,  which varies between each of
these spectrally pure hues and a central, neutral gray of the same lightness. (Again, see
Figure 13. la.)

Alternatively, and in agreement with the opponent-process theory of color vision
proposed by Ewald Hering (1878/1964) and given a modern development by Hurvich
and Jameson (1957) , the two chromatic dimensions can be taken to be a rectilinear
red-versus-green dimension and an orthogonal yellow-versus-blue (or yellow-versus-
violet) dimension—as illustrated in Figure 13. Ib. Whether we thus describe the under-
lying three-dimensional color space using polar chromatic coordinates of hue and sat-
uration (Figure 13 . la) o r using rectangular chromatic coordinates of redness versus
greenness and of yellowness versus blueness (Figure 13. Ib), all colors can be obtained
by an appropriate combination of values on the three chosen dimensions.

Inadequacy of Some Proposed Explanations for Trichromacy

Given that the human visual system normally provides just three dimensions for the
representation of colors, a question immediatel y present s itself : Why exactly three
dimensions, rather than, say, two or four? Three answers that might first suggest them-
selves all prove, on closer consideration, t o be inadequate.

Is Trichromacy Explained by the Physical Properites of Surfaces?

Inherent physical properties of the surfaces in the external world do indeed determine
which colors we perceive those surfaces to have—out of a three-dimensional set of
alternative colors that we are capable of representing. Those physical properties of sur-
faces evidently do not, however, determine the dimensionality of our set of alternative
color representations. Wha t the inherent physical properties of a surface really deter-
mine is the spectral reflectance distribution of the surface; and the spectral reflectance
distribution, being defined over a continuum of wavelengths, can require an unlimited
number of quantities in order for us to specify the relative amount of light that would
be reflected back for each wavelength between 400 and 700 nm. True, the spectra l
reflectance function s of wavelength for naturall y occurrin g surface s ar e generally
smooth functions, and such smoothness implies the possibility of some dimensional
reduction. Evidently, though, the smoothnesses are only sufficient to permit a reduc-
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tion to somewhere between five and seven dimensions (Maloney, 1986). The further
compression to the three dimensions of color that we experience cannot be attributed
to a property of the surfaces of objects, therefore, but must be imposed by our visual
system. The empirically verifiable consequence is that there are surfaces (called meta-
meric surfaces) that have different spectral reflectance distributions according to phys-
ical measurements and yet to our eyes are perceptually indistinguishable in color.

7s Trichromacy Explained by Our Possession of Just Three Types of Cone?

As is well known, human color visio n is mediated by three types of retinal cones ,
whose photochemical pigments have peak sensitivities tuned, respectively, to longer,
middle, and shorter wavelengths in the visible range. This fact can certainly be taken
to explain how the dimensional compression is imposed by the human visual system.
But it only transforms the question of why there is such a dimensional compression
from th e question of why we experience just three dimensions of color into the still
unanswered question o f why our retinas possess just three classes of color sensitive
units.

7s Trichromacy Explained by a Trade-off Between Chromatic and Spatial
Resolution?

Possibly the majority of contemporary vision scientists regards the three-dimension-
ality of human color representation a s a more pragmatic, somewhat arbitrary com-
promise between competing pressures toward the one-dimensional simplicity of ach-
romatic (colorless) vision and the high-dimensional complexity of the truly full-color
vision that would wholly capture the intrinsic spectral reflectance distribution of each
and every external surface. Among our distant hunter-gatherer ancestors, those having
only two types of cones and, hence, only two-dimensions of color vision might have
been a t a  slight but (i n the lon g run) significant disadvantag e in identifyin g foods ,
mates, predators, and the like. At the same time, any ancestors that, through sponta-
neous mutation, might have had cones of more than three types and, hence, four or
more dimensions of color vision might have lost in precision of form discrimination
more than they gained in refinement of object identification through color. For, in
order t o accommodat e a n additiona l clas s o f color-sensitive retina l receptors , th e
receptors of some class or classes would necessarily have to be less densely distributed
across the retina. Indeed, there may be some validity to this third answer. Still, it is
unsatisfyingly nonspecific and post hoc. It makes plausible that the number of chro-
matically distinct receptor classes has some optimum value, but it gives no reason why
this optimum number is specifically three. Essentially the same argument could have
been offere d i f our color vision were instead, say , two-dimensional or four- o r five-
dimensional.

An Alternative Basis for Trichromacy in the Degrees of Freedom
of Terrestrial Illumination

In order to explain the specifically three-dimensional character of our color represen-
tation, I have been advancing a fourth, quite different possible answer (Shepard, 1990,
1991; see also, Shepard, 1987a). Given that our visual systems do not capture the ful l
reflectance characteristics of a surface anyway, perhaps we should shift our focus away
from the question of how we perceive the true color of a surface and focus, instead, on
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how the color that we do perceive is nevertheless the same color each time we view the
same surface. It is after all this constancy of color that is most essential for identifying
objects and, hence, for behaving appropriately with respect to them. In particular, the
possibility I have been putting forward is that our visual systems analyze inputs into
three color dimensions because three is the number of degrees of freedom of terrestrial
illumination—degrees of freedom that must be compensated for in order to achieve
constancy of perceived surface colors.

I was led to this possibility by what I took to be an implication of the general linear
model for color vision proposed by Maloney and Wandell (1986). This implication
concerns a hypothetical animal whose survival and reproduction depends only on its
perception of the shapes and relative lightnesses of objects and not at all on their chro-
matic colors. It appeared to me that such an animal, although requiring only a shades-
of-gray representation of its world, could nevertheless achieve constancy of its (ach-
romatic) representation onl y if its visual system first analyzed the optical input into
three chromatic channels . ( I am assuming, again , that those channels—like actual
photoreceptors—are sufficiently broad-band to make efficient us e of available light.)
Only in this way could the animal's estimates of the achromatic lightnesses of sur-
rounding surfaces be stabilized against the three degrees of freedom of chromatic com-
position of natural illumination. (The same would be true, incidentally, for a camera,
television system, or robot that was to generate a lightness-constant shades-of-gray, or
"black-and-white," image.)

Maloney and Wandell (1986) themselves did not specifically address the question
of the minimum number of dimensions needed to achieve color constancy. Rather ,
they focused on the somewhat different question of the number of dimensions needed
to determine, for any surface, the ful l spectral reflectance function of that surface. As
I noted, Maloney and Wandell concluded that, for such a determination, the number
of chromatic channels N must exceed by one the number of degrees of freedom of the
ensemble of reflectance functions, a number that may itself lie between five and seven
(Maloney, 1986).

Suppose, however, that the principal criterion for success of the visual system's
chromatic analysis is not that it represent the full complexity of the spectral reflectance
function for each surface but that it ensure that the (possibly reduced) representation
of each such function is constant under natural variations of illumination. We do not
need to make a commitment, here, as to the particular computational method that the
visual system uses to estimate the characteristic s o f the prevailing illumination. It
could be an improved version of Land's retinex method, Maloney and Wandell's gen-
eral linear method, or a method that uses (in addition) more direct information about
the characteristics of the illumination (available, say, from a view of the sun, sky, shad-
ows, o r specular reflections). For any such method, the general linear model indicates
that correction for the momentary characteristics of the illumination that will achieve
constancy in the representation of surface colors requires that the number of chro-
matic channels TV equal the number of degrees of freedom o f natural illumination—
that is, essentially three.

I am not claiming that the chromatic colors of objects themselves are of no bio-
logical significance to us, or that we experience color only as a by-product of a mech-
anism that has evolved to achieve invariance of lightness under changes of illumina-
tion. Perceptual constancy is important, but we undoubtedly benefit fro m havin g a
perceptual representation of the chromatic colors themselves. Laboratory studies have
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found chromatic color to be a more effective cue for guiding visual search than either
lightness or shape (see the review by Christ, 1975) . And in a natural setting, a purely
shades-of-gray representatio n o f th e world , eve n i f lightness-constant , woul d no t
enable us to discriminate, say, red from green berries or even to spot ripe berries, with
sufficient eas e and speed, fro m a  background of green leaves. Undoubtedly, then, a
perceptual representation of chromatic surface color is itself favored by natural selec-
tion—as is suggested by the important roles it has been found to play in the behaviors
of many animals (e.g., Fernald, 1984;Hardin, 1990; Jacobs, 1981;Lythgoe , 1979) .

For most human purposes, however, the gain in going to the six or more chromatic
channels that (according to Maloney, 1986) might be required to discriminate between
all naturally occurring surface reflectance functions would probably not offset the costs
of reduced spatial resolution and increased computational burden. It is, then, on the
assumption that some relatively small number of color dimensions suffices for the dis-
crimination and recognition of biologically significant objects that I propose that the
precise number of dimensions of our color representation may have been determined,
instead, by the number of degrees of freedom of terrestrial illumination that must be
compensated for in order to obtain perceptual constancy of the colors that we do expe-
rience.

The Physical Basis of the Three Degrees of Freedom of Natural Illumination

The solar source of significant terrestria l illumination has probably been essentially
invariant in the spectral composition of its output throughout recent evolutionary his-
tory. The energy distribution of the portion of that sunlight illuminating any particular
terrestrial scen e has nevertheless varied greatly from circumstanc e to circumstance
(e.g.,seeCondit&Grum, 1964;Juddetal., 1964;McFarland&Munz, 1975a, 1975b;
Sastri & Das, 1968) . Yet, this variation has evidently been constrained by terrestrial
conditions to essentially three independent dimensions (see Judd et al., 1964). Indeed,
these three environmental degrees of freedom appea r to bear a close correspondenc e
to the three dimensions of color opponency that Hering (1878/1964) and Hurvich and
Jameson (1957) proposed for the human visual system on the basis of entirely different
(psychophysical rather than ecological) considerations .

The Light-Dark Variation

There is, first, the dimension of variation in overall intensity of illumination between
midday and deep shade or moonlight. This variation can occur, moreover, without
much shift in chromatic composition. Under natural conditions, the brightest extreme
of this variation is generally provided by the full complement of light from an overhead
sun on a clear day—including both the yellow-biased, middle- to long-wavelength por-
tion that directly penetrates to a scene and the blue-biased, short-wavelength portion
that is indirectly scattered to the scene by the surrounding sky. Much less bright illu-
mination that nevertheless has a similar spectral composition can arise through the
chromatically nonselective filtering that may occur when, for example, the same sort
of light (from sun and sky) reaches a scene only after being scattered to it from chro-
matically neutral surfaces such as white clouds, grey cliffs, or the moon. Indeed, moon-
light, though vastly reduced below daylight intensities, has essentially the same spectral
composition, because the lunar surface reflects all solar wavelengths within the visible
range about equally (Lythgoe, 1979).
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The Yellow-Blue Variation

This second, chromatic dimension o f variation arises primarily as a result of Raleigh
scattering (see Born & Wolf, 1970 ; Lythgoe, 1979) . The shortes t (blu e and violet)
wavelengths of light are most scattered by the smallest particles in the atmosphere—
particularly the molecules of the air itself. (As the particles in the air become larger,
the distribution o f scattered wavelengths becomes more uniform—so that larger water
droplets, for example, give rise to the achromatic, white or gray appearance of haze,
fog, or clouds.) A blue extreme in natural lighting therefore occurs when a relatively
localized object (such as a tree or cloud) blocks direct sunlight from striking the scene,
while permitting unobstructed illuminatio n of that scene by the light scattered to it
from an otherwise clear sky—particularly from those portions of the sky that are sep-
arated from the sun by a large celestial angle (see Lythgoe, 1979; McFarland & Munz,
1975a). The contrasting yello w extreme occurs under the complementary conditio n
in which a portion of a scene is illuminated only by direct sunlight—as by a beam of
sunlight admitted by a small opening in a cave, leafy canopy, or handmade shelter—
with all skylight cut off. Such purely direct solar light does not of course consist solely
of wavelengths in the yellow region of the spectrum. Rather, I call it yellow because,
after removal of the shortest (blue and violet) wavelengths, the center of the remaining
band of visible wavelengths falls in the yellow region of the spectrum and because these
remaining wavelengths, when combined, ca n give rise (like the disk of the overhead
sun itself) to a correspondingly yellow appearance.

The Red-Green Variation

This third dimension of variation depends both on the elevation of the sun and on the
atmospheric burden of water vapor. The longest (red) wavelengths are least scattered
by air molecules and other small atmospherically suspended particles (such as dust).
But those wavelengths are also most absorbed by any water that they encounter. In the
relative absence o f water vapor, th e sunligh t that directl y strikes a scene will have
retained a  relatively greater proportion o f its longest-wavelength, red component as
the sun approaches the horizon, and, hence, its light must penetrate a longer and (at
the lower altitude) denser column of air and suspended particle s before striking the
scene. When the atmosphere carries a high burden of water vapor, on the other hand,
the penetrating light will contain a reduced component of long-wavelength red light.
(There is, incidentally, a n asymmetry between the lighting conditions at sunrise and
sunset because even when the sun is in the same proximity to the horizon, the preced-
ing temperature and hence burden of water vapor will generally be different in the two
cases.) For both sources of the red variation (elevation of the sun and presence of water
vapor), the argument for putting green in opposition t o red is essentially the same as
the argument for putting yellow in opposition t o blue. After removal of the longest-
wavelength, red end of the visible spectrum, the center of the remaining band of visible
wavelengths falls in the green portion of the spectrum .

From a purely mathematical standpoint , o f course, any (nondegenerate) coordi-
nate system is equivalent to any other in the sense that either can be obtained from the
other by a suitable (nonsingular) transformation. Thus, as I have already noted, the
points o f three-dimensional color spac e ca n be represented b y either th e pola r o r
the rectangular coordinat e system s shown in Figure 13 . la and 13.1b . Similarly, as I
also noted, a linear transformation could convert the three basis functions plotted in

THE PERCEPTUAL ORGANIZATION OF COLORS
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Figure 13.2 into three differently shaped, but functionally equivalent basis functions .
With respect to simplicity and efficiency of computation, however, a visual system that
represents colo r i n term s o f the particula r light-dark , yellow-blue , and red-gree n
dimensions that correspond mos t directly to the underlying physical dimensions of
variation of natural illumination in the terrestrial environment might most effectively
compensate fo r these variations and, thus, attain color constancy .

Recapitulation and Consideration of Some Counterexamples
and Methodological Issues
Recapitulation of the Argument Concerning the Source of Trichromacy

The visual system starts with a retinal input in which, at any one moment, each recep-
tor uni t (cone ) receive s som e distributio n o f intensitie s o f wavelength s between
roughly 400 and 700 nm. For the purposes of identifying objects and responding adap-
tively to them, the visual system must analyze this complex input into two compo-
nents—one correspondin g t o th e biologicall y significant , invarian t propertie s o f
objects (regarded as the "signal") and one corresponding to the biologically less sig-
nificant momentary circumstances o f viewing and lighting (regarded as the "noise").
With regard to the perception of the colors of objects, this is just the color constancy
problem of analyzing the distribution o f spectral energies impinging at each point of
the retina into a component that captures some invariant characteristic of the surface
of an object and a complementary componen t attributabl e to the momentary condi-
tions of illumination.

I have suggested that the visual system has solved the problem of performing this
analysis and hence of attaining color constancy by first analyzing the visual input into
the minimum number of chromatic channels needed to carry out the required anal-
ysis, namely, three. If this suggestion is correct, the human visual system provides for
three dimensions o f representation o f colors becaus e there are , in fact , three corre -
sponding degrees of freedom i n the world. But these three degrees of freedom i n the
world are not the degrees of freedom of the intrinsic colors of surfaces, which evidently
are greater than three (Maloney, 1986). Instead, the critical degrees of freedom in the
world may be those of natural illumination in the terrestrial environment.

The overall (400 to 700 nm) range of spectral sensitivity of the human eye has long
been regarded as an evolutionary accommodation t o the range of solar wavelengths
that reach us through the earth's atmosphere (and through the aqueous medium of our
eyes—and, originally, of the sea from which our distant ancestors emerged) (e.g., see
Jacobs, 1981 ; Lythgoe, 1979) . Possibly, th e three-dimensionalit y o f huma n color
vision may similarly represent an evolutionary accommodation t o the essentially three
degrees of freedom of terrestrial transformation of the solar wavelengths passed by the
earth's atmosphere .

Based on considerations of the physical causes of these natural variations of ter-
restrial lightin g (cf. Condit &  Grum, 1964 ; Judd e t al., 1964 ; McFarland &  Munz,
1975a, 1975b; Sastri & Das, 1968) , I have further conjectured that these three degrees
of freedom may be essentially characterized a s a light-dark variation (between unob-
structed midday illumination versus illumination of the same composition but greatly
reduced intensity that reaches the scene only by scattering fro m clouds , cliffs , o r the
moon), a yellow-blue variation (between illumination primarily reaching an object
directly from an overhead sun versus indirectly by Raleigh scattering from clear sky),
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and a red-green variation (depending on the proximity of the sun to the horizon and
the amount of water vapor in the air). If so, a selective advantage may have been con-
ferred on genes for the development of a neural mechanism that combines and trans-
forms the outputs of the three classes of retinal receptors into the three specific oppo-
nent-process dimensions proposed, on quite different grounds, by Hering (1878/1964)
and by Hurvich and Jameson (1957).

Consideration of Some Apparent Counterexamples

Color constancy is neither perfect nor unconditional, however (e.g., see Helson, 1938;
Judd, 1940; Worthy, 1985). Our own visual mechanisms have been shaped by the par-
ticular selective pressures that have operated unde r the natural conditions generally
prevailing on planet Earth during mammalian evolution. Not surprisingly, therefore,
our color constancy can break down under artificial lighting. On an evolutionary time
scale, such lighting has begun to fall on our indoor or nocturnal surroundings for too
short a time for selection pressures on our visual mechanisms to compensate fo r the
new degrees of freedom introduced by such lighting. At night, we may thus fail to rec-
ognize our own car in a parking lot illuminated onl y by sodium o r mercury vapor
lamps.

To claim that the selection pressure that prevailed until very recently in the natural
environment ha s been toward three dimensions o f color representatio n i s not, of
course, to claim that this pressure has been great enough to override all other selection
pressures and, hence , to ensur e trichromacy in al l highly visual terrestrial species .
Although the once widespread belief that color vision is absent in many mammals,
even including cats or dogs, is undoubtedly incorrect (Jacobs, 1981) , a number of spe-
cies with otherwise well-developed visual systems have been reported to lack three-
dimensional color representation. Thus, while old-world monkeys evidently tend, like
humans, to be trichromatic, evidence concerning new-world monkeys has pointed to
dichromacy and to trichromacy in different species.

Even in humans, approximations to dichromacy occur in about 8% of the popu-
lation (primarily in males, because nearly all forms of congenital color deficiencies are
determined by sex-linked genes—Jacobs, 1981; Nathans, Thomas, & Hogness, 1986).
Most typically, human color deficiency takes the form of some degree of collapse of
color space along the red-green dimension (see Figure 13. Ib). In extreme cases of this
particular type of collapse (protanopia), huma n trichromacy may be reduced to pure
dichromacy. Total color blindness, that is, monochromacy, also occurs in otherwise
sighted humans—either because the color-selective retina l cones are absent (leaving
only the achromatic retinal receptors, called rods) or because the neural circuitry nec-
essary for the proper analysis of the outputs of the cones is missing or defective (see
Alpera, 1974 ; Jacobs, 1981) . Pure monochromacy o f this sort i s extremely rare in
humans, however, as might be expected if color vision and/or lightness constancy sig-
nificantly contributed to the adaptation o f our ancestors .

Because a relatively large portion o f the variance in the spectral distributions of
natural light can be accounted for by as few as two dimensions (see, e.g., Dixon, 1978;
Judd et al., 1964) , a degree of color constancy that is acceptable under most natural
conditions may be attainable with , just two classes of cones and, hence, with just two
chromatic channels of visual input. Moreover, the addition of each new class of retinal
receptors entails both costs of reduced spatia l resolution fo r each class and costs of
additional neural processing structures. Nevertheless, in the long run, genes for three-
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dimensional colo r vision—gene s that ar e already being identified an d localize d on
human chromosomes (Nathans , Thomas , &  Hogness, 1986)—ma y provide a suffi -
cient contribution to color constancy so that such genes eventually tend to prevail in
the most visually developed evolutionary lines. Even as remote a species as the honey
bee, the insect whose color vision has been most thoroughly studied (Lythgoe, 1979) ,
has been reported to be trichromatic (Daumer , 1956) with, in fact, color vision very
much like our ow n (LeGrand, 1964) , except that it s visual sensitivity is somewhat
shifted, as a whole, toward the shorter wavelengths (von Helverson, 1972) .

Methodological Issues Concerning the Determination of Dimensionality

From the standpoint taken here, the dimensionality of an animal's perceptual repre-
sentation of colors is perhaps the single most fundamental characteristic of that ani-
mal's colo r vision (cf . Jacobs, 1981 , pp. 21-22) . Yet , this dimensionality remains
undetermined for most highly visual species. The dimensionality of color representa-
tion is in fact quite difficult to determine in nonhuman species, and it becomes more
difficult i n more remote species. (In a closely related primate species we might make
an inference as to the dimensionality of color vision from the anatomical presence or
absence of each of the three types of cones that mediate trichromacy in our own case.)
As I have mentioned, th e number of unidimensional variables whose adjustment is
sufficient t o achieve a visual match with any given color is equivalent to the dimen-
sionality of color space for the species doing the matching. But, for a very differen t
species, how do we know which of the potentially countless dimensions along which
spectral distributions can differ are to be varied? And, although we might train an ani-
mal to make a particular response when and only when two displayed colors are indis-
criminable for that animal, how do we train the animal to adjust severa l unidimen-
sional controls, simultaneously, to achieve such a visual match?

In principle, the dimensionality of a space can be determined from th e relations
among a fixed, finite set of points (or stimuli), without requiring continuous adjust-
ment or matching. The difficulty with this approach is that the dimensionality o f the
space is not a  property o f single points or, indeed , o f pairs o r of triplets of points.
Rather, it is a property determined by the distances between all points (or, in the case
under consideration, the dissimilarities between all colors) in sets containing a number
of points (or colors) that is one greater than the number of dimensions of the space
(Blumenthal, 1953) . Multidimensional scaling—particularly multidimensional scal-
ing of the so-called nonmetric variety (Kruskal, 1964;Shepard, 1962,1980)—can per-
mit a determination o f the dimensionality o f a finite set of stimuli. Such a method
requires, however, obtaining estimates of the animal's perceived similarities or dissim-
ilarities between most of the stimuli in the set. Humans readily give numerical ratings
of similarity, but in the case of other animals such estimates may have to be based on
the extent to which a response learned to each stimulus generalizes to each of the others
or o n latencie s o r frequencie s of errors i n matching-to-sampl e responses (e.g. , see
Blough, 1982 ; Shepard, 1965 , 1986) . Unfortunately, the training and data collection
would require a major research effort fo r each species and each set of colored surfaces
investigated.

Rather than attempting to determine the dimensionality of color representation in
different species by means of multidimensional scaling, researchers have mostly pur-
sued their comparative studies of the color capabilities of different species (a) anatom-
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ically or physiologically, by trying to determine the number of distinct types of recep-
tor units (such as retinal cones having photosensitive pigments or oil-droplet filters
with different wavelength characteristics), or (b) psychophysically, by measuring dis-
criminability between neighboring spectrally pure colors at different location s along
the continuum of wavelength. Neither of these methods provides, however, a reliable
indication of the dimensionality o f the animal's perceptual representation o f colors.

From anatomical examination , one may never be sure that one has found every
chromatically distinc t type of receptor unit. Even if one could, there is no guarantee
that the number of dimensions of color representation i s as large as the number of
types found. The outputs of two or more types of photoreceptors with different spectral
sensitivities migh t be neurally combined int o one chromatic channel somewhere up
the line. (Indeed, humans, normally have four identified types of retinal photorecep-
tors—namely, cones of three types and rods of one type, each type with its peak sen-
sitivity at a different wavelength. Yet, humans normally have only three dimensions
of color representation. )

The psychophysically determined wavelength discrimination function is even less
informative about the dimensionality of an animal's color representation. For exam-
ple, an animal could discriminate an arbitrarily large number of wavelengths and still
represent all those spectrally pure colors on a single dimension of hue, just as an indi-
vidual could discriminate an arbitrarily large number of intensity levels and still rep-
resent those shades of gray on a single dimension of lightness. The question of dimen-
sionality depends not on the number of discriminably different wavelength s but on
the discriminabilities of all possible mixtures of such wavelengths. But the number of
pairs of mixtures that might be tested increases radically with the number of discri-
minable wavelengths to be mixed.

A single example may suffice t o illustrate the problem. The color capabilities of
pigeons have been extensively investigated psychophysically as well as anatomically.
Their wavelength discrimination functio n has been measured (Hamilton & Coleman,
1933; Wright, 1972) , and evidence has been found fo r at least six chromatically dis-
tinct types of retinal cones—having different wavelength-selectiv e combinations of
photopigments an d colore d oil-drople t filter s (Bowmaker , 1977 ; Bowmake r &
Knowles, 1977) . Nevertheless , to m y knowledge, the question remain s open as to
whether the pigeon is trichromatic, a s we are, or whether it has as many as four, five,
or six dimensions of color representation. Conceivably , in the pigeon there has been
sufficient selection pressure not only toward the three chromatic channels needed for
the achievement of color constancy in the natural environment, but also toward the
additional chromatic channels that, according to Maloney and WandelFs (1986) gen-
eral linear model together with Maloney's (1986) estimate of the number of degrees of
freedom of the spectral reflectance distributions of natural surfaces, might be required
to capture fully the intrinsic reflectance characteristics of natural objects or foods.

THE CIRCULAR STRUCTURE OF SPECTRALLY PURE COLORS

Another one of the facts that I included in my initial, illustrative list of structural con-
straints on human perception an d cognition is the fact that the physically rectilinear
continuum of wavelength is transformed by the human visual system into the psycho-
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logically circular continuum of perceived hues—that is, into Newton's (1704) color
circle, schematically portraye d as the equator of color space in Figure 13 . la. Such a
circle can be recovered with considerable precision by applying methods of multidi-
mensional scaling to human judgments of the similarities among spectral hues (Shep-
ard, 1962 ; Shepard & Cooper, 1992) . The circularity is implied, as I noted, by the
observation that red and violet, although maximally separated in physical wavelength,
appear more similar to each other than either does to green, which is of an intermediate
wavelength.

I conjecture that this circularity of hue may have arisen as a consequence of the
transformation by which the human visual system carries the responses of three classes
of retinal photoreceptors (the cones most sensitive to long, medium, and short wave-
lengths) into the three opponent processes (the light-dark, yellow-blue, and red-green
processes). If so, not only the three-dimensionality o f color space but also the specifi-
cally circular character o f the hue dimension, rather than being an arbitrary design
feature of the human visual system, may be traceable to an enduring regularity in the
terrestrial world in which we have evolved.

The Circularity of Hue as an Accommodation to the Degrees of Freedom
of Terrestrial Illumination

In rough outline, the argument runs as follows: The extremes of the range of solar
wavelengths admitted through the terrestrial "window" on the solar spectrum are, nat-
urally, the most affected by any variations in that "window." Thus, the longest wave-
lengths (the red components) are both least scattered by atmospherically suspended
particles and mos t absorbed b y water vapor, and the shortest wavelengths (the blue
and violet components) are most scattered by the smallest atmospheric particles—par-
ticularly by the molecules of the air itself. Now, if the variable component of longest
visible wavelengths (the reds) is put in opposition to the rest of the visible wavelengths,
the central tendency of those opposing wavelengths will be what we call green—not
the visible wavelengths that are physically most remote fro m th e reds (namely, the
short wavelength violets). Similarly, if the independently variable component of short-
est visible wavelengths (the blues and violets) are put in opposition to the rest of the
visible wavelengths, the central tendency of those opposing wavelengths will be what
we call yellow—not the visible wavelengths that are physically most remote from the
violets and blues (namely, the long wavelength reds).

Accordingly, a  transformation b y the visua l syste m fro m th e output s o f three
classes of cones to an opponent proces s representation ha s the effec t o f bending the
physically rectilinear continuum of wavelength into a closed cycle of spectral hues .
Whereas in the original physical continuum, the extreme opposites were red and vio-
let, in the resulting cycle of hues, the opposites (schematically thought of as the diag-
onally opposite corners of a square) are red and green (across one diagonal) and yellow
and blue/violet (across the other diagonal). The originally most remote hues of red and
violet, being now separated by only one edge of the (schematic) square, become closer
together than the now diagonally separated red and green or the now diagonally sep-
arated yellow and blue/violet. (The red, yellow, green, and blue "corners" are in fac t
quite evident in the [squarish] version of the color circle that emerged when Carroll
and I applied multidimensional scaling to color naming data collected by Boynton and
Gordon [1965 ] for 23 spectral hues [see Shepard & Carroll, 1966 , Figure 6, p. 575].)
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Evidence Suggestive of an Innate Structure for the Representation of Colors
at Higher Levels of the Brain

Color vision requires, in any case, not only wavelength-selective receptors (the retinal
cones) but also some processing machinery for estimating from the variable outputs
of those receptors the invarian t colors of distal objects . Presumably, moreover, the
genes specifying th e structur e of such neuronal circuitry will generally lead to th e
development of that circuitry in each individual whether or not that circuitry is des-
tined to receive normal signals from that particular individual's retinal receptors. For
example, an individual who is missing the gene for one of the classes of wavelength-
selective cones may, through an inability to discriminate between certain presented
colors (such as red and green), give evidence of a collapsed, two-dimensional color
space. But this does not preclude that individual's possession, a t higher levels of the
nervous system, of the circuits that have been evolutionarily shaped for representing
the full , three-dimensional system of colors.

In an investigation of the representation of colors by normally sighted, color-blind,
and totally blind individuals (Shepard & Cooper, 1992) , Lynn Cooper and I  found
evidence that suggests this is the case and thus contradicts the central tenet of the Brit-
ish empiricist philosophers—tha t everything that each individual knows must have
first entered through that individual's own sensory experience. We asked the individ-
uals with the different types of normal and anomalous color vision to judge the simi-
larities among saturated hues under two conditions: (a) when pairs of those hues were
actually presented (a s colored papers) , an d (b ) when the pair s of hues were merely
named (e.g., "red" compare d with "orange"). We applied multidimensional scaling to
the resulting similarity data for each type of individual and for each of the two con-
ditions of presentation. Mos t striking were the results for the red-green color-blind
individuals (protans an d deutans).  A s expected, whe n the colors were actually pre-
sented to these individuals, multidimensional scaling yielded a degenerate version of
Newton's color circle with the red and green sides of the circle collapsed together. Sig-
nificantly, however, when only the names of the colors were presented, multidimen-
sional scaling yielded the standard, nondegenerat e color circle obtained fro m color -
normal individuals (cf. Shepard, 1962 , p. 236; 1975, p. 97).

One particularly articulate protan insisted that although he could not distinguish
the (highly saturated) red and green we showed him, neither of these papers came any-
where near matching up to the vivid red and green he could imagine! In a sense, then,
the internal representation o f colors appears to be three-dimensional even for those
who, owing to a purely sensory deficit, can only discriminate externally presented col-
ors along two dimensions (most commonly, the dimensions of light versus dark and
yellow versus blue indicated in Figure 13. Ib).

Incidentally, it was in the domain of colors that the preeminent British empiricist,
David Hume, acknowledged what he considered to be the one possible exception to
the empiricists' central maxim. Hume, on supposing "a person to have enjoyed his
sight for thirty years, and to have become perfectly well acquainted with colours of all
kinds, excepting one particular shad e of blue,", confessed to favoring an affirmativ e
answer to the question of "whether 'tis possible for him, from his own imagination, to
supply this deficiency, and raise up to himself the idea of thai particular shade, tho' it
had never been conveyed to him by his senses?" Despite this admission, Hume con-
cluded, somewha t lamely, that "the instanc e i s so particular an d singular, that 'ti s
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scarce worth our observing, and does not merit that for it alone we should alter our
general maxim" (Hume, 1739/1896, p. 6).

THE ORGANIZATION OF COLORS INTO CATEGORIES AND PROTOTYPES

Phenomena of color vision run counte r no t onl y to the central tenet of the British
empiricists but als o to the view s of the more recent American linguistic relativists.
According to the latter, as represented particularly by Sapir (1916) and Whorf (1956),
each language lexically encodes experience in a way that is unique to the culture in
which that language evolved. Color offers a particularly suitable domain for testing this
idea because each color, as experienced by human observers, is a relatively "unitary"
or "unanalyzable " percept (Shepard , 1964 , 1991 ; Shepard & Chang, 1963) , corre-
sponding to a single point in the color space schematically portrayed in Figure 13.1. If
linguistic relativity were valid, the way continuous color space is divided into regions
for the purposes of assigning discrete names to colors would be expected to differ i n
more or less arbitrary ways from one language to another. Empirical studies, however,
have uncovered a striking degree of cross-cultural uniformity.

The Cross-Cultural Findings of Berlin and Kay

Together with their co-workers, Berlin and Kay (1969) presented native speakers of
20 diverse languages with an array of 329 Munsell color chips, including 320 maxi-
mum saturatio n color s differing i n equally spaced steps of hue and lightness, which
had originally been used in a comparison of English and Zuni color terminology by
Lenneberg and Roberts (1956), and 9 additional zero-saturation shade s of gray. For
each basic color term, x, in an informant's native language, the informant was asked
to use a black grease pencil to encircle, on an acetate sheet overlaying the array of color
chips, (a) the set of colors that the informant "would under any conditions call x" and,
then, (b) the subset of those colors that the informant regarded as "the best, most typ-
ical examples of jc" (Berlin & Kay, 1969, p. 7).

Berlin and Kay found tha t the color terms in different language s did not corre-
spond to arbitrarily overlapping regions in color space. Instead, the terms were essen-
tially consistent with a universal underlying hierarchy of nonoverlapping regions in
color spac e fo r eac h o f the 2 0 language s directl y investigate d (an d thes e result s
appeared to be consistent with the reports, by others, of the use of color terms in some
78 other languages) . The languages differed primaril y in the number of basic color
terms they included. They differed very little in the locations of the regions correspond-
ing to the basic color terms that they did include. In particular, the languages generally
conformed wit h a partial orde r o f color categorie s (tha t is , regions of color space)
that—in terms of the English names that we assign to these categories—is as follows:
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"where, for distinct color categories (a, b\ the expression a < b  signifies that a is pres-
ent in every language in which b is present and also in some language in which b is not
present" (Berlin & Kay, 1969, p. 4).

The regions in color space corresponding to these apparently universal color cat-
egories are (with the exception of the region for the completely unsaturated grays) con-
veniently displayed on the hue-by-lightness rectangle, which (as indicated in Figure
13.3) can be thought of as a Mercator projection of the maximum-saturation surface
of the sphere of colors previously illustrated in Figure 13.1. (Because the achromati c
color gray corresponds to the center of the sphere, it is not representable on the pro-
jection of the surface of the sphere.) The placement of the English names for the suc-
cessive hues, "Red," "Orange," "Yellow," etc., is only schematic in Figure 13.3; hue
and lightness turn out to be universally correlated in the locations of prototypical col-
ors in such a way that yellow, in addition to falling between red and green in hue, is
much lighter than these (and the other) basic hues.

Figure 13.4 is my adaptation o f the figure in which Berlin and Kay summarized
the results of their own study of color naming by native speakers of 20 different lan-
guages. The consistently found location s of the basic color categories are displayed
within the two-dimensional hue-by-lightnes s Mercator projection o f the maximum-
saturation surface of color space. The encircled regions approximate the areas within
which the colors chosen as "the best , most typical examples" of the corresponding
basic color terms consistently fel l according to informants from the various cultures.
These focal color categories are labeled, for our convenience, by the basic terms that
we use for these colors in English.

Surrounding each of these encircled focal regions, a larger region to which infor -
mants indicated th e sam e color term migh t be extended under some condition is
roughly indicated by the penumbra of corresponding initial letters, "G" for "Green,"
"Br" for "Brown," and so on. Again, however, some of the languages did not have
basic color terms for some of the lower categories in the hierarchy, such as the cate-
gories here labeled "Pink," "Purple," or "Orange." In these cases, the penumbra sur-
rounding the neighboring focal color regions that were represented in the language

Figure 13.3 Schematic diagram of how the surface of the three-dimensional color
space shown in Figure 13.1 can be unwrapped (by Mercator projection) into a rectan-
gular map in which each point represents the most saturated color of a corresponding
hue and lightness.
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Figure 13.4 Schematic representation of regions, within the rectangular map of satu-
rated colors (as diagramed in Figure 13.3), for which color names are commonly used in
different cultures. The name printed within each region is the color word most often
used by English-speaking informants. The number of lines drawn around each region
indicates the cross-cultural prevalence of assigning a distinct color term specifically to
that region. The penumbra of letters ("Gr" for "Green," "Br" for "Brown," etc.) indi-
cates a larger region that the color term might be extended to under some conditions,
according to informants. (Adapted from Figure 3 on page 9 of Berlin & Kay, 1969; copy-
right, University of California Press, 1969.)

might extend through the region lacking its own basic color term. Thus, if the language
contained n o basic term specifically for the colors in the category here labeled "Pur -
ple," th e terms for the neighboring regions here labeled "Blue " or "Red" migh t be
extended into the region to which we apply the word "Purple." Also, of course, the
colors falling in the penumbra around a given focal color region might be distinguished
by the basic color term together with a qualifier. In English, for example, "light green"
or "pale green" might be used for colors falling above the focal region for green, and
"blue-green" might be used for colors falling between the focal regions for blue and
green. And some languages have single terms fo r still lower levels of the hierarchy .
Thus, in English we might use the word "lavender" for light purple, "chartreuse" for
yellow-green, and "navy" for dark blue (or blue-black).

I have indicated the hierarchical structure that Berlin and Kay found for the focal
colors by encircling eac h corresponding subregion of color space by an appropriate
number of lines. Thus I have drawn six lines around the universally named focal color
categories corresponding to our "White" and "Black," five lines around the next most
prevalently named category , corresponding t o our "Red," and so on for successively
lower levels in the hierarchy—"Green" and "Yellow" (four lines each), "Blue" (three
lines), "Brown" (two lines), and "Pink," "Purple," and "Orange" (a single encircling
line for each).



THE PERCEPTUAL ORGANIZATION OF COLORS 521

The rectangular Mercator projection of a globe is equivalent to a cylinder in that
the right and left edges of the rectangle correspond to the same meridian on the sphere
and, hence, to the same series of colors (here, the reds varying in lightness from darkest
red to lightest pink). Thus the focal regions labeled "Red" an d "Pink" in Figure 13.4
overlap both the left and right ends of the rectangle as displayed in that figure. (As I
have already remarked, the surface color purple is not full y represented in the pure
spectral colors of monochromatic ligh t such as arise from a  prism or in a rainbow.
Surfaces that we call purple are surfaces that reflect a mixture of the longest and short-
est of the visible wavelengths, that is, a mixture of red and violet.)

Additional, Corroborating Results and Implications

The locations in color space of the universal focal color regions can usefully be dis-
played in another way—namely, as these regions would project onto a flat plane cut-
ting through that three-dimensional space, for example, the horizontal plane pictured
as passing through the equator o f the sphere in Figure 13.1 . Figure 13. 5 shows my
adaptation of such a plot obtained by Boynton and Olson (1987) on the basis of single-
word (monolexemic) color naming of 424 color samples by seven English-speaking
observers. Here again, each region within which colors were given a particular color
name is filled in with the initial letter of that color (e.g., with "G"s for "Green"). The
point within such a region that, on average, was accepted as the best example of that

Figure 13.5 Regions of color space for which color names are commonly used, pro-
jected (by parallel projection) onto the equatorial disk cutting through the spherical
model illustrated in Figure 13.1, according to data reported by Boynton and Olson
(1987). (Adapted from Figure 2 on page 99 of Boynton & Olson, 1987; copyright, John
Wiley & Sons, Inc., 1987.)
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color, considered the focal color for that region, is indicated by the black circle (with
a corresponding white letter, e.g., "G").

The dimensions of this two-dimensional projection of color space are not hue and
lightness, as in the Mercator projection o f Figure 13.4 . Instead, the two dimensions
here can be considered to be the polar-coordinate dimensions of hue (now represented
as a complete circle around the perimeter) and saturation (which is now represented
as radial distance out from the unsaturated white and gray near the center to the max-
imum saturatio n hue s around th e perimeter) . Th e foca l chromati c color s are no t
located at the centers of their regions but out toward the maximum saturation perim-
eter. As noted before, the dimensions of this same projection of color space can alter-
natively be taken t o be the rectangular-coordinat e dimension s o f red-versus-green
(roughly vertical in Figure 13.5) and blue-versus-yellow (roughly horizontal).

The disposition o f focal color regions obtained by Boynton and Olson (1987) for
this projection, though necessarily different, is quite consistent with the disposition of
these regions in the Mercator type of projection presented by Berlin and Kay (1969).
The representation shown in Figure 13.5, however, better accommodates the less sat-
urated and achromatic colors (brown, gray, and white) and—in requiring no break in
the pink-red region—more explicitly maintains the integrity of the hue circle (corre-
sponding to the equator in the more schematic Figures 13.1 and 13.3) . The represen-
tation in Figure 13.4 , on the other hand, more clearly preserves other aspects of color
representation—such a s that th e yello w band o f the spectru m appear s lighte r (or
brighter) than the other (red, green, or blue) bands.

The cross-cultural results such as those reported by Berlin and Kay (1969) and by
Boynton and his co-workers (especially, Uchikawa & Boynton, 1987, who compared
color naming by American and native Japanese observers) provide little support for
the Whorfian hypothesis that language structures how we perceive the world. Instead,
these results appear to be more consonant with the idea that the innate biology of our
perceptual system structures the way we use language.

Physically, the spectrum of solar light seen in a rainbow or refracted by a prism (as
in the original investigations by Newton, 1704) is a continuum of wavelengths. Yet we
tend to perceive this continuum as divided into a few relatively discrete bands of hue,
such as those we call red, orange, yellow, green, blue, and violet. (White, purple, and
all unsaturated color s ar e obtained onl y by recombining these pure spectra l wave-
lengths, while black is of course obtained by blocking off all visible wavelengths.)

Eleanor Rosen (formerly Heider) and others, in experimental studies with human
observers, have shown, in addition, that the most prototypical (or focal) colors within
each region of color spac e ten d t o be more rapidly and consistently perceived and
remembered than nonfocal colors, which are closer to the boundaries between regions,
while discrimination betwee n colors appears t o be sharper across the boundaries of
these regions than within the same region (Heider, 1971,1972 ; Rosch, 1973,1975; see
also Boynton & Olson, 1987 , 1990 ; Mervis & Rosch, 1981 ; Nagy & Sanchez, 1988 ;
Uchikawa & Boynton, 1987).

Moreover, the tendency toward the perceptual categorization o f the hue contin-
uum is not unique to human adults, but has been reported to take essentially the same
form in human infants (Bernstein, Kessen, & Weiskopf, 1976) and in other primates
(Essock, 1977 ; Sandell, Gross , & Bornstein, 1979) . (In monkeys , incidentally, Zek i
[1983] found cortical cells whose responses, like our own color-constant experience of
surfaces, were determined by the intrinsic reflectance characteristics of an external sur-
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face regardless of the illumination.) There is even evidence that the spectral continuum
is also perceptually partitioned b y such remote species as pigeons and bees, though
apparently into color categories that differ somewhat from those common to humans
and monkeys (Kiihn, 1927 ; von Frisch, 1950; Wright & Gumming, 1971) . For all of
these animals, includin g humans, visua l discrimination betwee n neighboring wave-
lengths has been reported to be sharpest at the boundaries between the color categories
for each species (Graham, Turner, & Hurst, 1973 ; Jacobs & Gaylord, 1967 ; Nagy &
Sanchez, 1988 ; Smith, 1971 ; von Helversen , 1972 ; Wright, 1972) . And, as the evi-
dence obtained by Berlin and Kay (1969) and others has shown in the human case, the
boundaries ten d to be the same across cultures that have developed on widely sepa-
rated continents and that have very different languages and sets of color terms. Evi-
dently (as concluded by Uchikawa & Boyton, 1987; and, earlier, by Ratliff, 1976) , the
way in which humans categorize colors is universally prewired rather than individually
acquired.

But we are still left with the question of the source of the particular form of such
an innate biology underlying human color categorization. I s this biology merely acci-
dental o r has it arisen a s an accommodation t o some identifiable regularity in the
world in which we have evolved? Perhaps we should distinguish two questions: First,
why is the continuous space of colors partitioned into discrete categories at all? Second,
given that it is partitioned, why is it partitioned in the particular way indicated in Fig-
ures 13.4 and 13.5 ?

Possible Adaptive Functions of a Categorical Organization of Colors

In the case of humans, one advantage of an innate structuring of continuous color
space into discrete regions, organized around prototypical or focal colors, has already
been implicit in the discussion o f the linguistic studies by Berlin and Kay and others.
Because a discrete structurin g makes possible the consistent assignment o f words to
colors, it facilitates communication betwee n individuals abou t the colors of objects
that may be of biological significance. One may readily identify a person that one is to
meet for the first time on the basis of a description o f a color that that person will be
wearing. But it may be impossible to identify that person on the basis of a description
of his or her face. The continuous space of human faces (in addition to being of higher
dimensionality) doe s not seem to be endowed with a consistent categorical structur e
like that of the continuous space of colors.

Of course, this linguistic advantage of categorical representation o f colors cannot
be the explanation fo r the ver y similar categorical structur e that ha s been demon-
strated for the color spaces of other, nonlinguistic species. Still , for the more general
purposes of biological signaling within and between species, the categorical represen-
tation of colors may have similar advantages , a s has been argued by Hardin (1990).
The advantages for both of these purposes—for human language and for other types
of signaling—can be seen as examples of the general principle of shareability enunci-
ated by Freyd (1983,1990). When cast in evolutionary terms, that principle says that
some cognitive structures or functions may arise not because they capture a biologi-
cally significant regularity in the physical world but because they facilitate or make
possible the sharing of knowledge between conspecifics. Clearly, an innate predispo -
sition toward a consistent partitioning of a biologically significant continuum into dis-
crete categories will facilitate the sharing of knowledge about the things signified by
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that continuum, whether through changes in the coloration of bodily markings (as in
some fish—Fernald, 1984) or through human language (Berlin & Kay, 1969; Kay &
McDaniel, 1978 ; Lenneberg & Roberts, 1956 ; Miller & Johnson-Laird, 1976) .

A categorical structuring can also facilitate communication within an individual—
for example , fro m on e information-processing modul e to another withi n the same
individual's brain (as Freyd has suggested, personal communication, June 1990) , or
from one occasion to another, across time (Heider, 1972 ; Rosen, 1975) . Certainly, to
remember the color of a particular object after a single exposure may be important if
that object was, say, a newly encountered predator from which one barely escaped. A
clear example of the advantage of perceptual categorization has been reported in the
auditory domain, where individuals differ markedly in their abilities to recognize the
absolute pitch of a tone (independent o f its relation to some other tone). Individual s
with thi s ability of so-called absolute  pitch are much more accurate i n identifyin g
whether a long-delayed second tone is or is not a repetition of an earlier tone (Bachem,
1954).

Possible Sources of the Particular Categorical Organization of Human Colors

Even if we agree that the organization of color space into categories and prototype s
can serve adaptive functions, we are still lef t wit h the question of why this space is
organized in the particular categorica l wa y that it is, rather than in some other cate -
gorical way. Consideration of this question necessarily becomes still more speculative.
The organization of color space that (along with its presumably genetically entrenched
physiological basis) appears ubiquitous in humans and other primates may eventually
be found to stem from any mixture of at least three sources: (a) The organization could
be a largely accidental or arbitrary solution (out of countless other, equally satisfactory
organizations) to the problem of providing a discrete basis for intraspecific signaling,
language, or shareability; (b ) the organization coul d reflect something about the nat-
ural grouping s of the surfac e reflectance distributions o f objects (into ripe versus
unripe edible fruits, predators versus prey, and so on) that have long had particula r
biological significanc e for our ancestor s an d thos e o f other primates (cf . Shepard,
1987b); or (c) in line with my conjecture as to the source of the three-dimensionality
of color space itself, this organization could reflect something about the ways in which
terrestrial lighting has most typically varied during evolutionary history.

To my knowledge, the systematic survey of the spectral reflectance distributions of
a large sample of significant surfaces in the natural environment needed to support the
second alternative has yet to be undertaken. In the meantime, I find some support for
the las t alternative i n what already appears t o be a nonaccidenta l correspondenc e
between the most entrenched of the human color categories and the generally accepted
opponent process dimensions of human color vision, which (as I have noted) seem to
correspond to the natural dimensions of terrestrial lighting.

On one hand, the six focal colors that we call white, black, red, green, yellow, and
blue (also termed "landmark colors" by Miller & Johnson-Laird, 1976 ) are highest in
the hierarchy of basic color categories according to Berlin and Kay (1969), as I indi-
cated in Figure 13.4 by encircling the corresponding English terms with three or more
lines. On the other hand, these are just the six colors that are usually taken to define
the ends of the three light-dark, red-green, and yellow-blue dimensions in opponent
process theories. Moreover, I have suggested that just these dimensions may be best
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suited t o compensat e fo r the mos t commo n variation s o f terrestrial illumination .
(Even th e universall y lighter appearanc e o f foca l yello w may hav e an ecologica l
basis—possibly in the yellow central tendency of the direct light from an overhead sun
after the shorter wavelength blues and violets have been partially filtered out by atmo-
spheric scattering. )

The secondary focal colors, such as those that we call orange, purple, pink, brown,
and gray, may be distinguished (when , in a given culture, they are distinguished) in
order to fill in the main gaps in color space between the primary focal colors defined
by the underlying opponent processes. Boynton has reviewed evidence that people will
describe these secondary foca l colors as mixtures of other more primary colors, but
will not describe the primary focal colors as mixtures of any other colors (Boynton,
1988, p. 91). Thus, orange, purple, and pink will be described as containing red mixed
with yellow , blue, an d white , respectively, while a prototypica l re d itsel f i s never
described as containing any discernible contribution of a neighboring color such as
orange or purple.

In any case, if categorical structuring of colors serves an adaptive function, there
need be no powerful selectiv e advantage of one structuring in order for it to prevail
over others. A slight predisposition towar d one organization, arising perhaps from a
quite different, noncategorica l source might bias the selection toward that organiza-
tion ove r other, otherwise comparably useful categorica l organizations . The source
that I have been suggesting might exert such an influence is the natural variation of
terrestrial illumination, for which we must compensate in order to achieve color con-
stancy. Alternatively, of course, the largely unexplored possibility remain s that the
intrinsic colors of objects that have been of biological significance for our ancestor s
may have tended t o cluster around the foca l colors identified by Berlin and Kay—
perhaps, red for ripe fruit (e.g., berries, apples, tomatoes, etc.), green for trees and other
vegetation, and blue for water and sky. In the absence of a systematic survey of the
spectral reflectance distributions of a large sample of significant surfaces in the natural
environment, however, the dimensions of variation of natural illumination may pro-
vide for the most parsimonious explanation fo r the most salient feature s of the uni-
versal color categories of humans.

CONCLUDING REMARKS

The Search for a Nonarbitrary Basis for Psychological Principles

One can distinguish three ways in which we try to establish and to achieve understand-
ing of a psychological phenomenon. Although any combination of these ways can be
pursued, simultaneously or in any order, they may tend to become dominant in three
successive stages of scientific investigation. The first such stage focuses on the empir-
ical establishment o f the phenomenon itself, through behavioral, psychophysical, or
linguistic investigations (whether using laboratory experiments or field observations).
The second stage shifts focus to the elucidation of the physiological mechanisms that
may underli e that establishe d phenomenon , through neurophysiological investiga-
tions (whether by electrophysiological recording of concomitant brain activity or by
simulation of proposed connectionist models on a computer). The third stage, when
indeed it is embarked upon, shifts focus, again, to the problems that the external world
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poses for an individual. In this stage, we try to understand both the neurophysiological
mechanisms and the cognitive and behavioral functions that those mechanisms medi-
ate not as arbitrary design features of a particular species, but as accommodations t o
pervasive and enduring properties of the world.

In our understanding of the human representation o f colors, over three centuries
of inspired empirical investigation has established man y of the basic phenomena of
human color vision. For present purposes , these phenomena have included the con-
stancy, the three-dimensionality, the hue-circularity, an d the categorical structure of
colors. Beginnin g later, physiological investigations, which I have not attempted t o
review, have begun to pin down the neuronal mechanisms underlying a few of these
phenomena (see, for example, De Valois, 1973; De Valois & De Valois, 1975; Foster,
1984; Lennie, 1984; Livingstone & Hubel, 1984 ; Zeki, 1983) . The regularities in the
world that may determine the nature of these physiological mechanisms, as well as of
the perceptual-cognitive phenomen a that they mediate, remai n largely unexplored.
Beyond th e long-standin g recognitio n o f the proble m o f color constanc y an d th e
model recentl y propose d fo r it s solution b y Maloney and Wandel l (1986) , I  have
offered littl e more than some tentative suggestions about possibly fruitful direction s
for further exploration .

I began this chapter with the claim that natural selection should lead to the emer-
gence not only of perceptual, behavioral , and cognitive mechanisms that are adapted
to the specific circumstances face d by particular species , genders , and domains, but
also of mechanisms that are adapted to the general circumstances faced by all so-called
higher organisms. Color vision offers a  less obvious case for supporting such a claim
than the phenomena that I have usually used for this purpose, namely, those of spatial
representation (e.g., Shepard, 1984) and of generalization (e.g. , Shepard, 1987b) . Color
pertains to a single sensory modality (vision), whereas space and generalization are not
modality specific . Moreover , the propertie s i n the world that migh t determine the
organization of colors are less obvious than those that might determine the represen-
tation o f space. Fo r example, whereas the three-dimensionality o f perceptual spac e
derives directly fro m th e fundamenta l three-dimensionality o f physical space , th e
three-dimensionality of color space does not s o directly or obviously derive from a
three-dimensionality in the world. The case for a nonarbitrary basis for the structure
of colors, to the extent that it can be made, has the advantage, however, of suggesting
that psychological constraints may correspond t o regularities in the world even when
the correspondence i s not initially obvious.

Possible Universal Pressures Toward the Organization of Colors

I conclude with a brief consideration o f the sense, if any, in which a tendency toward
the properties of color representation I  have been considering may be general—or even
universal. Throughout, I have spoken of the possibility of selective pressures to which
highly visual terrestrial animals may be subject in the terrestrial environment. I  used
the qualification "terrestrial" because conditions o f illumination in other, for exam-
ple, aquatic environments can be quite different. Owing to the already noted selective
absorption by water of the longer wavelengths, with increasing depth in a marine envi-
ronment, the available solar light, in addition to being progressively reduced in overall
intensity, becomes progressively restricted in spectral range to the shorter wavelengths.
This blue shif t an d compressio n i n rang e of available wavelength s is known to be
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matched by a corresponding blue shift and compression in the range of spectral sen-
sitivity of deeper dwelling marine animals (Lythgoe, 1979).

It does seem to me , however, that the wavelength dependencies of the variable
height of a sun, presence of atmospheric aerosols , an d direct versus indirect illumi -
nation might apply quite generally on the surfaces of planets capable of supporting the
evolution of highly visual organisms. Such a planet is presumably likely (a) to circle a
long-lived star that emits a stable, broad range of wavelengths, (b) to undergo regular
rotation about its own axis (owing to the conservation of angular momentum), and (c)
to possess an atmosphere that differentially filters the wavelengths of direct and scat-
tered light depending on the (rotationally determined) angle at which the light enters
the atmosphere and the size distribution of atmospheric particles. Moreover, the argu-
ments for categorical representation of colors based on memorability and shareability
do not depend on particular features of the terrestrial environment. In short, just as
there may be universal selective pressures toward mechanisms for the representation
of three-dimensional space and fo r an exponentia l la w of generalization (Shepard ,
1987a), there may be quite general selective pressures toward mechanisms for the rep-
resentation of the surface characteristics of objects in a low-dimensional (perhaps even
a three dimensional) color space, with a circular component of hue, and a categorical
structure.

Possibly, behavioral and cognitive theorists should aspire to a wider scope for their
science. An evolutionary theory of mind need not confine itself to the particular minds
of the more or less accidental collection of species we find on planet Earth. There may
be quite general or even universal principles that characterize planetary environments
capable of supporting the origin and evolution of increasingly complex forms of life.
If so, there may be corresponding general or even universal principles of mind that by
virtue of their mesh with the principles of these environments, are favored by a process
of natural selection wherever it may be taking place.
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Sex Differences in Spatial Abilities:

Evolutionary Theory and Data

IRVVIN SILVERMAN AND MARION EALS

Cognitive sex differences have remained a prominent topic in psychology for several
decades, an d one of the most consistent findings has been superior performance for
males on tests of spatial abilities. Earlier attempts to account for this difference deal t
mainly with socialization practice s (Maccoby & Jacklin, 1974) , but the generality of
the phenomenon across populations and situations led to a shift in emphasis to genetic
determinants. Relationship s hav e been found for both sexes between spatial perfor-
mance and hormonal variables, measured or manipulated directly or inferred fro m
correlates such as pubertal status, physical characteristics, menstrual cycle phase, and
atypical androgen levels associated with medical disorders. Additionally, similar spa-
tial sex differences have been found in infrahuman species. (See Gaulin & Hoffman,
1988; Harris, 1978; Kimura & Hampson, 1990; Linn & Peterson, 1985; and McGee,
1979, for reviews.)

SELECTION PRESSURES FOR SPATIAL SEX DIFFERENCES

The near universality of sex differences in spatial abilities across human cultures and
their occurrence in other species indicate the feasibility of an evolutionary approach,
but it was not until 1986 that the first systematic attempt of this nature was reported
by Gaulin and Fitzgerald. These investigators theorized that spatial abilities in males
would have been selected for in polygynous species because polygynous males require
navigational skills to maintain large home ranges in which to seek potential mates and/
or resources to attract mates. To test these notions they compared sex differences in
range size and spatial ability between meadow voles, which are polygynous, and pine
voles, which are monogamous. As predicted, male biases for both variables occurred
in meadow voles, whereas pine voles showed no disparities between sexes. A follow-
up study (Jacobs, Gaulin, Sherry, & Hoffman, 1990 ) revealed that in meadow voles,
but not pine voles, males had proportionally larger hippocampi than females, which
had been anticipated based on the role of the hippocampus in mediating spatial func -
tions.

There is another measure of animal mobility, however, termed natal dispersal by
Greenwood (1980), which is defined as the distance an animal travels from it s natal
site to its first breeding place. As with range size, sex differences in natal dispersal have
been related to mating practices (Greenwood, 1980,1983), but in his analysis, mating
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systems are dichotomized in terms of resource defense versus mate defense rather than
monogamy versus polygyny.

Greenwood's theory is that in most resource defense systems, males compete for
and hol d territorie s i n whic h they attrac t females ; consequently, female s dispers e
more. In mate defense , male s usually locate and defen d females ; thus they are the
greater dispersing sex. In support of these notions, Greenwood noted that birds, who
tend to use resource defense, show a female bias in natal dispersion, while mammals,
who mainly employ mate defense, show a male bias.

An alternative to Gaulin and Fitzgerald's model of spatial sex differences can be
derived from Greenwood's concepts . It may be posited that species that employ mate
defense strategies , with greater male dispersal, will show male superiority in spatial
abilities; species using resource defense, with greater female dispersal, will show female
superiority; and species showing neither of these patterns in typical form, and nil dis-
persal differences between sexes, will show no spatial sex bias.

Regarding meadow and pine voles, the former show a characteristic mate defense
strategy with males dispersing'more (Madison, 1980) . Pine voles, on the other hand,
fall into the third category above, in that they cannot be precisely designated as mate
defense o r resourc e defense . They possess a  unique socia l structur e fo r microtin e
rodents, living in highly cohesive groups comprising reproductively active members
of both sexes (Fitzgerald & Madison, 1983) . Thus, Gaulin and Fitzgerald's data can be
explained by this extension of Greenwood's model as well as by their own theory.

On the other hand , these two theories lea d to discrepant prediction s regardin g
human spatial sex differences. By most accounts, humans are moderately polygynous
(Symons, 1979), and there are cross-cultural data showing a tendency from early child-
hood for males to maintain larger home ranges (Gaulin & Hoffman, 1988) . On the
other hand, humans are resource defenders (Chagnon, 1979) , with greater natal dis-
persal on the part o f females (Koenig, 1989). Inasmuch as sex differences i n spatial
performance favor males, Gaulin and Fitzgerald's theory would appear to prevail in
the human case.

Our own work with humans, however, was based on an alternative theory to both
Gaulin and Fitzgerald's and Greenwood's. This may be a violation of parsimony inas-
much as our explanation doe s not extend across species as handily as the other two.
On the other hand, it takes account of a particular aspect o f human evolution that
appears on logical grounds to be highly relevant to spatial sex differences, and it has
enabled predictions that would not have emanated from the others.

We hold that the critical factor in selection for spatial dimorphism in humans was
sexual division of labor between hunting and gathering during hominid evolution.
Although ther e has , undoubtably , been overla p between sexe s in thes e functions,
archaeological and paleontological data show that across evolutionary time, males pre-
dominantly hunted and females predominantly foraged (Tooby & DeVore, 1987).

Tracking and killing animals entail different kind s of spatial problems than does
foraging for edible plants; thus, adaptation woul d have favored diverse spatial skill s
between sexes throughout much of their evolutionary history. The cognitive mecha-
nisms of contemporary Homo sapiens appear to reflect these differences, insofar as the
various spatial measures showing male bias (e.g., mental rotations, map reading, maze
learning) correspond t o attributes tha t would enable successful hunting. Essentially ,
these attributes comprise the abilities to orient oneself in relation to objects or places,
in view or conceptualized across distances, and to perform the mental transformations



SEX DIFFERENCES IN SPATIAL ABILITIES 535

necessary to maintain accurate orientations during movement. This would enable the
pursuit of prey animals across unfamiliar territory and, also, accurate placement of
projectiles to kill or stun the quarry. In fact, there have been studies based on the same
evolutionary notions, demonstrating direct relationships between standardized spatial
test scores and throwing accuracy (Jardine & Martin, 1983 ; Kolakowski & Molina,
1974).

In the present paper, we have extended the premise to propose that if these attri-
butes evolved in males in conjunction with hunting, spatial specializations associated
with foragin g shoul d have , correspondingly , evolved i n females . Food plant s are
immobile, but they are embedded within complex arrays of vegetation. Successful for-
aging, then, would require locating food sources within such arrays and finding them
in ensuing growing seasons. These abilities entail the recognition and recall of spatial
configurations of objects; that is, the capacity to rapidly learn and remember the con-
tents of object arrays and the spatial relationships of the objects to one another. For-
aging success would also be increased by peripheral perception and incidental memory
for object s and their locations, inasmuch as this would allow one to assimilate such
information nonpurposively, while walking about or carrying out other tasks.

In the following sections, we describe a series of studies exploring these hypothe-
sized female spatia l specializations , usin g student subjects from Yor k University in
Toronto.

First, however , data will be presented from othe r ongoing studies with the York
student population in order to demonstrate that it is comparable to the population in
general in regard to male biases on traditional spatial tests.

STUDIES OF MALE SPATIAL SPECIALIZATIONS

Figure 14.1 contains sample items from two widely used group-administered spatial
tests that customarily show male bias: Mental Rotations (Vandenberg & Kuse, 1978)
and Space Relations (Bennett, Seashore, & Wesman, 1947). The Mental Rotations test
requires subjects to designate which two of the series of four drawings on the right rep-
resent the target object on the left in alternative positions. The task for Space Relations
is to indicate, for each item, all of the figures on the right that could be constructe d
from the pattern on the left. For both tests, subjects were told they could give as many
responses, per item, as they wished, but would score a point for each correct response
and would have a point subtracted for each incorrect response. For each test, 20 items
were used, and seven minutes were allowed.

The two tests were given to separate York samples. Space Relations was adminis-
tered in individual sessions or in groups of two or three and was included in a test
battery. Menta l Rotations wa s the sol e tes t give n and wa s administered i n larger
groups. Most subjects were volunteers, recruited in classrooms or elsewhere on cam-
pus, though some Mental Rotations subjects took the test as part of a course demon-
stration. Findings were equivalent across all conditions.

Table 14.1 shows the results. As expected, there were significant differences favor -
ing males for both tests. Further, sex differences o n both measures appeared excep-
tionally large in our samples compared with extant published data (e.g., Vandenberg
& Kuse, 1978), though statistical comparisons were not feasible because of differences
in item composition and/or procedure.
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Figure 14.1 Sample Items from the Mental Rotations and Space Relations Tests.

FEMALE SPATIAL SPECIALIZATIONS

Study One: A Group Test

As in the studies just described, our initial study of foraging-related spatial abilities was
administered both in individual sessions and in groups of various sizes and comprised
both volunteers and students taking part in course demonstrations. Again, results were
similar across all conditions.
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Table 14.1 Mean Space Relations and Mental Rotations Scores, by Sex, for York
University Student Samples

Space relations

N

Males 1 8
Females 2 0

t =  3.69

Mean

46.60
30.89
p<.001

SD

13.72
12.40

Mental rotations

N

Males 10 5
Females 9 8

t =  5.80

Mean

15.57
8.66

p<.001

SD

9.43
7.48

Subjects in this study were presented first with copies of the object array (called the
stimulus array) depicted i n Figure 14.2 and asked to "examine the objects" for one
minute.

They were then instructed to fold their copies and put them aside and were pre-
sented with copies of the array in Figure 14.3. This was identical to the stimulus array,
except that a number of additional items were interspersed. Subjects were told to put
a cross through all of the items that were not in the original array and that they would
be allowed one minute, would be given a point for each item correctly crossed, and
would have a point subtracted for each item incorrectly crossed. This served as a mea-
sure of memory for objects in an array, independent of location (object  memory).

Finally, subjects were shown the array in Figure 14.4. This contained th e same
items as the stimulus array, but some were in the same location and others were not.
Subjects were asked to circle the objects that were in the same place and put a cross
through those that had been moved and were scored a point for each correct response.

Figure 14.2 The stimulus array used for tests of object and location memory.



Figure 14.3 The stimulus array with added items for the object memory test.

Figure 14.4 The stimulus array with item locations changed for the object memory test.



SEX DIFFERENCES IN SPATIAL ABILITIES 539

Table 14.2 Mean Object Memory and Location Memory Scores, by Sex, for Study
One

Object Memory Location Memory

N Mean SD N Mean SD

Males 6 3 12.2 5 4.2 7 Male s 8 3 18.4 5 3.5 8
Females 11 5 14.1 5 3.9 0 Female s 13 4 20.1 4 4.1 1

t =  2.92 p<.0 1 /  =  3.20 p<.0 1

This was a measure of memory for the locations of objects in an array (location mem-
ory).

Table 14. 2 shows the results.' Females scored significantly higher on both tasks;
they more accurately recalled which items were in the arra y and wher e they were
located.

Study Two: A Naturalistic Setting

In the following study, we attempted to replicate the findings above using an actual
object array rather than a drawing, and an array presented in a naturalistic setting as
opposed to an experimental context. Our criterion for naturalistic setting, following
Silverman (1977), was that subjects were unaware during their exposure to the object
array that it was part of a study.

We recruited volunteer s for an ambiguousl y labeled experiment. Subjects were
scheduled individually and were seen by either a male or female examiner, with the
examiner's and subject' s sex counterbalanced. Th e examiner met the subject at the

Figure 14.5 The stimulus room for the naturalistic tests of object and location memory.
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Table 14.3 Mean Location Scores, by Sex, for Study Two

Location memory

N Mea n S D

Males
Females
/ =  4.04

21
20
p<.001

6.80
11.55

4.34
5.23

laboratory, then led him to a cubicle-type office nearby (the stimulus room), and asked
him to wait there several minutes while she completed preparations in the laboratory.
Subjects were encouraged to leave books or other materials they were carrying in the
laboratory, in order to prevent them from reading or studying while waiting.

Figure 14.5 is a photograph fro m the entrance to the stimulus room. It was outfit-
ted as a typical graduate student office , containin g a variety of work-related and per-
sonal items, and wa s located i n an aisle of such offices. Subject s occupied the chair
shown in the photograph, which was the only place to comfortably wait. The examiner
returned in precisely two minutes and escorted the subject back to the laboratory.

In the laboratory subjects were told that the purpose of the study was to assess how
people naturall y proces s thei r environments . The y were asked t o nam e a s many
objects in the stimulus room as they could and, as precisely as possible, the location of
each object. The examiners used prearranged probes if locations were not forthcoming
or vague. In response to exit interviews, two subjects, a male and a female, indicate d
that they had been suspicious in the stimulus room that it was part of the study. Their
scores were not atypical, however, and were kept in the data.

Subjects' ful l response s were tape recorded , wit h their permissions , an d score d
from written transcripts by two independent raters. Raters were unaware of which pro-
tocols were male or female. Subjects were credited i f they approximated the correct
location of an object; for example, "the right side of the small desk." Scoring discrep-
ancies between raters were few and were resolved by the second rater.

Table 14.3 shows these results. Females correctly recalled significantly more items
by location. Their mean score, in fact, was a robust 70% higher.

There was no measure of object memory, irrespective of location, tha t could be
culled from these data. When subjects reported an item, they tended, with rare excep-
tions, to know where it was. This may reflect the manner by which people assimilate
object arrays , o r i t may have been a n artifac t of the emphases o n locations i n th e
instructions and the probes.

There were, also, no sex-of-examiner effects or interactions of sex of examiner and
subject.

Study Three: Incidental and Directed Learning

We then undertook a further study, using the same general procedure as Study Two,
for two purposes: One was to eliminate systematic biasing of responses by examiners
that may have attended th e use of open-ended question s and probes in Study Two.
(The examiners were not informed of the hypotheses, bu t were close enough to the
investigator's research program to develop accurate suspicions. )

The other was to assess whether se x differences i n object and location memor y
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would be obtained in a directed learning paradigm, whereby subjects were svpecifically
instructed to try to learn objects and their locations. In Study Two, subjects were kept
unaware that the room in which they waited was part of the experiment; hence, recall
was based wholly on incidental learning . I n Study One, subject s were instructed t o
"examine th e objects " i n the array , and thoug h they probably surmised that they
would be tested for frequency of items remembered, it is uncertain whether they would
have attempted to learn locations. Consequently, location memory in this study may
have also reflected incidental learning.

In Study Three, the same laboratory and stimulu s room were used as in Study
Two, but the number of items in the stimulus room was doubled to bring the total to
70. The reason for this was that the dependent measures for this study were based on
recognition rathe r tha n recall , whic h was expected t o yiel d highe r scores, an d we
wished to avoid a ceiling effect.

The female examiner from Stud y Two conducted all sessions. As in Study Two,
she met subjects in the laboratory, took their books and other materials, then led them
to the stimulus room. For half the subjects of each sex, determined by a prearranged,
randomized order of assignment, the procedure continued exactly as previously: sub-
jects were asked to wait in the room while the examiner completed preparations in the
laboratory and were left there for two minutes. This was the incidental learning con-
dition.

The other half of subjects were instructed when they were brought into the stim-
ulus room to "try to memorize as many objects in the room as possible, and their
approximate locations" and informed that the examiner would return to test them in
two minutes. This comprised the directed learning condition.

Testing was the same in both conditions. Subject s were presented first with a list
of 35 objects, 25 of which had been in the stimulus room, and were asked to indicate
for each whether or not it was there. They were given a point for each correct response,
including items identified as in the room and items identified as not, which comprised
the measure of object memory.

Following this task, subjects were shown a schematic drawing of the room, divided
into seven numbered areas, and were asked to note the area in which each item in the
room was located. The number of correct responses for this task served as the measure
of location memory.

Table 14.4 presents mean object and location memory scores by sex and incidental
versus directed learning conditions.

The dat a fo r object memor y showed a significant main effec t o f sex, based o n
higher female scores across learning conditions, and no significant interaction o f sex
and condition . I n the analyses of simple effects, however , the se x difference fo r the
incidental learning condition reache d significance (t =  2.25, p < .05), but this differ-
ence for the directed learning condition did not (t = 1.3 7 p =  . 18). Thus, support was
obtained for a female bias in incidental learning of objects, but the findings were equiv-
ocal for directed learning . The trend for the latter sex difference, however , was in the
expected direction, and a larger N may bring it to a significant level.

For locatio n memory , there wa s also a  significan t main effec t o f sex favorin g
females and no interaction of sex and condition. Analyses of simple effects revealed
significant sex differences fo r both incidental an d directed conditions (t =  3.44 and
4.45, respectively; p <  .00 1 for both). As in Study Two, females' location memory
scores based on incidental learning were more than 60% higher than males'.
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Table 14.4 Mean Object Memory and Location Memory Scores,
by Sex and Incidental vs. Directed Learning Conditions, for Study
Three

Object memory

Condition

Incidental
Directed
F tests

Sex
Condition
Interaction

Condition

Incidental
Directed
F tests

Sex
Condition
Interaction

Mean

19.45
25.50

6.67
42.83

.52

Mean

6.30
12.05

30.40
62.30

.11

Males

SD

(3.61)
(3.55)

p< .01
p< .001
ns

Location memory

Males

SD

(3.23)
(2.86)

p < .00 1
p<.001
ns

Females

Mean S D

22.20 (4.12 )
27.05 (3.59 )

Females

Mean S D

10.25 (4.00 )
16.50 (3.44 )

(N =  20 for each sex in each condition: Total =  80 )

Separating Location Learning From Object Learning

In our studies, object memory and location memory were measured separately when-
ever possible, eschewin g the possibility tha t thes e may not be independent of each
other. Females may have learned more locations by virtue of their greater capacity to
learn objects , o r they may have learned mor e objects as a function o f their greater
capacity to learn locations. The data of Study 3 afforded an opportunity to assess sex
differences in location learning with object learning controlled.

First we compared sexes on the number of objects correctly identified as not having
been in the room in the object memory task. Means were equivalent; 7.80 (SD = 2.14 )
for males and 7.97 (SD =  1.8 6 for females). This confirmed that there were not dif-
ferential tendencies between sexes to give "yes" responses , indicating that the object
was in the room, when guessing. (If there had been, this would have confounded the
proportional measure described next.)

Then, we took the subject's score for number of objects correctly identified as being
in the room and divided that into the number of locations of these objects correctly
identified. Thi s proportion comprise d a  measure of location memor y corrected fo r
object memory.

The results are in Table 14.5 . The female bias remained, a s indicated b y the sig-
nificant main effect o f sex, and simple effects tests showed that the sex difference was
significant in both incidental and directed learning conditions (t = 3.15 , p < .01 ; t =
4.17, p < .001, respectively).

PERCEPTION AND LANGUAGE AS ADAPTATIONS
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Table 14.5 Mean Scores by Sex and Learning Condition for
Locations Correctly Identified Proportional to Objects Correctly
Identified (Location Memory Corrected for Object Memory)

Condition

Incidental
Directed
F tests

Sex
Condition
Interaction

N

20
20

24.33
23.99

.09

Males

Mean S D

.53 .2 1

.71 .1 2

p<.001
p< .001
ns

Females

N Mea n S D

20 .7 1 .1 5
20 .8 7 .1 2

Study Four: Hormonal Status

Are female spatial specializations relate d to hormonal status? One indication of the
hormonal basis of the spatial abilities for which males excel is that sex differences tend
to emerge most strongly after puberty (see Harris, 1978 , for a review). Thus, we com-
pared se x differences i n objec t an d locatio n memor y among school children fro m
grades 4 through 9 (ages 8% through 13%)  to ascertain whethe r the female advantage
would increase with grade level, as more children came into puberty.

The grou p tes t develope d fo r Stud y On e wa s used, wit h the sam e procedur e
described in that section. Subjects came from three junior high schools in the Toronto
area and were tested in their classrooms as part of their daily routines.

Grade levels were paired in the data analysis to balance subject frequencies across
conditions. Thi s resulted in Ns of 56 versus 66, 83 versus 78, and 8 1 versus 86 for,
respectively, males and females in grades 4-5,6-7, and 8-9 .

Results for both object and location memor y scores are shown in Figure 14.6 . A
multiple ANOVA was performed for sex and grade level across both dependent vari-
ables.

For object memory, there were significant main effects of grade level and sex (F =
13.13 and 12.45 , respectively; p <  .00 1 for both) and nil interaction effec t between
these. In terms of simple effects, sex differences favoring females for grades 4-5 and 8 -
9 were significant (/ =  2.4 1 and 2.08, respectively; p < .05 for both). Thus, a female
bias in object memory was replicated with child and early adolescent subjects , but,
contrary to expectations, i t did not begin or increase with pubertal status.

For location memory, there was a significant main effect of grade level (F = 8.83 ,
p <  .001) , and the main effect fo r sex approached significanc e (F =  2.66 , p =  .10) .
The interaction effec t between sex and grade level was in the predicted direction, but
did no t approac h significance . The sole , significan t simple effec t fo r sex difference ,
however, was for the higher female mean in grades 8-9 ( t =  2.24, p <  .05) . The sex
difference took a similar direction for grades 4-5 bu t did not approach significance,
and the female mean for grades 6-7 was, in fact, slightly lower than the male.

Thus, despite th e absence o f a significant interaction effect , th e data provid e a
strong suggestio n tha t female superiority i n location memory begins with puberty.
Considering that some adolescents do not reach puberty by age 13% , the addition of
data for grades 10 and upward would be expected to augment this trend.



Figure 14.6 Mean object and location memory scores by sex and grade level.
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Though unanticipated b y our hypotheses, the finding that a female bias among
prepubertal subjects occurred for object memory, but not location memory , is con-
gruent to the data of Kail and Siegel (1977). They presented letters of the alphabet in
various locations in a 4 X 4 matrix to males and females in third grade, sixth grade,
and college, and independently measured frequencies of letters and locations recalled.
For the third and sixth grades, females remembered more letters, but not more loca-
tions, than males. Similar to our first three studies, Kail and Siegel's college age females
surpassed their male counterparts in locations recalled.

The discrepancy in the age at which sex differences in object and location memory
become manifest is also consistent with our findings, reported in the prior section, that
these are separate abilities, although there is no apparent reason for the earlier emer-
gence of sex differences in object memory.

GENERAL CONCLUSIONS

The data of all of our studies corresponded closel y to predictions fro m th e hunter-
gatherer mode l o f spatia l se x differences an d consistentl y demonstrate d a  greater
capacity by females to remember spatial configurations of objects. Females outper-
formed males in memory for both frequencies and locations of objects, in both inci-
dental and directed learning paradigms. Sex differences for incidental learning of loca-
tions in a  naturalisti c settin g wer e most striking , however ; females ' mean score s
exceeded males' by 60 to 70%, for measures of both recognition and recall.

The findings of a female bias for both directed and incidental learning supported
the specific deduction of our theory that sexes differ in perceptual style as well as learn-
ing ability. Studies with the waiting room ploy revealed that females are generally more
alert than males to objects in the environment and their locations, whether or not these
are perceived as relevant to a task at hand. It is often a topic of humor that the male
partner i s dependent o n th e femal e fo r locating items i n the household , which i s
ascribed in the conventional wisdom to the greater role of the female in domestic mat-
ters. It appears, however, that this capacity is a manifestation of a global, female per-
ceptual trait. Further, our developmental data suggested that the emergence of this
trait coincides with puberty, when hormonal differentiation between sexes and male
spatial specializations become pronounced.

DIRECTIONS FOR FURTHER RESEARCH

The question arises of whether the present results can be attributed to superior mem-
ory, in general, for females. The tendency, however, has been for memory tasks to
show nil sex differences (Maccoby & Jacklin, 1974). Among the exceptions are several
studies that reported a male bias for "spatial memory," in seeming contradiction to
the present data, but the dependent variables for these were similar to traditional spa-
tial abilities tests rather than the measures developed here.

Nevertheless, it may be informative to assess whether female superiority obtains
solely for holistic learning of spatial configurations, or whether it occurs, as well, with
serial presentations o f objects and locations . I f female spatia l specializations were
selected for because of their contribution to foraging, then they evolved in a holistic
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context. Assuming that holistic and serial learning involve different cognitiv e mech-
anisms, we may expect sex differences only for the former .

In a related question, we are exploring the suggestion in the present data that males
and females employ different modes of processing the environment, which may apply
both t o specifi c learning tasks and to daily routines . Th e open-ended response s of
Study Two were scrutinized for indications that males and females undertook the task
of trying to recall the stimulus room differently. A number of strategies were detected;
for example , subjects reported a  distinctive object and then attempted to remember
objects nearby, or focused initially on a particular location. Individuals tended to use
multiple strategies, and there were no apparent sex differences, although the emphases
on location s in the instruction s and probe s ma y have induced similar approache s
among subjects to the task.

We are also planning follow-up studies using uncommon objects, for which sub-
jects would not possess verbal labels. Another well-documented finding in the area of
cognitive sex differences is that females excel on measures of verbal ability (Maccoby
& Jacklin, 1974). The female advantage in object and location memory observed here
may represen t a  rudimentary manifestation of superior verba l skills; specifically, a
greater capacity to recal l object names . I f so, the femal e bia s may no t occu r with
uncommon objects, and if it does, we will want to investigate whether it is attributable
to a greater adeptness of females at inventing verbal labels for unfamiliar stimuli.

If object and location memory are enhanced by verbal facilities in this manner, it
may suggest that female verbal superiority at least its initial form, also evolved as part
of division of labor. Similar to spatial differences, verba l sex differences are near uni-
versal and show hormonal correlates (Burstien, Bank, & Jarvick, 1980). Nevertheless,
there has been no prior attempt to explore their ultimate causation.

Evolutionary Explanations and Proximate Mechanisms

These conjectures about spatial/verbal interactions may bear on a long-standing the-
ory o f the neuropsycholog y o f spatial sex differences. They may also illustrat e th e
nature of the relationship between evolutionary and proximate explanations. Evolu-
tionary explanations are not intended to supplant proximate theories; they function,
rather, to give these direction. They attempt to go beyond the question of how specific
psychological, psychophysiological, or cultural mechanisms operate to elicit behavior
and try to explain how these mechanisms , as opposed to al l other possible mecha-
nisms, came to exist.

The neuropsychological theory in question i s based on findings that suggest that
males' brains are functionally lateralize d t o a greater degree than females' . On this
basis, it has been assumed that spatial abilities, which are primarily the province of the
right hemisphere, have a larger and more homogeneous area in which to develop in
the male (see McGlone, 1980 , for a review).

Stated as such, without benefit of an ultimate-level causal perspective, the reason-
ing seems to be that male and female brains became differentially lateralized by hap-
penstance or some circumstance unrelated to spatial processes, and spatial sex differ-
ences developed as an incidental effec t o f this divergence. These kinds of causal gaps
necessarily pervade pure proximate theories.

Our concept of the evolution of spatial sex differences can serve to fill the gaps. The
tenet o f evolutionary theory is that for m follow s function, in regard to anatomical ,
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physiological, behavioral , an d cognitiv e variables . I f spatia l se x difference s wer e
selected fo r because they maximized the effectivenes s o f division of labor, then i t
would follow that sex differences in lateralization emerged as a consequence—the psy-
chophysiological mechanism to which the selection pressures gave rise.

Our mode l may also bear on a  problematic aspec t o f the lateralization theory ,
pointed ou t by Gaulin an d Hoffma n (1988 , pp. 36-37). The theory assumes tha t
greater specialization occur s with greater lateralization. I t begs the question, however,
of why the more highly lateralized brain functions of males do not render them supe-
rior to female s in verbal as well as spatial abilities, inasmuch as verbal abilities are
mediated mainly by the left hemisphere.

A solution to the problem may reside in the present model, in that males are not
regarded as more highly spatially specialized than females, but differently specialized .
Further, as contended in the prior section, the theory suggests that females' spatial spe-
cializations may interact with verbal processes and have evolved in conjunction with
these, which could underlie both their enhanced verbal abilities and more heteroge-
neous hemispheric functions.

Relationships Among Evolutionary Models

Finally, we consider the relationships amon g the Gaulin and Fitzgerald model, the
Greenwood model, and the present model .

To the extent that these are competing theories, there are opportunities fo r tests
between them . Whereve r polygynous species emplo y resourc e defens e system s or
monogamous species show mate defense, the Gaulin and Fitzgerald theory and the
theory derived from Greenwood potentially lead to opposite predictions about spatial
sex differences. There is also at least one case that could generate a test between our
division of labor model and the two mating system theories. Lions are polygynous and
possess a  resource defense system in which, atypically, females hold territories and
males disperse . Thus , bot h th e Gaulin an d Fitzgeral d mode l an d the Greenwoo d
model would predict a  male bias in spatial abilities. On the other hand, females do
most of the hunting, which, from the concept we have presented here, would lead to
the prediction of female superiority.

Such studies, however, may not render one theory prepotent. There will probably
always remain cases that best fit one or another model or do not fit any. An alternative
approach would eschew the concept of general spatial abilities in favor of an attempt
to delineate specific spatial functions on which various species show differentiation by
sex. From this standpoint, th e ecological circumstance s associate d wit h these differ -
ences may be explored on a species-by-species basis. This approach may ultimately
provide the most productive path to a unified theory of spatial sex differences.
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NOTE

1. Tabl e 14.2 shows smaller Ms (numbers) for object memory than location memory. In the
early trials, fewe r item s were added t o the original array for the object memory task than are
depicted in Figure 14.3 . Because ther e was an apparent ceiling effect i n the scores, additiona l
items were inserted, and the object memory data of the early trials excluded.
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VI
ENVIRONMENTAL AESTHETICS

Art and science seldom meet, but when they do, it is usually on the common
ground of perception. The idea that science can shed light on how we see, and
therefore on how we see art, is so compelling that it has sometimes spawned
new artistic movements, such as Impressionism and Pointillism.

But can science shed light on what we like? Our aesthetic preferences seem
so irreducibly idiosyncratic, so culturally embedded, that the idea that science
could illuminate them seems absurd on the face of it.

Yet both art and science challenge us to look at familiar things with new
eyes. The chapters in this section take that challenge to heart and look at envi-
ronmental aesthetics from an evolutionary and ecological perspective. When
viewed from this vantage point, the proposition that our aesthetic preferences
in some domains are guided by universal organizing principles begins to look
reasonable—in fact, inevitable.

Consider habitat selection. Organisms that cannot move of their own accord
do not need many mechanisms for habitat selection—dandelion seeds and dia-
toms go whichever way the winds blow or the currents flow. But any organism
capable of guiding its movements through the environment must have mech-
anisms that cause it to prefer the habitats that are best for supporting its way of
life. In biology, there is a rich literature that describes the cues and mechanisms
whereby birds and other animals choose the right habitat. Asking the same
questions about humans (who evolved, after all, as hunter-gatherers) is simply
the next step.

Supplied, as we are, with every necessity by industrial civilization, emotional
responses to landscapes seem completely epiphenomenal and, indeed, seem
to exemplify the kind of evanescent psychological phenomenon that must be
functionless. But to understand human psychological adaptations, one must
place them in the context in which they evolved. To appreciate the importance
of good habitat selection for the health and safety of a hunter-gatherer, Orians
and Heerwagen ask readers to "imagine you are on a camping trip that lasts a
lifetime." Having to carry water from a stream and firewood from the trees, one
quickly learns to appreciate the advantages of some campsites over others.
Dealing with exposure on a daily basis quickly gives one an appreciation for
sheltered sites, out of the wind, snow, or rain. For hunter-gatherers, there is no
escape from this way of life: no opportunities to pick up food at the grocery
store, no telephones, no emergency services, no artificial water supplies, no
fuel deliveries, no cages, guns, or animal control officers to protect one from
the predatory animals. In these circumstances, one's life depends on the oper-
ation of mechanisms that cause one to prefer habitats that provide sufficient
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food, water, shelter, information, and safety to support human life, and that
cause one to avoid those that do not.

In their chapter on environmental aesthetics, Orians and Heerwagen first
discuss evidence relevant to the "savanna hypothesis"—the hypothesis that
we have evolved preferences for habitats with features characteristic of a high-
quality tropical African savanna, the environment in which the human lineage
is thought to have initially evolved. Then, in the spirit of David Marr, they
develop a task analysis, or computational theory, specifying what kinds of deci-
sions our ancestors would have had to make in the course of habitat selection
and what kinds of environmental cues would have been reliably associated with
habitat quality during the Pleistocene. They propose that habitat selection pro-
ceeds in three stages. Stage 1 is a highly affective and rapidly made decision to
either avoid or explore a new habitat, Stage 2 is an information-gathering phase
in which one explores the new habitat to learn more about its potential to yield
needed resources, and Stage 3 is the decision to either move on or stay in the
habitat long enough to carry out necessary activities. Each of these stages
should be characterized by different cognitive and affective processes.

Marr argued that an essential part of any computational theory is a specifi-
cation of "valid constraints on the way the world is structured—constraints that
provide sufficient information to allow the processing to succeed" (Marr &
Nishihara, 1978, p. 41). This is just as necessary for the problem of habitat selec-
tion as it is for the problem of visual perception. To discover the design of the
cognitive processes that govern habitat selection, one must figure out which
environmental cues would have provided "sufficient information to allow the
processing to succeed"—that is, which would have been reliable indicators of
habitat quality over time. To this end, Orians and Heerwagen catalog cues that
would have been relevant to decisions that cover different time frames. For
example, thunderclouds provide information about weather conditions in the
short run, the first buds of spring signal a change in habitat quality that will last
several months, and desert conditions indicate habitat quality over a number of
years. Environmental cues that cover different time frames are relevant to dif-
ferent classes of decision. Those rich in information about habitat quality
should captivate our attention and elicit affective reactions that impel us toward
the right course of action.

Wayfinding is another example of an adaptive problem that should have
shaped our environmental preferences, and the one that Kaplan's chapter
focuses on. Kaplan takes the "sapiens" in Homo sapiens sapiens seriously, argu-
ing that we should have evolved a thirst for certain kinds of knowledge and an
attraction to situations that can provide it. For example, to develop the kind of
knowledge base necessary to safely navigate through an environment, he
argues that our ancestors should have been "enticed by new information, by
the prospect of updating and extending their cognitive maps" while at the same
time not "strayfing] too far from the familiar, lest they be caught in a situation
in which they would have been helpless due to a lack of necessary knowledge."

Using photo questionnaires, Stephen and Rachel Kaplan have been able to
collect enormous amounts of data on people's aesthetic preferences. They find
that people's choices on these questionnaires are strikingly patterned in a way
that suggests they are drawn to scenes that promise the possibility of new infor-
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mation, safely obtained. The criteria that can be shown to govern these choices
are abstract and deeply inferential. For example, spatial arrays that promote
"legibility"—the inference that one could find one's way back if one ventured
further into the scene depicted—and ones that promote "mystery"—the infer-
ence that one could acquire more information by venturing deeper into the
scene and changing one's vantage point—are preferred over spatial arrays that
do not promote these inferences. These deeply cognitive criteria are not open
to introspection, yet they intuitively guide our attraction to new environ-
ments—cognition and affect wedded. Kaplan found that he could not under-
stand the environmental preferences that govern wayfinding unless he could
create a conceptual framework in which the usually separate studies of cogni-
tion and affect could be united. We hope his efforts inspire others to do the
same.

Given that many of the criteria that govern our aesthetic preferences are
complex and not open to introspection, it is perhaps not surprising that they
should appear inexplicable and idiosyncratic to us. Yet a growing body of evi-
dence suggests that this impression is illusory. Although the study of environ-
mental preferences is still in its infancy, it already appears that our aesthetic
preferences are governed by a coherent and sophisticated set of organizing
principles. Just as theories of how we see have implications for how we see art,
theories of what kinds of environments we prefer have implications for archi-
tectural design and urban planning, as both Kaplan and Orians and Heerwagen
discuss. If these chapters are any indication, the study of environmental pref-
erences may prove to be yet another common ground upon which science and
art will meet.
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15
Evolved Responses to Landscapes

GORDON H. ORIANS AND JUDITH H. HEERWAGEN

Evolutionary approache s t o aesthetic s are based o n the postulat e tha t emotiona l
responses, because they are such powerful motivators of human behavior, could not
have evolved unless the behavior they evoked contributed positively , on average, to
survival and reproductive success. This is why sugar is sweet and sexual activity is fun.
Those of our ancestors who found consuming carbohydrates and engaging in inter-
course enjoyable left more surviving descendants than those individuals who were not
motivated to engage in those behaviors. Thus , an evolutionary biologist studie s the
actions evoked by emotional state s to determine why those emotions had survival
value. This is not to say that the behaviors stimulated by those emotions are always
useful. Curiosity does, so we are told, sometimes kill cats. Nonetheless we believe that
cats lacking curiosity fai l to learn enough about their environments to function in
them as well as their more curious brethren, even though being curious sometimes has
unfortunate consequences.

The study of human responses to landscapes is a profitable arena in which to study
the evolution of aesthetic tastes. Because selection of places in which to live is a uni-
versal animal activity, there is considerable body of theory and empirical data upon
which to build hypothese s specificall y oriented toward human behavior (Charnov,
1976; Cody, 1985; Levins, 1968;MacArthur&Pianka, 1966;Orians, 1980; Partridge,
1978; Rosenzweig, 1974,1981). Also because choice of habitat exerts a powerful influ -
ence on survival and reproductive success, the behavioral mechanisms involved have
been under strong selection for millennia.

In all organisms, habitat selection presumably involves emotional responses to key
features of the environment. These features induce the "positive" and "negative" feel-
ings that lead to rejection, exploration, or settlement. If the strength of these responses
is a key proximate factor in decisions about where to settle, as empirical data suggest,
then the ability of a habitat to evoke such emotional states should evolve to be posi-
tively correlated wit h expected survival and reproductive success of an organism in
different habitats. Good habitats should evoke strong positive responses whereas poor
habitats should evoke weaker or negative responses.

However, because a suitable habitat must provide resources for carrying out many
different activities over varying time frames, evaluating habitats is a difficult process
for organisms. The current state of the environment is important, but probable future
states, over the entire time period the site will be occupied, may be equally or more
important. For this reason, organisms evolve to use features of habitats that are good
predictors of future states. Interestingly, the features used often are not the ones that
directly determine success. For example, many birds use general patterns of tree den-
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sity and vertical arrangement of branches as primary settling clues (Cody, 1985 ; Hil-
den, 1965; Lack, 1971) rather than attempting to assess food supplies directly. The use
of features correlated with , but no t actually determining, success is likely to charac-
terize human responses to landscapes as well.

ADAPTIVE RESPONSE TO THE ENVIRONMENT: PLEISTOCENE ORIGINS

The human life cycle is characterized b y long generation times and extremely long
periods of offspring dependency. The habitats occupied by people during most of our
evolutionary history rarely provided reliable resources for long enough times that per-
manent occupancy of sites was possible. Rather, during the lengthy hunter-gathere r
stage of human evolution, frequent moves through the landscape were the rule (Camp-
bell, 1985; Lee &DeVore, 1968 , 1976;Lovejoy, 1981 ; Washburn, 1961).

To understand the importance of habitat selection to our hunting and gathering
ancestors, imagin e you are on a camping trip that lasts a lifetime. You wake up one
morning with an empt y stomach an d a n empt y cupboard. I t i s time to move on.
Clouds on the horizon indicate that it has rained for many days in that area, and this
is where you will head to look for food. Although the rainy place is many days off, i t
will be lush and green with berries, vegetables, and fresh water. The animals will come
to feed so hunting will be good.

The small band of adults and children gradually begins the long hike across new
terrain. By midday the sun is high and hot. In the distance on a ridge crest is a cluster
of big trees—they look cool and inviting, but are still several hours off. As the group
continues on its hike toward the trees, one of the men spots fresh lion tracks. He stops
abruptly, gestures for the group to be quiet as he climbs a rock outcropping for a better
view of what's ahead. The lions are only a short distance off, almost hidden from view
in the grass. The man watches the lions for hints of their future intentions. Ar e they
hungry? Will they attack? His vast store of animal information tells him not to worry.
They have just had a large meal and are resting.

By the time the group reaches the cluster of trees, the sun is low in the sky signaling
an end to the unbearable heat of the day. The adults rest momentarily, knowing that
soon i t will be cooler. They begin setting up camp and preparing the evening meal.
The rumble of thunder off in the distance is a welcomed sound. The dry season is com-
ing to an end. Around the campfire that night, the adults break up into small groups.
Several women make preparations fo r the next day's foraging. They discuss the route
they would take, recalling where they found the best berries, fruits , an d leaf y greens
last year. On the walk today, one woman remembered seeing Grewia flowers—there
may be bushes with ripe berries nearby. Another woman talks about the large nut tree
that was so productive last year. The men gather in small clusters to make arrows, all
the while talking about the animal tracks they had seen. They plan tomorrow's hunt.
It's an unfamiliar terrain, so they need to decide which direction looks most promising.
Gradually everyon e drifts of f to sleep . Shortl y before dawn , several of th e adult s
awaken to a loud crashing sound in the bush. The sound recedes, and they fall back
asleep. Soon all of the campers awake and begin a new day in a life-style that will last
for thousands of generations.

This hypothetical scenario is intended to illustrate what daily life may have been
like for our ancestors and the kind of habitat-based decision s they would have had to
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make. In the remaining sections of this paper, we will consider how our aesthetic reac-
tions to landscapes may have derived, in part, from an evolved psychology that func -
tioned to help hunter-gatherers make better decisions about when to move, where to
settle, and what activities to follow in various localities. According to this argument,
environmental stimuli as diverse as flowers, sunsets, clouds, thunder, snakes, and lions
activate response systems of ancient origin. These systems—including perceptual, cog-
nitive, emotional, and behavioral processes—served important functions in both day-
to-day survival and the long-term fitness of early humans.

The needs of our ancestors were the same as our current needs—to find adequate
food and water and to protect themselves from the physical environment, predators,
and hostile conspecifics. We now seek these amenities in rather different environments
than the ones in which we evolved. Nonetheless, the number of generations that we
have lived in mechanized , urban environments is small in relation t o the number
required for substantial evolutionar y changes. Therefore, it is reasonable to expect,
and to search for, response patterns that evolved under conditions quite different fro m
those we now experience but which, nonetheless, often in unconscious ways, influence
our decisions today. Before we develop our argument further, it will be helpful to look
at how researchers have approached environmental aesthetics from an evolutionary
point of view.

EVOLUTIONARY APPROACHES TO ENVIRONMENTAL AESTHETICS

The notion that aesthetic responses to environments foster behavior that increases the
ability of individuals to learn about and function effectivel y in the environment has
been explored by investigators in a number of fields. Data with which to test these ideas
are still fragmentary. Nonetheless, it is interesting that investigators from a number of
disciplines have been attracted to approaches that are based upon exploring the pos-
sible adaptive significance of our patterns of response to landscapes. Th e research in
this area fall s into two broad approaches. Th e first approach focuses on differentia l
response to natural biomes and, in particular, tests hypotheses related to the habitat in
which people evolved. The second approach to landscape preferences is based on the
notion that we prefer environments in which exploration is easy and which signal the
presence of resources necessary for survival. Although these two approaches are highly
compatible, the second approach i s more general and does not derive its predictions
from a specific habitat type.

Tests of environmental preferences have relied almost exclusively on ratings of
photographs o r slide s of landscapes. Studie s whic h have compared photo s versu s
actual trips to a site show that responses do not vary significantly as a function of pre-
sentation format. This is an important finding, because photographic techniques make
it possible to test a large variety of landscapes that could not be directly experienced.

The Savanna Hypothesis

The basic biological argument underlying the habitat-specific hypothesis is that nat-
ural selection should have favored individuals who were motivated to explore and set-
tle in environments likely to afford the necessities of life but to avoid environments
with poorer resources or posing higher risks (Orians, 1980 , 1986) . The savannas of
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tropical Africa , th e presume d sit e o f human origins , have high resource-providing
potential fo r large terrestrial, omnivorou s primates such as ourselves. In tropical for-
ests, mos t primar y productivit y occur s in the canopy , an d a  terrestrial omnivor e
largely functions as a scavenger, gathering up bits of food that fall from the more pro-
ductive canopy. In savannas, however, trees are scattered and much of the productiv-
ity is found within two meters of the ground where it is directly accessible to people
and to grazing and browsing animals. Biomass and production o f meat is also much
higher in savannas than in forests (see Orians, 1986). The savannas also afford distan t
views and low, grassy ground cover favorable to a nomadic life-style. If we assume that
the evolution of our species includes the development of psychological mechanisms
that aid adaptive response to the environment, then savanna-like habitats should gen-
erate positive responses in people, much as the "right" habitat motivates exploration
and settling behaviors in other species. This is because the savanna is an environment
that provides what we need: nutritious food that is relatively easy to obtain; trees that
offer protection from the sun and can be climbed to avoid predators; long, unimpeded
views; and frequent changes in elevation that allow us to orient in space. Water is the
one resource that i s relatively scarce and unpredictabl y distributed o n the Africa n
savannas. The scarcity of this critical resource plays a fundamental role in our response
to environments, as will be noted later.

If we assume that habitat preferences coevolve with the intrinsic quality of habitats,
then certain predictions follow. First, savanna-type environments should be favored
over other biomes because of their critical role in the development of modern humans.
Second, environmental features that predictably signal distinctions between high- and
low-quality savanna habitats should influence preference patterns. One such feature
is tree shape.

Research on landscape preferences strongly indicates tha t savanna-like environ-
ments are consistently better liked than other environments (see reviews in Balling &
Falk, 1982; Ulrich, 1983, 1986). In the only direct test of preferences for the differen t
biomes, Balling and Falk (1982) hypothesized that humans have an innate preference
for savanna-like environments that arises from their long evolutionary history on the
savannas of East Africa. They argued that an "innate predisposition" for the savanna
should be more likely to be revealed in children than in adults because adults are likely
to have had experience living in biomes other than savannas. Their study included six
age groups (8, 11 , 15 , 18, 35, and 7 0 or over). Subjects rated how much they would
like to "live in " o r "visit" five natural biomes shown in slide format. Th e biomes
included tropical forest, deciduous forest, coniferous forest, East African savanna, and
desert. None of the photos used in the study included water or animals. Balling and
Falk found that the 8-year-old children would rather live in as well as visit the savanna
than the other habitats and that they rated the savanna higher on both factors than did
all of the other age groups. From age 15 on, the savanna, deciduous forest, and conif -
erous forest were liked equally well, and all three biomes were preferred over the rain
forest o r desert. Interestingly , the desert was the least liked environment for all age
groups; and two slides of the savanna during the dry season also received lower ratings
than the greener savanna settings.

Because none of the respondents in the Balling and Falk study had ever been in
tropical savannas, the authors postulate a  developmental pattern, with innately pro-
grammed responses that later are modified by experience in particular settings (in this
case, the deciduous woods of the eastern U.S.) . The fact that familiar environments
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did not becom e preferre d over tropical ones suggest s that, althoug h experience is
important in determining aesthetic responses to environments, it does not override
completely the presumably innate responses that express themselves strongly among
children.

Studies we are conducting at the University of Washington also lend support to the
savanna hypothesis. We have been testing people's responses to tree shapes and have
found that tree shapes characteristic of high-quality savanna are preferred over those
found in lower-quality savanna. To control for other features of plant architecture and
general habitat, we are using photos of one species only, Acacia tortilis. This tree varies
considerably in its shape in different areas of the savanna. In high-quality habitat, this
acacia has the quintessential savanna look—a spreading, multilayered canopy and a
trunk that branches close to the ground. In wetter savannas, the species has a canopy
that is taller than it is broad with a high trunk, while in very dry savanna A. tortilis is
dense and shrubby looking.

We are currently completing a cross-cultural study of aesthetic responses to trees
with subjects from Seattle , Argentina, and Australia. We used a photo questionnaire
similar to that used by other researchers (see Kaplan & Kaplan, 1982) . Subjects were
asked to rate the attractiveness of each of the trees shown in photographs. Photos used
in the study were taken in Kenya by G. and E. Orians. We used black and white rather
than color photography because this procedure diminishes variability in the lushness
of the setting and the color of the sky, both of which are known to influence response
to landscapes. A standardized photographic procedure was used to eliminate as much
background variability as possible. Each photo focused on one tree, and all pictures
were taken under similar daylight and weather conditions. Photos with clouds, moun-
tains, or water were deleted from the pool of trees selected for the study. Trees selected
for inclusio n i n th e questionnair e varie d i n canop y density, canopy shape, trunk
height, and branching pattern. Because trees tend to vary simultaneously on a number
of these features, the questionnaire was designed so that each page had trees that were
similar for one of the primary characteristics. For instance, one page consisted of six
trees that all had high trunks. However, the canopy patterns varied among them. Some
of the trees had broad, layered canopies, and the others had narrower or denser can-
opies. Because many of the trees appear on more than one page, we can determine if
trees are rated consistently, or whether their ratings change as a result of the other trees
with which they are being compared. Although our data analysis is not yet complete,
we have found that the three subject groups from the U.S., Argentina, and Australia
show very similar patterns of response. The trees rated as most attractive by all three
groups are those in which canopies are moderately dense and trunks bifurcate near the
ground. Trees with high trunks and skimpy or very dense canopies are judged as least
attractive by all three groups.

The characteristic features of the tropical savanna are exploited in a variety of other
ways, including landscape painting. For instance, Humphrey Repton, the nineteenth-
century pioneer of British landscape gardening, regularly included scattered clumps of
trees in his designs to break up straight edges dividing pastures from woods (Repton,
1907). He also regularly used animals in his famous "before and after" drawings for
his potential clients , a s found i n hi s "Redbooks." In addition, h e appreciated th e
importance of the shapes of savanna trees. For example, on page 105 of his treatise,
he notes: "Those pleasing combinations of trees which we admire in forest scenery will
often be found to consist of forked trees, or at least of trees placed so near each other
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that the branches intermix, and by a natural effort of vegetation the stems of the trees
themselves are forced from that perpendicular direction which is always observable in
trees planted at regular distances from each other."

Although there is evidence that savanna-like environments are positively experi-
enced by many people, this does not mean that all cultures consider this spatial for m
as an idea l or preferred type. Preference is also influenced b y experience. The geo-
morphological characteristics of many landscapes differ dramatically from those of the
savanna. Personal interactio n wit h these places over a lifetime create s a  wealth of
knowledge and meanings that provide the basis for emotional attachment to places
(see Relph, 1976; Tuan, 1974). What we are suggesting in this paper is that people have
a generalized bias toward savanna-like environments. If this bias does, indeed, exist,
then people should react positively to savannas even in the absence of direct experi-
ence. Further , w e predict that positive responses to othe r types of biomes, such as
desert, steppe, and closed forest , require direct experience. I n the absence of experi-
ence, these environments should be given lower aesthetic ratings than savannas.

General Evolutionary Hypotheses

Studies of adaptive responses to landscapes have looked at the spatial features and par-
ticular contents of the environment that influence preference patterns. Psychological
approaches, many of which are summarized by Ulrich (1983, 1986), have found that
people prefer environments that have water, large trees, a focal point, changes in ele-
vation, semi-open space, even ground cover, distant view s to the horizon, and mod-
erate degrees of complexity. Although these features are certainly characteristic of the
savanna, they are also present in other environments. Interestingly, there are no stud-
ies on the relationship between preferences and the presence of animals in the land-
scape. Most researchers deliberately leave animals out of photographs because they are
suspected to enhance preference scores—this is true for exotic animals such as zebras
or giraffes, as well as more common animals such as cows (Schauman, personal com-
munication, 1990) .

Other researchers using an evolutionary approach have looked at the features of
landscapes that influence exploration and information gathering. The general argu-
ment is that safe movement through the environment requires a great deal of skill and
knowledge. Landscapes tha t ai d and encourage exploration, wayfinding, an d infor -
mation processing should be more favored than landscapes that impede these needs .
Using slides and photo questionnaires of everyday environments, Steven and Rachel
Kaplan (S. Kaplan, 1987 ; S. and R. Kaplan, 1982 ; see also S. Kaplan, this volume)
have found that preferred landscapes tend to be easier to "read" than other landscapes,
but not so easy that they are boring. Desirable landscapes contain moderate degrees of
complexity, a sense of coherence, and a semi-open spatial configuration. These fea-
tures signal ease of movement as well as the potential for gaining more information
about the environment. Preferred landscapes often contain a quality the Kaplans have
called "mystery"—th e hin t o f interesting features tha t coul d be discovered i f th e
observer wer e to explore the environment. Environment s high in mystery contain
roads or paths that bend around hills, meandering streams, or partially blocked views,
all of which emotionally entice the viewer to enter the environment because there is
more to be learned. The Kaplans, as well as other researchers, have consistently found
that natural environments are preferred over built environments and that built envi-
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ronments with trees and other vegetation are more positively regarded than simila r
built space s lacking vegetation (Kaplan & Kaplan, 1982 ; Ulrich, 1983 ; Wohlwill,
1983). Furthermore, Ulric h has found tha t people in stressfu l situation s wh o view
slides of nature scenes as compared to scenes of buildings show lower distress responses
on a  number of affective an d physiologica l measures (Ulrich, 1979 , 1986; Ulrich,
Simons, Losito, Fiorito, Miles and Zelson, in press). Ulrich's work suggests that our
responses to landscapes and nature can have profound effects on human well-being.

CONCEPTUAL FRAMEWORK

In this paper, we extend previous approaches to landscape aesthetics by considering
several stages in people's experience of environments and novel situations. We also
develop some ways of thinking about responses to environments that affect behavior
on time frames ranging from ver y short to long-term. Ou r purpose i s to provide a
richer context than is currently available for thinking about aesthetic responses from
an adaptive perspective. Most previous research has tended to focus on behavioral out-
comes and, in particular, on preferences associated with different environmenta l set-
tings. This paper will focus on the ways in which the context influences what we attend
to, how we evaluate the situation, an d how these evaluations influence variability in
behavioral outcomes. In this sense, it is a "computational" framework whose purpose
is to guide research into the psychological mechanisms that promote adaptive func-
tioning in different environmenta l context s (see Cosmides and Tooby, 1987 , Marr,
1982). By adaptive functioning we mean what Staddon (1987) has described as pro-
grams that "enable the animal to do the right thing at the right time and place, where
'right' means 'such as to improve fitness'" (p. 103). Fitness, as Staddon notes, is diffi-
cult to measure directly; our psychological mechanisms can measure only proxies for
fitness such as access to water, food, and protected places. To understand the relation-
ship betwee n aestheti c response s an d evolution , however , we must firs t conside r
human interactions with landscapes.

Landscapes provid e resources such as food, water , and safe resting and sleeping
places. They are also potential sources of danger. Danger may be posed by the physical
environment in the for m o f bad weather, physical barriers to passage, earthquakes,
landslides, fires, or avalanches. Biologica l sources of danger include predators, para -
sites, toxi c foods , an d unfriendl y conspecifics . Thes e danger s can , o f course , b e
reduced by not venturing out into the environment, but this is achieved at the price of
forfeiting access to resources and information that improve survival and reproductive
success. Organisms are expected to evolve behavioral responses that provide, on aver-
age, the best ratio of benefits to risks. Good ratio s can be achieved by avoidance of
environments high in potential risks relative to their resource-providing potential and
concentrating exploration in those environments promising better resources that can
be exploited wit h lower risks. The benefits and risks vary among species and within
species according to current conditions and needs. Thus, there is no reason to expect
an invariable ranking of risks and benefits among environments by the individuals of
a particular species or for a given individual throughout its lifetime. The existence of
such variability makes the task of finding general patterns more difficult but does not
constitute a reason for abandoning an effort to discover them. The conceptual frame -
work we develop in this paper is based upon habitat selection theory. A habitat selec-
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tion approach that includes a consideration o f the ways in which settling individuals
deal with both spatial and temporal scales of assessment provides a powerful concep-
tual framework fo r thinking about a  diverse array of human responses t o environ-
ments.

Spatial Frame of Reference

Two complementary frame s of reference are useful in approaching evolved response s
to landscapes, one spatial and the other temporal. The spatial frame of reference con-
cerns the stages of exploration of an unfamiliar landscape, or "habitat," as it is usually
referred t o in biological literature . Stag e 1 , which accompanies an initia l encounte r
with a landscape, is the decision to either explore the landscape further or avoid it and
move on to other areas. Response s at this stage are known to be highly affective, t o
occur almos t instantly , an d ar e believe d t o influence  subsequen t action s (Ulrich ,
1983). These rapid responses can be influenced by both the innate constitution of the
individual and b y previous experience. The speed with which these judgments are
made should not mislead us to underestimate thei r importance. If the initial response
is negative, no further exploration of the environment is likely.

If the response in the first stage is positive, the individual may enter Stage 2, that
of information gathering. In this stage the individual explores the environment to learn
more about its potential to provide resources. Unlike the responses in Stage 1 , cogni-
tion figures prominently in Stage 2, and the act of exploration may last many days.
The individual may draw upon memories and associations betwee n other environ-
ments and the resources they provided. Evolved responses are likely to be important
at this stage to encourage exploration and to increase the likelihood that attention is
given to the most relevant aspects of the habitat .

Stage 3 concerns the decision to stay in the environment to carry out a certain set
of activities there. Such a decision may relate to a specific activity that is intended to
last for only a short time, or it may be a permanent decision affecting all of the behavior
of the individual for the rest of its life. Because organisms require many resources in
their lives, often more than one habitat must be utilized to fulfil l al l needs. Thus, the
proximity of habitats providing different components of the suite of essential resources
may influenc e settlin g decisions . Researc h effort s mus t tak e thi s possibilit y int o
account.

Temporal Frame of Reference

The second frame of reference concerns the time frames of decisions. Some environ-
mental cues pertain to conditions that are transitory. Changes in weather, perception
of prey, predators, or enemies, and arrival of a prospective mate are examples of such
cues. These changes in the environment demand immediate attention and evaluation
and a quick response. Time for thought is minimal if the opportunity is to be seized
or danger avoided.

Other environmental cues signal changes that occur more slowly and affect bene -
fits and risks over longer time spans. Examples of these cues include seasonal changes
in the vegetative and reproductive cycles of plants, and activities of animals associated
with reproduction. Understandin g of and response to these seasonal changes is vital
for successfu l functionin g i n th e environment , but rarel y are immediate response s
needed. Time for reflection and evaluation is readily available.
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At the other extreme are cues that signal relatively permanent features of the envi-
ronment. Prime among these cues are geomorphological features such as topographic
relief and the presence of lakes, rivers, and streams. The general features of the vege-
tation of an area are also relatively permanent, although they clearly change more rap-
idly than cliffs erode or lakes fill with sediments.

In this paper we use these two complementary frameworks to explore a variety of
environmental feature s know n t o evok e stron g emotiona l response s i n people .
Throughout, ou r poin t o f reference is to sugges t how responses t o thes e feature s
enhance th e abilit y o f individuals t o functio n i n environments . W e believe these
frameworks can be used not only to explain known phenomena, bu t also to generate
many new and fruitful hypothese s concerning the psychological mechanisms govern-
ing environmental aesthetics in humans.

STAGES OF HABITAT SELECTION

Responses at different stages of habitat exploration are distinguished in terms of (a) the
basic kinds of decisions required; (b) the extent to which the decisions can be made
automatically and rapidly or require more extensive evaluation; and (c) the feature s
of the environment that exert the strongest influences on responses and decision mak-
ing.

Stage 1

The decision made on an initial encounter with an environment is whether or not to
explore the environment further or to avoid it and move on to other areas. Responses
at this stage are known to be highly affective and to occur almost instantly (Ulrich,
1983; Zajonc, 1980). These rapid responses can occur with little or no conscious infer-
ence, but, nonetheless, a  great deal of unconscious processing could be occurring, espe-
cially if the environments share features with others that have been previously expe-
rienced (see Kaplan, this volume). There are several compelling reasons for believing
that evolutionarily molded behaviora l responses should often b e rapid and uncon-
scious (Orians, 1980) . Time i s often important , an d automatic response s leav e the
brain free to attend to those aspects of behavior that do require attention.

Theoretical and empirical work on preferences suggests that these rapid response s
are typically made to rather general features of the environment (Baron, 1981; Zajonc,
1980). With respect to landscapes, importan t genera l features, termed "preferenda "
by Zajonc (1980), include such factors as spatial configurations, gross depth cues, and
certain classes of content, such as water or trees (Ulrich, 1983) . Spatial configurations,
such as the degree of openness of an environment (e.g., desert versus closed forest) are
certainly perceived quickly . They also provide useful , and generally accurate, infor -
mation regarding the ability of the space to meet human needs. An open environment,
devoid o f protective cover , i s relatively undesirable fo r human occupation. S o is a
completely closed canopy forest within which movement and visual access are very
difficult. Clearly both those types of environments are inhabited by people, but more
extensive experience and learning are needed to cope with them than for dealing with
environments of intermediate cover . Gross depth cues allow rapid assessment of dis-
tances, which may be of value in determining the time required to cross open spaces
and the distance to potential prey or places of protection. Depth cues also facilitate
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judgments of the ease of movement afforded b y environments. Water and trees pro-
vide usefu l an d reasonabl y accurat e informatio n abou t th e availabilit y o f basi c
resources and safe sites in unfamiliar environments.

Stage 2

If responses to the first stage of habitat selection are positive, the individual may enter
Stage 2, that of information gathering. In this stage the individual may peruse the envi-
ronment carefully and explore it to learn more about its potential to provide resources
and afford safety . Features of the environment important to this stage can be divided
into those that entice exploration and those that aid the ability to orient in space so
that one can return safely to the point where exploration began. Exploration, accord-
ing to Berlyne (1971) is whetted by such attributes as complexity, surprisingness, nov-
elty, and incongruity. Other abstract features, such as "mystery" (Kaplan, 1987; Kap-
lan &  Kaplan, 1982) , patterns (Platt , 1961) , an d repeate d o r "rhyming " pattern s
(Humphrey, 1980) can entice exploration by providing inducements to gather infor-
mation in an environment that is complex enough to be promising but not so complex
as to be "unreadable." The horizon ma y also provoke exploration b y stimulating
imagination and the desire to know "what's over the hill" (Appleton, 1990) . Way find -
ing and long distance movements in the environment are aided by changes in eleva-
tion, or lookouts, from which the environment can be seen as a whole, allowing move-
ments to b e planned i n advance . Othe r feature s includ e landmarks for orienting ,
pathways or other indicators of connections between places, and borders or edges that
can be followed for some distance.

These concept s ca n all be accommodated i n a  framework tha t assert s that th e
extent of exploration of an unfamiliar environment is related to how long it takes to
learn the essential features of the area (Kaplan, this volume) and whether or not the
accumulated information indicates that the environment is actually rich in resources.

Although exploration i s a positive emotional and cognitive experience, i t brings
with it potential hazards. Danger, as well as adventure, may lurk behind the bend in
the road or in the cluster of trees. An exploring organism must, therefore, be constantly
ready to respon d t o sudde n stimul i and unexpecte d danger . Thi s i s accomplished
through a reflexive orienting response to such stimuli as sudden or intense changes in
sound or light levels (Bernstein, 1979;O'Gorman, 1979;Kahnemann, 1973;Sokolov,
1963). The orienting response inhibits ongoing activity, produces intense processing
of stimuli , an d prepare s th e body fo r futur e responses . Automati c fea r o r cautio n
responses also occur with respect to certain classes of content, such as snakes and spi-
ders (Ohman, 1986; Tuan, 1979 ; E. O. Wilson, 1984).

Some degree of risk assessment is likely in Stage 2, especially in unfamiliar envi-
ronments and for movement in familiar environments under hazardous conditions
(e.g., darkness, stormy weather) or when a potential ne w threat appears. Assessment
is aided by the presence o f particular environmenta l features suc h as overhangs or
other formations conducive to concealment, places that afford high visual access into
the space, multiple concealments that allow evaluation from different angles and dis-
tances, changes in elevation that provide expansive views of the space from above, and
multiple escape routes. A newly encountered environment that contains these features
should appear to us as more pleasing and desirable than a comparable environment
in which they are absent. This response is not necessarily based on a conscious eval-
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uation of these features. In fact, it is highly likely that people are not aware of or able
to articulate the relationship between the presence or absence of these features in an
environment and the overall impression the space provides to them. From an evolu-
tionary perspective, a n automatic risk-assessmen t respons e i s highly adaptive. Th e
focus o f conscious evaluatio n should be directed towar d the potentially dangerous
event or stimulus. If we are to perform this function effectively , ou r mind cannot be
distracted by simultaneously having to monitor and evaluate our own movements in
the environment.

Blanchard and Blanchard (1988) suggest that many potentially threatening situa-
tions (including unknown places) do not involve discrete, easily discriminated sources
of danger. Under these circumstances, elaborate risk-assessment and risk-avoidance
behaviors are seen in many animals, such as clinging to edges or walls, refraining fro m
unnecessary movement, leaning forward an d then rapidly withdrawing ("stretched
attention"), and suppression of other normal activities. If the potential dangers appear
to diminish, the animal begins slowly to explore the space, and then eventually to
engage in normal activities. Although we do not expect all newly encountered envi-
ronments to be threatening, it is nonetheless highly advantageous for a newcomer to
be receptiv e to environmenta l feature s tha t allo w for investigatin g resources an d
potential dangers safely.

Stage 3

The final stage of habitat selection concerns the decision to stay in the environment to
carry out a certain set of activities there. Evaluation of spatial configurations of patches
in the environment may be especially important at this stage. A suitable habitat must
contain a  mixtur e o f patches tha t provide s opportunitie s fo r al l o f the activitie s
required during the time interval that the habitat is to be occupied. Some of these activ-
ities, such as foraging, ar e extensive in nature , whereas others, suc h as sleeping or
escape, are local. Good foraging areas may have poor escape sites and vice versa. Dis-
tances between the patches may be so great that much time and energy is lost in transit
between sites. Trade-off problems of this type normally accompany habitat selection
decisions by people. Once a site is selected, much effort may be devoted to improving
those components most deficient (e.g., by digging a well, building a shelter).

The ways in which people handle complex trade-off decisions have been the subject
of many studies (Beach, 1990;Halloway, 1979; Janis& Mann, 1977; Simon, 1957). It
is beyond the scope of this paper to review and analyze these studies. For our purposes
it suffices t o note that the human mind clearly has evolved to be able to make such
complex decisions, just as it has evolved to enable us to respond quickly to sudden
changes in the environment.

TIME FRAMES OF DECISIONS

Stimuli from the environment signal features of highly variable duration. Responses
to those stimuli , no matter ho w fast o r slow they are made , also affec t subsequen t
behavior for very different time periods. We now consider these important variations
in some detail.
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Environmental Cues Requiring Immediate Response

Many environmental signals emanate from events that are transitory. These transitory
environmental cues—light , weather, fire, large mammals—occur regularly in most
environments regardless of their overall quality from th e perspective of human life.
What they have in common is the requirement that adaptive responses to them must
take place quickly. Hence, they must be able to override the events to which we have
been paying attention. From an evolutionary perspective, therefore, the strong emo-
tional reaction s people displa y to these events are expected. Although appropriate
responses must be exercised quickly, the response itself may also be transitory. In addi-
tion, responses to a given signal may be positive or negative, depending on the situa-
tion of the observer. The same signal may trigger quite variable responses among dif-
ferent individual s o r b y a  singl e individua l a t differen t time s o r unde r differen t
circumstances.

Prominent among such transitory signals are those involving weather patterns.
Clouds are important signal s about probabl e weather patterns during the nex t few
hours. Thunder or lightening signal events impending within a few minutes. Sudden
changes in the speed and direction of the wind indicate passages of frontal systems or
approaching storms . I t i s highly likel y to be adaptive fo r an individual to alte r it s
behavior i n response t o perceivin g such signals . Seeking cover, changing clothing,
rounding up the kids, or protecting objects may be advisable, and to be effective these
actions may need to be initiated quickly.

There is ample evidence from studie s of the orienting response that people auto-
maticallv attend to sudden change in signal intensity, such as sudden changes in noise
levels 01 brightness of light (Bernstein, 1968 , 1969 ; Sokolov, 1963) . Although little
attention has been paid to why we respond so strongly to these changes, from an evo-
lutionary-ecological point of view it is clear that sudden changes in the characteristics
of a stimulus are likely to be associated with potential hazards or opportunities. Bern-
stein (1968) suggests that sudden increases in stimulus intensity are more meaningful
than change s involving a decreas e i n intensity . Intensit y increases ma y represen t
"heightened sensatio n to a class of stimuli indicating 'something is approaching the
organism'" (p. 128) . Such sensitivity, as Bernstein notes, is highly advantageous for
effective functioning in the environment.

The power of such signals to elicit attention and increase emotional arousal is well
known. Even intense conversations rarely continue unabated through an outburst of
thunder. Cloud patterns are among the most powerfu l evoker s of strong emotions,
both positive and negative. The development of the role of clouds in landscape paint-
ing is informative on this point. At the time of Claude Lorrain (1600-1682), whe n
landscapes first became the subjects of attention in themselves rather than being back-
grounds for the human activities that were the primary concern of the painter, skies
were always bland and nonthreatening. Later, in landscapes of Constable and Turner,
detailed attention is paid to clouds, and they are used to influence emotional responses
to the paintings, both positive and negative. Indeed, Constable was a careful student
of clouds, and his paintings reveal a detailed knowledge of the patterns of change in
weather associated with different cloud patterns (Thoraes, 1984).

The colo r o f the sk y and th e lengthening of shadows do not necessaril y reflec t
changes in weather patterns, but they do signal very powerfully that a change from day
to night or vice versa is imminent. To diurnal animals with poor nocturnal vision like
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ourselves, evidence that night is approaching nearly always calls for changes in behav-
ior that will prepare us for impending darkness. It is therefore not surprising that the
color patterns in skies accompanying sunrises and sunsets should summon emotional
reactions and that strong patterns of shadow should attract our attention. The flat light
of midday signals that many daylight hours remain and that changes in behavior on
that account are not called for. Shadows also allow better perception of depth and,
hence, details of the environment. This doubtless enhances the value of attending to
shadows. The dramatic effect of shadows and slanted rays of light associated with sun-
rise or sunset are often used by photographers to enhance the appeal of their work.

Although weathe r an d tim e o f day hav e bee n virtuall y ignored i n landscap e
research, studie s i n architectur e strongl y suggest that buildin g occupants ar e wel l
aware of the value of windows for information on time and weather (Collins, 1975;
Heerwagen, 1986 ; 1989; Heerwagen & Orians, 1986) . Furthermore, studies of win-
dowless intensive care units attribute poor recovery in these environments, as com-
pared with windowed intensive care rooms, to disorientation from loss of daylight and
information regarding time of day, weather, and seasonal change (Keep, 1977; Keep,
James, & Inman, 1980; L. M. Wilson, 1972).

Studies of preferences for types and intensity of lighting also support the notion
that shadows and variability in light levels are more emotionally pleasant and more
preferred than uniformly lighted spaces (Aldworth, 1971; Flynn, Spencer, Martyniuk,
& Hendrick, 1973). In fact, the more contrasting the space, the more highly pleasing
it is.

Fire is another transitory environmental cue that commands our attention. Abun-
dant archaeological evidence indicates that our ancestors used fire to provide warmth,
heat, and light as well as a central focus for home base, and as a means of cooking food
that would otherwise be inedible or less nutritious (Campbell, 1985). In addition, fire
has been used as protection agains t predators, a n ai d in toolmaking , to influenc e
movements of large animals, and to deflect and manage successional stage s of vege-
tation. According to Konner (1982), the control of fire and its use as the focal point of
evening social lif e resulte d i n a  "quantu m advanc e in huma n communication : a
lengthy, nightly discussion, perhaps , of the day's events, of plans for the next day, of
important occurrences in the lives of individuals and in the cultural past, and of long-
term possibilities for the residence and activity of the band" (p. 50). Such conversa-
tions, as Konner notes, are more likely at night when the urgencies of the day are past
and the desire is for social comfort, light, and warmth.

Although fire has many benefits, it is also a dangerous event to which immediate
responses are often needed. The strong emotions evoked by fire, both positive and neg-
ative, have long been recognized. They play, for example, a key role in parts of Freud-
ian psychology. The appeal of Smokey the Bear rests in part upon the fear that fire
generates among people. Fear of fires is one of the strongest barriers to implementing
the new policies of the National Park Service and the U.S. Forest Service to let fires
burn naturally.

Large mammals are another source of transitory information ; they are both a
potential source of food and a source of danger. Although they may be present in an
environment on a long-term basis, they are constantly on the move. The opportunities
they provide depend upon their location at the moment, and these details, accordingly,
demand immediate attention. It is not surprising, then, that we should enjoy watching
large mammals and that we should find their behavior intrinsically interesting.
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The power of large mammals to evoke positive emotional responses is well known.
The nineteenth-centur y Britis h landscap e architec t Humphre y Repto n regularl y
graced the redesigned landscapes of his "Redbooks" with large ungulates as part of his
strategy to acquire the business of potential clients even though the animals' presence
was unrelated to any of his proposed modifications to the estates. Pastoral landscapes
have long had a strong appeal to people from many cultures, and preservation of such
landscapes regularly ranks high on conservation agendas . Furthermore, nature pro-
grams devote extensive time and money to portraits of large mammals, from whales
and caribou to elephants and gorillas. Large mammals are also used in advertisements
to add appeal to products as diverse as insurance and beer. Yet little scientific attention
has been paid to the ways in which the presence of large mammals enriches environ-
mental experience. Certainly, one of the more exciting aspects of a safari (or its sur-
rogate in a trip to the zoo) is the sudden discovery of an animal. The visual search for
"hidden" animals and other objects and the pleasure experienced in their discovery
are clearly adaptive responses to our early ancestors' hunting and gathering life-style.
As with sunsets, however, large hidden animals may trigger concern and fear as well
as pleasure. A lion, unexpectedly encountered at a short distance, elicits fear in even
the most experienced hunter. The same animal seen from a safe distance is the source
of awe and delight.

Environmental Cues Associated wit h Seasonal Change s

Survival and reproductiv e success depend upon appropriate response s to seasonal
changes in the environment. All natural environments, including tropical rain forests,
experience importan t seasona l change s that affec t th e locatio n an d availabilit y of
resources. All traditional human cultures are rich in rituals that respond to seasonal
changes and prescribe and proscribe behaviors appropriate or inappropriate to partic-
ular times of the year. The annual cycle is a powerful organizing theme for literary
works. The power of Aldo Leopold's "A Sand County Almanac" results from both the
ideas and concepts it espouses and the framework of changing seasons in which it is
cast.

Responses to seasonal changes in the environment differ from those to the transi-
tory events discussed earlier in four important ways. First, these responses may affec t
behavior for several months, as, for example, during a shift from a winter to a spring
encampment. Second, the timing of the appropriate behavioral responses is highly pre-
dictable because the key environmental variables are driven by seasonal changes in day
length, temperature, and rainfall whose timing varies little or not at all from year to
year. Third, appropriat e response s t o these variable s often involv e anticipation o f
forthcoming changes and preparation for them before they are encountered. We may
change to the spring encampment without having visited it that year or having any
direct knowledge of conditions there. Fourth, there is usually much time in which to
contemplate and plan for responses to seasonal cues.

Unfortunately, there is little research on seasonal responses to the environment.
In fact , mos t research on environmenta l preferences deliberately eliminates differ -
ences in seasonal cues so that responses are made to landscapes photographed under
the same conditions, usually at peak growing season.

Among the mos t importan t signal s of seasonal change s are vegetative transfor-
mations of plants. The greening and browning of grass, germination and sprouting of
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seeds, leafing of woody plants, and autumnal coloration of deciduous trees and shrubs
all provide powerfu l signal s of changes in environmenta l conditions an d resource
availability. From an evolutionary perspective, however, we would expect the signals
to be emotionally asymmetrical. That is, cues associated with productivity and harvest
(greenness, budding trees, fruitin g bushes) should be more positively received than
cues associated with the dormant season (bare-limbed trees, brown grass). It may be
difficult for many of us, with the year-round supplies of a wide array of fruits and veg-
etables in our supermarkets, to understand the importance of the first salad greens of
the season to people throughout most of human history.

Reproductive responses of plants (e.g., flowering) also signal important changes in
resource availability. For an organism that rarely eats flowers, it is perhaps surprising
that we place such a high value on them and spend so much effort and money to have
flowers in and around our dwellings and in city parks. The evolutionary biologist, how-
ever, sees flowers as signals of improving resources and as providing cues about good
foraging sites some time in the future. In species-rich plant communities, flowers also
provide the best way to determine the locations of plants that offer different resources.
When not in bloom, all plants are green. (Indeed, many taxonomic distinctions can
only be made by inspection of flowers.) Thus, paying attention to flowers should result
in improved functioning in natural environments.

The strength of human emotional responses to flowers has been recognized and
used in the developing field of therapeutic horticulture . The National Council for
Therapy and Rehabilitation through Horticulture, founded i n 1973 , promotes and
encourages the use of horticulture activities for therapy and rehabilitation. The success
of these efforts is impressive (McDonald, 1976). The habit of bringing flowers to people
in hospitals is not merely a friendly gesture. The presence of flowers in a hospital room
may improve the mental state and rate of recovery of patients (Watson & Burlingame,
1960). Research on people's perceptions of their neighborhoods also shows the enor-
mous appeal of flowers (Vernez-Moudon & Heerwagen, 1990). In the neighborhood
study, residents accompanied the researchers on a predetermined route in three Seattle
neighborhoods that varied considerably in their characteristics, especially in the type
of houses. The study subjects were told to talk about what they liked and disliked about
the places that were seen along the walk route. In each neighborhood, there were exten-
sive comments on the landscapes—particularly the vegetation and flowers, which were
very appealing to the subjects.

The appeal of flowers is also apparent in the enormous efforts expended on breed-
ing plants to increase the sizes and numbers of floral parts and brilliance of coloration.
Competition to excel in these efforts is widespread among both professionals and ama-
teurs. Although the strength of our responses to flowers has long been appreciated, as
far as we are aware, conceptual theories about these responses are totally lacking. An
evolutionary approach to habitat selection offer s a potentially powerful approach in
this area of study.

Environmental Cues Influencing Long-Term Behavior

Whereas many environments are used for only short periods of time and for specific
purposes, people also settle in one place for long time periods. Typically people invest
heavily in construction and habitat modifications when they intend to occupy an area

EVOLVED RESPONSES TO LANDSCAPES
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for a  long time. This increases the costs associated with subsequent movement . For
these reasons, we expect long-term settlement decisions to be influenced primarily by
features of the environment that reflect its long-term safety and resource-provisioning
potential. Short-term signals from the environment should be ignored unless they pro-
vide indications of longer-term consequences. For example, a current flood may indi-
cate a high probability of future flooding.

Many feature s o f landscapes are permanent , a t leas t fro m th e perspectiv e of a
human lifetime, and others change slowly enough that current conditions are reliable
predictors of the relatively long-term future. Mountains, hills, valleys, rivers, and lakes
do eventually erode away or fill up, but the rate at which they do so is very slow com-
pared wit h the time frames relevant to our decisions abou t place s in which to live.
Vegetation changes occur more rapidly, but successional sequences from disturbance
to clima x may take u p t o severa l centuries. Habita t qualit y changes during such
sequences, but rates of change are such that a good habitat today is likely to remain so
for some time into the future, barring unforeseen catastrophic accidents .

Strong associations exist between vegetation patterns and availability of resources
in those environments. This relationship has been exploited by Orians (1980,1986) in
his development of the "savann a theory " o f environmental aesthetics, a s discussed
earlier. Evidence of aesthetic responses attuned to the savanna environment can be
found in our manipulations of landscapes for aesthetic purposes (parks and gardens;
see, e.g., Orians, 1986 ) and in the design of landscape paintings (Appleton, 1975).

Geological features of landscapes also exert powerful influence s on human emo-
tions. Indeed , America' s nationa l park s ar e centere d aroun d monumenta l lan d
forms—mountains, canyons, cliffs, waterfalls , geysers, rivers, and caves . This preoc-
cupation has been criticized by some observers who believe that parks should be estab-
lished to preserve representative example s o f the earth's life zones (Curry-Lindahl ,
1974; Runte, 1979). Others have defended the park systems on the grounds that spec-
tacular scenery stimulates use and that representative ecosystems, whatever their sci-
entific value , will not serve the function s that our curren t types of parks do (Vale,
1988). Whatever one's perspective, it is clear that conservation and preservation values
are subservient in our national parks to our preoccupation with the monumental. This
is strong testimony to the powerfu l effec t o n human behavior of geological features
that provide expansive views, which are important for learning about the environment
and provide opportunities t o view potential hazardou s elements from a  position of
safety.

In addition to the geomorphological and vegetative features that signal the long-
term quality of environments, people, as well as other organisms, also rely upon evi-
dence of the presence of conspecifics for further information about an environment.
Such information may be either positive or negative. On the positive side, signs of
human occupancy suggest that other people have evaluated and selected this habitat
and have survived in it. This is prima facie evidence of its suitability. Such signals as
bridges and paths, suggesting safe ways of moving through the environment, also pro-
vide evidence of a suitable place. And, indeed, paths and bridges are frequently used
in photography and landscape painting s to evoke positive feelings. On the negative
side, th e presenc e o f othe r peopl e ma y b e associate d wit h crowding or deplete d
resources. Reactions are, therefore , likel y to depend o n the apparent densit y an d
impacts of prior residents on the site. Simulation research by Chambers (1974) sup-
ports this prediction.
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FROM SIGNAL TO SYMBOL: THE APPLICATION OF EVOLUTIONARY
THEORY TO SPECIFIC ENVIRONMENTAL AESTHETIC RESPONSES

In our evolutionary past, the environmental features and events discussed in this paper
warned us of hazards and threats, as well as opportunities and resources that supported
life and provided comfort. If attention to these stimuli and events is a cross-cultural
universal, as seems likely, many of these ecological signals should have been trans-
formed, over time, into cultural events and artifacts that are used to manipulate aes-
thetic experiences. In the section that follows, we discuss specific research areas that
deal with applications of evolutionary-ecological theor y to environmental aesthetics.

Prospect-Refuge Theory

In its simplest terms, prospect-range theory predicts that people should prefer places
and environment s that allo w opportunities t o se e without being seen (Appleton,
1975). Furthermore, under conditions of perceived hazard, the desire for refuge should
be heightened. Specific predictions that result from prospect-refuge theory are that (a)
people should prefer edges more than the middle of a space because edges provide the
best visual access to an area; (b) spaces that provide something over the head (a roof,
tree canopy, trellis, etc.) should be preferred over spaces that provide only a back or
side surface; (c) spaces protected a t the back or side should be preferred ove r those
without any vertical surface (e.g., those exposed to the view of others on all sides); (d)
if one wants to be seen, then sitting in the middle of a space without intervening sur-
faces would be preferred because this area provides the greatest exposure; (e) an envi-
ronment will be judged as more pleasant if it contains a balance between prospect and
refuge opportunities , wit h screening elements to achieve privacy and variability in
desired levels of intimacy in a space (see Thiel, Harrison, & Alden, 1986); and (0 pre-
ferred space s should contain multipl e view opportunities fro m mos t locations and
multiple ways of moving through the space; these features encourage environmental
surveillance and escape.

Urban Spaces

Interestingly, popular small-scale urban spaces contain these features (Whyte, 1980).
However, most of the research in this area has been descriptive rather than theoretical.
Spaces are often chosen for analysis on the basis of their availability, rather than on
variability in their spatial features or other parameters that are expected to influence
preference patterns. Further, the absence of theory to guide research in the designed
environment has lead to the accumulation of specific data that cannot be generalized
in a way that is useful to the design of new spaces or the renovation of existing ones.
The evolutionary-ecological approach we propose in this paper provides a framework
for investigating these environments. However, much research needs to be done before
it is possible to determine the relative contribution of different feature s to preference
patterns. We don't know, for instance, whether a small grove of trees is a better invest-
ment than a fountain, or how to manipulate the balance between prospect and refuge
opportunities to achieve different psychological experiences. These questions are ame-
nable to study, however. Techniques such as Archea's (1984) visual-exposure/visual-
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access model or Benedikt's (1979) isovist process can be used to study the ways in
which specific architectural o r natural features influence visibility and usage patterns
(Heerwagen, 1989). Analysis of the order in which people occupy particular locations
will provide information on which subspaces or seating areas are most popular and
how the presence of other people influences the responses of newcomers.

Architectural Application

In an intriguing psychological profil e o f Frank Lloy d Wright' s houses , Hildebran d
(1991) uses prospect-refuge theory to explain the consistent appeal of Wright's archi-
tecture. According to Hildebrand, Wright's houses have a basic motif that mixes the
drama o f discovery with a strong sens e of hominess. Unexpecte d view s and refug e
opportunities abound, from the front gate through the backyard of a Wright house. An
internal, contained fireplace with a lowered ceiling and glass doors or windows oppo-
site gives a strong sense of refuge, balanced b y the opportunity to see out and survey
the surrounding environment. There are internal views of varying size and penetration
throughout the houses, and terraces with deep overhangs that afford prospect oppor-
tunities from the vantage of safety. In one of Wright's most famous houses, "Falling
Waters," the psychological impact of refuge is enhanced by the hazard symbolism of
a gorge and waterfalls that literally surround the house.

Wright's consistent use of changes in ceiling elevation and the placement of major
living spaces directly under the roof both open up the space visually and create the
comfortable sensation of living under a tree canopy. The sense of refuge and protection
that one feels under a spreading tree canopy is certainly consistent with an evolution-
ary approach t o aesthetics. Tree s were likely to have been used by early humans to
escape from sudden hazards, such as dangerous animals, and as protection from su n
and rain. In areas lacking topographic relief , a tree also provided a readily accessibl e
viewing platform for surveying the surrounding environment. Although we may lose
the tree-climbing desire as adults, trees play a significant role in children's play behav-
iors (Hart, 1980) .

Despite th e intuitiv e appeal o f trees, ver y littl e research ha s dealt wit h human
responses to trees. An evolutionary-ecological approach to aesthetics suggests that the
incorporation o f trees arid tree forms, actual or symbolic, into the built environment
should have a strong positive impact on people. In support of this prediction, Rachel
Kaplan found that people whose view from an apartment, window included large trees
were more satisfied with both their physical and social environment than people whose
views were dominated by built features or grassy expanses (R. Kaplan, 1983). Further,
a study of hospital recovery indicates that patients whose windows looked out upon a
small grove of deciduous trees had a more positive post-surgical recovery , including a
shorter hospital stay, than a matched control group of patients whose windows looked
out upon a building (Ulrich, 1984).

Further research should investigate such factors as tree shapes, the placement of
trees to enhance mystery and refuge in an environment, and the symbolic use of tree
shapes in the built environment. For instance, tree canopies appear symbolically in
many aspects of design, includin g slope d ceilings , trellises , awnings , porches, an d
building overhangs, particularly those with pillars. We predict that th e presence of
these "symbolic trees' is associated wit h positive response to built environments.

Despite the intuitive appeal o f prospect-refuge theory, research on refuge prefer-
ences has produced some mixed results (Woodcock, 1982). This is partially due to the
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fact that it is difficult to assess refuges in photographs (the preferred medium for land-
scape studies). A cluster of bushes or a thick stand of trees is certainly a refuge once
one is inside, but they may be hazardous to approach, and they also block potential
views in a photograph. The use of behavioral analysis to assess responses to a refuge
may yield quite different results, in part, because one may have to experience a refuge
to appreciate its value.

Photography and Paintings

Prospect, refuge, and other features of preferred landscapes can also be studied in other
media, including paintings and photographs. Photography and landscape painting, for
instance, shar e man y commo n features . Th e view s they provid e ar e artificiall y
bounded and two dimensional. In addition, the observer can never enter the environ-
ment even though the presentation ma y be designed to foster contemplation abou t
entering it. Every person views a photograph or painting for the first time. If we assume
that the artist wishes the viewer to pause on the first encounter and to want to view the
scene more than once, then photos and paintings of environments should have fea-
tures that evoke instantaneous positive responses. Appleton's (1975) analysis of land-
scape paintings shows that this is very much the case. Common photographic devices
such as framing pictures (creating the impression that the observer is in a refuge), use
of shadow s (indicatin g a  tim e o f day when changes in behavio r ar e likel y to b e
required), and inclusion of cloud formations (signaling potential changes in weather)
serve to emphasize those cues that should have evolved as immediate attention-getters .
The environments portrayed need not be ones that evoke desires to engage in extensive
exploration. They may be designed t o evoke fear or sensations of the sublime, bu t
above all, they must command our immediate attention.

For those photos and paintings designed to appeal to the exploratory phase of the
habitat selection process (Stage 2), effective devices include evidence that exploration
can take place in relative safety and evidence that abundant resources are likely to be
found if exploration does ensue (e.g., presence of water, large mammals, or indicators
of prior human occupation). However , to motivate the desire to view the art many
times requires devices that evoke the feeling that there is always more to be learned.
This component o f environmental aesthetics i s the hear t of what the Kaplan s call
"mystery," creating expectation s tha t canno t b e fulfille d b y repeated viewin g but
which may make us continually curious about what we might find if we were able to
actually enter and explore the environment (see S. Kaplan, 198 7 for a review).

The Role of Mystery in Environmental Aesthetics

As defined by S. Kaplan (1987), "mystery" is a characteristic of landscapes that draws
the viewer into the scene, making him/her want to find out more. The winding road
that goes out of sight behind a bank of trees or a small hill has proven to be an excellent
predictor of landscape preferences. The desire to know what's around the hill or over
the horizon is likely to have evolutionary roots. The sense of mystery would facilitate
learning about the landscape, a highly adaptive behavior for our hunting and foraging
ancestors who probably moved long distances on a regular basis.

Despite its positive role in environmental aesthetics, mystery has a dark side. That
which is out of sight may be dangerous (see Herzog, 1988). This suggests that environ-
ments high in mystery should product a feeling of apprehension as well as of interest.
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In dangerous settings, apprehension ma y come to the forefront, generating feelings of
anxiety and stress. This is exactly what Newman (1972) found in his studies of New
York housing developments. Housin g residents avoided place s where they did no t
have high visual access o f the entire space. Further, crim e rates and vandalis m ar e
likely to b e muc h higher in place s wher e visual surveillance i s inadequate du e t o
blocked views, winding paths, or changes in light availability. The little study there has
been on this topic suggests that it is a fruitful are a for further research on the relation-
ship between the physical environment and crime, including vandalism (Wise, 1983)
and violent crimes, particularly rapes (Stoks, 1983) .

Unfortunately, th e nee d fo r visual access frequently lead s to extrem e environ-
ments that totally lack visual appeal. Research is needed on ways of incorporating the
positive aspects of mystery with the need for adequate visua l surveillance of spaces.
Solutions such as increasing the angle at which the path turns, using trees instead of
dense shrubbery, usin g shrubbery with thorns to discourage hiding , and providin g
numerous lookout points should be studied from both a safety and aesthetic perspec -
tive. Furthermore, in environments where low levels of mystery are desirable for safety
reasons, other means of increasing aesthetic responses should be encouraged, such as
the use of flowers, water features, and color. At the present time, we know little about
the relative value of these various aesthetic features in an environment. Questions of
relative merit of design alternatives are becoming increasingly important in urban set-
tings where spaces are limited, potential dangers are high, and funds for aesthetic fea-
tures are often limited .

Age-Related Changes in Environmental Aesthetics

If our aesthetic responses ar e based, in part, on behavioral ecology, as we suggest in
this paper, then we would expect to find fundamental age-related differences in the way
humans respond to the environment. The basic perceptual and cognitive mechanisms
underlying environmental response change with age as do physical abilities. An evo-
lutionary approach begins by asking what influences survival and reproductive success
most strongly at different ages . In the most general terms, both survival and succes s
depend o n ho w well an organis m negotiate s th e balance betwee n the hazard s and
opportunities it faces on a regular basis.

Although there is virtually no research on age-related stages of environmental aes-
thetics, the ecologica l perspectiv e presente d her e predicts tha t age-relate d environ-
mental transitions should include (a) changes in the characteristics of preferred envi-
ronments; (b) changes in th e kin d o f information that i s most usefu l i n term s of
adaptive functioning; (c) differences i n how environmental information is obtained
and used; and (d) differences in the effects of the environment on psychological func-
tioning. These predictions are based on the notion that humans are adapted organisms
at each stage in their life: Development does not simply lead up to a final well-adapted
"adult" form.

As a child's normal range of movement in the environment expands from infanc y
through adolescence, so , too, do the kinds of hazards and opportunities it encounters.
Successful venture s into the environment depend upon paying attention to stimuli
and events that are the most "useful" t o a child for its age. The usefulness of infor-
mation relates to changes over time, relative to the physical, cognitive, and social abil-
ities characteristic o f different lif e stages .
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For instance, we would not expect a 3-year-old child to pay much attention to sun-
sets or other time cues such as lengthening shadows. This is because very young chil-
dren seldom venture far from hom e on their own. Thus knowing what time it is, in
terms of its "usefulness" i n motivating needed changes in behavior, is simply not rel-
evant to a very young child. On the other hand, it is important for a 3-year-old to be
able to separate edible from inedible or toxic objects. Thus, a concern with properties
and attributes of objects that separate them into goodrbad, edible-inedible, ripe-no t
ripe woul d b e highl y adaptive. Furthermore , becaus e youn g children canno t b e
expected to know, in advance, the consequences o f eating the wrong thing, it is advan-
tageous for them to be in close contact with an adult who does know what the expected
outcomes are. The young child uses the older person's knowledge as a way of learning
the appropriate response . I t is not surprising then that young children are fascinated
with small objects and enjoy collecting and playing with them.

Future studies need to address such basic questions as what kind of environments
or environmental stimuli do people prefer a t different ages ? What do they reject as
uninteresting? At what point in life do children begin to attend to distant stimuli such
as views and sunsets? How do responses to refuge and prospect dimensions of the envi-
ronment change over time? Why do adults so readily experience feelings of nostalgia
and longing for the landscapes of childhood? How—and why—does environmental
experience transfor m fro m th e hands-on , concret e experienc e o f childhood t o th e
more abstract, often spiritual , quality of adult responses to the environment?

CONCLUDING REMARKS

We have attempted to illustrate the richness of concepts and hypotheses that can be
generated fro m a n evolutionary perspective o n environmental aesthetics. Although
many hypotheses have already been developed to varying degrees, we have just begun
to scratch the surface of the possibilities inherent in this approach. Testin g of these
ideas has just begun, but alread y support fo r some hypotheses has been generated.
Some preliminary results have demonstrated th e need to modify and expand earlier
predictions. This mutually stimulating interaction between theory and empirical test-
ing can be continued profitably for a long time. Until recently, study of responses to
environments has been a strongly empirical venture. The scarcity of theoretical con-
cepts to guide research has narrowed the scope of investigations and generated a body
of data that is difficult to interpret. Empirical generalizations are useful, but they lack
the explanatory and predictive power of causal hypotheses .

We do not suggest that an evolutionary-adaptive approach to environmental aes-
thetics is the only way to proceed. However, such an approach can enrich studies from
a variety of perspectives and in a wide range of topics. Indeed, we have suggested appli-
cations of this approach to the ontogeny of the aesthetic sense, to design of buildings
and public spaces, and to analyses of works of art. Unless one denies that our emo-
tional responses evolved in part to enable us to function more effectively in our envi-
ronments, it is difficult t o see how this approach cannot be useful. Nonetheless , the
task before us is not easy. Good evolutionary theories are difficult t o formulate an d
test. Many apparently promising ideas will be discarded on the intellectual trash heap
that accompanies the progress we all seek. However, this is the pattern of all scientific
research, and the discarded idea s may well have played a key role along the path to
their demise.
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16
Environmental Preference in a Knowledge-

Seeking, Knowledge-Using Organism

STEPHEN KAPLAN

If an individual from outer space were to hire a consultant in order to learn about what
sort of creatures these earthlings be, the particular scholarly expertise of the consultant
could have a substantial effec t on the nature of the report. Given the current configu-
ration of academic disciplines, it is not hard to imagine that a consultant affiliated with
one group of scholars might emphasize such themes as sexuality, warfare, and decep-
tion. Alternatively it would not be surprising to find a consultant who would place
primary emphasis on humans as processors of information, as builders of knowledge
structures. Suc h a scholar might emphasize themes such as attention, memory , and
limited processing capacity.

At one level it might be considered remarkable that both consultants thought they
were talking about the same organism. But the contrast between these positions is at
least as instructive as it is remarkable. Of particular interest is the fact that the differ -
ence between these two hypothetical scholarly groups is multidimensional; it concerns
not only content, but explanatory principles as well (Table 16.1).

Several aspects of Table 16. 1 are noteworthy. The unlabeled cells represent areas
of potential integration that have been largely neglected. The evolution and cognition
domains represent two apparently polar positions that have only recently begun to
receive attention (cf. Cosmides & Tooby, 1987; Tooby & Cosmides, this volume). The
table also reflects (accurately, I believe) the relatively sharp line that is often drawn
between cognition and affect. This too leads to ignoring some fascinating and poten-

Table 16.1 A Framework for Comparing Alternative Approaches
to the Understanding of Human Behavior

Content emphasis

Basis of explanation Affect Cognition

Evolution

Information processin g

Sociobiology

Cognitive Science
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tially integrating topics. One such topic, the study of environmental preference, is the
subject of this paper. By intentionally straddling the implicit boundaries in Table 16.1,
this pape r attempt s t o demonstrat e th e valu e of a  mor e syntheti c an d inclusiv e
approach to the understanding of human behavior.

As a preparation fo r building these various bridges the discussion begins with an
analysis of the role of information in human evolution. Wayfinding is then introduced
as an important activit y of early humans with interesting informational properties.
The discussion of an extensive program of research on human environmental prefer-
ence will serve as a window on the motivational inclinations that encourage the acqui-
sition and utilization of wayfinding information.

HUMANS, EVOLUTION, AND INFORMATION: TOWARD A SYNTHESIS

As treated here, the topic of preference falls under the larger domain of affective biases
toward patterns o f information. In this framework no t only information in its own
right, but the concern for information is considered a basic part of the human makeup.
"Concern" as it is used here is intended to cover a wide spectrum of human affectiv e
relationships. There is the motivation to seek information, to be "the first to know,"
and to discuss it with others. There is the distress that comes from struggling with infor -
mation tha t i s hard to understand, or inappropriate t o the current situation, or not
what one expected. There is the joy of recognizing arid predicting despite uncertainty ,
or using information confidently and effectively. An d there are undoubtedly numer-
ous other human affective relationship s to information that remain to be identified
and conceptualized .

It is reasonable to question whether this concern for information is a human char-
acteristic of long standing, a matter of widespread interest and importance for the spe-
cies at large, or, alternatively, simply a characteristic perversio n of a small group of
scholars. Is there any basis for believing that knowledge and the concern for knowledge
have any role in the evolutionary scheme of things?

Perhaps an appropriat e plac e to star t i s with the selectio n pressure s facin g ou r
human ancestors. A common caricature of the early human is as a dim-witted hunter,
an individual more concerned with the power of muscle than the power of mind. The
view presente d b y Laughlin (1968 ) provides a  striking contrast t o thi s caricature .
Laughlin argues that the weapons of early humans were limited to an effective range
of less than 3 0 feet . I t thu s became essentia l t o approac h relativel y closely to th e
intended quarry , placing considerable emphasi s on skil l in stalking . This, i n turn ,
required vast knowledge on the part of the hunter:

The hunter is concerned with the freshness of the track and the direction in which he is mov-
ing. He wants all possible information on the quarry's condition: its age, sex, size, rate of
travel, and a working estimate o f the distance b y which the animal leads him. In the final
stages, whe n he is closing wit h the animal , th e hunter employ s his knowledge of animal
behavior and situational factor s relevant to that behavior in a crucial fashion. For all birds,
animals, and fish the hunter must estimate flight distance, the point at which they will take
flight or run away. Conversely, with animals that are aggressive, he needs to interpret any
signs, raising or lowering of tail, flexing of muscles, blowing, or salivation, etc., that indicate
an attack rather than a flight. The variations are innumerable, (pp. 308-309)
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From this description it is apparent that concern for knowledge acquisition cannot
be motivationally neutral. A comparable argument has been made by Flannery (1955)
with respect to gathering. Knowing where to find potential food, knowin g when to
search for it so that it would be ripe but not yet taken by competing species, and finding
one's way back home again are all central informational aspects of the gathering pro-
cess.

Peters an d Mec h (1975 ) suggest that predatio n b y earl y humans might have
emphasized trapping rather than hunting. In either case, however, they point to the
centrality o f cooperative behavior , the us e of strategy, and environmenta l know-
ledge. All three o f these component s are , i n thei r analysis , essentia l t o wha t they
call the "intellectual hunter " niche . All three, in other words, rely heavily on infor -
mation.

A strikingly similar emphasis on information has been described among the Kala-
hari Bushmen. Tulkin and Konner (1973) indicate not only that the Bushmen possess
a remarkable amount of knowledge about animal behavior, but that their methods of
evaluating knowledge are equally impressive. As an example, they describe the dis-
tinctions made among the following types of evidence:

(1)1 saw it with my own eyes; (2) I didn't see it with my eyes but I  saw the tracks. Here is
how I inferred it from the tracks; (3) I didn't see it with my own eyes or see the tracks but I
heard it from man y people who saw it (or a few people who saw it, or one person who saw
it); (4) It's no t certain because I didn't see it with my eyes or talk directly with people who
saw it. (p. 35)

In The Creative Explosion, Pfeiffe r (1982) puts cave paintings into a similar con-
text. He offers a persuasive argument for the hypothesis that these were means of stor-
ing and transmitting information central to the cultures that produced them.

These various pieces of evidence, while far from overwhelming, suggest the likely
significance of information to human evolution. Given the relative silence of many
investigators with respect to this question, one might wish for stronger evidence. On
the other hand, the name Homo sapiens presumably refers to a quality that arose not
by chance, but because of selection pressure.

These bits and pieces of evidence supporting the significance o f information i n
human evolution are intended to serve two functions: On the one hand, they point to
the capacity of early humans to carry out such information-based processes as recog-
nition, prediction, evaluation, and action (S. Kaplan, 1973). On the other hand, they
suggest the likelihood that strong affect can be associated with these processes .

Consider, for example, the prototypic information-processing activity of attempt-
ing to recognize an object. A mismatch between an internal representation and the
sensory pattern arising from th e object (or, for that matter , a  good match achieved
under difficult conditions) has powerful motivational implications. Such signal events
attract attention, increase arousal, and affect the pleasure/pain system , thus involvin
all three domains classically covered under the "motivation and emotion" heading.
Speaking more broadly, informational states such as being lost, confused, or disori-
ented not only have affective consequences, but must have such consequences in terms
of their adaptive implications. An information-oriented organis m tha t did not find
confusion disturbing might be content to spend considerable time confused. Such an
organism would, in the words of a colleague, be "easy to eat. "
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THE LANDSCAPE AS AN EVOLUTIONARILY SIGNIFICANT
INFORMATIONAL PATTERN

The evolutionary significance of landscape arises out of the convergence of a number
of factors. That earl y humans were knowledge-dependent is only part o f the story .
Being a far-ranging and yet home-based organism placed considerable priority on way-
finding. Covering a territory o f 10 0 square mile s or more made that skill not only
important, but challenging. Exploration of one's environment in order to know it well
enough to range widely and yet not get lost was thus an important element in a larger
survival pattern.

Locomotion throug h an unfamilia r environment brought with it survival impli-
cations in addition to the demands of wayfinding. Such an activity would necessarily
be accompanied by considerable potential uncertainty. Where one ventured could be
survival enhancing; it could also be survival threatening. Such issues as how well one
could see and ho w easily one could be seen may also have entered into the human
relationship to landscape.

The biases and inclinations serving these wayfinding concerns lack the dramatic
impact of fight or flight, or of food and sex. They would not necessarily have direct and
immediate payoff in terms of differential survival. Nonetheless, i n the long run these
biases could have subtle, yet pervasive implications. Wayfinding across wide territories
would be enhanced. Knowledge about the location of critical resources such as water
or edible plant material would be more extensive. Knowing the terrain might lead to
a faster and more appropriate response in an emergency; it would also make it far more
likely that an individual would be able to return to home base.

The emphasis on knowledge acquisition contrast s sharply with the so-called drive -
reduction position once so dominant in theories of human behavior. According to the
latter position, the organism is motivated to respond to the pressure of whatever drive
is dominant at the moment. Lacking such internal pressure, the organism presumably
could curl up and go to sleep. In terms of the perspective taken here, however, when
drives are satisfied, when nothing else is going on would be precisely the time when the
individual could be obtaining information about the environment fo r use at a later
time. Such information need not be related to any particular outcome, or to outcomes
of any kind. Humans store knowledge about their physical environment even when
its use is not necessarily eviden t at the time. The potential use is, however, vast. The
knowledge about a  particular environment , gained at leisure, might be used many
times over in the course of an individual's lifetime, while some knowledge so gained
might never be used at all. Acquisition of knowledge is thus, in this sense, speculative .

As we have seen, learning about the surrounding environment was likely to have
been a matter of considerable interest and concern to early humans. At the same time
the very importance of this knowledge created a  potential conflict . On the one hand,
acquisition of important new information would be greatly facilitated if the individual
preferred routes that would enhance the chances for such learning. In other words, it
would have been adaptive if, given a choice of routes, the individual were to favor the
one offering something new, rather than traveling on an already familiar route.

On the other hand, the dependence upon knowledge for functioning effectively can
be particularly problematic whe n exploring new environments, where knowledge or
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comprehension o f one's surroundings is lacking. There is necessarily an adaptive pay-
off to avoiding environments where one would not know how to navigate appropri-
ately. This potential conflict between seeking knowledge and avoiding what is new and
hard to comprehend is what Hebb (1972) identified as "man's ambivalent nature." At
the very least it requires sensitivity to settings that offer new information at a controlled
rate and within a broad framework that adequately supports one's competence. And,
from a n affective poin t of view, this dual concern places as high a premium on the
understanding of an environment as it does on the environment's capacity to offer new
information.1

One further factor affecting the adaptive relationship of the early human to land-
scape is the limited processing capacity of the human mind. Considerable evidence
points to the fact that contemporary humans have a limited capacity to comprehend
and respond to information; this was presumably true of our ancestors as well. The
early human, as we have seen, had many things to think about while traversing the
landscape.

Because of this capacity limitation, being preoccupied with environmental choice
and decision making about routes could interfere with other information processing
of adaptive importance . A n individua l so preoccupied woul d be les s vigilant and
would have less processing capacity available for other matters. It would seem reason-
able that selection favored a capacity to assess environments not only rapidly but also
in a way that would not compete with conscious processing. This capacity should, in
other words, be under automatic control most of the time, very much like the control
of the breathing process. The assessment of environments should be immediate and
intuitive rather than conscious and deliberate.

A MECHANISM FOR APPROPRIATELY RESPONDING TO ENVIRONMENTS

There is , thus, reaso n t o believ e that selectio n pressure s in early humans favored
acquiring new information about one's environment while not straying too far from
the known. If it is adaptive to make such choices, one would expect them to be part of
the human affective makeup . They should, in other words, be matters about which
humans have strong feelings. Further, whatever mechanism is responsible for this fre -
quently updated evaluation of the environment needs to function rapidly and unob-
trusively.

One domain that considers the affective aspects of informational patterns is aes-
thetics. Although aesthetics in the narrow sense is sometimes viewed as an elitist con-
cern, in the current context it refers to a broad and widely shared inclination that is
concerned not with the contents of museums but with the realities of the outdoor envi-
ronment. In other words, aesthetics is seen as applying not only to a broad population
but to a broad class of stimulus patterns as well. Aesthetics in this perspective is a func-
tionally based way of responding to the environment.

The original focus of the body of research described here was to understand land-
scape aesthetics—to study, in other words, what humans find beautiful in the outdoor
environment. The evolutionary perspective that now characterizes our work in this
area was not a part of the original plan; rather, it emerged gradually as the data accu-
mulated and th e theory began to crystalize . The research discussed her e has been
guided by Rachel Kaplan and myself and includes work by many of our students.
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The Preference Model

While the survival requirements of contemporary humans differ in many ways from
those of our ancestors, in many respects the story has not changed dramatically. One
must still negotiate the physical environment, assess lurking threats and dangers, and
concern onesel f with finding one's way back. Nor have humans ceased to be infor -
mation-based animals, continuousl y struggling to make sense of their surroundings
and exploring new adventures.

Although in retrospect these functional and evolutionary issues seem to fit the find-
ings of research on preference to a remarkable degree, they were by no means as obvi-
ous 20 years ago. Rather than evolutionary concerns, two other major questions moti-
vated the early research. The first involved what we called "content"—did the category
or type of environment matter in what people liked? The second issue focused on our
doubt that Complexity, the attribute that had received substantial psychological atten-
tion (Berlyne, 1960; Day, 1967 ; Vitz, 1966), was the single most important predicto r
of preference. Although psychologists had done relatively little research focused on the
environment, they had studied "experimenta l aesthetics. " Wohlwill's (1968) study
was an excitin g venture because h e include d scene s o f the physica l environmen t
instead o f th e artificiall y constructe d stimulu s pattern s tha t ha d dominate d thi s
research area . Hi s conclusion , however , surprised us . Base d o n onl y 1 4 scenes of
diverse settings he reported tha t environmental patterns, much like experimentally
contrived ones, show highest preference at middling levels of Complexity. Despite its
long history in experimental aesthetics, such an "optimal complexity" finding seemed
unsatisfactory both because i t ignored the environmental content of the scenes and
because it was hard to believe that preference could be explained that simply.2

Our discomfort with these conclusions led to a study (Kaplan, Kaplan & Wendt,
1972) that was procedurally similar to Wohlwill's . To examine the issue of content
more closely scene s were selected t o reflec t a  continuum rangin g from natura l t o
urban. Concern wit h adequate samplin g of the environment led to inclusion of 56
scenes. Study participants wer e asked to rate each of these scenes in terms of both
Complexity and their preference, using a 5-point scale. The results of this initial study
confirmed our suspicions. Complexity was not a powerful predictor of environmental
preference, but the content of the scene was a major contributor. Eve n though none
of the scenes was of extraordinary places, those with nature content were consistently
preferred. Even with this highly preferred domain, however, the variation in prefer -
ence was considerable. While the initial study generated some hypotheses about such
differences in preference, a framework fo r understanding these patterns—the Prefer-
ence Model—was the result of substantial furthe r research .

Before discussing this framework i t may be useful to describe the 30 studies that
form its empirical base. (Synopses of these can be found in Appendix B of R. Kaplan
& Kaplan, 1989. ) In each of these studies close attention wa s paid to adequate sam-
pling of the kinds of environments that were studied. The environments were repre-
sented visually, using black and white photographs or color slides. Study participants
were asked to rate each scene using a 5-point scale that represented ho w much they
liked the pictured setting . Generally, they were also asked other questions as part of
the study. Additionallyr in many cases other individuals were asked to rate the same
scenes in terms of other attributes .

The studies differed in terms of the kinds of environments represented, both geo-



ENVIRONMENTAL PREFERENCE 587

graphically and with respect to land cover or land uses. While the vast majority of the
scenes were of places in the United States, five studies were based on environments in
other parts of the world (Western Australia, Egypt, Korea, British Columbia, and, in
the case of Woodcock [1982] , a diverse range of countries and continents). Several
studies focused on waterscapes—including urban waterfronts, a storm drain in a res-
idential setting, coastal areas, and relatively pristine rivers and marshes. A few others
focused on scenic areas, including a botanic area, landscaped gardens, mountains and
canyons, and locally scenic highways. In many of the studies the settings were in the
context of the built environment, including residential areas, urban scenes, and nat-
ural areas juxtaposed with buildings. Forests and fields were also the contents of several
of the studies, often depicting the common countryside of the north central states.

Participants in the studies represented a considerable diversity in terms of demo-
graphic dimensions. Colleg e students were the respondents in half of these studies.
Teen-aged youths were included in three studies, each of which also included adults.
The remainin g samples consisted o f residents, visitor s to th e respectiv e areas , o r
employees. Two studies involved ethnic comparisons, and three compared samples
from different cultures (Korean/Western; Australian/American). The question of the
familiarity of the environments to the participants was specifically addressed in several
cases, and the studies differed in the use of familiar and unfamiliar settings.

Many of these studies confirm th e initial result s related to content. Natural , as
opposed to human-influenced environments, repeatedly emerges as preferred. Trees
and water in particular tend to enhance preference. Since environments lacking these
contents are less likely to support human survival, selection pressures in this direction
would hardly be surprising.

The findings across these studies, however, cannot be explained sufficiently on the
basis of content alone. Not al l nature scenes are highly preferred; even waterscapes
show considerable variation in preference. What became apparent is that in their rapid
assessment of what they liked, participants were drawing inferences based on the spa-
tial information in the scene. More specifically, there seemed to be an implicit assess-
ment of how one could function in the space represented by the scene.

The Preference Model that has emerged from thi s research program focuses on
these spatia l patterns . I t identifie s two majo r classe s of information. One of these
entails the human requirements to Understand  and to Explore. The other factor con-
cerns how much processing it takes to draw inferences about the setting. For practical
purposes this is divided into a  relatively immediate  category and one that requires
greater inference.  Th e combination of these two classes of information generates a 2
X 2  matrix (Table 16.2) . The variable in each of the cells of the matrix is a potential
predictor of preference. Every environmental scene can have a score for each of these

Table 16.2. The Preference Matrix

Understanding Exploratio n

Immediate

Inferred

Coherence

Legibility

Complexity

Mystery
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variables, although in many studies scores were obtained for various subsets of the
four.

Understanding i s enhanced by many aspects of a scene. Coherence  refers to the
ease with which one can grasp the organization of the scene. Repeating elements per-
mit a very rapid assessment o f how the scene hangs together. A scene with a modest
number of distinctive regions that are relatively uniform within themselves and clearly
different fro m each other will tend to have a high level of coherence.

Japanese rock gardens provide a convenient example of coherence. A quick glance
is likely to yield a few distinct rocks against a background of gravel that creates a rel-
atively smooth, uniform texture. Both the repeated elements (the rocks) and the uni-
form texture s that are easy to trea t a s regions are characteristic factor s enhancing
coherence. Upon closer examination of our hypothetical Japanese garden, it may turn
out that some of the major "rocks" are actually a cluster of rocks, a large one with
smaller ones associated with it. Grouping of this kind, which facilitates visual organi-
zation, is also characteristic o f high-coherence scenes. A random distribution of rocks,
by contrast, would destroy the coherence o f the scene. (It would not, however , alter
the complexity, since the same number of different objects would be present.)

Even though a scene is communicated in a two-dimensional form, i t is useful t o
consider the difference between the picture plane itself and the representation of a third
dimension, or depth. I t is this distinction tha t i s implied in the Preference Model's
attention to the degree of processing. Thus Legibility calls for an inference based on
this third dimension. It is the assessment o f how well one could find one's way within
the depicted scene. Legibility concerns the inference that one will be able to maintain
one's orientation, that one will find one's way there and back, as one wanders more
deeply into the scene. A scene that is open enough to offer visual access, but with dis-
tinct and varied objects to provide landmarks is high in Legibility.

Just a s Coherence involve s an assessmen t o f the pictur e plan e with respect t o
understanding what is there, Complexity  entail s an assessmen t o f this two-dimen-
sional aspect of the scene in terms of exploring. Complexity involves the richness or
the number of different objects in the scene. For example, a scene composed solely of
an extended plowe d field and the sky is low in Complexity and unlikely to provid e
much to look at. A scene that is relatively high in Complexity, by contrast, can still
maintain Coherenc e dependin g o n ho w th e differen t portion s o f th e scen e ar e
arranged.

We have defined Mystery  a s the promise of more information if one can venture
deeper into the scene. In other words, it is the inference that one could learn more
about the scene if one could explore its third dimension by changing one's vantage
point. Mystery is enhanced by such characteristics as screening in the foreground, or
a winding path, or other features that suggest the presence of more information while
at the same time partially obscuring it.

Supporting Data

The Preference Matrix evolved from examination of empirical results. By examining
what scene s i n differen t studie s wer e most an d leas t preferred , common theme s
emerged. Mystery was clearly the most consistent predictor of preference. A consistent
pattern that is highly preferred involves smooth ground textures with widely distrib-
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uted trees. The trees give the scene depth and thus increase the Legibility. Equally con-
sistent have been low-preference ratings for scenes that lack Coherence or Complexity.

This pattern of findings suggests that the inferential aspect plays an important role.
When the characteristics that are immediately apparent, that require minimal infer-
ence, are absent, the result is a scene low in preference. Lacking Coherence, the scene
is difficult to understand; lacking Complexity, the scene offers little to look at. On the
other hand, it is not clear that high degrees of either of these attributes increases pref-
erence linearly.3 With higher Coherence or Complexity, there does not appear to be a
further increase in preference.

With the more inferred attributes, by contrast, there is a stronger suggestion of lin-
earity. Mystery seems to predict preference across its entire range. In all but one of the
studies that involved ratings of the scenes in terms of this predictor, it was a positive,
significant factor with partial correlations between .31 and .56. The pattern with Leg-
ibility is not as well documented. It is the most recently developed of the predictors
and a s such has undergone changes in it s definition. Ellsworth's (1982) study, for
example, included Legibility , but the ratings did not correspond t o the descriptio n
here. While the ratings that were used did not predict preference, Ellsworth mentions
in the text that scenes that were preferred were characterized precisely by the qualities
that we refer to as Legibility.

Such was the process of theory formulation. The research results have guided the
theory development, and it, in turn, has led to further research. While the experimen-
ter's desire for well-controlled, uniform conditions goes unfulfilled, insight s emerge
from repeated attempts, even where many aspects keep changing—the scenes, the def-
initions, the individuals producing the ratings. Despite all this variation the Preference
Model has continued to be a useful tool.

The intention of the Model is to inform intuition. It is a framework that has led to
new insights and continues to undergo changes. It suggests that the needs for Under-
standing and Exploration are both important; one cannot replace the other. The envi-
ronment is constantly reviewed in terms of how these needs are likely to be met. The
setting that is immediately before one provides essential cues to effective functioning .
Furthermore, humans assess what is likely to happen; they must infer what lies ahead
in terms of both the continuing ability to make sense of it and in terms of the promise
of new information.

TOWARD AN EVOLUTIONARY INTERPRETATION

As is evident from this brief sketch of our early research in the area of environmental
preference, the initial focus of the research program was on preference and its predic-
tors; there was only the slightest hint of an evolutionary interpretation. As the findings
began to accumulate, however, this theme became increasingly evident. Interpretation
of new findings repeatedly suggested parallels between what people preferred and the
environmental circumstance s unde r which humans evolved. Ultimately, consider -
ations about human evolution played a role not only in the interpretation of results,
but also in the way the studies were designed and the content chosen as stimulus mate-
rial.

An important step toward an evolutionary interpretation concerned the preference
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concept itself. We initially chose preference as a convenient measure, as a fairly simple
and direct dependent variable. It soon became clear that preference was much more
than that . Participants mad e preferenc e judgments rapidly and easily. 4 They even
seemed t o enjo y th e process . Th e result s were not wildl y idiosyncratic as folklor e
seemed to imply, but were remarkably stable and repeatable across groups with widely
varying backgrounds.

Increasingly we have come to see preference as an expression of an intuitive guide
to behavior, an inclination to make choices that would lead the individual away from
inappropriate environments and toward desirable ones. As we have seen, the centrality
of information in these decisions is quite appropriate. If humans are indeed organisms
whose survival through the course of evolution required the construction and use of
cognitive maps (S. Kaplan, 1972 , 1973), then being attracted by information would
seem thoroughly adaptive. In particular, people should be enticed by new information,
by the prospect of updating and extending their cognitive maps (Barkow, 1983). At the
same time, however, as was clear from our prior discussion of selection pressures, early
humans could not stray too far from the familiar, lest they be caught in a situation in
which they would have been helpless due to a lack of necessary knowledge (for a more
extensive discussion of these themes, cf. S. Kaplan & Kaplan, 1982) . These two vec-
tors, which seem reasonable on theoretical grounds, match well the two categories of
predictor variables, Exploration and Understanding, which have been shown to be rea-
sonably effective in understanding preference data.

Another interesting aspect of the findings concerns the inaccessibility o f the pref-
erence process to introspection. Despite the ease with which participants in preference
studies are able to make their judgments, and despite the highly regular and meaning-
ful patter n o f the results , participants ar e generally unable to explain their choices .
When questioning participants about the bases of their preferences, we have found that
they are usually quite unaware of the variables that proved so effective i n predicting
what they would prefer.

Those incline d to emphasiz e the rol e of consciousness i n huma n thought and
action might find such a state of affairs discomforting. On the other hand, if these find- •
ings in humans constitute an appropriate parallel to habitat selection in other animals,
then such unconscious processing by humans is neither unreasonable nor unprece-
dented. Perhaps there is an evolved bias in humans favoring preference for certain
kinds of environments, just as there is an evolved bias favoring reproductive activities.
In the case of sexual behavior we do not expect people to be able to explain their incli-
nations on adaptive grounds, although such inclinations must ultimately derive from
an adaptive basis. Indeed, as Hebb (1972) has so eloquently pointed out, "The primary
reason that human beings engage in sex behavior is not to produce another generation
of troublemakers in this troubled world but because human beings like sex behavior"
(p. 131).

Thus both the nature of the predictor variables and the nature of the preference
response itself tended to support the existence of an evolved bias toward certain land-
scape configurations. This is not, however, an uncontroversial interpretation o f the
data of environmental preference. It is, in fact, in sharp contrast to the position taken
by several investigators in this area. Lyons (1983), for example, expresses doubt as to
the existence of what she refers to as "an innate , heritable component o f landscape
preference." Tuan (1971 ) emphasizes the lac k of underlying consistency in which
landscapes are preferred by different people at different times. While such concerns led
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us to b e cautious i n making an evolutionary interpretation , subsequen t wor k has
tended to support this position.

The first research finding bearing directly on the possibility o f an evolved bias for
landscape configurations was reported by Balling and Falk (1982). They studied pref-
erences of individuals of different ages for various kinds of environments. While a vari-
ety of settings had been studied in previous work in environmental preference, this was
the first study to systematize the range of environments represented. Fiv e differen t
biomes were used, namely, desert, rain forest, savanna, mixed hardwoods, and boreal
forest. Since familiarity and, hence, experience have been shown to be important fac-
tors in preference, one would expect that any evolutionary influences on biome pref-
erence would be most evident at a fairly young age, when familiarity factors might be
exerting only a limited influence .

This pattern was in fact obtained. There was a substantial preferenc e on the part
of young children (8- and 11-year-olds ) for savanna over all other biomes. (The scenes
representing this category in the Balling and Falk study were of African savanna , a
relatively open landscape with smooth ground texture and widely spaced trees.) By the
age of 15 the hardwood forest had risen in preference to equal the savanna level. Since
the participants in this research were from th e eastern Unite d States , th e increase d
preference for hardwoods with increasing age is a predictable outcome of increasing
familiarity. Comparably, such a familiarity effect would be least strong in young chil-
dren, given their limited experience with any environment. Thus the younger chil-
dren's decided preference for savanna, the environment in which the human species
is believed to have evolved, is consistent wit h an evolutionary interpretation. Thi s is,
in fact, the interpretation tha t Balling and Falk adopt .

A second study pointing to a possible role of adaptive specialization in human pref-
erence was reported by Orians (1985). He suggested that manipulated landscapes, such
as ornamental gardens , might reflect a  preference for patterns characteristic o f the
savanna biome. More specifically, he studied the tree forms selected out of all forms
available to the Japanese gardener. He found that both selection and pruning practices
favor the shapes characteristic o f savanna.

A third kind of converging evidence came from a  quite unexpected source. Jay
Appleton, a British geographer, produced a  thoughtful study of English landscape
painting. Th e Experience o f Landscape  (1975 ) puts forward a  theory of preference
whose two main components ar e Prospect an d Refuge . Prospect  refer s to having a
grand view, an overview, as it were, of the landscape. Refuge  refer s to having a saf e
place to hide, a place from which one can see without being seen. Preferring settings
with these properties might sound as if it would confer an adaptive advantage, and that
is indeed the interpretation Appleto n favors. Although this does not constitute empir -
ical support in the usual sense of the term, it is interesting to discover a totally inde-
pendent type of scholarly work arriving at a strikingly similar conclusion, namely, that
human landscape preferences are concerned with information and, more particularly,
with the gathering of information on the one hand and the danger of being at an infor-
mational disadvantage on the other.

An empirical examination of this tantalizing perspective was not long in coming.
Woodcock (1982), in a landmark study, wanted to test both the Prospect/Refuge and
the Understanding/Exploration approaches i n the same context. He also was con-
cerned to see the operation of these variables in the context of certain critical biomes.
He chose three of the biomes Ballin g and Falk had included: savanna, mixed hard-
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woods, and rain forest. As their study had included only four scenes to represent each
of their five biomes, there was reason to question the adequacy of the environmenta l
sampling. By restricting the study to only three biomes, Woodcock (1982) could sam-
ple each of them far more thoroughly, using 24 examples for each.5

To represent the domains of Understanding and Exploration, Woodcock chose the
predictor variables of Legibility and Mystery. In order to have well-defined variables
representing the Prospect/Refuge theory, he decided to examine each of these concepts
in terms of a "primary" and "secondary" version. In each case "primary" involved a
view that showed the desired quality had been achieved, while "secondary" involved
seeing a place from which it could be achieved. Thus Primary Prospect was defined as
a good view or vista, while Secondary Prospect  was defined in terms of a hill or other
vantage point from which one might expect to have a good view. Likewise, Primary
Refuge involve d a view from cover, where one could see without being seen. Secondary
Refuge, then , was defined in terms of a view of some area from which one could see
without being seen. All six predictor variables were rated by a panel of judges; the 72
scenes were rated on a 5-point preference scale by 200 participants.

Three of the predictor variables fared wel l in this study. Mystery, Legibility, and
Primary Prospect wer e all strong predictors of preference. Further analysis of these
data suggests a complex relationship amon g these variables.6 Mystery and Legibility
interact such that a high Mystery, high Legibility scene is even more preferred than
would be expected given the independen t contribution o f these variables. Primary
Prospect and Legibility interact in a quite different fashion . A high Primary Prospect
scene will tend to be preferred whether it is legible or not, but preference for a scene
low in Primary Prospect is dependent upon Legibility. Perhaps the grand vista is so
engaging that the possibility of getting there and back is not a consideration. By con-
trast, lacking such a vista the focu s ma y shif t t o such practica l matter s as moving
through the terrain without getting lost.

Although Primary Prospect was a strong predictor, the other predictors based on
Appleton's theory fared less well. Secondary Prospect and Secondary Refuge predicted
preference significantly only in the savanna biome. Primary Refuge behaved in a fash-
ion strikingly counter to expectations. In Woodcock's (1982) study, scenes high in Pri-
mary Refuge wer e characteristically view s from wood s or bushy areas, looking out
toward a clearing or more open area. Such scenes tended to be less preferred, although
not significantly so. Primary Refuge turned out to be, if anything, a negative predictor.
Densely vegetated environments are likely to hinder locomotion and/or the capacity
to see what is approaching before one is upon it. Apparently, the problem with a hiding
place in the woods is that one is in the woods.

In attempting to determine whether the unexpected result with respect to Primary
Refuge could be explained on some other basis, Woodcock tried a number of post hoc
predictor variables. (It should be noted that this is a feasible strategy in research of this
kind. Since post ho c ratings can be realiably made by judges, independent o f any
knowledge of the preference results, the fact that the data have already been collected
is not contamining.) Of the various variables explored, only one proved to have a sig-
nificant effect . This variable was named Agoraphobia, implying the discomfort asso-
ciated with wide open areas, largely lacking in protective cover. When the Primary
Refuge and Agoraphobia results are combined it becomes clear that neither being out
in the open nor being in deep woods is favored. An extensive reanalysis of previous
studies in this area confirms this impression (R. Kaplan, 1985) . There is a pervasive
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bias toward tree cover in open land and toward more openness in forested environ-
ments. These themes reflect the spirit, if not the letter, of Appleton's proposal. Being
in the open makes one easy to see and, hence, more vulnerable. Being in a dense, visu-
ally impenetrable environment makes it hard to see where one is going or what one is
getting into.

In summary, the results of these more specifically evolutionarily oriented studies
are complementary to the results obtained in the context of the Preference Model. It
seems clear that the hypothesis of an evolved bias favoring certain characteristic spatial
configurations has received further support. These studies also make another impor-
tant contribution: they point to the compatibility o f cultural and evolutionary influ -
ences in landscape preference. Balling and Falk (1982) present results suggesting the
significance of the savanna pattern i n preference, a pattern tha t is repeated in park
design in both England and the United States. At the same time, Orians (1985) ana-
lyzes the Japanese garden as a savanna derivative. Yet these two versions of savanna
differ in many respects. There appears to be ample room for cultural influences as well
as for echoes of early human experience in the landscapes people prefer.

COGNITION AND AFFECT FROM THE PERSPECTIVE OF ENVIRONMENTAL
AESTHETICS

Although much work needs to be done before a fully adequate theory of environmen-
tal preference is available, theoretical developments thus far seem reasonably encour-
aging. An informational approach based on the broad categories of Understanding
and Exploration seems to be a useful tool. An evolutionary interpretation also seems
to hold considerable promise. Fortunately, although these two viewpoints are gener-
ally not foun d together, they are thoroughly compatible (Cosmides & Tooby, 1987 ;
S. Kaplan, 1972; S. Kaplan & Kaplan, 1978; Lachman & Lachman, 1979).

Another conclusion on e can draw from th e growing research literature on envi-
ronmental preference is that there appears to be substantial information processing
occurring in the course of arriving at a preference judgment. Thus environmental pref-
erence might indeed offer a useful new perspective on the cognition/affect relationship.
Interest in the role of preference in the ecology of the mind has been given a substantial
boost by Zajonc's (1980) argument that preference can occur directly, without cog-
nitive intervention. This interpretation has unquestionably helped focus attention on
the relationship of cognition and affect and has appropriately challenged the assump-
tion of a conscious assessment as a precursor to preference. At the same time, Zajonc's
position is not without its problems. These difficulties have been ably documented by
Seamon and his colleagues (Seamon, Brody & Kauff, 1983 ; Seamon, Marsh & Brody,
1984), Holyoak and Gordon (1984), and Lazarus (1984). It is not the purpose of this
chapter to add to these reservations. It does, however, seem appropriate to point out
ways in which environmental preference research and theory can lead to a reconcep-
tualization o f Zajonc's arguments that might at the same time be both more fruitfu l
and less controversial.

It is important to recognize that in his assertion that "preferences need no infer-
ences," Zajonc is not stating that preference never relies on cognition but rather that
there exist instances (which may be rather commonly encountered) in which prefer-
ence occurs without the intervention of any cognition whatsoever. In effect this estab-
lishes a suggested dichotomy between two classes of preferences, those that are cog-
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nitively mediated and those that are direct and unmediated. From the perspective of
research and theory in environmental preference, however, there appear to be not two,
but a whole spectrum of different relationships between input and affect with the cog-
nitive component varying considerably across this spectrum.

In order to discuss the range of roles that cognition might play in preference, it is
necessary to be clear on the range of mediating processes appropriately called cogni-
tive. At present there is a widespread tendency to assume that cognition is by definition
a conscious calculational process (Lazarus, 1982) . Such a perspective is limiting and
distorting; fortunately it has not gone unchallenged (e.g., Bowers, 1981; Dreyfus, 1972 ;
Posner & Snyder, 1974). It also flies in the face of one of psychology's most important
contributions to intellectual history, namely, that many important psychological pro-
cesses (not only affective ones) are not accessible to conscious observation. Thus in the
discussion that follows it is assumed neither that cognition is necessarily a conscious
process nor that it necessarily involves calculation.

With consciousness eliminated as a criterion for whether a process is cognitive or
not, one is left with the nature and quantity of processing involved. The distinction in
the Preference Model based on the degree of inference is useful to examine in this con-
text. The two Exploration predictors, Complexity and Mystery, show this contrast dra-
matically. I t might be helpful t o explore this contrast in terms of what a compute r
model of the two predictors might involve. Complexity, in these terms, is relatively
straightforward. Whether there are many different things in the scene, or few, can be
determined based on the information provided in the stimulus array. A count of the
number of different objects in the scene would yield the desired index.

Mystery, by contrast, i s quite another matter. This predictor is , as we have seen,
based on the assessment of whether one could learn more by proceeding deeper into
the scene. A key issue here is the fact that there are a large number of different envi-
ronmental patterns for which this can be the case. Scenes high in Mystery can vary
widely. Som e contai n a  bending path . Others contai n a  brightly li t area partiall y
obscured by light foliage. Others are dominated by visually impenetrable foliage, bu t
with a hint of a gap where one could pass through. Even slight undulations of the ter-
rain can contribute substantially to Mystery.

What these scenes share in common is a complex relationship that exists between
the observer and the environment. That relationshi p canno t be detected directly in
terms of any simple counting procedure. Even an ingenious combination of features
would be unlikely to yield a consistently vali d index for Mystery.

How, then , might one approach the development of a computer model to measure
this comparatively subtle construct ? The solution appear s t o requir e breaking the
problem down into a number of steps, rather than attempting to solve it directly. First,
feature information from th e scene could be used to construct a  rough conceptua l
model of the three-dimensional space represented by the scene. Then, by simulating a
hypothetical organism moving about within this hypothetical space, it could be deter-
mined if more information would be acquired as the organism proceeded deeper into
the scene. Three aspects o f such an approach ar e pertinent here: (a) It captures the
relational nature of the construct; (b) it mirrors what the judges are asked to do when
rating scenes in terms of Mystery; and (c) it is inferential, reflecting the potential infor-
mation in the scene. Thus Mystery seems to call upon a reasonably complex, albeit
unconscious, inferential process.

The point of all this is not to say that preferences do (or do not) require inferences.
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Rather there appears to be a considerable diversity of cognitive processes involved for
the differen t predictors . Preferenc e does not depend upon conscious calculation or
even on calculation of any kind in the usual sense of the term. But it often does depend
on cognitive processes of varying kind and varying amount. Surely this very variation
is worthy of further study.

AESTHETICS REVISITED: SOME CONCLUDING COMMENTS

From an evolutionary perspective there appear to be great advantages in making a
quick, automati c predictio n abou t the informational possibilities of a place one is
approaching. In moving about through varied terrain, individuals must continually
reevaluate the appropriate direction to be taken, as the very process of moving through
the landscape opens up new vistas and new possibilities. Spee d of processing is thus
essential if one is to keep up with new information and respond accordingly. In this
way preference would help keep the individual in an environment where orientation
and access to new information can be maintained easily—quite apart from the partic-
ular purposes that individual was pursuing at that moment.

Thus environmental aesthetics can be seen as both efficient and economical. And
the impact of this process is far from trivial; by influencing choice and guiding loco-
motion, it plays an important role in determining the environment in which the indi-
vidual is located. From this perspective environmental aesthetics is not a special case
of aesthetics but a  reflection o f a broad and pervasive function. In fact, some of the
more traditional aesthetic domains may be derivative of this more basic function.

Research in environmental preference not only has yielded insight into the aes-
thetics of landscape, but also turns out to have considerable theoretical interest that
extends beyond the environmental context:

1. Th e way preference feels to the perceiver stands in sharp contrast to the process
that underlies it. Preference is experienced as direct and immediate. There is no
hint in consciousness of the complex, inferential process that appears to under-
lie the judgment of preference. Given the range of variables that are being
assessed, the underlying process must be carried out with remarkable speed and
efficiency.

2. I t is now quite clear that there is more to experimental aesthetics than optimal
complexity. Further, since the additional components that have been discov-
ered concern adaptive functioning in a complex environment, they are of some
theoretical interest. These components also point to the high premium placed
on information. Both the acquisition of new information and its comprehen-
sion turn out to be central themes underlying the preference process.

3. Aestheti c reactions reflec t neithe r a casual nor a trivial aspect of the human
makeup. Aesthetics is not the reflection o f a whim that people exercise when
they are not otherwise occupied. Rather, such reactions appear to constitute a
guide to human behavior that has far-reaching consequences. Many everyday
behaviors, such as organizing one's workspace and arranging and maintaining
one's home, may reflect factors of this kind. Even in patterns of thought, avoid-
ing certain directions and approaching others may be based as much on feelings
of Mystery, Coherence, and the like, as on the specific content involved. Acs-
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thetics could thus be seen as a set of inclinations, however intuitive or uncon-
scious, that might influence the direction people choose not only in the physical
environment but in other domains as well.

4. Environmenta l preference may constitute a useful conceptual link in analyzing
the impact of evolution on behavior. Until recently, discussion of potential evo-
lutionary influences on human behavior has generally ignored psychological
mechanisms. Her e preference could pla y a  usefu l bridgin g function. I t i s a
domain where , base d o n anima l studies , a n evolutionar y rol e migh t b e
expected. The factors that have been demonstrated empirically to be predictors
of preference are consistent with such an evolutionary interpretation.

5. Graduall y a better understanding is emerging of what sort of environments are
appropriate fo r humans. Certainly there are implications here for the design
and management of landscapes. One might suspect that appropriate environ-
ments would be healthier environments, and thus there are implications for the
design of hospitals as well. Studies of the impact of the view out the window on
health support this suspicion (Moore, 1981 ; Ulrich, 1984 ; Verderber, 1986).
The concept of environment can be taken more broadly still: since some of the
basic factors involved are informational, they might well apply to such abstract
environments as the human-computer interface. Initial work of this kind in fact
appears to be promising (Leventhal, 1988). Thus work in environmental pref-
erence may even offer a  useful framewor k fo r characterizing settings and cir-
cumstances that are compatible with and supportive of the human species (S.
Kaplan, 1983).
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NOTES

1. I t is important t o realize that placing a premium on understanding doe s not require one
to remain i n familiar environments. Muc h as familiarity facilitates understanding, th e structure
of some environments make s them fa r more understandable, or "easier to read," than others.

2. Despit e the rather widespread acceptanc e of the optimality hypothesis , thi s position has
serious theoretical difficultie s (Martindale, 1984a) and fared badly in an ingenious series of direct
experimental test s (Martindale, 1984b) .

3. Ther e are a variety of ways of assessing any particular relationship , eac h with advantage s
and disadvantages . Examinin g the predictor values for scenes rate d a t the high and low end of
the preference scale provides a straightforward and intuitive means of identifying such relation -
ships. Regressio n analyse s with preference as the dependent variabl e and rating s for each pre -
dictor a s independent variable s can yield a different vie w of the results . Whe n viewed in terms
of multiple regression analyse s across several studies , coherence play s a stronger rol e than thi s
discussion suggest s and does, in fact, approximate a  linear relationship (R . Kaplan &  Kaplan ,
1989).

4. Participant s not only made a  quick response; they were capable o f doing so after only a
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brief glimpse of the stimulus array. R. Kaplan (1975) studied preference ratings made of scenes
presented for 10 , 40, and 200 ms. These brief exposure rating s correlated .97 with ratings of
scenes presented fo r 1 5 s.

5. Throug h the kind cooperation o f John Balling and John Falk their scenes constituted a
subset of the scenes used for each of the three biomes under study.

6. Thes e analyses were performed subsequent to the completion of the dissertation; Davi d
Woodcock kindly made available the data on which the additional analyses are based.
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VII
INTRAPSYCHIC PROCESSES

Modularity—the proposition that the mind contains many different, function-
ally isolable subunits, each specialized to process different kinds of informa-
tion—has been gaining increasing empirical support in recent years from
research in both cognitive psychology and cognitive neuroscience. But the pos-
sibility of a multimodular mind raises the problem of when different modules
should "communicate" their output to one another. What happens when two
modules that are working on different aspects of the same adaptive problem
output information that implies two mutually contradictory courses of action?

Earlier in this volume, for example, Cosmides and Tooby argued that the
mind contains a complex set of algorithms specialized for reasoning about
social exchange. These different algorithms may form different, functionally iso-
lable subunits: a cheater detection module; a module monitoring one's history
of interaction with another person; a module that decides, based on informa-
tion provided by these other modules, whether to terminate a reciprocation
relationship with a particular person; and so on. But what happens when the
cheater detection module and the history of interaction module "disagree"?
Imagine, for example, that your cheater detection module determines that your
friend has been cheating you recently, but the module that keeps track of your
history of interaction with that person determines that your friend has been a
good reciprocator in the past and that you have, on average, received consid-
erable benefits by your continued association with her. What, then, should
your decision module do? Ordinarily, the output from your cheater detection
module would cause the decision module to activate procedures that would
cause you to somehow punish your friend's cheating, perhaps by threatening
to end your friendship if she doesn't make amends. But the output of your his-
tory of interaction module would ordinarily cause the decision module to acti-
vate procedures that would cause you to act in an affiliative way, thereby con-
tinuing the relationship. How can this intermodule conflict be resolved—that
is, what would a system that is well designed for solving this adaptive problem
do? Should the decision module feed the information about the recent cheating
episode into procedures that would cause you to punish the cheating, thereby
jeopardizing your friendship? Or should it cause this information to be
"repressed": stored by the history of interaction module, but not fed into pro-
cedures that would cause you to jeopardize your relationship?

This situation could well be described as one involving an "intrapsychic
conflict" that can be "resolved" by "repression." These are terms of art of psy-
chodynamic theory. Yet modern models of a multimodular mind may give
these terms more rigorous definitions and a new relevance to cognitive psy-
chology.
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Nesse and Lloyd argue vigorously for that position in their chapter on the
evolution of psychodynamic mechanisms. In their own words:

The sharpening focus of psychological research on the information-processing mecha-
nisms that regulate human behavior may give new importance to psychodynamic psy-
chology. Although psychodynamic theory has proven difficult to test, and is based, in part,
on outmoded biology, some psychodynamic traits may turn out to closely match func-
tional subunits of the mind that are currently being sought by cognitive and evolutionary
psychology. The merit of this conjecture can be appraised by considering how repression
and other psychodynamic capacities could have offered a fitness advantage. Such capac-
ities seem maladaptive because they distort reality, but if there are situations in which
distortion offers an advantage over accuracy, then natural selection might well have
shaped mental mechanisms that systematically distort conscious experience. Interper-
sonal relationships may be such situations, and repression and the psychological defenses
may be such mechanisms. The capacity for repression may facilitate self-deception and
deception of others in ways that offered a variety of selective advantages. Attempts to
integrate psychodynamics and evolutionary psychology may advance the developing
information-processing models of the mind and may offer a revised biological foundation
for psychoanalysis.

In cognitive science and experimental psychology, it is common to ignore psy-
chodynamic theory, to view it as a tangle of vague concepts and inconsistently
defined phenomena. Indeed, some of The Adapted Mind's editors share these
concerns. Rather than abandoning the enterprise, however, Nesse and Lloyd's
article exemplifies one promising approach to salvaging what is of value in psy-
chodynamic theory and for recovering the significance of the clinical phenom-
ena that sustain it.



17
The Evolution of Psychodynamic

Mechanisms

RANDOLPH M. NESSE AND ALAN T. LLOYD

I f . . . deceit is fundamental to animal communication, then there must be strong selection
to spot deception and this ought, in turn, to select for a degree of self-deception.

ROBERT TRIVERS

Indeed, a great part of psychoanalysis can be described as a theory of self-deception.
HEINZ HARTMANN

As cognitive psychologists ask more about the origins and functions of mental mech-
anisms, the y tur n t o evolutionar y theory (Boden , 1987 ; Buss, 1984 ; Cosmides &
Tooby, 1987 ; Tooby, 1985) . As evolutionists ask more about the mental mechanisms
shaped by natural selection, they turn to cognitive psychology (Barkow, 1984; Craw-
ford, Smith, & Krebs, 1987 ; Symons, 1987 ; 1989) . This converging focus on human
information-processing mechanisms may give new significance to psychodynamics.
Cognitive an d evolutionar y psychologist s ma y fin d i n psychodynamic s carefu l
descriptions of traits that may closely match the functional subunits of the mind that
they are seeking. Psychodynamic psychologists and psychiatrists may find in evolu-
tionary psychology new possibilities for a theoretical foundation in biology.

This potential integration is viable only if some of the traits described by psycho-
analysts are legitimate objects of evolutionary explanation. There are several reasons
to believe that repression and other psychodynamic traits may be mental mechanisms
shaped by natural selection: (a) They appear to be fairly uniform in humans (although
more cross-cultural study of this issue would be welcome); (b) their developmenta l
patterns appear related to the tasks faced at each phase of life; (c) their complexity and
careful regulatio n imply that they serve significant functions; (d) the behaviors they
mediate, such as patterns of relationships, social communication, courtship behavior,
inhibitions, guilt , and cognitive representations o f the external world, are important
to reproductiv e success ; an d (e ) whe n the y functio n abnormally , fitnes s ofte n
decreases. Althoug h these factors justify a n evolutionary analysis (Mayr, 1988 , pp.
148-160), an evolutionary explanation of these traits requires demonstration of spe-
cific functions and ways in which they enhance fitness. This.is often difficult, even for
a physical trait. Nonetheless, this is what must be attempted, because confidence that
a trait has been shaped by natural selection usually is based on a demonstration tha t
its details match its function (Williams, 1966).

Although severa l promisin g an d interestin g foray s hav e been mad e (Badcock,
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1986, 1988 ; Lea k &  Christopher , 1982 ; Rancour-Laferriere , 1985 ; Slavin, 1987 ;
Wenegrat, 1984) , it remains uncertain whether a genuine integration of psychoanal-
ysis and evolutionary biology is essential or inevitable. We will, therefore, defend the
more modest thesis that such an integration may be possible and valuable. We argue
not that psychoanalytic concepts will turn out to exactly match the evolved functional
subunits of the mind, but only that they offer th e best available starting point. Our
method will be to examine a variety of phenomena that are well accepted by psycho-
analysts—repression, psychological defenses, intrapsychic conflict, conscience, trans-
ference, and childhood sexuality—in order to compare their characteristics to the pre-
dictions made by various hypotheses about their possible functions.

OBSTACLES

Before considerin g th e way s in which psychoanalysis and evolutionar y psychology
might inform each other, several obstacles must be acknowledged. The first is that psy-
choanalytic theory was built on several doctrines that are now known to be mistaken
(MacDonald, 1986) : Freud was overtly Lamarckian (S. Freud, 1912-1914 , 1915b /
1920; 1987; Gruberich-Simitis, 1987) , he followed Haeckel's dictum that "ontogen y
recapitulates phylogeny" (S. Freud, 1912-1914 , 1915b/1987 ; Gould, 1977) , and he
was a group selectionist (S . Freud, 1915a , 1920 , 1923). These errors, although com-
mon in Freud's time and derived partly from Darwin himself (Ritvo, 1964) , have led
many modern biologists to disregard psychoanalytic theory altogether. This is under-
standable, but somewhat ironic, because Freud was one of the few in his time who went
beyond proximate explanations and tried to understand the origins and functions of
mental traits (Gay, 1988 ; Sulloway, 1979) . In fact , the enduring vitality of Freud' s
work may result from his attempts to explain the adaptive significance of mental phe-
nomena. He recognized that an explanation of the psyche depended on understanding
the adaptive significance of its components. He tried to explain how these components
were shaped by events in the distant past . He recognized the central importance of
reproduction to mental life. And, he unflinchingly documented the selfish, aggressive,
and sexual impulses he found at the root of human motivation. Few other theorists in
his time tried to understand the functions of high-level mental structures in such an
explicitly biologica l way . Until the adven t o f evolutionary psychology, those who
sought ultimate explanations for the origins and adaptive significance of high-level
mental traits turned often to psychoanalysis.

A secon d majo r problem i s the scientifi c acceptability o f psychoanalytic data.
Some scientists dismiss all subjective reports and accept only "objective" behavioral
observations of the sort that can be obtained with other species. This stance takes the
high ground of scientific legitimacy , but severel y constrains the stud y of subjective
experience and ou r capacities for empathy, insight, and self-deception—al l human
traits worthy of study. Psychoanalytic data are also criticized because it is so difficult
to disentangle empirical observations from the complex theory in which they are often
embedded. This criticism is justified. Psychoanalytic methods can, nonetheless, pro-
vide a unique window on high levels of mental organization.

Another barrier to linking psychoanalysis with mainstream science arises from the
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repugnance of some psychoanalytic discoveries. Peopl e ar e reluctant to admit tha t
they are motivated by socially offensive unconscious wishes. Interestingly, biologists
have, especially i n the past decade, encountered similar objection s t o the discovery
that natural selection does not shape behavior for the benefit of the group or the spe-
cies, but for the benefit of the individual and its genes (Dawkins, 1976,1982; Williams,
1966). People prefer not to acknowledge the underlying "selfishness" in many appar-
ently altruistic patterns of behavior. Equally discomforting is the corollary that decep-
tion is not an anomaly in a harmonious natural world, but an expected strategy in a
world o f individuals acting on behal f o f thei r gene s (Dawkins, 1982 ; Mitchell &
Thompson, 1986; Trivers, 1985; Wallace, 1973) .

THE BENEFITS OF SELF-DECEPTION—A MISSING LINK?

A possible evolutionary function for repression comes from a proposal made by Alex-
ander (1975, 1979) and by Trivers (1976, 1985): The capacity for self-deception may
offer a  selective advantage by enhancing the ability to deceive others. "Selection ha s
probably worked against the understanding o f such selfish motivations becomin g a
part of human consciousness, o r perhaps even being easily acceptable" (Alexander,
1975, p.96). "There must be strong selection to spot deception and this ought, in turn,
to select for a degree of self-deception, rendering some facts and motives unconscious
so as not to betray—by the subtle signs of self-knowledge—the deception being prac-
tised" (Trivers, 1976 , p. vi.). Although neither Alexander nor Trivers explicitly con-
nect their hypothesis with psychoanalysis, it nonetheless offers a potential explanation
of how natural selection coul d have shaped traits that systematically distort conscious
mental experience . I f the abilit y t o deceiv e increase s fitnes s an d i f self-deception
increases the ability to deceive others, then "the conventiona l vie w that natural selec-
tion favor s nervous systems which produce ever more accurate images of the world
must be a very naive view of mental evolution" (Trivers, 1976 , p. vi).

Evolutionary psychology came to focus on self-deception through deductive rea-
soning. The functions of animal communication are well understood (Wilson , 1975,
pp. 176-241) , and the evolved capacities fo r deception in plants and animals are well
recognized (Dawkins, 1982; Krebs & Dawkins, 1984 ; Mitchell & Thompson, 1986 ;
Wallace, 1973) . With the demise of group selectionism (Dawkins , 1976 , 1982 ; Wil-
liams, 1966) , the rise of kin-selection theor y (Hamilton, 1964) , and the subsequent
recognition o f the crucial role of reciprocity relationships fo r Darwinian fitness (Axel-
rod, 1984; Axelrod & Hamilton, 1981 ; Trivers, 1971), research on deception (Mitchell
& Thompson, 1986 ) and self-deception (Lockard & Paulhus, 1988) has grown rapidly.
Biologists have generally not recognized, however, that self-deception is the focus^o f
decades of psychoanalytic study (Leak & Christopher, 1982) .

Psychoanalysis cam e to focus on self-deception b y inductive reasoning. I t began
with the observation of symptoms and uncensored reports of thoughts and emotions.
Attempts t o understan d thi s data have consistently resulte d i n explorations o f the
meanings and mechanisms of self-deception. Psychoanalytic theory, unsatisfactory as
it may be, constitutes the best available proximate explanation of the mechanisms of
human self-deception.



604 INTRAPSYCHIC PROCESSES

REPRESSION—THE PHENOMENON

Freud asked his patients to say whatever came to mind, no matter how embarrassing
or seemingly irrelevant. He found, by this "free-association method, " tha t much in
the mind is not what it seems to be. Sometimes, professed love conceals hatred, indig-
nant morality conceals perverse wishes, and flagrant nonconformism conceal s pro-
found guilt . Much in the mind is unconscious, no t just because it is not brought to
consciousness, but because it cannot be brought to consciousness, no matter what the
effort. Repression (in the general sense) is a psychological mechanism that keeps unac-
ceptable thoughts and wishes unconscious (Fenichel, 1945 , p. 17) . The psychological
defenses are the devices that distort cognition in ways that facilitate repression .

Confusion ofte n result s because the term "unconscious" sometimes refers gener-
ally to anything that is outside o f conscious awareness and sometimes refers to the
more specific "dynamic unconscious, " a  special repository for mental contents that
would be accessible t o consciousness, excep t that they are actively repressed. Freu d
was not the first to recognize the existence of the dynamic unconscious, but he was one
of the first to systematically explore and describe it (Ellenberger, 1970) . Similar con-
fusion result s because "repression" describes two things: (a) the general capacity for
keeping things unconsciou s (th e meanin g we will use) , an d (b ) the mor e specifi c
defense mechanism of simply "forgetting" things that are unacceptable (Erdelyi, 1985,
pp. 218-225; A. Freud, 1966).

The study of unconscious menta l events has inherent problems. As Erdelyi (1985,
p. 65) notes, "The proble m of the unconscious poses special challenges for scientific
psychology. Not only are unconscious processes inaccessible to public observation,
but they are excluded, by definition, from private subjective experience as well. How
then can the unconscious be known—if, indeed, there is such a thing as the uncon-
scious?"

Clinical evidence for the existence of repression comes from symptoms , dreams,
slips, an d posthypnoti c suggestio n (Brenner , 1974 ; Fenichel, 1972 ; Freud, 1915a ,
1917; Horowitz, 1988) . Freud originally derived the concept from observations of dra-
matic symptoms that expressed unacceptabl e unconsciou s thoughts and wishes . A
woman who wants to stab her husband develops paralysis of her right arm. A woman
who wants to be taken into the arms of a certain man suddenly faints in front of him.
A man with unconscious homosexual wishes develops unfounded fears that others are
saying that he is homosexual. Evidence for unconscious phenomena also comes from
more commonplace slips. Who has not decided to remember the birthday of a dubious
friend and nonetheless forgotten? Or resolved to conceal something and nonetheless
made revealing slips of the tongue?

Modern laboratory studies of unconscious information processing and their impli-
cations for psychoanalysis are critically reviewed by Erdelyi (1985). Early studies dem-
onstrated that stimuli can induce changes in affect even when they are presented so
briefly that the subject cannot recognize the image (Fisher & Greenberg, 1977). More
recent studies (Erdelyi, 1985, pp. 65-105; Horowitz, 1988 ; Kihlstrom, 1987; Shevrin
& Dickman, 1980) have further confirmed the cognitive processing of subliminal stim-
uli. Additional studies are based on hypnotic phenomena, and on split-brain research.
In a series of ingenious social psychological experiments, Lewicki (1986) has convinc-
ingly demonstrated th e nonconscious processing of social information. Such demon-
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strations may seem distant from clinical material and may demonstrate phenomena
somewhat different from active repression, but they do offer replicable demonstrations
of unconscious information processing.

PSYCHOANALYTIC AND COGNITIVE EXPLANATIONS OF REPRESSION

The psychoanalytic explanation of repression emphasizes the role it plays in regulating
affects and impulses. Repression decreases anxiety by decreasing awareness of painful
facts and wishes. Repression also inhibits the expression of impulses by keeping unac-
ceptable wishes out of consciousness. This is a correct description, but there are several
reasons to think it is an incomplete explanation. The main limitation is that it does
not explain why other simpler mechanisms for regulating affect and impulse are not
sufficient. For instance, why aren't unacceptable thoughts and wishes completely elim-
inated from th e mind? Not only do repressed mental contents remain in the mind,
they remain close to centers of motivation and they influence behavior. The usual psy-
choanalytic explanation also has difficulty explaining the complexity and delicacy of
repression. Why doesn't the system work better? And, why are there so many distinct
defense mechanisms ? Th e disadvantage s o f repression—distortio n o f experience ,
expenditure of mental energy, distraction from other tasks, and the costs of developing
and maintaining complex and delicate mechanisms—suggest that these costs must be
outweighed by some other functions that give substantial fitness advantages.

Cognitive psychology has made substantial progress in the study of nonconscious
mental processing and has confirmed that most information processing in the mind
goes on outsid e o f consciousness an d tha t multipl e processors operat e in parallel
(Goleman, 1985) . These findings undercut the presumption that all information-pro-
cessing mechanisms should be conscious. If many stimuli were represented simulta-
neously in the central processing unit, mental life would be chaos. Furthermore, the
mind has limited processing power. To be effective, it must focus on a limited number
of tasks at once. These factors can explain the existence of mechanisms that limit
access to the central processing unit and thus, the phenomenon of attention and the
associated suppression o f certain menta l events. This is not the same, however, as
explaining psychodynamic repression.

Especially prone to repression i s any mental content that causes anxiety, guilt, or
other painfu l emotions . Bu t i f mental pain, like physical pain, is a usefu l evolved
capacity, then blocking it should be maladaptive. One intriguing suggestion is that the
capacity for self-deception may be an adaptation t o control mental pain in the same
way that the endorphin system limits physical pain (Goleman, 1985, p. 30-43). There
are, however, major differences between the systems. Endorphins operate in emer-
gency situations to nonspecifically down-regulate the pain system, while repression
operates constantly to specifically admit and exclude particular cognitive items. None-
theless, the parallel is useful. Perhaps repression does keep painful stimuli out of con-
sciousness when the pain would serve no purpose. Desires that cannot be fulfilled and
transgressions that cannot be undone might both be better kept out of consciousness
to reserve processing power for useful tasks . Objective facts that would cause hope-
lessness and low self-esteem might better be kept from awareness.

While cognitiv e explanation s fo r repressio n ar e importan t fo r understanding
unconscious mental processing and attention, it is not clear that they are sufficient t o
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explain psychodynami c repression. Repressio n doe s no t just dra w attention awa y
from certain mental contents, it actively blocks attempts by the self or others to bring
them to consciousness. If it were not for repression, the content of the dynamic uncon-
scious would be accessible to consciousness. It is this active process of repression that
is the focus of explanation.

REPRESSION AND SELF-DECEPTION

As noted previously, Alexander and Trivers have proposed that self-deception could
increase fitness by increasing the ability to pursue selfish motives without detection.
The ful l argumen t has several stages: Human reproductive success requires human
social success , socia l succes s requires success in reciprocity relationships, success in
reciprocity relationships comes from gettin g a bit more than you give, getting a bit
more than you give requires the ability to deceive others, and the ability to deceive
others is enhanced by the ability to deceive oneself. In short, people who incorrectly
experience themselves as altruists will be better at exploiting others through deceptive
means.

If repression give s an advantage by increasing the ability to deceive others and if
being deceived is sometimes disadvantageous, then natural selection should increase
the ability to detect deception. Thi s will, in turn, shape ever more subtle abilities to
deceive, which will shape still more sophisticated abilitie s to detect deception. Such
evolutionary "arms races" between the abilit y to deceive and the ability to detec t
deception are well known in other species (Alexander, 1979, in press; Dawkins, 1982,
pp. 55-80 ; Trivers, 1985 , pp. 395-420) . Th e complexit y of the firefly's signal, for
instance, has been shaped, in part, by the presence of cannibalistic fireflies that imitate
females in an attempt to lure males close enough to capture them (J. Lloyd, 1986).
Such an "arms-race" between deception and ability to detect deception might help to
explain the extraordinary complexit y o f the human mind, an d the difficulty o f for-
mulating simple principles of human psychology.

A number of publications have addressed the possible benefits of repression. The
fundamental point was stated well by Barash in 1982 : "There seems little doubt that
the unconscious, although poorly understood, is real, and that in certain obscure ways
it influences our behavior. We can, therefore predict that it is a product of our evolu-
tion, and, especially insofar as it i s widespread an d 'normal, ' that i t should be an
adaptive product as well" (p. 211). Trivers (1985) reviews studies of deception and self-
deception and emphasizes work by Gur and Sackheim (1979) that demonstrates moti-
vated self-deception. In this series o f experiments, peopl e listene d to recording s of
themselves or someone else speaking and then guessed if the voice was their own or
not. Skin conductance was measured, since it increases in response to hearing one's
own voice and decreases when listening to another voice. What is remarkable is that
the greatest skin conductance changes occurred in subjects who tended not to recog-
nize their own voices. What is more, after a manipulation that decreased self-esteem,
the tendenc y t o acknowledg e one' s ow n voic e decreased , bu t ski n conductanc e
increased—findings that are consistent with the existence of self-deception.

Slavin (1987) has emphasized the advantages of deception in the negotiation of the
parent-offspring conflict . This conflict wa s described b y Trivers (1974) in a seminal
paper that outlines the inevitability of conflicts between parents with remaining repro-
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ductive capacity and their offspring. Offsprin g are selected to attempt to manipulate
parents to provide more resources and help than is in the parent's best reproductive
interests (for instance, by prolonged nursing). Conversely, offspring may be manipu-
lated to behave in ways that are not in their best interests (for instance, by parental
sanctions against sibling conflict). Slavin observes that deception (and, therefore, self -
deception) is the best strategy for the otherwise powerless child. The child's wishes that
are acceptable to the parent remain conscious, while those that would be punished are
pursued unconsciously. Repression is a "built-in mechanism to help ensure autonomy
from the family environment" (p. 425). His argument may be a special case of more
general functions of repression. It has the particular merit of explaining why children
obey moral principles that are not in their interests (in order to simultaneously placate
and manipulat e their parents) . When these tendencies persis t int o adulthood they
may, he suggests, help to explain adult neurosis. Indeed, the syndrome of neurosis
includes preoccupatio n wit h followin g rules, tryin g hard t o pleas e others , bein g
unaware of personal desires, and experiencing others as if they were parents. This view
of neurosis may, we suspect, prove to be of enormous value.

Badcock (1986), in a review of the implications o f evolutionary biology for psy-
choanalysis, emphasize s the role of deception in negotiating relationships. Lockard' s
(1980) careful revie w covers the history of research on self-deception an d data-ori -
ented studies that bear on it. A recent edited volume contains a wealth of material on
self-deception (Lockard & Paulhus, 1988) . In addition t o a synthetic chapter (Sack-
heim, 1988) , the volume offers several chapters that take an evolutionary approach ,
including one that presents data confirming the operation of self-deception in human
social networks (Essock-Vitale, McGuire, & Hooper, 1988) .

THE FUNCTIONS OF REPRESSION

The core of the Alexander/Trivers hypothesis is that self-deception offers advantages
by concealing covertly pursued motives. This insight is valuable because it offers a way
to explain the apparent anomaly of mechanisms that distort mental experience. Its
scope is unduly narrowed, however, by overemphasis on the benefits of self-deception
in facilitating cheating and underemphasis on the benefits of "benevolent" self-decep-
tion in facilitating long-term cooperative relationships (Nesse, 1990).

A taxonomy of the functions of repression begins by distinguishing situations in
which repressed motives are pursued from those in which they are not. Motives may
be repressed even as they are being pursued, for instance, when seductive content is
unknowingly inserted into ordinary conversation. Or, repression may hide alternative
strategies that are held in reserve for possible use at another time. For instance, a dis-
satisfied spouse may embark on a campaign to please the mate, while repressing the
simultaneous unconscious consideration of plans to leave the relationship.

In othe r stuations , however , repression i s valuable even though the represse d
wishes are not pursued at all. Some atavistic wishes are concealed in order to appear
to more closely match the social ideal. For instance, cannibalistic wishes , which are
sometimes uncovered during psychoanalysis, are generally not repressed just so that
they can be pursued later. In other situations, opportunities for cheating or defection
are repressed, not so they can be acted on later, but so that neither the self nor the other
is aware that the possibility ever was considered. People rarely think of stealing from
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the home of a friend, and most would be outraged at the suggestion that they might
have sexual desires for their stepchildren. In such situations, repression functions, as
analysts have long recognized, to inhibit conscious recognition of socially unaccept-
able impulses.

Repression can conceal the motives of others as well as those of the self. Repression
makes it easier to overlook a friend's transgression. A personal slight might have been
a misunderstanding instead of a defection. Even if it was a defection, it might best be
ignored in order to maintain the relationship. This function has been suggested by A.
Lloyd (1984) and Lockard (1980). In this case, it is not one's own selfish motives that
are repressed, but those of someone else. This is especially valuable in hierarchical rela-
tionships, where it may be advantageous for the less powerful person to present himself
as less capable than he actually is in order to avoid the attacks and resource deprivation
that might result if the more powerful person's position was threatened. This deception
is most effective i f the individual actually believes that he lacks ability. This strategy
may account for some behaviors that seem self-defeating (Hartung, 1988) . Deception
remains at the root of these functions of repression, but the motive is not short-term
selfish gain , but th e maintenanc e o f long-term relationships . Thi s might be called
"benevolent self-deception, " to reflect the self-sacrifice that it requires in the short run
(Nesse, 1990).

In other situations , positiv e feelings are repressed. Fo r instance, whe n a person
threatens to leave a relationship, the threat lacks conviction unless warm feelings are
repressed. This may explain the dramatic swings between passionate love and bitter
hatred that occur when couples are in the process of ending a relationship. Similarly,
when it is best t o fight without ambivalenc e o r when benefit comes fro m brazenl y
denying the selfish nature of an action, awareness of guilt is disadvantageous. In such
circumstances, i t is not selfish motives, but inhibitions and guilt that are kept uncon-
scious.

Much more could be done to develop a taxonomy of the functions of repression.
Our point here is simply that, although repression may well have evolved to facilitate
self-deception and thus the deception o f others, current benefits of deception are far
broader than merel y to facilitat e cheating—it also facilitates strategies that require
short-term sacrifice for the sake of maintaining a long-term relationship. We will con-
sider the hypothesis that the evolutionary function of repression is to increase the effec-
tiveness of the deception of others in ways that give diverse benefits, including not only
those that come from cheatin g in reciprocity relationships, but also those that result
from concealing impulses for cheating and aggression in order to preserve long-term
relationships. This hypothesis offers a possible explanation o f the distinctive aspects of
repression—the activ e distortio n an d limitatio n o f consciou s experience . In th e
absence of a strong competing hypothesis, i t is tempting to simply accept it, but, are
its predictions consistent with what we know?

One prediction is that people regularly deceive each other; this is obvious enough.
Another prediction is deception can be detected. This has been amply confirmed with
modern techniques (Depaulo & Rosenthal, 1979 , p. 225-227). Although visual cues
communicate mor e informatio n abou t emotion s tha n auditor y cues (DePaulo &
Rosenthal, 1979 , p. 208-209), deception ca n be detected mor e reliably from voca l
cues and body language than facial cues (Eckman & Friesen, 1974). A third prediction
is that self-deception assists in the deception of others. If self-deception conceals any
of the cues used to detect deception (as it almost certainly must), then this prediction



THE EVOLUTION OF PSYCHODYNAMIC MECHANISMS 609

is supported. Measure s of ability to deceive others are well developed (DePaulo &
Rosenthal, 1979) as are measures of ability to detect lying (DePaulo, Lanier & Dans,
1983). If these instruments were combined with a measure of capacity for self-decep-
tion (perhaps by assessing susceptibility to cognitive dissonance or by a method that
measures tendencie s towar d socia l conformity) , i t shoul d b e possibl e t o tes t th e
hypotheses that people with a high capacity for self-deception have superior ability to
deceive others and tha t people with psychiatric conditions tha t involv e failures of
repression hav e superior abilities to detect deception. The same issues could also be
addressed by assessing the personality characteristics of people with especially high and
low abilities to deceive others and especially high and low abilities to detect deception .
The ability to detect deception is independent of the ability to decode pure or consis-
tent cues (Rosenthal, Jail, DiMatteo, Rogers, and Archer, 1979) and is negatively cor-
related with scores on a scale of Machiavellianism, but is uncorrelated with scores on
scales that assess self-monitoring and the subject' s estimation o f the complexity of
human nature (DePaulo & Rosenthal, 1979 , p. 229-230). It is of interest that women
are better than men at decoding body language, but men are better at noting discrep-
ancies between communication channels that may indicate deception.

A strong test would be made possible by studying variations in the ability and ten-
dency of people to use repression. We cannot think of a ready way to experimentally
vary the tendency to repress, but some groups of people vary in the extent to which
they use repression. In particular, people with neuroses are described as "repressed"
because so many of their feelings remain unconscious, while people with schizophre-
nia are said to demonstrate inadequate repression. Clinicians have long puzzled over
the uncann y ability o f certain schizophrenic s t o apprehen d secre t an d unsavory
motives in others; at times it seems as if they really can read minds. It may be, however,
that schizophrenia somehow interferes with the normal ability to adaptively deceive
oneself about the motives of others. It would be worthwhile to arrange situations that
aroused socially unacceptable wishes and to then see if the ability to deceive self and
others declines as one moves from neurotics to normals to schizophrenics.

A recent review of cognition in depression concluded that normal people consis-
tently distort reality in ways that make it less threatening and more positive than it is,
while depressed people are far more accurate in their judgements about themselves
and their situations (Taylor & Brown, 1988). The strength of these findings suggests
that there might well be some selective advantage to this normal tendency toward sys-
tematic distortion.

Studies of people who have been psychoanalyzed would be of special interest. If
psychoanalytic treatment facilitates access to repressed material and if maintenance
of repression is useful in negotiating and maintaining relationships, then psychoana-
lyis might be expected to decrease, not increase, the ability to have normal relation-
ships. The apparent contradiction may be explained because many who seek analysis
start wit h excessive repression. Also , psychoanalysis does no t remov e defenses; it
replaces them with more mature and flexible defenses. Nonetheless, it would be inter-
esting to consider the possibility that increased access to unconscious material (of the
sort that results from a  training analysis) may cause difficulties in maintaining ordi-
nary relationships.

One final prediction is that if deception offers particular benefits in certain situa-
tions, then specialized patterns of cognition and behavior might have been shaped to
make deception especially effective in such situations. If such patterns exist, their char-
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acteristics should make sense as strategies shaped specifically to facilitate deception of
others. Defenses may be such patterns.

THE DEFENSES

A defense, i n the psychoanalytic sense, is a mental process that keeps unacceptable or
painful thoughts , wishes , impules , o r memorie s fro m consciousnes s an d thereb y
reduces painful affects. Dorpat (1985) has convincingly argued that repression is made
possible by the primar y defensive proces s o f denial—the disavowal of stimuli that
arouse unacceptable thoughts or feelings. He further argues that other defenses consist
of degrees of denial combined with other psychological maneuvers. These more com-
plex and specific defenses—reaction formation, projection, rationalization, and oth-
ers—involve degrees o f compromise betwee n impulses and inhibitions . Th e mos t
basic form of denial is simply not consciously acknowledging things one would rather
not, such as unwelcome sexual innuendo. Rationalization is a more sophisticate d
form of denial in which events are acknowledged but their meaning and importance
is denied. This is illustrated by a person who acknowledges the reality of criticism by
the leader of the group, but attributes the criticism to the leader's irritable mood in
order to deny its personal significance. In reaction formation, unacceptable feelings are
replaced by opposite feelings, for instance, when unconscious sexual wishes are cov-
ered by conscious disgust with sexuality.

About two dozen kinds of defenses have been recognized. Why are there so many?
Psychoanalysis describes how each defense regulates impulses and protects conscious-
ness from painful thoughts and feelings. This provides a proximate explanation for the
defenses, but still may not explain why there are so many. Why didn't natural selection
strengthen repression s o it could do the job by itself? Also, the existence of multiple
defenses gives rise to situations in which defenses conflict with each other. The exis-
tence of many and elaborate ego defenses is not necessarily explained by their func -
tions of internal regulation.

We will consider the hypothesis that the specific ego defenses are specialized strat-
egies for deceiving others. Certain defenses may regularly be elicited by certain con-
flicts because they are especially effective strategies in certain situations. The various
aspects of a defensive pattern may be consistently associated because they are parts of
a coherent deceptive strategy. If this hypothesis is correct, then it should be possible to
demonstrate how the aspects of each defense facilitate deception. We will, therefore,
analyze the characteristics of a variety of defenses to see if they can be understood as
facilitators of deception of others.

The Defenses as Deceptive Strategies

Regression is reversion to earlier patterns of behavior. In a time of stress, a four-year-
old may begin wetting the bed again, an eight-year-old may renew temper tantrums,
and an adult may act uncharacteristically dependent or manipulative. Some functions
of regression are clear. When a child is sick or hurt, it is in the parent's genetic interests
to provide extra resources. This may have led to regression becoming a general signal
of a need for aid, perhaps one used routinely by adults as well as children. But, as noted
by Trivers (1985) and Slavin (1987), children can manipulate this system to get extra
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resources by acting younger than they really are, thus setting in motion an arms race
between deception and ability to detect deception. Slavin deemphasizes the benefits of
deception i n adult interactions an d implies that regressio n is a reversion to earlier
modes of interaction. It would be reassuring to find that regression and other deceptive
strategies are used mainly by children and pathological adults, but, in fact, children' s
ability to use regression in the service of deception may be only an early and relatively
crude precursor of manipulation skills that become so practiced and natural in normal
adults that they are easily overlooked. Perhaps anger at adults who complain and act
helpless reflects an intuition that such strategies are often exploitative .

Reaction formation, the tendency to experience and express the exact opposite of
an unconscious wish or feeling, may be more effective than simple repression at pro-
moting deception in certain circumstances. The man who is aroused by a proposition
from an attractive woman may loudly proclaim that he is starting an antipornography
group, thus effectively hiding his secret. If he overdoes it people will recognize that "He
doth protes t to o much," but peopl e ar e remarkably reluctant t o consider impure
motives in loud moralists. People who use reaction formation extensively are prone,
in certain situations, to suddenly and apparently unaccountably express the repressed
impulse—witness the preacher who rails about sexual dissolution but then finds him-
self patronizing prostitutes (unaccountably or not, depending on the degree of self-
deception involved). Even if the impulse is not acted on, repression can still be adap-
tive, by distracting others from recognizing socially unacceptable impulses.

Projection i s the defense of denying unacceptable aspects of the self and simulta-
neously attributing them to others. For instance, a person who feels intellectually infe-
rior may attack others for being "stupid." Accusations distract people from looking
too closely at the accuser . For instance, unconsciou s homosexual wishes are com-
monly manifested by expressions of revulsion toward homosexuals. This may lead to
serious problems, but it usually effectively conceals the secret. In a conscious version
of the same mechanism, Cyril Burt, the psychologist who invented data to confirm his
beliefs about the heritability of intelligence, made vitriolic attacks on the integrity of
other scientists. Projection offers a  further advantag e because a person who experi-
ences his own unsavory motives as if they were in others will often accurately antici-
pate other people's plans. Empathy, the ability to experience the feelings of other peo-
ple as if they were one's own, is the converse of projection. It is highly valued because
it allows people to accurately anticipate the needs of others, but it can also facilitate
effective manipulation .

Identification an d introjection  are the psychological mechanisms by which values
and characteristics of others are taken into the self. Early in life, children identify with
their parents and introject norms and beliefs, thus facilitating the transmission of cul-
ture. Later in life, a tendency to unconsciously absorb a leader's wishes as one's own
offers substantial benefits if the leader distributes status and rewards to those who sup-
port his beliefs. If a leader punishes those who are seen as opponents, identification
offers additional advantages, while independent perception may have disastrous con-
sequences (Barkow, 1976 , 1980). If this is correct, people should identify mos t with
those who are wealthy, powerful, opinionated, an d punitive, a prediction that seems
likely to be correct, but is difficult to derive from other theories.

Identification with  the aggressor  occur s when people accept , a s their own , the
wishes of someone who is exploiting or abusing them. This defense is often thought to
be pathological, butit offers benefits in many situations. If a person has been captured
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by another group, the capacity to psychologically join the captors might be life-saving
(Barkow, 1976). Within a group, identification with a powerful leader offers substan-
tial advantages, even if it means accepting exploitation and humiliation at times. Indi-
viduals who accurately perceive exploitation may be at a considerable disadvantage.
A common clinical problem is the difficulty o f getting an abused spouse to acknowl-
edge the abuse. Often there is an apparent loyalty to the abuser and a belief that the
abuse is justified. In modern societies where women have some legal protection an d
opportunities for alternative mates, this tendency often simply perpetuates abuse, but
in many traditional societies , such identification with the aggressor may prevent an
even worse fate.

Splitting i s a recently describe d an d somewha t controversia l defens e (Dorpat,
1985; Kernberg, 1975) in which some people are idealized and others are depreciated.
Patients who use this pattern ofte n disrup t the relationships among psychiatric hos-
pital staf f by idealizing some and depreciating others. Though immature and unsa-
vory, splitting is a powerful strategy in triangular competitions. Idealization strength-
ens the bond with one person , while derogation o f others disengages the idealized
person fro m previou s allies. This seemingly pathological defense ma y be especially
useful when most alliance partners are already committed. Children may learn to rely
on splitting when it works especially well, for instance, when they can get support from
one parent mainly by depreciating th e other. I f this speculation is correct, splittin g
should be especially common in children who have been emotional pawns in bitte r
divorces.

Rationalization and intellectualization are relatively mature defenses that are used
regularly by normal people. Rationalization consists of making up alternative expla-
nations that distract attention from true motives. This can be used for manipulation
or to maintain relationships. Intellectualization is similar, in that the facts of a situa-
tion are acknowledged, but here the emotional content is kept carefully separate. This
makes it possible to acknowledge the facts of a situation while avoiding disadvanta-
geous displays of pleasure or anger.

Then there are the defenses that are seen as the most mature of all—humor and
sublimation. Humor turns problematic confrontations into play, so that neither party
is required to compete altogether seriously, with the risks that would entail. It allows
graceful yielding without admitting inferior status. It can also be used to subtly insult
a third party so as to define those present as an in-group in contrast to an inferior out-
group (Alexander, 1986). In sublimation, the wish is partially satisfied in displacement
and some derivative satisfaction is achieved. Sublimation allows the partial satisfac-
tion of forbidden wishes in socially acceptable wavs .

Each of these defenses seems to have characteiisti : (hat are unnecessary for inter-
nal regulatory functions. In addition to being covert cognitî  e manipulations, they are
also overt behavior patterns aimed at influencing others. Punnet more, the aspects of
each defense seem to be designed to give benefits in certain situati MS . To the extent
that the individual defenses can be shown to facilitate adaptive deception of others,
this supports the broader hypothesis about repression in general.

How can this hypothesis about the specific defenses be further tested? It predicts
that the habitual use of certain defenses should be closely related to certain social sit-
uations and relationship strategies. For instance, reaction formation should be com-
mon when expression of prohibited impulse s is enforced by strict social norms in a
tightly knit group. Identification with the aggressor should be common in people who
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have no alternative but to submit to a powerful figure. Splitting should be associated
with situations in which an individual has few close relationships. The literature that
relates personality types and defensive styles might offer more specific predictions to
test the hypothesis that certain defenses are particularly useful in conjunction with cer-
tain interpersonal strategies.

MENTAL CONFLICT

One of the more widely accepted observations of psychoanalysis is the central role of
conflict in mental life. This conflict does not seem to simply reflect mere competition
between various possible behaviors. Instead , intrapsychi c conflicts usually seem to
have two sides, with impulses on one side and inhibitions on the other. This pattern
so consistently describe s th e observation s o f analysts that they cal l the sourc e of
impulses the id and the modules that inhibit the expression of impulses, because of
external and internal constraints, the ego and superego,  respectively (Leak & Chris-
topher, 1982 ; Trivers, 1985). The superego can be thought of as the conscience, while
the ego is the locus of executive functions that balance satisfaction of impulses with
anticipated internal and external costs.

This model of mental conflict poses a challenge for evolutionary psychology. It is
most curious that conflict should occupy such an important place in the mind. The
allocation of substantial mental-processing time to conflict seems unwieldy and inef -
ficient. Why hasn't natural selection shaped a simpler algorithm to prioritize various
behavioral options without all the complexity, anxiety, and symptoms that attend
intrapsychic conflicts ? Perhap s phylogeneti c constraint s mak e a  simple r syste m
impossible, but before accepting this hypothesis, we must consider the possible func -
tional significance of mental conflict.

What important categories of decisions could be reflected by the pattern of mental
conflict reported by psychoanalysts? One important category of decisions is whether
to invest in direct reproduction or in kin. This does not, however, match the reports
of analysts. For instance, the mother's desire to be with her baby seems to arise as much
from i d as from eg o and superego. Other important categories of decisions concern
relative investments in reproductive versus somatic effort o r in defense versus foraging
(Townsend & Calow, 1981) . But the match between the psychoanalytic model and
these tasks also seems poor. The id seems to motivate behavior that will bring individ-
ual satisfaction in the short run, while the superego motivates normative behavior that
has short-term costs to the individual and benefits to others. What important resource
allocation decision would be reflected in this dichotomy?

Human Darwinian fitness depends profoundly on success in social relationships,
and success in social relationships depend s upon the ability to correctly decide when
to cooperate and when not to cooperate. Those who are too selfish have no friends and
lose the social competition. Those who are indiscriminately generou s are exploited
and also lose. Natural selection may have divided human social motivation into two
streams, on e to advocate for each strategy. Conflict may be at the core of the mind
because it is so essential for humans to correctly decide, at every moment, whether to
invest in a relationship o r a group that may offer long-ter m benefits or whether to
directly pursue individual benefits. A person who invests substantial processing time
to these decisions and makes them well will have a substantial fitness advantage over
a person who makes them poorly.
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A similar division of motivation has been proposed by Margolis (1982) to explain
economic allocation patterns that cannot be accounted fo r by traditional theory . He
postulates the Darwinian origins of separate mental agencies that motivate self-inter-
ested and group-interested spending in order to explain the economic conundrum of
voluntary contributions to the public good. He does not note the striking parallel to
psychoanalytic theory.

Frank (1988) explains Adam Smith's "moral emotions" as Darwinian solutions to
the commitment problem . Thi s problem refer s to the advantages and difficultie s of
arranging a system of rewards and punishments to ensure a certain pattern of behavior
in the future . B y motivating behavior that has an immediate cost, a  moral emotion
can allow greater benefits later. These go beyond the benefits of reciprocity relation -
ships t o includ e th e benefit s of intimidating bullie s b y demonstrations o f spiteful
behavior.

The conflict at the core of the mind may thus be viewed as conflict between strat-
egies that have short-term an d long-term payoffs , between selfish and altruistic moti -
vation, between pleasure seeking and normative behavior, and between individual and
group interests. The functions of the id match the first half of each of these pairs, while
the functions of the ego/superego match the second half. The association o f long-term
strategies with altruism, normativ e behavior , and group interests into a specialized
motivational strea m (th e superego ) ma y resul t fro m th e importanc e an d delaye d
nature of benefits from socia l relationships .

If, as seems to be the case, the capacity fo r negotiating and maintaining relation -
ships has become steadily more important to hominid reproductive success, then the
capacity for inhibiting and repressing "selfish" impulses has likely been increasing dur-
ing human evolution, and the clinical description of such impulses as "primitive" may
be more than just a figure of speech. In modern societies, however , with their cultural
diversity, larg e fluid groups o f nonkin, an d transien t relationships , th e benefit s o f
benevolent self-deception may decrease. I n fact, tendencies to deceive oneself about
the motives of others increase vulnerability to exploitation. Perhaps the rapid growth
of psychotherapy i n recen t decade s results , i n part , fro m it s ability to weake n the
evolved tendency toward benevolent self-deception in societies where it is less useful.

This brings us back to the problem o f repression. Why not be conscious o f both
sides o f th e conflict ? I n an y give n situation , whethe r a n impuls e i s inhibited o r
expressed, the alternative is usually repressed. Why is this? The social benefits of a gen-
erous act are severely compromised i f it is accompanied b y indications that a selfish
alternative was seriously considered. Repressio n conceals the rejected alternative and
thus gives an advantage. When an aggressive impulse is expressed tentatively, it may
be useless. Repression blocks the restraints of conscience so decisive action is possible.
When repression is ineffective, neithe r side of the conflict may gain ascendency, and
pathological ambivalence may paralyze effective action, as is often the case in obses-
sive compulsive disorder and schizophrenia .

CONSCIENCE, GUILT, AND NEUROSIS

This mode l o f menta l conflic t offer s a  perspectiv e o n ho w conscience coul d have
evolved. Conscience,  the menta l agenc y that punishe s behavior that deviate s fro m
internal and external norms, is difficult to explain because behavior guided by norms
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is less flexible in changing situations and because so many norms promote altruistic
behavior and thus increase vulnerability to exploitation. Granted, people's norms can
change somewhat, and cultures vary in the rigidity with which norms regulate behav-
ior, but people do seem to have a special mechanism for absorbing and maintaining
certain norms. If the contents of conscience are regulated by a special system, this sug-
gests that they may serve special functions.

One function of norms is to transmit cultural knowledge and conventions whose
benefits are not obvious. Those who follow such conventions benefit both by following
concrete rule s (such as not eating pork) and by participating i n social convention s
(Barkow, 1976; Boyd & Richerson, 1985; Lumsden & Wilson, 1981 ; Tooby & Cos-
mides, 1989). Cultural norms may also provide a "language for relationships," a set of
rules tha t facilitat e relationship s (Cosmide s &  Tooby, 1989 ; Tooby &  Cosmides ,
1989). Some such rules are arbitrary—it makes little difference if we drive on the right
or left side of the road or if we greet each other with right or left hand, but such con-
ventions, once established, are stable. Other rules are constrained by the tendencies of
a brain that has been shaped by natural selection as a result of success and failure in
dealing with just such situations. People follow both kinds of subtle rules of relation-
ships as intuitively as they follow grammatical rules. If norms provide an emotional
language for conducting relationships, then a fundamental bias toward social conser-
vatism and conformity might well offer an advantage.

There has been much debate about other functions for conscience, but no consen-
sus i s in sigh t (Alexander , 1987 ; Axelrod, 1986 ; Campbell, 1975) . Alexande r has
emphasized the possibility that the capacity for conscience evolved in special circum-
stances (stable kin groups competing with other groups) and that its current everyday
manifestations are mainly attempts to manipulate others. Thi s usefully emphasizes
the manipulative uses of guilt and the importance of intergroup conflict i n shaping
norms. It does not, however, fully explain the manifestations of conscience in every-
day circumstances. Conscience must have some benefit othe r than as a way we are
manipulated by others for their benefit, or conscience would be selected against. And,
if it functioned mainly to enforce group cooperation i n the face of competition with
other groups, our concern fo r everyday individual behavior within the group would
occasion less moral concern.

Important mora l rules tend to be about socia l behavior that requires short-term
sacrifice. But, how can such behavior increase fitness? We hypothesize that the capac-
ity for conscience may have been shaped by natural selection to promote and preserve
reciprocity relationships. This explains why many moral principles require self-sacri-
fice for the sake of some relationship partner. I t is also consistent wit h certain emo-
tional inclinations. People who subordinate their own satisfactions to those of friends
are valuable partners; those who cooperate only when a quick benefit is available are
much less desirable (Barkow, 1980; Trivers, 1971, 1981). We do not seek reciprocity
relationships tha t involve the mere trading of favors. Instead, we seek relationship s
based o n apparentl y irrationa l emotiona l bonds . Becaus e friends allo w debts fa r
beyond the available collateral, they provide help when times are hard, which is, of
course, when it is needed most. This may be an example of how emotions help to solve
the commitment problem (Frank, 1988).

Violation of an internalized moral rule sometimes offers substantial benefits. Such
situations pos e difficul t mora l dilemmas. Adaptive behavior in such circumstances
often require s strict repression of either the wish or the norm, and symptoms often
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result. The anticipation of experiencing guilt weakens impulses to violate moral prin-
ciples. When they are violated, guilt and self-destructive behavior may arise, even if
the violation remains unconscious. Conversely, pride is aroused when an opportunity
for taking a short-term gain is forgone.

Are some moral principles universal? Specific moral rules differ vastly in differen t
cultures, but the attempt to find deep commonalties in moral systems has long been a
concern of moral philosophy. Moral beliefs may share a deep structure that constrains
them, as is the case for language (Chomsky, 1975; Cosmides and Tooby, 1989). Could
the common patterns of kin and reciprocity relationships (Alexander, in press; Axel-
rod, 1986; Axelrod & Hamilton, 1981 ; Hamilton, 1964 ) shape a deep moral structure
of the mind? Understanding such structures may be a necessary precursor to a valid
cross-cultural psychodynamics .

These conjectures about the functions of conscience and guilt provide a framework
for considering neurosis. People with neurosis remain unaware of many of their own
impulses, strictly follow internal norms, and try hard to please others. They experience
considerable anxiety about possible transgressions and guilt about past transgressions,
and they are reluctant t o express anger when others cheat or defect. In reciprocit y
terms, neurotics cooperate too consistently. Some neuroses must simply be strategies
to attract and hold fair reciprocity partners, but neurosis can also be an exploitative
strategy (Alexander, 1989;Hartung, 1988;Slavin, 1987). If especially altruistic people
exist, it might be profitable to try to convince others that one is such a person in order
to get them to try to establish relationships with you (Alexander, 1987) . This strategy
is facilitated by the ability to systematically exclude impure motives from conscious -
ness, an ability that requires the subtle use of many defenses. When relationship part-
ners prove untrustworthy, many neurotics do not leave the relationship. Instead, they
induce guilt, demand retributions, and inflict subtle revenge (often unconsciously). In
order to keep the partner from seekin g relationships elsewhere, extensive and subtle
attempts may be made to lower the partner's self-esteem. In psychotherapy, it is cru-
cial, but usually difficult, to get such patients to admit that they have impulses that are
less than pure. This is not surprising , since any such admission would cripple their
main strategy for relating to others. Making the transition to a strategy based more on
ordinary reciprocity is difficult to do gradually; one cannot simultaneously cooperate
and defect. This may help to explain the period of unstable functioning that often is
observed in the process of an ultimately successful psychotherapy for neurosis. Neu-
rosis itself is not likely to be a product of evolution, but its pattern tends to confirm
the hypothesis that guilt evolved to preserve reciprocity relationships.

TRANSFERENCE

Transference i s the phenomenon of transferring (displacing) feelings about one rela-
tionship onto another. The psychoanalytic conceptualization of transference empha-
sizes the importance of early childhood relationships in shaping feelings about people
later in life. The conclusion of psychoanalytic studies is that many strong feelings in
adult relationships arise, not from current circumstances, but from expectations based
on transference. Thus, we once again are faced with the problem of explaining a psy-
chological mechanism that distorts reality.

The least controversial explanation for transference is that children's first relation-
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ships serve as templates for those that follow. Repeated experiences with primary care-
takers build up mental representations of other people. Some of these expectations are
taken for granted in healthy people: for instance, the expectation that others have sep-
arate motives , feelings , an d movements . Othe r expectations , however , are shaped
much more by the individual child's experiences. For example, a well-loved child may
find it easy to believe that a new acquaintance wants to be his friend, while an abused
child may expect to be disliked. Such mental models of the social world are useful and
not at all surprising. Wha t is surprising is that they tend to be so inflexible. Psycho-
analytic studies find not only that people's transference expectations persist remark-
ably in the face of contrary evidence, but that people seem to act in ways that induce
others to take on the role of the original transference object. How could such an inflex-
ible system offer an advantage?

One explanation is that early relationship experiences result in facility with certain
strategies of conducting relationships, an d practice makes these strategies more and
more rewarding. Because some strategies are mutually exclusive (such as influencing
others using threats o r affection) , personalit y pattern s ar e further stabilized . Thes e
strategies are still further perpetuated by choosing partners who offer complementary
roles and by the self-fulfilling nature of expectations. I n short, early relationship strat -
egies and transferences lead to the formation of stable personality characteristics (Bios,
1962; Buss, 1984).

Another explanation for the persistent nature of transference expectations is that
patterns of interaction were probably much more stable in the hunter-gatherer bands
that characterized mos t of our evolutionary past. In a stable culture, an individual who
makes global assumptions about others based on sparse clues may better predict the
behavior of others than those who wait to rely on "objective" learning. In our fluid and
diverse society, transference expectations are less likely to be accurate and therefor e
less likely to be adaptive. While some aspects of transference may be mental patterns
for relationships that are part of our "prepared learning," the more individualized and
complex aspects of transference are a cause of character neuroses and other pathology.
In earlier times, such tendencies might well have provided a grammar for the conduct
of relationships and accurate anticipation of what could be expected from another per-
son. Advantages arising from these functions could provide a modern biological expla-
nation for the phylogeny of transference, which Freud (1915b/1987) so long sought.

CHILDHOOD SEXUALITY

The power of the concept o f transference is closely connected t o childhood sexuality
because early attachments usually involve sexual wishes. Such conviction about the
importance and prevalence of infantile sexuality often seem s preposterous to those
without psychoanalytic experience. Not only is there a lack of quantitative documen-
tation, bu t the incest taboo make s such statements disturbing and, given the disad-
vantages of inbreeding, biologically implausible. Nonetheless, psychodynami c inves-
tigators have, for several generations, reported that children have intense conscious
and unconscious sexual wishes toward their parents. How might this phenomenon be
explained?

The first possibility is that children experience sexual wishes toward parents simply
because they are the first available potential sexua l partners. This view, advocated by
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Bowlby (1969), sees childhood sexualit y as an early stage in typical primate develop-
ment, a precursor to adult exogamous sexuality. A refinement is offered by Rancour-
Laferriere (1985 ) who proposes tha t childhoo d sexua l interest i n th e opposit e sex
parent can offe r a  model for later appropriate mat e choice. Since the parent is suc-
cessful, choosing someone similar may offe r a n advantage. A related explanation of
how childhood sexua l identification may affec t adul t sexua l behavior is offered b y
Draper and Harpending (1982).

Badcock (1986,1988) offers a complementary view of childhood sexuality. He sug-
gests that children may manipulate parents by precocious sexual signaling, a capacity
that may be especially valuable in the light of sibling competition and parent-offspring
conflict. Just as a woman may use sexual cues to get a male friend to offer assistance ,
a girl may use a similar strategy with her father, and a boy with his mother. Practicing
these strategies with parents may also give additional benefits later in life. Badcock also
suggests that such patterns of manipulation exis t between members of the same sex
(such as a son behaving in a submissive pseudofeminine manner in order to increase
his father's cooperation) and that this might explain some unconscious homosexual
feelings that are uncovered in the course of psychoanalysis.

Badcock (1989) further suggests that children may elicit still more investment from
parents if their precocious sexualit y indicates special competence i n adulthood. He
argues that sons will benefit more from this strategy, especially in polygamous cultures,
because o f the Trivers-Willar d effec t (1973) . Such preferentia l investment in son s
would arouse envy in daughters, envy that could explain certain nuances of the Oedi-
pus complex (Badcock, 1989). This predicts that Oedipal wishes and envy will be more
prominent in girls who have brothers and in families that are of high status.

One final speculation is the possibility that early transference patterns may provide
the foundations for self-deceptions such as the idealization needed to fall in love or the
unrealistic devaluation that occurs when people defect fro m a n established relation -
ship. In such instances, the seemingly unnecessary complexity of "incestuous" infan-
tile sexuality may be parts of proximate mechanisms for regulation of adult sexual
strategies.

As far as we know, there have not been attempts to objectively measure the inten-
sity of Oedipal phenomen a and to correlate them with family variable s that might
allow a test of such hypotheses. Whether these speculations on the possible functions
of childhood sexuality turn out to be wrong or right, we believe they suggest enough
possibilities to make it worthwhile to consider the possible functions of childhood sex-
uality.

IMPLICATIONS FOR PSYCHOANALYIS AND PSYCHIATRY

Psychoanalysis and psychiatry may derive important benefits from an integration with
evolutionary biology. The most important is the possibility of a solid theoretical foun-
dation in the natural sciences (Bowlby, 1981; Sulloway, 1979). Efforts to link psycho-
analysis to proximate neurophysiology have not brought psychoanalysis into the sci-
entific mainstream, but evolutionary psychobiology, with its growing emphasis on the
adaptive functions of subunits of the mind, may offer a  natural foundation for psy-
choanalysis. Suc h a foundation provides an excellent first test for any aspect of psy-
choanalytic theory; that is, is it consistent with evolution? This immediately weeds out
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ideas based on outmoded or implausible biology. Other previously problematic ideas
gain legitimacy when viewed from an evolutionary perspective. For instance, Freud's
emphasis o n the sexual origins of human motivation a s reflected in the concept of
"libido" is remarkably congruent with the evolutionary psychobiologist's recognition
of the crucial importance of reproductive success to human motivation.

An evolutionary approach gives rise to new questions for those who study psycho-
dynamics: Why is there repression? How has natural selection shaped the framewor k
for intrapsychic conflict? Why are there so many defenses, instead of just repression?
What are the evolutionary benefits of conscience? Is childhood sexuality a strategy of
parental manipulation? We do not pretend to have answered these questions, but we
hope that we have convinced the reader that they are worth further study.

Evolutionary theory also can contribute to our understanding of psychopathology
(McGuire & Essock-Vitale, 1981 ; McGuire & Fairbanks, 1977 ; Nesse, 1984 ; Wene-
grat, 1984) . The organization of clinical information according to evolutionarily sig-
nificant concepts may clarify diagnosis and explain the patterns of some syndromes
(McGuire & Essock-Vitale, 1981) . The evolutionary significance of the capacities for
anxiety (Marks, 1987; Nesse, 1987,1988) and mood (Gardner, 1982 ; Sloman& Price,
1987) are being explored. Personality disorders may be interpreted as exaggerations of
adaptive strategies for negotiating interpersonal relationships (Buss, 1984). And psy-
chotherapy, the technique of intervention that has developed from proximate psycho-
dynamic theories, ma y be clarified an d made more effective whe n studied fro m a n
evolutionary perspective (A. Lloyd, 1990; Slavin, 1988).

Evolutionary theory may also provide the long-sought common language for psy-
choanalysis, neuroscience, and cognitive science. The "bio-psycho-social model" was
first brought to American psychiatry by Adolf Meyer in an attempt to bring Darwin-
ism and the adaptive significance of individual life events to a profession that mainly
considered genetic and physical factors (Willmuth, 1986). Psychiatry is again preoc-
cupied with proximate mechanisms and will again benefit from a  scientific approach
to adaptation. Th e goal of integration is now widely accepted in psychiatry, but still
missing is a framework for linking studies at different levels of organization. By ana-
lyzing the adaptive functions of traits on all levels, an evolutionary perspective may
provide such a framework.

IMPLICATIONS FOR EVOLUTIONARY PSYCHOLOGY

Psychoanalysis offers a perspective on mental life that has, so far, not been incorpo-
rated by evolutionary psychology. Its research method, fre e association, offers unique
opportunities fo r naturalistic observatio n o f the operation o f psychological mecha-
nisms. It also offers a wealth of information about human self-deception, the impor-
tance of which is just now being recognized by evolutionary biologists. Finally, it offers
a theory of high-level mental mechanisms , on e that i s fragmented an d sometime s
obscure but that is descriptively rich and derived from clinical material, independent
of modern evolutionary insights.

Evolutionists who want to use the data o f psychoanalysis face many difficulties .
The database of public clinical material is sparse. Objective observations are hard to
disentangle from theoretical doctrines. And, there is a tendency for fields that lack full
recognition as sciences, such as psychoanalysis and evolutionary psychology, to avoid
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associations with other fields whose scientific identity is also insecure. We believe it
will be worth the effor t t o surmount these obstacles i n order to tap psychoanalytic
descriptions o f mental mechanisms at high levels of abstraction. The y describe pat -
terns of self-deception and a rudimentary map through territory in which the evolu-
tionist might otherwise become hopelessly lost. While evolutionists can propose mech-
anisms the y expec t t o fin d base d o n th e task s tha t th e min d mus t perform ,
psychoanalysts can offer their observations about the mechanisms they have observed.

CONCLUSION

Psychoanalysts and evolutionary psychologists share a view of the mind as a system of
domain-specific mechanisms . Th e concept s use d b y psychoanalysts—repression ,
defenses, intrapsychic conflict, childhood sexuality, and transference—may not turn
out to be the best categories for scientific research, but they are currently the best avail-
able at this level of mental organization. The reports of psychoanalysts about mental
phenomena may be similar to those of early ethologists—rich sources of observation
that ar e mixed, often haphazardly , with concepts an d theories , som e idiosyncratic ,
others prescient, with no simple way to distinguish between the two. The systematic
application of evolutionary principles has transformed ethology into a mature science;
perhaps it can do the same for psychoanalysis. If so, psychoanalysts will someday be
recognized as pioneering naturalists of the mind.
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VIII
NEW THEORETICAL APPROACHES TO
CULTURAL PHENOMENA

What \s hardest to grasp about the functional patterns forged by natural selec-
tion is that their analysis is relentlessly past-oriented: An evolved adaptation
exists now only because it served a function in the past, regardless of its con-
sequences in the present (see Barkow, 1989a; Symons, this volume). In con-
trast, most branches of functional analysis, from everyday teleology to social
science functionalism, are present or future oriented. When functionalists,
from Merton to Malinowski to Harris, ask what the function of something is,
they mean: How is it explained by the utility of its consequences?

However appealing, functionalism in the social sciences has fallen into dis-
favor, largely under the weight of two lines of criticism. Simply put, the first is
that causes precede consequences, so that (ordinarily) the consequences of a
phenomenon can be neither the cause of the phenomenon nor its explanation.
Causal explanations must necessarily focus on antecedent conditions. The sec-
ond criticism is the observation that human action doesn't look all that func-
tional anyway, regardless of what your standard of functionality is. People com-
mit suicide, live for their music, engage in convoluted rituals, read obsessively
about famous people, bleed themselves when they get sick, and otherwise par-
ticipate in an endless parade of what, from a utilitarian point of view, appears
to be madness and folly. Human behavior appears to reflect an odd mixture of
complexly functional and elaborately nonfunctional conduct. Attempts to
explain away the large classes of apparently nonfunctional behavior as subtly
functional usually seem strained and unpersuasive.

As Barkow's article demonstrates, although traditional functionalism is sus-
ceptible to these two lines of criticism, a conceptually integrated approach is
not. In the first place, Darwin's theory of natural selection provides an expla-
nation of how functional design can emerge from a nonforesightful causal pro-
cess (Dawkins, 1986). The recurrent consequences of a design feature on repro-
duction cause it to be selected out or, alternatively, to spread throughout the
population until it has become incorporated into the standard design of the spe-
cies. In other words, a design feature's functional consequences in earlier gen-
erations explain its presence in this one. The evolution of adaptations by natural
selection is one of the few cases in which the consequences of something can
be properly used to explain its existence (Dawkins, 1986).

Conveniently, the fact that the evolutionary standard of functionality refers
to past conditions and not present conditions supplies an answer to the second
line of criticism as well. Why does human behavior appear to be functionally
patterned in some respects, but obviously nonfunctional, or even maladaptive,
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in others? The answer lies in the fact that mechanisms designed to perform well
under one set of conditions will often perform poorly under changed condi-
tions. Our adaptations were designed (i.e., selected) to operate in the Pleisto-
cene context in which they evolved, regardless of what that design would lead
to in changed circumstances. Modern conditions differ in many important
respects from the Pleistocene world of hunter-gatherers, and so many of our
psychological mechanisms are operating outside of the envelope of conditions
in which they can be expected to perform functionally. In consequence, our
psychological mechanisms will often produce behavior that is maladaptive
(Barkow, 1989a;1989b).

As Barkow makes clear, evolutionary functionalism, properly understood,
is fundamentally different from traditional social science functionalist
approaches, and free of their defects. There is no Procrustean burden to show
how the present consequences of behavior are functional in the modern con-
text. Instead, an evolutionary functionalist approach is completely open to the
possibility that any specific behavior, from watching soap operas on television,
to reading about the famous, to engaging in symbolically intricate and costly
rituals, is presently nonfunctional. But for the same reason, no modern behavior
is exempt from or beyond the scope of evolutionary functionalist analysis
either, not even behavior that is currently nonfunctional or evolutionary novel.
All behavior is the product of our evolved psychology (together with other fac-
tors), and so even the most novel of modern behaviors needs to be related to
the design of our psychological architecture—a design that makes functional
sense when located in the context of Pleistocene hunter-gatherers. In this final
section, Barkow argues that even the most novel cultural forms, such as soap
operas and social stratification, are expressions of our Pleistocene psychology
taking "biologically unanticipated" forms. Freed from the Standard Social Sci-
ence Model's stricture to locate all causes outside of psychology, modern
approaches to culture can explore the ancient psychological mechanisms that
underlie and explain recently emerging cultural phenomena. As Barkow suc-
cinctly puts it, "beneath new culture is old psychology."
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18
Beneath New Cultur e Is Old Psychology:

Gossip and Social Stratificatio n

JEROME H. BARKOW

How do we apply an evolutionary perspective to human culture? After all , much of
post-Pleistocene society is evolutionarily unanticipated, that is, many of its most prom-
inent feature s could no t hav e existed durin g the Pleistocene . Even contemporary
agrarian communities differ drastically from the foraging economies of our ancestors,
and modern industrial societies are utterly exotic in Pleistocene perspective, with their
vast scale, literacy and libraries, mass communication and media, ease of travel, gen-
eral-purpose money , contro l o f indoor climate , ubiquit y of strangers, relianc e o n
external institutions to accomplish heretofore familial responsibilities, availability of
contraception, juxtapositio n o f great wealth with great poverty, and relativel y low
infant and child mortality rates. But does all this novelty mean that evolution is irrel-
evant to an understanding of our current way of life? Key aspects of most contempo-
rary societies could have emerged, after all , only long after huma n psychology had
largely reached its present form and then either ceased to evolve entirely or to evolve
at a very slow rate.1

Fortunately, the concepts of vertical integration and evolutionary psychology (dis-
cussed in the Introduction and in Barkow, 1989,1991; Tooby & Cosmides, 1989 ) sug-
gest tha t ther e i s littl e huma n tha t i s really "evolutionaril y unanticipated. " Our
evolved psycholog y underlies even the mos t nove l and comple x of sociocultura l
forms.2 Beneath new culture is old psychology. Psychological traits originally selected
for because (presumably) they led to adaptive behavior in earlier environments today
underlie complex and novel sociocultural forms. As Symons points out in this volume,
seeking to measure the current adaptive value of such forms is of much less theoretical
interest than is understanding their relationship to our evolved psychology.

The two "biologically unanticipated" social phenomena this chapter deals with are
(a) gossip, soap operas, and "celebrities"; and (b) social stratification. I have deliber-
ately chosen disparate examples of evolutionary novelty in order to illustrate how the
evolving fiel d o f evolutionar y psycholog y permits powerful , verticall y integrate d
explanations of major sociocultural phenomena.

SELECTION FOR ATTENDING TO ONE'S OWN: GOSSIP , SOCIAL
CONTROL, REPUTATION, AND PEOPLE  MAGAZINE

It was the late Max Gluckman (1963 ) who taught us that gossip defines the socia l
group: If no one tells you the gossip, you are an outsider. Gossip from an anthropol-
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ogist's perspective is a means of social control, a sanction that forces one to adhere
more closely to socia l norm s than on e would otherwise be inclined. Reputation is
determined by gossip, and the casual conversations of others affect one's relative stand-
ing and one's acceptability as a mate or as a partner in social exchange. In Euro-Amer-
ican society, gossiping may at times be publicly disvalued and disowned, but it remains
a favorite pastime, as it no doubt is in all human societies. There is, however, some-
thing quite bizarre about much of our own society's gossip.

In every society save our own (and in recent times others, as mass entertainment
spreads), one ordinarily gossips about real people, people known to oneself or at least
known to those whom one knows. In our society, one very often gossips about perfect
strangers, people with whom we have no common acquaintance and whom we are
unlikely ever to meet. Our "knowledge" about them, moreover, may be deliberately
fabricated by individuals who earn a living in this manner. Indeed, many of the people
we gossip about may themselves be fabricated, that is, be entirely fictional, portrayed
only by professional actors in "soap operas." We often read magazines or watch tele-
vision programs exclusively devoted to the heavily fictionalized accounts of strangers,
and we eagerly exchange the knowledge so gleaned when gossiping with our flesh-and-
blood friends and relations.

Why should we do these strange things? First, why do we gossip at all? Second, why,
in some societies, do we gossip about strangers? Let us think about these questions
from an evolutionary perspective.

Evolution and the Psychology of Gossip

Gossip has to do with the exchange of information about other people. It is increas-
ingly apparent tha t much of human intelligence is social intelligence, the product of
selection for success in social competition: There is little doubt that we were selected
for the ability to predict and influence the behavior of potential rivals for resources,
present and potential allies, possible mates, and of course, close kin (Alexander, 1979;
Barkow, 1983 , 1989 ; Humphrey, 1976 , 1983) . Presumably , this predictive ability
implies the development of elaborate internal representations of others.

Which others? It would be highly inefficient to construct elaborate internal models
of everyone, so selection presumably would have favored ou r being discriminating.
Similarly, an internal representation i s not a homunculus: only some kinds of infor-
mation rather than others would be incorporated. Which individuals and what kinds
of information about them, then, would we have been selected t o attend to? Let us
rephrase this last pair of questions: which individuals are most likely to have affected
the inclusive fitness of our ancestors, and what kinds of information would have had
the mos t bearing on fitness? The short answe r to "which individuals" i s relatives,
rivals, mates, offspring, partner s in social exchange, and the very high-ranking. The
short answer to "what kinds of information" is relative standing and anything likely
to affec t it , contro l over resources, sexua l activities, births and deaths , curren t alli-
ances/friendships and political involvements, health, and reputation about reliability
as a partner in social exchange.

An evolutionary perspective suggests that we have been selected to be keenly inter-
ested in (that is, to maintain internal representations of ) individuals whose relation-
ship to us is such that, were we and they living in a Pleistocene environment , thei r
behavior would be likely to affect our inclusive fitness. We should be especially inter-
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ested in those of their activities that would have been the most likely to affect that fit-
ness. For example, the sexual activities of a rival, a potential mate, or a relative clearly
would have been fitness-relevant for our Pleistocene ancestors, and it does seem likely
that, today, most of us are quite interested in gossip about the sexual activities of indi-
viduals in these categories. Thinking in terms of Pleistocene adaptation suggests that
we should not find gossip about, for example, how soundly so-and-so is sleeping—a
fact with relatively little fitness-relevance—nearly as interesting as gossip about with
whom so-and-so is sleeping. In similar fashion, the activities of a stranger with whom
we are unlikely to maintain a  relationship an d who is unlikely to engage in socia l
exchange or sexual relations with a relative of ours would have had little bearing on
our fitness, during the Pleistocene, and so should hold little interest for us today. Note
how, by assuming that the modern practice of gossip is the result of evolved psycho-
logical mechanisms that had adaptive consequences in the Pleistocene, whatever their
effects today, we begin to develop a framework and identify variables that, one hopes,
eventually will lead to a formal and testable theory of gossip.

Although gossip is often an invaluable source of information, it is also unreliable.
This is because selection woul d have favored our disseminating information in the
interests, not of objective truth but of our own success in social competition (Barkow,
1989), so that we tend to derogate rivals and mask our own weaknesses (cf. Buss &
Dedden 1990). We should expect evolved biases, in short, involving not just what we
like to listen to but also what we like to say.

Because the fitness interests and therefore informational requirements of individ-
uals of different age and gender are not the same, it is possible that their gossip is also
not the same: but we need not exaggerate the extent of the age/gender differences sug-
gested by a Pleistocene perspective. Our gossip influences the behavior of kin whose
ages and genders are different from ours and whose behavior will affect our own inclu-
sive fitness. Since we act as transmitters of information to and about these kin and their
potential rivals and mates, selection is unlikely to have favored sharp age/gender dif-
ferences in gossip. Thus, an adaptationist approach does not demand very strong age/
gender differences i n the content of the gossip we disseminate and find interesting,
though it clearly suggests the possibility of some such differences, and hypothesizing
their existence would lead to worthwhil e research. Buss and Dedde n (1990 ) have
already reported, for one age-group in one society, gender differences in the content of
derogation of sexual rivals.

Why Do We Gossip About Strangers?

One last question remains: why do we gossip about strangers, and even about fictitious
characters? After all, we apparently evolved the psychological mechanisms underlying
gossip because they helped us to exchange and manipulate information about mem-
bers of our own community, real people whose activities impinged directly and indi-
rectly upon our own fitness: Surely the health and sexual, political, and status behav-
iors of total and possibly nonexistent strangers with whom neither we nor our kin have
any direct contact are unlikely to affect our fitness. Why then do we gossip about the
strangers who inhabit our television screens and about media celebrities, and even read
about them?

A possible answer is that the mass media may activate the psychological mecha-
nisms that evolved in response to selection for the acquisition o f social information.
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The media may mimic the psychophysical cues that would have triggered these same
mechanisms under Pleistocene conditions. As a result, strangers present only on cath-
ode ray tubes in our living rooms, or magnified many times life-size on the screens of
motion picture theatres, are mistaken for important band members by the algorithms
of the evolved mechanisms of our brains. We see them in our bedrooms, we hear their
voices when we dine: If this hypothesis is correct, how are we not to perceive them as
our kin, our friends, perhaps even our rivals? As a result, we automatically seek infor-
mation abou t thei r physica l health , about change s in thei r relativ e standing, and ,
above all, about their sexual relationships. Treatin g them as friends (as partners in
social exchange), we may derogate those whom we perceive as their rivals, while prais-
ing other s frequently . Thei r behavio r ma y leav e us feelin g betrayed , o r sexually
aroused, or politically victorious. We may be embarrassed at our strong interest in fic-
tive people, but our knowledge of the pointlessness o f this behavior is more likely to
lead us to mask than to alter it Oust as a knowledge of proper nutrition by itself may
have little impact on eating behavior).

When the media give us constant images not of professional entertainers but of
political figures, these, too, may be assimilated (and with considerably greater justifi-
cation) as high-ranking members of our local community. Certainly, this has occurred
with the British royal family in North America and in much of Europe. Public demand
for informatio n about such figures has created an immense industry of people who
make a living seeking to discover (or invent) the most personal details of the lives of
such persons, ofte n plaguin g them mercilessly (e.g., Italy' s notorious paparazzi). A
comparison of the mass media industry and that of the purveyors of "junk food" sug-
gests itself: In modern market economies, foo d processor s tak e our strong evolved
preferences for salt, sugar, and fat—tastes that in the Pleistocene wer e indicators of
scarce and valuable nutrients (Barkow, 1989)—and use them to influence our buying
behavior. The mass media, it can be argued, make similar use of the evolved mecha-
nisms that, in earlier environments, would have led to the acquisition of information
about important members of our bands. In short, Pleistocene adaptations can lead to
profits!

Because popular media stars did not exist in our earlier environments, there was
never selection pressure in favor of our distinguishing between genuine members of
our community whose actions had real effects on our lives and those of our kin and
acquaintances, and the images and voices with which the entertainment industry bom-
bards us. Media stars represent an evolutionarily unanticipated phenomenon.

Testable Hypothese s
This analysis of gossip readily yields testable hypotheses. For example, if the approach
is correct then research should find the following:

1. Th e advertising industry and the campaign managers of politicians are correct
in believing that the endorsements of media celebrities do influence purchasing
and voting behavior, even when there is no "rational" reason for this influence
to exist (i.e., the endorsers have no special qualifications or expertise in the field s
in which they are giving advice). It would be interesting to compare buying
behavior afte r an endorsement o f a food produc t by a popular medi a figure
and after one by a person with relevant credentials, such as a nutritionist. The
current analysi s suggest s tha t th e medi a figure would be th e mor e influ -



BENEATH NEW CULTURE IS OLD PSYCHOLOGY 631

ential. (Because many of us may experience the influence of media figures as
discordant, s o that we may tend to deny its existence, empirical researchers
would probabl y wan t to focu s o n a  dependen t variabl e other tha n verba l
response.)

2. I f the evolutionary analysis presented here is valid then gossip should tend to
focus on sexual activities and skill , political activities, reputatio n abou t reli -
ability in social exchange, health and physical condition, births and deaths, and
factors affectin g th e relativ e standin g o f other s (includin g th e contro l o f
resources).

3. I f the evolutionary analysis presented here is valid then the subjects of gossip
should be the relatives, rivals, etc. mentioned earlier, rather than passing strang-
ers, media celebrities being the exception t o this generalization. Thoug h this
hypothesis may seem trivial because all of us at some point have been bored by
gossip about people whom we do not know, it is a specific prediction that stems
directly from an evolutionary perspective and perhaps from no other.

4. Th e contents of gossip should differ only in detail across human societies. That
Gluckman (1963) tells us that fieldworkers know that they have been accepted
when local people share the gossip with them suggests that his field experience
supports this hypothesis (as does my own) of the essential similarity of gossip
everywhere.

While there is as yet no empirical, cross-cultural research on the content of gossip
with which to confirm or deny these hypotheses, perhaps there eventually will be.

NEPOTISM AND SOCIA L STRATIFICATION

What is the relationship of social stratification to psychology and evolution? Stratifi-
cation is a major organizing concept i n the social sciences, wher e it usually refers to
the division of a society into classes and castes. "A stratified society," explains the emi-
nent political anthropologist Morton H. Fried (1967, p. 186) , "is one in which mem-
bers of the same sex and equivalent age do not have equal access to the basic resources
that sustain life." When membership in a social stratum is ascribed by birth and mobil-
ity is considered to be in principle impossible, we usually speak of "castes" (especially
when the strata are associated wit h particular economic activities). "Classes," on the
other hand, are strata in which some mobility is at least in principle possible. Socia l
strata, whether castes or classes, are by definition unequal in rank, wealth, and power.
Anthropology, sociology, and survey research would be very different fields without
the powerful and ubiquitous theoretical construct of social stratification. As for Marx-
ism, the concept of social stratification, particularly that of class, is as central to that
paradigm as the idea of "energy" is to physics.

Surprisingly, social stratification is not all that ancient a phenomenon in human
history. Stratification require s a sufficiently large-scal e society to produce a  surplus
with which to support some degree of political and economic specialization. Foraging
peoples rarel y have such surpluses, an d our ancestors were of course foragers. Such
peoples are generally organized in terms of bands, a band being "a local group com-
posed of a small number of individuals" (Fried , 1967 , 67).3 In bands, all individuals
have approximately equal access to resources and usually share an ideology of egali-
tarianism. This is not to say that bands or any other societies are unequivocally egal-
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itarian—gender inequality as well as other forms of inequity may certainly exist, and
the issue of how egalitarian "egalitarian" societies actually are is one of current debate
in anthropology (Ranagan , 1989) . Fortunately, that debate is only tangential to the
noncontroversial statement tha t small-scal e foragin g band-leve l societies generally
lack institutionalized social hierarchies, that is, they are not stratified. Thus, so long as
our ancestors were organized in terms of such bands, their societies could not have
been stratified.

Of course, i t is possible that the megafaun a o f the Pleistocene , o r possibly self -
renewing supplies o£shellfish, at times permitted the accumulation^ economic sur-
pluses and thus of relatively high population densities (much as the annual salmon run
did for Northwest Coast peoples such as the Kwakiutl). Very rich, naturally occurring
stands of grain in some places may have had a similar effect. Suc h circumstances of
economic abundance could have permitted the existence of socially stratified societies
even prior to the domestication o f plants and animals (the Neolithic era). Thus, strat-
ified societies could conceivably have developed at any point after the advent of mod-
em human beings. However, since these hypothetical stratified but pre-Neolithic soci-
eties would have required unusuall y lush conditions coupled wit h the appropriat e
technology with which to take advantage of them, it seems reasonable to assume that
they would have included only a small proportion o f ancestral hominid populations ,
at any given point in time earlier than 10,000 to 12,000 years ago (when domestication
developed in the Near East). If this reasoning is valid, then prior to the Neolithic, few
(if any) members of the species Homo sapiens sapiens  would have lived in societies
sufficiently large-scale and complex to support social classes. Stratification must there-
fore be relatively recent. If we assume that our species is on the order of 200,000 years
old, then it is likely that stratification has been typical of our societies for less than 10%
of that period.

Note that social stratification itself, as a group-level phenomenon generated by the
social interactio n o f individuals over historical time , could no t hav e been directly
selected for. The psychological traits that enable individuals to generate stratification,
however, presumably are products of natural selection.4 What, then, are the evolved
psychological traits that might generate social stratification?

The Psychological Characteristics Underlying Social Stratification

There appear to be three hominid psychological traits that make it possible for us to
generate, under some conditions, social stratification. These traits are (a) the pursuit
of high social rank; (b) nepotism; and (c) the capacity for social exchange.

7. Seeking High Social Rank

Human beings share the general primate tendency to seek high social rank. That we
do so is an implicit assumption of most of the social and behavioral science literature,
where the subject is discussed under such rubrics as self-esteem, rank, status, power,
prestige, and the need for achievement. Because this assumption is so uncontroversial
(it is rarely even treated as a hypothesis), and since I have discussed i t at length and
from severa l perspectives in previous publications (1975a, 1975b, 1980, 1989) , I will
refrain from justifying it in detail in these pages. But note that typifying human beings
as tending to seek higher relative standing is not the equivalent of asserting that this is
the sol e human motivation, tha t i t dominates us all equally, that i t has the same
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strength at all stages of our lives, or that we all seek it in identical ways. From the pre-
school years onward, however, we are much concerned with our relative standing and
generally seek to improve it in various ways and to communicate to others that our
rank is higher than our rivals might concede. This concern with relative standing is the
first suggested psychological root of social stratification.

2. Nepotism

The second psychological trait that may underlie social stratification is the tendency
of human beings everywhere to favor their own offspring over nonoffspring, close rel-
atives over distant, and kin in general over nonkin. Let us call this familiar but little-
studied psychological characteristic by its ordinary language term, "nepotism." In his
paper on kin selection theory (inclusive fitness theory), Hamilton (1964) elucidated
the selection pressure s that can be expected to lead to the evolution of nepotism .
Although the cognitiv e processes governin g nepotism hav e not bee n studied i n a
detailed way in human beings, behavioral ecologists have documented the existence
of nepotism in a wide variety of other species (see Krebs and Davies [1987] for exam-
ples), and have shown that the psychological mechanisms involved have the design
features one would expect given the selection pressures outlined by Hamilton.

Our own society formall y disavows nepotism, s o that the word often connote s
"corruption," but we need not confuse the ideal with the real. While there are no doubt
nonnepotistic individuals among us who disown close relatives or who are unwilling
to find their children summer jobs, most of us are indeed nepotistic, often making con-
siderable sacrifices on behalf of our children and grandchildren, our siblings and their
children, which we would not make for nonkin. Despite our claims of allegiance to
egalitarian values, our institutions often reflect nepotism, judging from the existence
of superior school systems for the children of the wealthy, our inheritance tax laws and
their loopholes, the "legacy" policies of prestigious universities, and criteria for admis-
sion to certain labor unions and medical schools.

Although Europeans and North Americans may ideally consider nepotism to be
"immoral" in that it violates egalitarian codes and may make for economic/bureau-
cratic inefficiency, other peoples often have conflicting values. For many of the world's
cultures, the notion that one should hire a perfect stranger who happens to have scored
well on some civi l service examination o r have some kind of formal certification ,
rather than hire one's own brother or cousin or nephew, is the height of disloyalty and
immorality.5 For Euro-Americans to be surprised at such nepotism i s ethnocentric
and, some would argue, hypocritical.

3. Social Exchange and the Ability to Form Coalitions

Nepotism and the pursuit of high relative standing may be necessary but are not suf-
ficient species traits for the generation of social stratification. Upper classes are in part
political alliances, or even conspiracies, to maintain shared advantage. Such alliances
are possible because of our species' ability to engage in social exchange. Trivers (1971)
and Axelrod and Hamilton (1981) have discussed the selection pressures that would
have shaped the psychological mechanisms for engaging in social exchange, and Cos-
mides and Tooby (1989, this volume) have investigated the structure of the cognitive
processes that govern social exchang e in humans . The maintenance of elite social
strata involves relationships that go far beyond the boundaries of kinship, relationships
in which nonrelatives cooperate with one another for mutually advantageous ends.
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As in .the case of striving for social rank , it hardly seems necessary to documen t
that the capacity for social exchange is a human psychological trait, for this assump-
tion is ubiquitous in the socia l an d behavioral science s (e.g. , Blau, 1964 ; Homans,
1967; Sahlins, 1972 ; Titmuss, 1971) . Members of ruling social classe s collectivel y
enjoy political power and control of economic resources at the expense of others. To
do so, they must engage in numerous political and economic exchanges. The capacity
for social exchange is the third and last psychological root of social stratification.

The Genesis of Social Class

Here is how the three evolved psychological roots of social stratification may interact,
under certain historical circumstances, to generate elites. Individuals seek high relative
standing. They engage in social exchange with others in order to achieve and maintain
such standing and to transmit it to their children and other close kin. These tendencies
are presumably universal. In some societies, however , there is some surplus produc-
tion. High relative standing automatically would tend to involve some control over
that surplus . The socia l exchange s through which individuals maintain thei r hig h
standing no w hav e a  stron g economi c component . Ente r nepotism . Thos e wh o
achieve high standing and control over resources seek to transmit these advantages to
their offspring and to other close kin. Social exchange facilitates that transmission, too ,
as reciprocal altruism merges with kin altruism so that members of the elite aid one
another's children. Higher-ranking individuals exchange aid with people of all ranks
but the low-ranking cannot afford large debts and have much less to offer than do other
higher-ranking individuals and families, and when the relative rank of the participants
is unequal then often so too are the exchanges. Among themselves, the higher-ranking
favor exchanges that eventually cement themselves and their families (despite rival-
ries) into relatively coherent, self-interested elites or upper classes. These elites favor
their own close kin while striving to reduce or eliminate competition from the progeny
of the lower strata, producing barriers to social mobility . Thus, whenever a society
achieves a relationship among its population density , environment, and technology
such that surplus production o f food and other goods reliably results, the psychology
of our species makes it very likely that social inequality and, eventually, social strati-
fication will soon follow. For archaeologists an d other social scientists , the question
arises of under precisely what conditions o f environment, population density , and
technology did social stratification first emerge in the various regions of the world, but
essaying an answer would be well beyond the scope of this contribution.6

Note that unti l fairly large-scale societies existed, with accumulated surpluse s of
resources, the extent to which parents could ensure the future standing of offspring and
other close kin was strictly limited. In band-level societies in which relative standing
depends largely upon individual accomplishment, parents cannot guarantee that their
own children, let alone other kin, will have high rank. But once we have an increase
in societal, scale and technology such that there is a possibility of control over some
resource, or a surplus of production, then the tendency toward nepotism means that
parents will strive to transmit that control or surplus to their offspring (and grandpar-
ents to grandchildren). Ordinarily, they will be unable to do so without the help of
others, and frequently these "others" will not be kin. If this analysis is correct then
parents wil l find themselves engaging in social exchanges with others, in effect orga -
nizing a political conspiracy t o ensure that their children and those of their partner s



BENEATH NEW CULTURE IS OLD PSYCHOLOGY 635

will also enjoy positions of power. In this view it is nepotism plus social exchange in
an environment in which unequal control of resources is possible that leads to social
stratification.7

Some Hypotheses

The argument provided here was phrased in terms of postulates and assumptions. To
falsify th e argument, it is necessary to treat these assumptions as hypotheses. Thus, I
have in effec t hypothesize d that (a ) human beings tend to strive for higher relative
standing and this striving usually takes the form of seeking control over surplus pro-
duction o r over the means of production; (b ) human beings everywhere tend to be
nepotistic; (c) the vie w o f social exchang e algorithms presente d b y Cosmides an d
Tooby (1989, this volume) is essentially correct; and (d) both cross-culturally and his-
torically, surplus production i s associated wit h differences in socia l rank in all cases,
and with social stratification in most. If any of these four hypotheses is inaccurate, then
the entire argument must fall.

CONCLUSIONS: ACCOUNTING FOR CULTURE

Culture is not simply human psychology, not eve n evolutionary psychology, "writ
large." We still need the social sciences. But psychology underlies culture and society,
and biological evolution underlies psychology. By thinking about all three kinds of
explanation at once we build vertically integrated theory, theory that passes the com-
patibility tes t of this book's Introduction. Mor e than that, the vertically integrated
frame helps us to ask the right questions, as when, as Tooby and Cosmides (1989) point
out, we think in terms of what kind of psychology might have evolved in response to
the adaptive problems of the Pleistocene, or, as does the present chapter, we ask what
kind of psychology may be permitting evolutionarily unanticipated social forms .

At the beginning of this book, Tooby and Cosmides (in their chapter, "The psy-
chological foundations of culture") demolish the standard psychological assumptions
upon which most social science theories rest. What  then  is to replace that  standard
social science model? Following Tooby and Cosmides is Symons, who in his chapter
demolishes facile efforts to account for culturally patterned behavior with a psychol-
ogy-free evolutionary biology. How, then, are we to apply a n evolutionary perspective
to modern culture and society? The present chapter provides a single answer to both of
those questions: W e replace unexamined psychological assumptions no t with pure
biology but with an evolutionary psychology (or at least, for those who dislike labels,
with an evolutionarily-informed psychology). As research from an evolutionary per-
spective accumulates the possibility o f an evolutionarily informed an d psychology-
compatible social science grows. Perhaps it will resemble the two illustrations of which
this chapter consists.

NOTES

1. I  am here assuming that there has been little change in the genetic bases of our capacity
for culture (and of human psychology in general) since the end of the Old Stone Age. Indirect
evidence for this assumption comes from the fact that the offspring of members of human pop-
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ulations with very different cultures and technologies nevertheles s generally assimilate into new
societies with little difficulty. At the same time, there is no evidence that any human population
displays a novel "mental organ" that has evolved in response to new adaptive problems.

2. Socia l scientist s influence d b y Emil e Durkhei m (e.g., Radcliffe-Brown , Lesli e White )
would disagree strongly with the assertion that there is always a relevant psychological level of
explanation underlyin g social behavior. Though there are historical reason s for this position, it
is difficult t o take seriously today because it would seem to be obvious that social action neces -
sarily involves individual actors who behave in a manner generated by their individual psychol-
ogies. Psychological an d sociological account s are at different level s of analysis and need to be
compatible with one another bu t are not competitors . Boc k (1988) is certainly right when he
declares all anthropology (and by extension, all social science) psychological. Theorists who deny
this logical necessity usually ignore their psychological assumptions, which, being implicit and
unexamined, often are based on folk psychology.

3. I  am deliberately avoiding controversies ove r the precise meaning of "band" because they
are not germane. The interested reader is directed to Meillassoux (1973), Woodburn (1982), and
(for a  general review) Myers (1988).

4. I  am here taking an explicitly adaptationist stance and am therefore risking accusations
of "panselectionism." The assumption that human psychology is the product of natural selec-
tion leads to testable theory and much research, while failing to make that assumption leaves one
scratching one's head. See Barkow (1989, pp. 8,29-31) for further discussion of this point. Note
that I am also assuming, along with Williams (1966), that it is more profitable to focus on indi-
vidual rather than on group selection. A group selectionist, however, might argue that stratifi -
cation may have been directly selected for.

5. Thi s statement i s based on my unpublished field notes from research among nonliterat e
rural cultivators in West Africa.

6. Ther e is at least some reason to believe that the very existence of the monumental temples
and tombs of ancient civilizations is evidence of strong cooperation between kings and priests in
controlling populations, suggesting social exchange between these two elite groups. See Wheatley
(1971) for discussion .

7. I n order to simplify the discussion, I have omitted analysis of societies with nonhereditary
social rank. The usual example of this type of society is that of the New Guinea "big man," who
wins control over surplus by strength o f personality an d by a reputation fo r producing much
while consuming little. As he redistributes the wealth that he and his associates amass , he (and
they, by reflection) rise in social rank. However, because his position depends upon his own per-
sonality, he apparently cannot transmit his rank to his children. The "big man" phenomenon
may perhaps be considered a first step toward social stratification. It is not known how often "big
men" are themselves the sons of big men.
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142,148,151,155,220,431-
435, 446

Functionally integrated, 5
Functionally organized, 8,9,63-64,66,

68-69,77, 102, 110

Game theory, 168,170, 172-17 3
Gastric motility, 336-337, 340 , 355
Gathering, 229-230,237, 240,448-449
Gene, 19,30, 32-33, 38,67, 77-79, 82 -

86, 120, 138-141, 144 , 150-151,
153,180,485

General-purpose, 24,29-30, 34-36, 39,
41_42,48-49,93,95-97, 103 -
105,109,111-112, 142,162,
164-166, 179-180 , 184,205-
207,220-221,445

Gifts, 216-217
Golden lion tamarin. See Primates
Gossip, 627-631
Grammatical theory, 109
Guilt, 614,616
Ground squirrel, 167-168

Habitat selection, 6, 8, 111, 551 -552
relationship to landscape aesthetics, 72

Harboring, 312
Harems, 300-301
Hazards

fire, 561,567
predators, 103,557 , 561, 562, 564
weather, 561,564, 566
terrain, 561

HCG. See Human chorionic gonadotropin
Helping behavior, 168-16 9

in baboons, 169
in vampire bats, 167-16 9

Heritable, heritability, 140,141,149,180
Hippocampus. See Spatial sex differences
Home base, 230,236,239
Homicide, 99

Hominid, 8, 12,49-50,60, 88,96, 119 ,
164,170,177,229,230,237,
238,240,432-434,438,485

Hominization, 229,239-240
Homo sapiens, 485,552
Hormones, 328, 335, 338-339, 342, 533,

543,545-546
Human chorionic gonadotropin, 339-340
Human nature, 25,28-29, 32, 35, 37-38,

40,42-43, 46,48, 50, 79-80,
138, 141, 142, 144, 146-147,
152-156

Human universals. See Universals
Humans, 19-124, 163 , 166, 170,176-179,

189,200,206-209,211,215,
216,220-221, 246,447, 551-552

Humor, 612
Hunter-gatherers, 10, 12,23,49,64,72-

73,90,97,107, 119,164,212 ,
217,447,545,551

modern, 116 , 213,323-324, 345,481-
484

Pleistocene, 5,6, 109, 163, 193,556,
557,626,627

Hunting, 229-230,236-237,240, 326,
431-432,448, 534-535,547

Identification (psychodynamic), 611
Impulses, 605
Incest prohibitions, 313,617
Incidental learning. See Learning
Inclusive fitness, 167-169, 171-174 , 176
Infants, 25-27,29, 33, 35,43,69, 71,73,

91,94,96^115,325-326,367-
387. See also Mother-infant
communication; Speech to
infants

crying, 371-372, 376, 379, 382-385
health characteristics of, 325, 367-387
maternal care/investment, 98, 367-387
neglect, 325, 367-371
prematurity, 367-387
twins, 325, 367,373-387

Inference, 54,71-72,90,92,108, 111-
113,117,119-121, 177,179 ,
184-185, 187-189,193-195 ,
199,204-205,215

adaptive, 66,166,207
logical, 180,206

Infibulation, 302
Infidelity. See Adultery
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Information-processing, 3,6,8 , 11,30 , 58,
65-69, 74-76, 88,95, 103, 106 -
107, 110 , 112-113,119,208,
245,445

algorithms, 99,267
mechanisms, 11 , 12,24, 50, 56,60,64-

65, 161,168, 171,206,209,213 ,
221,600,604. See also
Mechanisms

problems, 59, 161
procedures, 164,44 7

Inheritance, 50-52, 308-310, 313, 315
avuncular, 308
rules, 308-309
and matrilineal puzzle, 308

Innate structure, 452,472, 517, 523
Intellectualization, 612
Introjection, 61 1

Jealousy, 208, 302-306, 311,313
morbid, 304, 305
sexual, 28, 76,99, 122, 302-306

Kalahari San, 214-215
//Gana San, 214-215,217
SKungSan, 214-215,217, 325, 345,430

Kin, 53, 54,67, 89,99, 239, 307, 308
selection, 167-168 , 170,21 2
terms, 145-14 7

Kinship, 239, 290, 291
matrilineal, 308 , 309
patrilineal, 298, 301, 308-309
bilateral, 298

Knowledge. See Information-processin g
Kwakiutl, 632

Landscape design, 559, 571-574
Landscape response s

age related, 574-575, 591
ecological perspectives, 557-57 0
evolution of, 557-570, 584-585, 589 -

593
Language, 20, 45, 57, 59-60, 76, 80, 86-

87,89,91-95,97,102-103,114,
120, 180, 239, 325, 445,451-486

acquisition, 24 , 34, 39,45-46, 54,60,
70,76,81-82,95,97,111,120-
121,446,471-473

biology of, 451
evolution of, 471-473,475,486
universals, 70, 325,451,461-463,465-

467,498,518-524

Lateralization. See Sex differences in
lateralization

Learnability theory. See Constraints ,
learnability

Learning, 29-32, 34, 36,41, 71, 76, 86,91,
93,95,97, 107 , 111-113, 115 -
118, 121-123 , 142 , 156,180

incidental, 535, 540-543
Lions (Felidae), 96 , 547
Logic, 78, 166, 187, 189,191

adaptive, 205
deontic, 206,223
formal, 107 , 166, 179, 180, 187 , 188,

190,191,206,206
of social exchange, 75, 175

Logical reasoning, 199
Loss of consortium, 311

Marmoset. See Primates
Marriage, 64,291,298, 309-310

Shim-pua, 310
Mate defense, 109 , 534, 547
Mate-guarding, 99,253,290, 293,296-

297,299,301-302,304
Mate preferences (mate selection), 39,60,

99-100, 110-111, 245-246, 249 -
266, 267-284,448

Mate retention tactics , 304
Mate value, 142, 267, 284-285
Maternal behavior, 60-61, 80, 323, 367 -

387
Mating, 98,212

strategies, 239
Matrilineal puzzle, 308
Meadow voles. See Voles
Mechanism, 7, 9, 19,40-41,45-47,49-

51, 54, 61-62, 64, 66-67, 73-78,
80-82, 84-85, 89, 91-94,95,97-
101, 103-105,107-109,111-
116, 119,123 , 144 , 145,164,
178,208,215,220-221,551,
600-601,620,626

brain/mind, 60, 138 , 141, 142, 144, 147
evolved, 24,29, 30, 32, 34, 36-39,45,

86,90,93, 139, 163,438-441,
555, 557, 630

neuronal basis of color vision, 526
psychological, 10 , 19,24,29, 33, 36, 39,

47, 54-55, 59, 66-68, 70-72, 74-
75,87, 113,118,120 , 137,142 ,
165, 167-169, 245, 367-373,
445,447,601,604,626
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Mental, 20-21, 25,29-30, 32, 34,41,46,
49, 57-58,69-70,90, 114-117,
165,211,613

Mental organ, 57,79, 163, 177,221,445-
446,451-452

Mind, 3,4, 7, 8, 21,23-24,26,28-29, 32,
34-36, 38-40,42,46-47,49-50,
57-58,65,67,69, 72-73,89,92,
94,97-99,105,108-109,113,
115-119,121-123,165,207-
208,216,220-221,445,527,
599, 60 4

Modes of activation, 215-218
Module, 33,90, 104,113, 163,221,445,

599
Monogamy, 239,291,295-300, 309, 314,

547
Moral rules, 615
Morning sickness, 340
Mother-infant

communication, 39,98, 325, 326, 397-
411

relationships, 367-387
Motivation, 60,65, 72,89,98-99, 111-

113,246,323,603,605,614
Motives, 606,607

Natal dispersal, 533-534
Natural resources. See Resources
Natural selection, 7, 8,9, 20-21,24, 30,

47, 50-56, 61, 62, 66, 72, 75, 84,
86,89,92,98,100, 107, 111-
112,119-120,137-142,147,
148,150-152, 154-155, 161,
167,171,179,325,338,446,
451,453-459, 527,600,625,629

adaptations created by, 5,60, 168, 180,
448, 500 , 584-585, 589-59 3

design features created by, 6,60,65, 73,
144, 17 0

functional organization created by, 67,
116-117,123,148,284

inclusive fitness, 53-54
kin selection, 150

Nausea, 327-356
Nepotism, 291,633-635
Neurosis, 607,614,616
Nonverbal communication, 54,277. See

also Dominance, relationship to
nonverbal gestures

Norms (social), 615
Nuclear family. See Family

Nutritional
deficiency, 330, 332-333, 348
stores, 333

Obligation, 200,223
Oedipus complex, 618
Olfactory cues, 333-336, 347, 351-353
Ontogeny, 284
Optimal foraging theory, 212,213
Organogenesis, 324, 328,331-333,353
Orienting response, 564-566

Pan paniscus. See Primates
Pan troglodytes. See Primates
Parent-offspring conflict, 483,606
Parental investment, 73-74,99, 102,251,

290-292,294-295,297-300,
302, 306-307, 309, 313-314,
367-371, 373, 383-387. See also
Willingness to invest; Infants;
Maternal care

Paternal. See also Willingness to invest
affection, 28
effort. See Paternal investment
investment, 272,277, 300, 302, 306 -

307,309,313
resemblance, 295,306-307, 315

Paternity, 294-296,298, 302, 307-308,314
confidence, 230,246, 306-309
determination by DNA fingerprinting,

297,315
Permission, 199-200,204,217
Permission schema theory, 190, 192,198,

200-204,206
Personality. See Willingness to invest,

relationship to personality;
Status, relationship to
personality; Dominance,
relationship to personality

Personality disorders, 619
Phenotype, 21, 33,45,76,78, 82-83, 101,

140, 141,18 0
Photoreceptors, 515
Plant toxins, 81, 324, 328-331, 334, 343-

346, 347 , 354
Play, 326,429-441

partner preference, 435
Pleistocene, 11 , 55, 88,92-93,110,143,

229,166,178,219,221,328,
335, 343 , 350-353, 355, 552,
556,626,627-630,632,635

Polyandry, 147, 295-300, 302, 315
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Polygamy, 299, 301,314
Polygyny, 138,295, 300-301, 309, 314,

533-534, 547
Polygynandry, 295
Pongidae. See Primates
Predator

avoidance, 66, 103, 179, 326,432-433,
436,558,561

protection, 557
Prediction, 147, 152-155
Preference, 54-55, 245 , 552, 553. See also

Mate preferences; Preferences,
environmental

Preferred environments, 558, 560, 563,
567,571,574

Pregnancy sickness, 67, 76-77, 82, 111,
324, 327-356

Primates, 20, 162,229-240
Callitrichidae, 162,230-231,233-234,

238-240
chimpanzee, 96, 162 , 164, 167, 169,

229-231,233-236,238-240,
299,484-485

bonobos, 231-232
gorilla, 299, 300
humans, 162
marmoset, 230,233,235,239
orangutang, 300
Pan paniscus, 231
Pan troglodytes, 162,23 1
Pongidae, -231,238
tamarin, 230,233,235

Prisoner's Dilemma, 172-176, 178,483
Procedures, 70, 85,92-95, 101, 103-106,

117,177,179,180, 194,195 ,
199,204-209,221

Projection (psychodynamic), 611
Property, 246,243-291, 310-313
Prepositional calculus. See Logic, formal
Proprietariness, male sexual, 243-313
Prosody, 397-400,400-411, 420-423,463
Prospect-refuge theory, 571-573,591-593
Prototypical colors , 497, 519-522, 524
Psychoanalysis, 609,618
Psycholinguistics, 30, 60,68, 70, 76, 97,

445-446
Psychological mechanism, 3,6, 8, 139,

141, 143-144, 146 , 149, 151,
207,210,213,215,216,220,
557, 629-63 0

Pungency (as a cue to plant toxins), 330,
333-335,350, 353

Rape, 305-306, 312, 314
Reaction formation, 610,611
Reasoning, 31,65, 71, 81,92,97, 164 -

166, 170, 179-181, 183-185 ,
187,189-191,193,200,204-
207,209,220, 599

Reciprocal altruism, 161, 164, 169-171,
175, 177,435-438. &*? also
Cooperation; Reciprocation;
Social exchange; TIT FOR TAT

Reciprocation, 61,96, 164, 169, 177, 178,
240, 599. See also Reciprocal
altruism; Cooperation; Social
exchange; TIT FOR TAT

Recovery from stress, 561, 569
Relationships, 608,616
Repression, 599-600,604-610,614
Reproduction, 5,6, 8,9, 50-55,64,67-69,

76,78,89, 107-110, 112,146 ,
179,232,234-235,240,168-
169, 171,446

differential reproduction, 51, 138, 140,
148,152,155, 167, 170,625

Reproductive success, 147-150, 168,213 ,
230,480-484, 555-561,606. See
also Darwinian fitness

Representations, 26,45,64,70,74,92,
106,117-121, 164,178,209,
211,460,464

action-precondition, 201
cost-benefit, 171 , 178, 199-204,206,

220
Resource defense, 534, 547
Resources, 89, 177, 178,210-212,

217
natural resources and human behavior,

251,555,556,557-570,575
relationship to habitat selection, 555,

557-570, 575
Rough-and-tumble play, 326,429-441.

See also Play
Rule of thumb, 297, 312
Rules, 179 , 181, 183-187, 189,200, 202,

205,213,215,218
decision, 199,210-211, 217-220
descriptive, 181, 183-186, 188,

707
permission, 200-20 4
prescriptive, 200,207
obligation, 204
social contract, 92, 195, 198,206,211 ,

219
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San. See Kalahari San
Savanna

environments, 556, 557-560, 57 0
theory of landscape aesthetics, 557-560,

570
Scavenging, 229,240
Schizophrenia, 609
Scrotum, 299-300
Seduction, 311
Selection pressures 6, 7, 10, 12,66-67,69,

96, 103, 107,162,177, 180,268,
290, 300, 328, 335, 337, 343,
351,353,369-371,431-438,
480-484

Self-deception, 600,603,606,607
Semantic, 92, 103,113,461-463,471
Sex differences, 447-449, 533-547. See

also Spatial sex differences
in fighting, 433-434
in hunting, 431-432, 534-535
in lateralization, 546-547
in mate preferences, 249-257,267-284
in verbal ability, 546-547

Sexual, 104,239
attraction, 99, 113, 137, 149,246
attractiveness, 141, 151,156,267-284
behavior, 99, 137, 141,240,629,631
dimorphism, 298

Sexual selection, 246,251,290
Shareability, 523
Sharing, 116 , 177,211-215,216,219

band-wide, 212-215,217
communal, 216-219
of food, 177,211,213,218
within family, 212,214-215

Social cognition, 121, 166,210
Social contract. See Social exchange
Social control, 627
Social desireability, 282
Social exchange, 75, 107,113,122, 164-

166,169-172,175-179, 184 -
185, 187,193,207-211,213,
216,221,240,483,628,631-
635. See also Cooperation;
Reciprocal altruism;
Reciprocation; TIT FOR TAT

algorithms specialized for, 39, 191,217
cheater detection procedures, 181
cognitivradaptations for, 206,212
computational theory of, 205
communal sharing and, 216
cost-benefit representations in, 169 , 174

explicit contingent exchange, 216-219
implicit one-for-one exchange, 217,218
perspective change in, 190-193
representations, cost-benefit, 199-206,

220
Social play, 435-439
Social science, social scientists, 21-24,28,

30-33, 31, 34-38,40-42,44,46,
48, 50, 82-83,93, 113-114, 123,
145-148,152-156,446,625

Social stratification, 627,631-635
Solvability constraints. See Constraints,

solvability
Spatial cognition, 80,106, 500, 526-527
Spatial sex differences, 11,448,533-54 7

and home range size, 533-534
and hippocampus size, 533
on Mental Rotations Test, 534-537
on Space Relations Test, 535-53 7

Special design as evidence for adaptation,
165,220

Speech, 60,451,463-464
to infants, 397-411

Sperm competition, 294-296,299-300
and sperm count, 299-300
and testis size, 299

Splitting (in borderline personality
disorder), 612. See also
Personality disorders

SSSM. See Standard Social Science Model
Standard Social Science Model, 23-25,

27-31, 33-43,46-49, 53, 57, 79-
81,83,85,87-88,91,93-100,
102, 105, 107-122, 164 , 166,
207-208,220,445,626,635

Status, 41, 108, 153,632
and sexual attractiveness, 137 , 143,268-

274
relationship to economic status, 152 ,

269-270
relationship to ornamentation, 270-

271
relationship to personality, 272

Stepparent, 307
Structural powerlessness, 273-274
Stimulus generalization, 500, 514, 526 -

527
Sublimation, 612
Surplus production, 634-63 5
Swallows (Hirundo rustica),  286-295
Syntax, 451,461 -463,468-469,471 -472,

476-479,482



666 SUBJECT INDEX

Tabula rasa, 28-29, 142,208, 517
Tamarin. See Primates
Task analysis, 75, 178,213, 326,447, 552.

See also Computational theory
Technology, 229-230,237,239-240,481
Teratogen, 72, 76-77, 327-356. See also

Alcohol; Coffee; Plant toxins;
Tobacco

Terrestrial illumination^ 447, 505, 508 -
512,516,526

Thalidomide, 351
Threat, 60, 89, 108, 166, 177, 179-180,

205,210,217,221
Threshold effect , 28 2
TIT FOR TAT, 176
Tobacco (as a teratogen), 344, 352, 353
Tolerated scrounging, 229-233,236,238-

239
Tool use, 60, 71, 162, 229-230, 236-237 ,

239
Torts, 311
Toxin, 72, 327-356, 570
Trade, 169,216-21 7
Transference (in psychoanalysis), 616
Transmitted culture, 41,209,210,440
Trichromacy, 507-515

Unconscious, 282, 603. See also Dynamic
unconscious

Universals, 82, 88-89, 91-92, 98, 108
cognitive, 78, 499, 527
environmental, 500, 527
human, 32, 36,43,64, 78, 88, 143,283-

284, 326, 430,495,498-499, 519

perceptual, 499
psychological, 100, 143, 144,499

Urban design applications of evolutionary
aesthetics, 571-57 4

Vampire bat, 96, 167, 168, 169, 178,200
Variance, 140

in foraging success, 212-215
in reproductive success, 300

Verbal ability. See Sex differences in verbal
ability

Vertical integration, 4, 13,627,635
Vocal signals, 411 -414,416-418

graded vs. discrete, 414-424
Vocalization

affective, 406-408
primate, 413-416

Voles
meadow (Microtus pennsylvanicus),

533-534
pine (Microtuspinetorum), 533-53 4

Vomiting, 327-328, 336, 338, 341, 345-
346, 349, 354

Wason selection task, 18 1 -185, 187-188,
190,195,200-201,204-205

Way-finding, 560, 564, 584-585
Whorfian hypothesis, 518, 522
Wife sales, 312
Willingness to invest, male, 277. See also

Paternal investmen t
relationship to parental nurturance, 272,

368-369
relationship to personality, 272


