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“Erst die Theorie entscheidet dariiber,
was man beobachten kann”
Albert Einstein



Foreword

Chemistry is the science of substances (today we would say molecules) and their
transformations. Central to this science is the complexity of shape and function
of its typical representatives. There lies, no longer dependent on its vitalistic
antecedents, the rich realm of molecular possibility called organic chemistry.

In this century we have learned how to determine the three-dimensional
structure of molecules. Now chemistry as whole, and organic chemistry in
particular, is poised to move to the exploration of its dynamic dimension, the
busy business of transformations or reactions. Oh, it has been done all along,
for what else is synthesis? What I mean is that the theoretical framework accom-
panying organic chemistry, long and fruitfully laboring on a quantum chemical
understanding of structure, is now making the first tentative motions toward
building an organic theory of reactivity.

The Minkin, Simkin, Minyaev book takes us in that direction. It incorporates
the lessons of frontier orbital theory and of Hartree—Fock SCF calculations;
what chemical physicists have learned about trajectory calculations of selected
reactions, and a simplified treatment of all-important solvent effects. It is written
by professional, accomplished organic chemists for other organic chemists; it
is consistently even-toned in its presentation of contending approaches. And
very much up to date. That this contemporary work should emerge from a
regional university in a country in which science has been highly centralized
and organic chemistry not very modern, invites reflection. It is testimony to the
openness of the chemical literature, good people, and the irrepressible streaming
of the human mind toward wisdom.

Cornell University Roald Hoffmann



Preface

The principal notions and conceptual systems of theoretical organic chemistry
have been evolved from generalizations and rationalizations of the results of
research into reaction mechanisms. In the sixties the data from quantum
mechanical calculations began to be widely invoked to account for and predict
the reactivity of organic compounds. In addition to and in place of the notions
derived on the basis of the resonance and mesomerism theories that earlier had
been treated semiquantitatively by means of correlation equations, novel
research tools came to be employed such as reactivity indices, perturbation MO
theory, or the Woodward-Hoffmann rules. It is very characteristic of these
approaches, which have now taken firm root in the field of theoretical chemistry,
that they, on the whole, imply an a priori assumption of the mechanism and
probable structures of the transition states of reactions.

The current stage of theoretical research into reaction mechanisms associated
with direct calculations of potential energy surfaces (PES) and reaction
pathways, with precise identification of transition state structures, has developed
in the wake of amazing progress in computing technology and the development
of the methods of quantum chemistry. Analysis of the PES and reaction
pathways furnishes unique information as to the detailed mechanism of chemical
transformation which can, in principle, be obtained by none but the calculational
methods. Such an analysis forms the basis for the so-called computer experiment
providing for modelling of the reactions and structural situations which are
hard or even impossible to realize empirically. Apart from being a correct
explicative method, the quantum mechanical calculations of PES’s are becoming
a means by which mechanisms of chemical reactions may be predicted. This
makes them all the more important for the broad community of organic and
physical chemists engaged in studying reactivity and reaction mechanisms.

It is primarily these readers to whom the present book is addressed. Its first
part (Chaps. 1-5) discusses the main characteristics of PES as well as the
methods useful in its calculation and analysis. Particular attention is given to
the question of adequacy of the calculational method to the character of a given
problem determined by the specificity of structure and the type of transfor-
mation. Since most organic reactions are carried out in solution, up-to-date
schemes are examined for taking the solvation effects into account. Any exact



X Preface

calculation starts from the selection of the most likely configurations of the
reacting system. The theory of orbital interactions has proved very effectual for
ascertaining these and determining the reaction paths. The notions of isolobal
analogy rooted in this theory permit a unified conceptual approach to the
reactions of both oganic and organometallic compounds.

The second part of the book (Chaps. 6—12) is devoted to the analysis of
calculation data on the mechanisms of principal organic reactions. Chapters 7,
8, and 10 review the results of theoretical research into mechanisms of the
hetero- and homolytic substitution and addition reactions in the gas phase as
well as in solution. Owing to these results obtained over the last 5-10 years,
some questions of stereo- and regiospecificity of the above reactions have been
clarified and numerous structures calculated of transition states, ion pairs,
unstable intermediate biradicals, and n-complexes as to which only vague
conjectures had been possible before. In Chap.9, it is shown how this
information may be utilized for target-oriented structural modelling of the
dynamic systems in which fast intramolecular rearrangements take place.
Chapter 11 moves on to examine the reactions of electron and proton transfer
as well as the role of steric and energy factors and the tunnelling mechanism
in the realization of these important transformations. A brief analysis of
pericyclic reactions concludes the book. The PES calculations have enabled a
much more detailed insight to be gained into the workings of their mechanism.

The authors hope the present publication may invite a still greater attention
to very interesting potentialities inherent in the quantum chemical analysis of
reaction mechanisms and encourage more researchers to engage in further
development of this promising field.

Rostov, June 1990 Viadimir I. Minkin
Boris Y. Simkin
Ruslan M. Minyaev
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CHAPTER 1

Potential Energy Surfaces of Chemical Reactions

1.1 Introduction.
Mechanism of Chemical Reaction and Quantum Chemistry

The mechanism of a chemical reaction is described by all elementary steps
covering the transformation of starting reactants into products. Any full
information on such a mechanism must include the sequence of these steps
(stoichiometric mechanism) as well as the data on their nature. This concerns
the data on the structure and energetics of all species involved in the reaction
and the solvation shell for every point of the route which leads from the starting
compounds, for a given elementary step, via transition states to its final products
(intrinsic mechanism). These data may be rationalized to arrive at certain views
as to stereochemistry, composition, structure, and relative energy of a transition
states of the reaction.

One of the most important branches of theoretical organic chemistry deals
specifically with the determination of these parameters. It should be noted that
they cannot, with rare exceptions, be determined by experimental methods.
Indeed, studying of reaction kinetics and isotopic effects, analysis of various
correlational relationships of the steric structure of reaction products etc. give
data which allow only indirect conclusions as to the overall reaction pathway
since they all are invariably based on the studies of only the initial and the
final state of every elementary step of the reaction. This situation may remind
one of the “black box™: direct access to the information therein is impossible,
it can be deduced only through a comparison between the input and the output
data.

Quantum chemistry has opened up basically new possibilities of studying
chemical reactions. Indeed, the theoretical calculations enable the researcher
to “peep” into the aforementioned “black-box™, ie., to calculate all critical
parameters of the intrinsic mechanism of a reaction. Of course, the knowledge
of the reaction mechanism is not the ultimate goal of the calculations, rather
it is needed for revealing the general causes influencing the kinetics of a reaction
and for establishing comprehensive concepts and theoretical models governing
the reaction with an aim of finding effectual means that would make it possible



2 Choice of a Coordinate System and the Representation of a PES

to control the course of the chemical process. And it is precisely the quantum
chemistry which plays a pioneering role in the development of such general
approaches to understanding chemical reactions.

In order to describe in a most general manner the structural changes going
on in a reacting system, in other words, the intrinsic mechanism of the reaction,
it is necessary to solve the time-dependent Schrodinger equation. However, even
in regard to the systems consisting of several atoms only, the task of obtaining
even approximate solutions to this equation is extraordinarily complicated.
Moreover, most chemical reactions exhibit at room temperature very insigni-
ficant quantum effects. Therefore, another approach, sufficiently rigorous, is
employed to describe the dynamics of a chemical reaction, namely, the
calculation of the potential energy surfaces (PES) and of the trajectories of
interacting particles moving over these surfaces. In this approach, referred to
as semiclassical, the problem is divided into two parts:

1) the quantum mechanical calculation of the potential energy for a system of
interacting particles (statics), and

2) the solution of the classical equations of motion using the potential obtained
for a description of the dynamics of the system.

1.2 Choice of a Coordinate System and the Representation
of a PES

The PES of a system is given by the function describing its total energy (minus
kinetical energy of the nuclei) of using the coordinates g of all nuclei the system
contains. In case the system consists of N atomic nuclei, the number of the
independent coordinates (degrees of freedom) that fully determine the PES is
(3N — 6)—for a linear system of N nuclei this number will be (3N —5):

E(Q)=E(91,92,93>---»93n-6) (L.1)

The form of Eq. (1.1) implies the possibility of separating the wave functions
of the electrons and the nuclei. Such a differentiation, which corresponds to the
Born-Oppenheimer approximation is feasible in virtue of a considerable
difference between the masses of these particles. The electrons being lighter than
the nuclei move much faster than these and instantaneously adapt themselves
to the nuclear configuration which changes relatively slowly during a reaction,
a conformational transition, or simply molecular virbrations. The Born-
Oppenheimer approximation is satisfied fairly well for the vast majority of
chemical reactions in the ground electron state of the molecules. When, however,
the PES of an excited state approaches quite near the PES of the ground state
or, indeed, intersects it in some parts of the configurational space, this approxi-
mation is no longer valid (see Sect. 1.6).
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The concept of the potential energy surface forms the basis for all modern
theoretical models describing the properties of individual molecules or their
combinations that depend on the geometrical parameters of a system. There
are among such properties kinetical, thermodynamic, spectral, and other
characteristics. In order to represent a PES by means of Eq. (1.1), one has to
calculate, using one of the current methods (see Chap. 2), the energy of the
system for regular sets of the coordinates g, to construct the corresponding
graphical patterns for the function E(gq) and to tabulate the data or, by making
use of these, to try to find approximate analytical expressions of E(qg).

As coordinates, any set of parameters may be taken which do not depend
on the absolute position and orientation of the nuclei in space. The internal
coordinates, such as the bond lengths or other inter-nuclear distances, the
valence and torsion angles, are the most convenient, but, in principle, the choice
of coordinates is dictated by the specificity of the problem in hand. It is expedient
that among the (3N — 6) independent coordinates there should be such structural
parameters which are subject to the most drastic changes in the course of the
transformation under study. Particularly successful systems of coordinates
include the so-called reaction coordinate, i.e., the direction along which the
wave function of the system changes especially fast during transition from the
reactants to the products.

In the simplest case of a two-atom system (N =2, 3N —5=1), the only
coordinate describing the PES is the interatomic distance r. In this case, the
dependence of the potential energy of the molecule [Eq.(1.1)] on r can be
approximated quite well by the Morse curve:

E(r)=D,{1—exp[ —a(r—r,)]}? (1.2)

where D, is the bond energy which consists of the dissociation energy D, and
the zero vibration energy (see Fig. 1.1).

E(r)

Fig. 1.1. Potential energy curve for a two-atom molecule (r, is the equilibrium bond length, D, — D, is
the zero vibration energy)
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AE, keal/mol

Fig. 1.2a, b. Potential energy surface (a) and its two-dimensional map (b) of an ozone molecule in the
region of the stable isomers I (a—c) and II constructed from the data of ab initio calculations [4]
depending on the angles O,0,0, and O,0,0,. The data in parentheses near the numbers of
structures are the relative energies of these structures (kcal/mol). The solid thick line on the two-
dimensional PES map (b) shows the minimum-energy path of the topomerization reaction of the
ozone molecule Ia2IT21b (Ic). Dashed line on the PES (a) shows the total reaction path

For a three-atom (N = 3) nonlinear system of atomic centers, the function
E(q;, g4, q5) 1s already a hypersurface in a four-dimensional space. Its graphic
representation is not possible, so its visual perception is confined to the inspection
of the sections at fixed values of one of the coordinates or is dependent on the
assumption of a definite relationship between certain two coordinates. Thus,
the PES of the ozone molecule O; featured by Fig. 1.2 has been constructed
as a function of two internal coordinates, viz., the angles O,0,0; and O,0;0,.

It is assumed, in virtue of the molecular symmetry, that the bond lengths
0,0, and 0,0, in Ia vary synchronously in the electrocyclic reaction.
Assumptions based on similar grounds are made fairly frequently when
calculating the PES of various reactions.

No3 0
RN 0N 2 070 /N
P =
30 3 N 00
of
la I 3l 1]

In such cases, a certain caution is called for regarding the conclusions as to
the intrinsic mechanism since artificial restrictions of the degrees of freedom of
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a reacting system may sometimes involve serious deviations from the results of
a more rigorous calculation (see Sect. 2.2).

The three deep minima on the PES of O; correspond to three degenerate
isomers (topomers) Ia-Ic, while the central less deep minimum corresponds
to the symmetrical intermediate II (Fig. 1.2a). A handy form of the representa-
tion of a three-dimensional PES is the two dimensional contour map containing
curves obtained by projecting the function E(q,,q,) onto the plane q,,q,
(Fig. 1.2b). As may be seen from Fig. 1.2a, the transition from funnels I to the less
deep funnel of the metastable intermediate II requires the least energy when it
takes place along the bottom of the valleys whose top points are the saddle points
corresponding to the structures III, which represent the transition states of the
reaction stages [211. The line going along the valley bottom of the three-
dimensional (multi-dimensional in the general case) PES is called the total
reaction path [5]-—in Fig. 1.2a this path is indicated by a dashed line. A
projection of the total reaction path onto the configurational space of nuclear
variables, in this case onto the plane q,q,, is referred to as the minimal energy
reaction path*, which is represented in the configurational space by a certain
continuous curve g(q,q,) =0 the length of whose is usually regarded as the
reaction coordinate. Figure 1.3 shows the energy profile of the interconversion
reaction of two ozone topomers constructed as a function of the reaction
coordinate.

This representation of the relationship between the energy and the structural
changes occuring in the course of a reaction is the most frequently used. It
clearly shows direct connection between the PES characteristics and the main
theoretical concepts of chemical kinetics.

REACTION COORDINATE

Fig. 1.3. Energy profile of the interconversion reaction of two ozone topomers Ia and Ib via
symmetrical intermediate II. Maxima on the curve correspond to the transition state structures I1la

and IIIb (see Fig. 1.2). Nuclear wave functions y,, (g) are given for zero vibration levels at the minima
of Ia and Ib

*Below a stricter analysis of the notion of a reaction path will be given (Sect. 1.3.4)
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1.3 Topography of the PES and Properties
of a Reacting System

The PES function contains fairly full information on the mechanism of chemical
interactions which can arise in a given system under different initial conditions
(initial energy, relative orientation of reactants etc.). However, such functions can
be obtained for a sufficiently wide spatial region only in the case of very simple
atomic systems (2—4 centers). The reason for this lies primarily in the multidimen-
sionality of the PES’s. For a simplest reaction of the nucleophilic substitution:

CH,F + Cl- == CH,Cl + F~

the PES is a hypersurface in the 13-dimensional space, i.e., the energy of the
system depends on 12 degrees of freedom (N = 6). If a PES calculation were
confined to only 10 fixed values of every variable, then the total number of
separate geometrical configurations for which the energy should be calculated
would amount to 10*2. Suppose we had a computer performing each calculation
in one second, then the construction of this PES would require 10!2 seconds,
ie., 10° years—the comment is superfluous.

However, in order to analyze the mechanism and the kinetics of a chemical
reaction occurring under certain conditions, it is not necessary to know the full
function of the PES. It would suffice to have information on certain portions
of the PES, primarily those corresponding to the minima regions of Eq. (1.1)
and to the saddle points. The search for these regions is directed at finding the
so-called stationary or critical points of the PES.

1.3.1 Critical Points

The critical points of any given function f(g) are those points of the configur-
ational space in which the values of all first derivatives of the function relative
to any independent variable g; are equal to zero. In any critical point of a PES
described by the coordinates (¢4, q,,-..,q3y-¢) the first derivatives of energy E
with respect to all coordinates (the gradients) become equal to zero.

gr_;i’iEz<6—E,-6£,—05,...,—5E—>=(0,0,0....,0)Eo (1.3)
0q, 09, 043 0q3n-s

In order to fully characterize the nature of such extremum points and thereby
to establish the role they play on the PES of the system one needs to know
the curvature of the PES in these points. To this end, second derivatives of the
energy are calculated with respect to all coordinates in the extremum region.
In its general form the set of second derivatives of the energy constitutes the
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matrix H referred to as the Hessian:
0’E 0’E 0°E
oq3 04,04, 04109356
0’E 0’E O’E
g0 0% 0,0 3n -
H— q,04, qz q4;043n -6 (1.4)
0’E 0’E 0’E
0q3n-604;1  0q3n-6049: aquv—s

The critical point of a PES, in which the Hessian Eq. (1.4) has at least one zero
eigenvalue, is called a degenerate critical point. The degree of degeneracy of a
critical point is determined by the number of the zero eigenvalues of the matrix
H. Tt is generally assumed that the degenerate critical points of a PES are of
no great significance for the analysis of reaction mechanisms, we shall therefore
consider only the nondegenerate critical points, i.e., such points in which the
Hessian Eq. (1.4) has no zero eigenvalues.

The point of the PES in which the matrix of Eq. (1.4) is positively defined,
i.e, all its eigenvalues are positive, is a minimum. Since the eigenvalues of the
Hessian correspond to the force constants of normal vibrations of the system,
all force constants are positive and any shift from this region of the PES
increases the energy of the system!. Thus, the minima regions of the PES
correspond to stable structures or intermediates.

In case the matrix H of Eq. (1.4) has in a given critical point only one negative
eigenvalue, then this point is the first-order saddle point (4 = 1) (the order 4 of
critical points is determined by the number of negative eigenvalues of matrix
H) and can characterize structurally the transition state of the reaction (see
Sect. 1.3.3). The only negative value of the force constant corresponds to the
imaginary frequency of the “normal” vibration of the system. Its vector, referred
to as the transition vector [6], determines the direction and the symmetry of
the reaction path in the highest energy point of the passage across the transition
state region. Higher-order saddle points of the PES (4 > 2) with two or more
negative force constants of normal vibrations are not as important for the
theoretical analysis of reaction mechanisms and kinetics.

In the regions of the maxima on the PES, the matrix of Eq. (1.4) is negatively
defined with all force constants having negative values. The system avoids
getting into these regions which have no special physical importance such as

!Strictly speaking, the question is here of the matrix H of diagonal type obtained from Eq. (1.4) via
orthogonal transformation of the coordinates to mass-weighted normal coordinates
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Fig. 1.4a—e. Assignment of nondegenerate (a—c) and degenerate (d, e) critical points of the three-
dimensional PES E (q,, q,)—the coordinates q,, q, are selected such as to correspond to the
directions of the main curvature axes, a shows the point of a minimum with 82E/dq? > 0; 6*E/
dq3 > 0; (the stability region); b denotes the saddle point with 82E/dq} < 0; 2E/dq2 > 0;(the transition
state structure); ¢ the point of a maximum with 62E/dq} < 0; 62E/dq% < 0; d the degenerate point of a
minimum with 82E/dq% = 0; 02E/dq? > 0; e the degenerate second-order saddle point (monkey saddle)
with 02E/0q? = 0*E/dq2 =0

is inherent in the regions of the minima and the saddle points. Figure 1.4
illustrates the above-given notions for the simplified case of a PES described
by only two coordinates g, and ¢,.

1.3.2 The Regions of the Minima on the PES

Only those geometrical configurations of the atoms which belong to the regions
of the minima on the PES correspond to stable molecular forms, ie., such
species which are, in principle, amenable to experiment. It is assumed that the
depth of the minimum on the PES will be such that it would contain at least
one vibration level. Thus, a theoretical analysis of chemical transformations
must start from ascertaining whether the structures of compounds involved in
the reaction belong to the minima of the PES. For this purpose, it would be
necessary to verify the validity of Eq. (1.3) and that the matrix H of Eq. (1.4)
is positively defined in the point of configurational space related to a given
structure. There exist quite effective methods for optimizing the molecular
geometry based on the calculation of energy gradients. The overall procedure
involves calculation of the total force field (complete set of the force constants)
of a molecule and of the frequencies of molecular vibrations associated with
these constants.
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1.3.2.1 Vibrational Spectrum of Molecules

As was noted earlier, for a geometrical configuration that would correspond to
a minimum on the PES to exist, the presence in this minimum of at least one
vibration level is required. Therefore, after the verification of necessary condi-
tions, the vibrational spectrum of the molecule can be found from the solution
of the classical equations of motion with respect to the curvilinear internal
coordinates g [7]. However, in practical calculations it is more convenient to
make use of the cartesian coordinates X;Y;Z; for each atom i(i=1,2,..., N) in
the molecule. In this case, the equations of motion have a simple form [8, 9]:

3N
mifi=— Y fyr; i=12,...,3N (3
=1

where r;=(X;— X?) are the small shifts of the atom i from the equilibrium
position X? (point of a minimum on the PES) along the coordinate X; m; is
the mass of the atom i; F; is the second derivative of r; with respect to time,
and f;;=(0*E/0X,0X ) are the second derivatives of energy with respect to the
cartesian coordinates X;, X ;.

Quite effective analytical and numerical techniques have been developed in
the framework of the Hartree-Fock method (SCF MO) for calculating the
derivatives f;; [8, 9]. Equation (1.5) is solved by standard methods [8]. The
modes of normal vibrations have the form:

r; = a; exp(2nvit) (1.6)

where the vibration amplitude g; can be found from the equations:

3N
Y fia;=4n*a; (i=1,2,...,3N) (1.7)

. %
j=1

in which f7; are the mass-weighted force constants related to f;; by the following
relationship:

fii= fym: Pmy 12 (1.3)
The eigenvalues of the matrix f7; equal 4n®v?, where v is the frequency of
harmonic vibrations, and the eigenvectors of the matrix f}; indicate amplitudes
of normal vibrations, which allows the type of vibration to be identified.
Six values of the calculated frequencies equal zero (are close to zero in real
calculations), they correspond to six out of 3N variables which characterize
translational and rotational motions of the molecule as a whole.

The importance of a careful verification by means of the described scheme
for calculating the vibration spectrum where the structure under theoretical
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investigation actually belongs to a minimum point on the PES has been
convincingly demonstrated by a recently conducted refinement of the structure
of tetralithiotetrahedrane.

In a number of nonempirical calculations, starting from Ref. [10], this
molecule appeared to prefer (65kcal/mol, STO-3G basis set) non-classical
structure IV to the classical form in which the lithium atoms are linked with
carbon by normal two-center two-electron bonds. However, a recent calculation
on IV (STO-3G, 4-31G basis sets) supplemented with a calculation of its
vibration spectrum has shown that this structure does not correspond to the
true minimum on the PES of C,Li,. The vibration spectrum of IV contains
two imaginary vibration frequencies. The shifts determined by the eigenvectors
related to these frequencies bring IV into the minimum on the PES associated
with the structure IVa. The results of the calculations in Ref. [11] are quite
important in view of considerable interest in experimental synthesis and re-
activity of tetralithiotetrahedrane:

Li b /l\

Li ——C " C—L|

. \|/

v IVa

Computer time expenditure for calculating a force field employing the basis
sets of orbitals usual in nonempirical calculations (Chap. 2) is comparable with
that spent on obtaining the ground state wave function. The accuracy of
computing harmonic vibration frequencies depends strongly on the method
used for quantum chemical calculations. For example, for nonempirical methods
using a basis set of moderate size, the calculation of this quantity is subject to
an error (usually overestimation) of 10~15%. In semiempirical methods of the
MINDO/3 [12] and MNDO [13] type, the accuracy is somewhat higher. It
should be noted that part of the error in the calculation of vibration frequencies
is due to harmonic approximation and cannot be blamed on any shortcomings
of the quantum mechanical methods; when anharmonicity is taken into account,
the accuracy is improved. The data of Table 1.1 may give an idea of the

Table 1.1. Ab initio (DZ-type basis set) [9], semiempirical (MINDO/3) [12]
and experimental (gas phase) frequencies (cm™!) of normal vibrations of
hydrogen cyanide

Symmetry and

type of vibration 3-21G 6-31G* MINDO/3 Experiment
= *CH(ver) 3691 3679 3536 3311
[1CH(®) 990 889 769 712

>*C=N(vew) 2395 2438 2268 2097
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possibilities inherent in a theoretical calculation of the vibration spectrum of
organic molecules.

Knowledge of the frequencies of normal vibrations permits a stricter evalu-
ation of the relative energies of various structures which arise in the course of
a chemical reaction, namely, it allows the energy contributions of their zero
vibrations X(1/2hv,) (see Fig. 1.3) to be taken into account, which should then
be included in the total energy of every such structure.

1.3.2.2  Calculation of Thermodynamic Functions of Molecules

Thermodynamic and activation parameters—such as the constants of equilibria
and rates, the free energies of equilibria and activation—associated with a
certain temperature are employed when conducting experimental studies of
equilibria, thermochemistry, and kinetics of reactions. The energy quantities
calculated by the methods of quantum chemistry are related, even when the
energies of zero vibrations are allowed for, to the temperature of 0 K. A transition
from the differences between the internal energies to thermodynamic quantities,
which provides for direct comparison of calculational and experimental data,
can be made when structural characteristics of reaction participants and their
vibration spectra are known. These parameters, in their turn, can be calculated
if the form of the PES function of Eq. (1.1) is known. Making use of the data
obtained, one may be means of the well-known relationships of statistical
mechanics and thermodynamics—see Ref. [14] and Refs. [15, 16]-—derive
partition functions and calculate absolute entropy and heat capacity of all
individual molecules, ions, and intermediate structures taking part in a given
reaction.

In a rigid molecule approximation (internal rotation and inversion barriers
appreciably exceed kT), one may single out contributions from separate degrees
of freedom of the translational, rotational, and vibrational motions to the
entropy S and the heat capacity, with anharmonicity of vibrations and some
other effects neglected:

S= Strans + Srot + Svibr (19)

CP = CP(trans) + CP(rot) + CP(vibr) (110)

The contributions from the translational degrees of freedom may be calculated
without the data of quantum chemical computations as they depend only on
the external conditions (T, P) and the molecular mass m:

Sians=3RINT+3RInm+ RIn[(2n)*?k>?*h¥]+3R—RInP  (1.11)

CP(trans) = %R (112)
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The rotational contributions to the entropy and the heat capacity are:

(1.13)

A3 T )2(2m) 72
Srm=R|:%lnT+32’+1 ( AB;)3 (2m) :|

CP(rot) = %R (114)

where ¢ is the symmetry number; I ,, I, I are the principal moments of inertia
calculated from the data on internuclear distances in a PES minimum.

The contributions to the entropy from the vibrational degrees of freedom are
given in harmonic approximation by:

Syie =R Y. g;In[1 —exp(— hev;/kT)]

R_hc gwvi exp(— hevi/kT)
kT 51 —exp(— hev,/kT)

he \? . gviexp(— hevi/kT)
Croio _R<7<7> 21— exp(— hev/KT)T? (116

(1.15)

where v; and g; are, respectively, the frequency and the degree of degeneracy of
the i-th vibration.

The greatest contributions to the vibrational components of Egs. (1.15) and
(1.16) are made by the terms defined by low frequency deformation vibrations.
Table 1.2 lists some calculation data on the entropy and the heat capacity in
comparison with the experimental results.

Having calculated energy contributions from the zero vibrations and indivi-
dual entropy terms of the reactants A and the products B, one may calculate
the free energy of reaction at an arbitrary temperature 7:

AGT=HY—Hf+ Z hv, — Z hy;
vEA jeB
T(war v1br + Srot Sll';ot + Strans S?rans) (117)

Table 1.2. Values of entropy and heat capacity calculated by
the MINDO/3 [16] method and obtained experimentaily at

298K

S, kcal/mol C,, kcal/(mol K)
Compound calc. obs. calc. obs.
CH,Ci 56.1 559 104 9.7
CH,=CH, 52.6 52.4 11.0 10.2
CH,=C=0 58.3 57.8 129 124
Thiophene 68.3 679 19.3 174

Benzene 65.2 64.3 20.9 19.6
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The dependence of the heat of reaction on temperature is defined by Kirchoff’s
law:

T
AHT = AHT® ¢ j (ACp)dT (1.18)

0

Table 1.3 lists free energies for six industry-important reactions at
300-1500K calculated by the MINDO/3 method and found experimentally.
The calculation of AG is subject to an error of a mere 0.5-1 kcal/mol, with the
exception of the reaction of formation of hydrogen cyanide due to unsatisfactory
description of triple bonds by the MINDQO/3 method (see Chap. 2).

A more detailed analysis of the determination of macroscopic properties of
a substance from the data of theoretical quantum chemical calculations may
be found in the review of Ref. [15] devoted to this problem. The difference
between the energies of two minima (generally, of two critical points on the
PES) calculated theoretically and that between the free energies [Eq. (1.17)]
found experimentally may disagree by as much as 100 kcal/mol, which underlines
the importance of correct comparison of the theoretical results with the experi-
mental data. Within this disagreement, any conclusion as to the energetics of
a reaction, which disregards statistics, may prove erroneous.

1.3.2.3 Topological Definition of Molecular Structure

Geometrical configurations of a set of atomic nuclei related to the points of
minima on a PES represent molecular structures. Theoretical chemistry describes
the mechanisms of all chemical transformations by means of the molecular
structures whose chief characteristic are the chemical bonds linking various
atoms within a molecule. It is the changes in the molecular structure which
determine the essence of the chemical reaction. Therefore in order to correctly
describe the structure, it is important to define rigorously this notion on the
basis of the first principles of quantum mechanics.

A point in the configurational space in the minimum of a PES is, within the
framework of the Born-Oppenheimer approximation, a quantum-mechanically
well-defined characteristic. However, a geometrical definition of molecular
structure directly related to this point can hardly be fully satisfactory. The fact
is that in the energy ground state a molecular system is located not on the PES
itself but on the hypersurface of the zero vibration level (see Fig. 1.3, the one-
dimensional case) assuming with the probability |y(q)|* (Where yo(g) is the
nuclear wave function in the corresponding minimum of the zero vibration state)
any geometrical configuration within this hypersurface (see Fig. 1.2b, hatched
areas). These changes (deformations) in the geometrical configuration regard-
ing the molecules in the ground state, which correspond to narrow and deep
minima on the PES, are, as a rule, much smaller than the corresponding inter-
atomic distances in the molecule. Such deformations may be quite considerable
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for stereochemically nonrigid molecules and ions and also at the start of
reaction when the initial structure is still intact. Thus, the geometrical definition
of molecular structure does not correspond to the content of this concept
commonly adopted in chemistry. This discord can easily be explained: the
definition of molecular structure, as formulated in terms of the classical struc-
tural theory, rests on topological rather than geometrical principles, in other
words, on the determination of bond sequences and stereochemical types of
coordination centers, but not on a quantitative description of all structural
parameters. Such a definition cannot be translated unambiguously into the
language of quantum mechanics for lack of appropriate operators that would
correspond to both the chemical bonding and the molecular structure as a
whole. As has been pointed out in this connection [ 17, 18], a quantum mechani-
cal definition of structure would require introduction of additional postulates
into the completely formulated quantum theory, which, evidently, may not be
regarded as its further development.

A real prospect for a correct definition of molecular structure on the basis
of quantum mechanics emerged thanks to a topological approach to the analysis
of the electron density p(q) distribution in a system characterized by this density.
This approach developed by Bader [19], based on the topological properties
of the charge distribution in molecular systems, provides an invariant pattern
of the distribution of chemical bonds between the atoms in a molecule and
determines unambiguously the type of a molecular structure for both the classical
(Butlerov-type) and the nonclassical (see Ref. [20]) molecular systems.

The topological characteristics of the distribution of electron density p(r) in
a molecular system are determined by the properties of the gradient field Vp(r, g)
where r is the coordinate of the point in the real space where p is calculated
within the given nuclear configuration g. This field is represented by the trajec-
tories Vp(r) as shown in Fig. 1.5.

The gradient trajectories Vp cover the whole space, they can begin and end
only at the critical points or at infinity. Critical points of a gradient field are
the points in which

Vp=0 (1.19)

They are classified by their rank n and signature m and are designated as (n, m).
The rank of a critical point is the number of nonzero eigenvalues for the matrix
of second derivatives of p with respect to cartesian coordinates (82p/dx;0x j)
(x; =X, y,z) and the signature is the difference between the positive and the
negative eigenvalues of this matrix. A maximum can be described as the point
(3, — 3) (all three eigenvalues of the matrix ||(62p/0x,-6xj) | are negative). The
maxima coincide with the positions of nuclei in the molecule (see Fig. 1.5).
A critical point, which is the local maximum in two directions and the local
minimum in the third, is designated as (3, — 1), its signature is | —2 = — 1. This
point is referred to as the bond critical point or simply the bond point.
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Fig. 1.5a,b. Two-dimensional representation of the gradient paths Vp(r) for the ethylene in its
equilibrium geometrical configuration as calculated by the ab initio (STO-3G) method [19]. The
black dots denote the bond critical points. Trajectories linking the neighboring nuclei through the
separating critical point are the bond paths (b). Solid lines (b) traced through the critical points
perpendicular to the bond paths separate atomic basins. (Reproduced with permission from the
American Chemical Society)

Furthermore, there exist a ring point (3, + 1) and a cage point (3, + 3) which
describes, respectively, the presence of a ring or a three-dimensional cage in the
molecule. The ring point has two ascending and one descending direction, while
the cage point represents the true minimum of p.

All gradient pathways are divided into two types. The first type comprises
the paths passing through the local maxima of the function p(r,q), which
correspond to the positions of atomic nuclei. A region of the space bounded
by the gradient paths coming from infinity to the given molecule constitutes
the basin of the corresponding atom in the molecule.

Each two neighboring atomic basins are separated by a nodal surface on
whose intersection line with the molecular plane lies the bond point (3, — 1).
Also a combination of several neighboring atomic basins produces isolated
basins, e.g., those of the CH,, CH; groups, whose properties depend on the
electron density distribution in the common basin.

The gradient pathways of the second type determine the bond distribution
in a molecular system. This type includes two gradient paths, which link the
bond point located between each two neighboring atomic basins with the nuclei
corresponding to these basins. Addition of these two paths produces a line in
space along which the electron density retains its maximal value. This line is
referred to as the bond path. A complete network of the bond paths determines
the molecular graph for a given nuclear configuration.

Figure 1.6 shows molecular graphs for various molecules in their equilibrium
geometrical configurations. As a rule, such graphs resemble ordinary structural
formulas. However, in some cases they indicate certain important features.



Potential Energy Surfaces of Chemical Reactions 17

no A AXT

a b

:
\/\ o
FA-}Y-F /‘.:B<>f:\ . Bj'(\
e f

g

Fig. 1.6a—j. Molecular graphs defined by topological properties of the electron density distribu-
tion, according to ab initio (STO-3G) calculations of the gradient field. a methane; b cyclopropenium
cation; ¢ tetrahedrane; d benzene; e CH,F,™; f diborane B,Hg; g pentaborane BsHy; h ethylene in
equilibrium geometry configuration, HCH = 115.6°; i ethylene; HCH = 85.6°, the energy relative to
the ground state structure is 45 kcal/mol; j ethylene, HCH = 58.8°, the energy relative to the ground
state structure is 189 kcal/mol. (Adapted from Refs. [21-23])

Thus, in the case of the structures with small cycles (Fig. 1.6b and c) the bond
paths are bent, which is an evidence in favor of the concept of bent (banana)
bonds in these compounds. For pyramidal pentaborane B;Hy the molecular
graph does not contain any bond paths between the basal boron atoms, which
means that there is no concentration of the electron density in the basal plane
(Fig. 1.6g).

Bader’s calculations have shown that small and, in some cases, even large
structural variations do not affect the character of a molecular graph. Indeed,
as may be seen from Fig. 1.6h—j even very large deformations of the angle HCH
in ethylene associated with huge energetic excitations do not lead to any
alterations in the molecular graph, ie., to a distortion of the initial structure.
This makes it possible to single out on the PES of Eq.(1.1) a nuclear space
region Q(q), which may be associated with a permanent molecular structure.
The molecular structure itself is in this case defined as an equivalent class of
molecular graphs. On such a conceptual basis, a given molecular structure is
described by a set of “configurations” with a given number of the bond paths
connecting the same nuclei in each molecular graph.

The magnitude of the electron density p, at the bond point characterizes the
strength and the character of a bond. Bader has shown that in the case of the
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CC bonds an empirical bond order n may be introduced
n = exp{6.458(p, — 0.2520) (1.20)

where p, is calculated with the 6-31G* basis set [21]. This yields the values
of n equal to 1.00, 1.62, 2.05, and 2.92 for the carbon—carbon bonds in ethane,
benzene, ethylene, and acethylene, respectively.

To characterize a bond type, Bader introduced the quantity VZp, the
Laplacian of p [19]. If at the bond point V?p, <0, it means that this bond is
covalent or polar. The case of V2p, > 0 characterizes ionic and hydrogen bonds
as well as the noncovalent van der Waals-type molecular interactions.

The ab initio calculations [22, 23] of the Laplacian at the bond points show
that V2p, <0 for the C—C bonds in hydrocarbons; it grows but still remains
negative for the N—N and O—O bonds in H,NNH, and HOOH. But with
the bonds F—F, S—N, and S—S in, respectively, the molecules F,, S,N, and
S2* [24] V2p, > 0. Such behavior of V?p, indicates that the character of the
local distribution of electron density at the bond itself and in the regions adjacent
to it depends strongly on the type of bond. When V?p, <0, the electron density
concentration is greater at the bond than in the neighboring regions, while with
V2p, >0 the situation is reverse: the electron density at the bond is depleted
as compared with the neighborhood. The Laplacian V2p can be represented
graphically in the form of two-dimensional maps for various spatial sections of
a molecule. Such representation is convenient for determining the optimal
positions for an attack upon the molecule by electrophilic or nucleophilic
species [22, 23].

Currently, the analysis of the molecular structure based on topological
examination of the electron density has gained wide acceptance [19,21-26].
This approach has led to some unexpected conclusions as to the character of
bonds in certain compounds. For example, a study of the C—Li bonds in
organolithium compounds [27] has shown that in compound V, notwithstand-
ing the large distance between the carbon atoms C, and C, equal to 3.121 A, there
exists a covalent chemical bond indicated by the molecular graph Va.

N N7
il /

Bond point

C2 /C‘|/ FEAN
///2557 Ring point
12527 i~
v Va

1.3.2.4 Structural Diagrams

Based on the above-described concept of molecular structure, all configurational
space of the nuclear coordinates Q(¢q) may be divided into a finite number of
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Fig. 1.7. Section of the structural diagram of a
type ABC molecular system [25]. Coordinates of

N the plane are defined by two out of three
B/\C independent parameters of the molecular system

structural regions, each of which corresponds to a certain molecular structure.
At the boundaries between such regions a jumpwise alteration of the structural
type takes place [25]. Such a procedure parallels the division, suggested by
Mezey [5], of the PES and, accordingly, of the configurational space Q(g) into
non-intersecting domains. As Mezey has shown, this division may be done
proceeding from the properties of the PES function E(q) of Eq.(1.1) or its
gradient — VE(q).

Within every domain, all geometrical configurations, however different they
may be, belong to one and the same structure. This structure is unambiguously
defined by the molecular graph, which fully retains its type within a given
domain. At the domain boundary, the molecular structure changes abruptly.
Thus, there is a one-to-one correspondence between Bader’s structural regions
[25] and Mezey’s domains of configurational space [5].

The separation of the configurational space into structural regions may
conveniently be represented in the form of a structural diagram [25, 26].

Figure 1.7 shows a structural diagram for the three-atomic (three-fragment)
molecular system. This diagram corresponds to the PES of ozone topomerization
(see Fig. 1.2). On the periphery, three structurally stable regions are located
inside which geometrical alterations do not change the sequence of bond paths
and, consequently, of the molecular graph of the system. Such a change does
occur only when the boundary surfaces are reached which separate the structural
stability regions. At these surfaces, a sudden change takes place of the type of
the molecular graph. For example, upon the transformation A—B—C —
B—C-—A, the transition structure has a molecular graph different from the
graphs of the initial and the final structure. In it, the bond path of the migrant
atom A ends not at another atomic center but at the critical point of the saddle

type, as is exemplified in Fig. 1.8 by the isomerization reaction HCN - CNH
[25].
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H—~ H—~ Hev
Ci—N Cﬁ—N C&N
a b c

Fig. 1.8a—c. Molecular graphs in the neighborhood of the conflict structure for the HCN - CNH
isomerization. Graphs a and ¢ represent the stable structures, graph b shows the conflict structure.
(Reproduced with permission from the American Chemical Society)

The structures of this type are unstable—any geometrical deformations,
however small, which cause deviation from a boundary surface, destroy them.

One of the points of the configurational space Q(q) lying on the boundary
surface and possessing minimal energy in this region corresponds to the transition
state of reaction (III in Fig. 1.2). Inter-section of three boundary surfaces singles
out one more structural stability region in the center of the structural diagram.
As may be seen from Fig. 1.2, in the case of the ozone molecule there really
exists a corresponding cyclic isomer. In Fig. 1.7 dashed lines show two struct-
urally distinct paths for interconversion reaction of three acyclic isomers. Either
path is associated with passing over the region of unstable structures with one
path involved in the formation of an intermediate cyclic structure. Which
particular path is preferred by a real molecular system, is dictated by energy
considerations depending on the PES of a given reaction. Whereas for the
isomerization HCN - CNH a cyclic structure is unfavored and serves as a
transition state, in isomerization reactions of cyclopropane (see Sect. 1.4) and in
topomerization reactions of ozone (Fig. 1.2) the cyclic structure is included in all
transformations. The 1, 2-sigmatropic shifts of the methyl group in the 1-propyl
cation occur in a similar manner [26].

The topological approach has widened the concept of molecular structure
(new definition of unstable structures), but especially important is that it has
laid solid physical foundation under this central concept of chemistry by showing
the possibility of rigorously defining the structure on the basis of the fundamental
principles of quantum mechanics. This has put an end to uncertainty which
hitherto prevailed in regard to this question.

The authors of Refs. [19, 21-26] hold the view that the electron-topological
approach to the analysis of molecular structure should, in principle, not be
restricted to the Born—-Oppenheimer approximation, however, this question is
still unresolved (see Ref. [18] and other authors cited there).

1.3.3 Saddle Points on the PES. Transition States

The determination of a transition state on the PES of a reacting system allows
the kinetic parameters of a reaction to be calculated, using to this end standard
relationships from the theory of absolute reaction rates. The geometry of the
transition state structure pre-determines the stereochemical outcome of reaction,
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the curvature of the PES in the transition state region determines the magnitude
of isotopic effects while the position of the transition state structure on the PES
influences energy distribution in the products of chemical transformation.

The quantum chemical calculations are the only source of direct information
on the structure and the energetics of transition states. Although these cannot
in principle be observed experimentally since the Schrodinger equations has no
stationary solutions in the points not corresponding to minima on the PES,
one may, according to the Bersuker theorem [28], still envisage an indirect
experimental approach to a transition state structure. The fact is that over the
saddle point of a PES, which corresponds to a transition state, there always
exists such an excited state energy surface which at this point exhibits a minimum.
Hence one may attempt to study this transition state by appropriate spectral
methods.

A points on the PES of a reacting system corresponds to a transition state
if the following conditions are satisfied [29]; 1) it is a critical point, i.e., Eq. (1.3)
is satisfied; 2) the force constant matrix has at this point a single negative value
(the theorem of Murrell-Laidler [30]); 3) it possess the highest energy along
the total reaction path represented by a continuous line in the configurational
space linking the initial reactants and the products; 4) it has the minimal energy
among all the points on the PES which satisfy the first three conditions.

1.3.3.1 Localization of the Transition States on the PES

A search for the transition state points on a PES is a much more complex
problem than the determination of energy minima, moreover, direct experi-
mental verification is in this case impossible. Several approaches to this
problem have been worked out differing among one another in strictness and
methodology.

The conventional approach to finding the transition state structures consists
in the direct visualization of the saddle point on the PES in the form shown
in Fig. 1.2. Evidently, this approach is confined to the analysis of those PES’s
which represent the functions of not more than two variables. Moreover, a
point by point computation of a PES would require an enormous computer time
consumption.

The reaction coordinate method [31, 32] often employed in practical calcula-
tions, represented an important improvement in this area of research. Its essence
is the following: The coordinate g; of the system, which undergoes the most
drastic changes during reaction, is singled out. It is gradually varied while all
or part of other independent variables are optimized at each step, i.c., the total
energy of the system is minimized with respect to these coordinates. Then having
constructed the E vs g, function and determined its highest point, one finds the
expected transition state of the reaction.

Unfortunately, in the general case such an approach has turned out to be
incorrect and may lead to errors. As an example, let us consider the reaction
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of hydrogen addition to singlet methylene when the reactants draw together
along the C,,-symmetry route.

H
H. _H

The genuine transition state of the reaction was found by analyzing the energy
contour diagrams constructed from the ab initio calculation data [33] on the
dependences of the energy on all three independent geometrical parameters
R, 6, and r (Fig. 1.9). The transition state denoted in the Fig. 1.9 by a cross
possesses a fairly high energy of 26.7 kcal/mol because the reaction, given the
geometry of approach with C,, symmetry kept intact, is forbidden by the orbital
symmetry conservation rules.

Recent ab initio calculations [33], with the electron correlation energy taken
into account by means of the MP2 perturbation theory and the stationary point
identified by exact calculation of the Hessian matrix, have given two negative
force constants for the structure considered earlier as a transition state. This
indicates that the least-motion path on the PES is not an actual reaction path.
Figure 1.9 shows that when the use is made of the reaction coordinate regime
and the reactants are gradually brought closer to each other while reducing R,
optimizing the angle 6, and maintaining the distance r at a magnitude character-
istic of the transition state, we, moving along the PES, do not reach this state.
At R = 2.0 A the calculated reaction path loses the needed continuity and avoids
passing the transition state point.

The reason for such behavior of the reaction coordinate lies in the fact that
the reaction path direction cannot be rigorously determined in its starting or
end points corresponding to either the reactants or the products (see Sect. 1.3.4).
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Fig. 1.9. Contour map of the PES of addition reaction of a hydrogen molecule to singlet methylene
when reactants draw together along the C,, symmetry path [with r(H—H) = 1.4 bohrs] constructed
as a function of the distance R and the angle 6. The transition state structure is denoted by a cross.
Numbers in the breaks of the curves are the energy levels in kcal/mol [33]. 1bohr=0.529 A.
(Reproduced with permission from the American Chemical Society)
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It depends in this case on the choice of both the reference point and the
coordinate system [34]. Only in case the internal coordinate being varied is
really sufficiently close to the genuine reaction coordinate, the reaction co-
ordinate method yields correct results regarding the localization of the transition
states.

Several effective methods for direct localization of the transition state points
have been evolved which do not require a calculation of the whole PES [35-37].
The Newton-Raphson scheme [38] is a standard method for determining any
critical points, however, it converges toward the saddle point only in a region
sufficiently close to it. One of the best known methods is the Mclver and
Komornicki [39] minimization of the norm of the gradient S

JE\? 5
Sg-gl(@q,-) =(VE) (1.21)
The function S, = f(g) has minima at all critical points of the PES of Eq. (1.1)
where VE =0, which makes it possible to use the quite convenient technique
of nonlinear optimization. In order to correctly identify the nature of every
critical point found when the value of S, becomes zero, it is also necessary to
calculate the curvature of the PES at these points, i.e., the matrix of Eq. (1.4)
since Eq.(1.21) has redundant minima. Also this method converges to the
needed stationary point only if the initial geometry is located in a region close
to this point.

There is another group of methods useful in the search for the saddle points.
The search starts from a minimum and proceeds uphill toward a saddle point
[40-44]. An evaluation of the energy gradient as well as the Hessian of Eq. (1.4)
is necessary in this case. Clearly, the computations of the first and the second
derivatives with respect to all independent coordinates require a great deal of
additonal computer time, but ultimately the information obtained proves to be
quite useful (see Sect. 1.3.2.2).

In addition to the above-mentioned methods, there exist some other schemes
for locating a transition state based on original ideas, such as the X-method
[45], the Halgren-Lipscomb or synchronous transit method [46], the method
of a hypersphere (or a circle in the two-dimensional case) [47] and others. These
are considered in detail in the review articles [35-47].

1.3.3.2  Symmetry Selection Rules for Transition State Structures

In those cases when the expected transition states of reactions may retain certain
symmetry elements of the initial reactants and the products, invoking of the
group-theoretical arguments may help formulate the rules of selection of the
transition state structures by their symmetry [6, 48]. These rules, which are
considered here in a simplified form, allow certain structures to be discarded
straight away without checking them by calculating the matrices of force
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\ /

Fig. 1.10. Transition vector corresponding to the normal vibration mode of a, symmetry
(v=1995cm™") with negative force constant for the C,,-transition state structure of the V-VI
reaction. Arrows indicate direction of atomic shifts. Calculation [49] was done by the MNDO
method with configuration interaction taken into account. (Reproduced with permission of the Royal
Society of Chemistry)

constants. Equally important is that a consistent application of these rules
reveals a number of regularities inherent in the intrinsic mechanism of reactants.
The key concept for the formulation of the rules in question is the concept
of the transition vector (see Sect. 1.3.3.1). This vector may be regarded as a quite
short, albeit finite, portion of the part of the reaction path whose beginning lies
at the transition state point. A displacement of the system in the direction defined
by the transition vector lowers its potential energy. Figure 1.10 shows as an
example the form of the transition vector for the electrocyclic reaction of
disrotatory rearrangement of the cis-Dewar benzene into benzene [49].

17 — O

The transition vector necessarily possesses all the symmetry elements of the
nuclear configuration of a transition state, i.e., corresponds to one of the irredu-
cible representations of the symmetry point group of this state. Figure 1.10
shows, for example, that the transition vector for the transformation of Dewar
benzene into benzene corresponds to the fully symmetrical a,-type vibration of
the C,, transition state structure, i.e., the transition vector is symmetrical with
respect to the reflection in each of the two symmetry planes of the molecule
and to the rotation about the C, axis.

Stanton and Mclver [ 6] have formulated the following theorems intended to
regulate the rules of selection of the energetically lowest transition states of
reactions by the symmetry properties of the corresponding transition vectors:

1) The transition vector cannot belong to a degenerate representation of the
point group of symmetry of the transition state.

2) The transition vector is antisymmetrical with respect to those symmetry
operations of the transition state which transform the reactants into the
products.

3) The transition vector is symmetrical with respect to those symmetry opera-
tions which do not transform the reactants into the products.

So as to use these properties of the transition vector for selecting various
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possible structures of transition states of a reaction, it is necessary to examine
the effect of each individual operation of the transition state point group. If
such operation does not bring about a transformation of the reactants into the
products, it has the character + 1, in the reverse case the operation has the
character — 1. After comparing the results obtained with the known tables of
the characters, the structures of the transition states whose transition vectors
do not meet the demands of Theorems 1-3 can be discarded. Let us consider
briefly some important consequences that follow from these theorems.

Theorem 1 is simply a group-theoretical reformulation of the Murrell-Laidler
theorem, it implies that a PES cannot have more than one negative curvature
direction at the transition state point.

The most important corollary of Theorem 2 is this: no nuclear configuration
can represent a transition state of a given reaction if the rotation about the
third or a higher odd-order axes transforms the reactants into the products.
Without attending to the proof of this statement, we illustrate it with some
examples.

The calculation data on the PES of the ozone pseudorotation reaction
(Fig. 1.2) show that the symmetrical structure II, which has a third-order
symmetry axis, is not a transition state of the reaction but rather an energy-rich
intermediate, i.e., interconversions of the topomers proceed nonconcertedly in
two steps.

Another form of the PES is realized in a series of topomerizations of
the T-shaped structures VIla=2VIIb=2 VIIc. In this case, the symmetrical
structure IX with a third-order symmetry axis is not a transition state either,
however, it represents not a local minimum, but a maximum on the PES.

The mechanism of such topomerization, first calculated on the anion SH; ™~
(X =S, R = H), consists in successive unbending of each of the axial bonds with
all three ligands moving in a plane common with that of the central atom [50].
The basic pattern of the PES shown by Fig. 1.11 remains unchanged for various
compounds of type VII, for example, for an interesting class of the d® complexes
(X =Ni, Pd; R = PR}) [51]. As may be seen from Fig. 1.11, the reaction path

80° 1007120"140\16 0" 190°2007 220°
B'—"' Fig. 1.11. General pattern of the PES for
topomerization reactions of the type XR,
VIb structures [50, 51] VIIbz VIIbz VIic
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circumvents the structure IX, which occupies the top of a high hill in the center
of the PES. Analogous is the PES of the valence isomerization reaction of the
cyclopropenide anion which fluctuates between the structures X and XI [52]
while the symmetrical structure XII is not a transition state. Likewise, in the
more complex five-fold degenerate valence isomerization reaction of the
cyclopentadienyl cation XIII in the singlet electronic state the symmetrical
structure XV with a fifth-order symmetry axis is not a transition state [52, 53].
The reaction path of interconversion of the structures XIII (pseudo-rotation)
runs along the PES valley circumambulating the hill of structure XV.
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It should be emphasized that these examples are not intended to show that
the structures of transition states can never have the symmetry axes of the third,
fifth and the higher odd orders. Thus, in the reaction of nucleophilic substitution
at the tetrahedral carbon atom (Sect. 5.1) a transition state structure possessing
C,-symmetry cannot be ruled out since the rotation about the C;-axis Y —C—X
does not affect transformation of the reactants into the products and so corollary
of Theorem 2 is not violated.
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For possible transition state structures which belong to higher symmetry
groups with the symmetry axes of the fourth and the higher even orders, the
selection rules are not as rigid as in the case of the structures with the odd-order
axes. For instance, the topomerization of the rectangular D, structures of
cyclobutadiene XVI occurs according to a number of ab initio and semiempirical
calculations, via a transition state of D,, symmetry XVII which has only one
negative force constant. This transition state corresponds to a b,, distortion
XVII - XVI [54, 55].

(1 -0 < ||
XVl a Xvil XVib

Also in the case of the reaction of hydrogen isotope redistribution the
structure XVIII with D,, symmetry of the nuclear skeleton cannot, unlike the
D,, and Td structures XIX, XX, be rejected as a possible candidate for a
description of the transition state [56]. On the other hand, the calculated
activation energy for the process with the transition state X VIII exceeds more
than by a factor of three the experimental value of 44 kcal/mol and is higher
than the hydrogen molecule dissociation energy of 108.8 kcal/mol. So the
structure X VIII must be rejected on purely energetic grounds and the elucidation
of the true structure of the transition state requires a detailed study of the PES
by means of the techniques described in the previous Section. Such a calculation
points to a more complex mechanism admitting of a trapezoid transition state
XXI and an involvement of the stage H, + 2D [57]:
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A number of additional restrictions placed upon the transition state
structures by symmetry demands are closely connected with the general features
of the pathways of chemical reactions, they will be discussed below in Sect. 1.3.4.3.

1.3.3.3  Calculation of Activation Parameters of Reactions and of
Kinetic Isotopic Effects

Once the structure of the transition state of a reaction is determined, its vibration
spectrum and the energy AE in regard to the reactants and the products are
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known, one may proceed to calculating the activation parameters of the reaction
directly comparable with the experimental values obtained as a result of kinetics
studies.

From the diagram in Fig. 1.3 the relationship follows between E and the
enthalpy of activation at the temperature 0 K:

IN-71 3N-61
AH* = AE + Z *hv - Z Ehvi (1.22)

where v; and v; are the normal vibration frequencies of the structures of the
transition state and the starting reactants (or the products)—for the case of the
transition state structures a contribution from imaginary frequency vibrations is
ruled out. Allowance for the arbitrary temperature can be made using Egs. (1.16),
(1.18).

For calculating the entropies of activation the same relationships are used as
in the case of reaction entropies (Sect. 1.3.2.2), while the free activation energy
AG? is calculated by means of Eq. (1.17).

A calculation of the vibration frequencies for the transition and the ground
state structures of a reacting system provides for a correct solution of one more
important problem of chemical kinetics, namely, a theoretical assessment of the
change in reaction rates during isotopic substitution, i.e., the calculation of the
kinetic isotopic effect. This effect arises owing to changes in the entropies of
activation and in the zero vibration energy of the reactants as a consequence
of the difference in masses of individual atoms in isotopomers which affects
the values of the force constants and the vibration frequencies [see Eq.
(1.8)].

Disregarding the tunnel effects (see Sect. 1.5) and staying within the
approximation rigid rotator-harmonic oscillator, one may, for the biomolecular
reaction (4 + B), calculate the kinetic isotopic effect (ratio between the reaction
rate constant K, of the compound with the light isotope and the rate constant
K, of the compound containing the heavy isotope) from the Bigeleisen equation:
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The symbols A4, B, and C refer to the reactants and the transition state,
respectively, S denotes the symmetry numbers, v* is the imaginary vibration
frequency of the transition state, u, = h;/kT. Eqs. (1.24) and (1.25) describe the
change in the rate constants defined by the difference between the entropy terms,
Eq. (1.26) characterizes the contribution from the difference between the zero
vibration energies of molecules with the light and the heavy isotopes. As regards
the monomolecular reactions, only the products and the exponents referring to
reactants A remain in the numerators of Eqs. (1.24)—(1.26).

Table 1.4 lists calculation data on activation and thermodynamic parameters
as well as kinetic isotopic effects for three reactions of the retroene type. In the
first stage, a search for the transition state structure was conducted and its
compatibility with the demands of the Murrell-Laidler theorem verified.
Afterwards the vibration frequencies of the reactants and the transition state
structure were calculated whose values were used in the corresponding equations.
Underestimation of the kinetic isotopic effect in the last two reactions is related
to underestimation of the role of the tunnel mechanism (see Sect. 1.5). An exact
reproduction of the values of kinetic isotopic effects is a more reliable check
on the accuracy of the calculated transition state structures than that of the
values of activation entropies. This is explained by the fact that the calculated
values of normal vibration frequencies, corresponding to the negative force
constants, are directly included into Eqgs. (1.24)—(1.26) that determine the
magnitude of the kinetic isotopic effect.

Table 1.4. Calculated (MINDO/3) and experimental (in parentheses) values of thermodynamic
activation parameters and the kinetic isotopic effect of retroene decompositions at 650 K [59]

H\

H

Quantit | —|_+Co l 0. +CO ? ||+co
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AH?, keal/mol 46.3 (39.3 £ 1.6) 58.6 (393 + 1.3) 63.4 (382 +5.1)

AS*, cal/mol/K —139(—=102+25 —-9(—112+19) —9.1(=113+51)

AH, keal/mol ~6.8(—6.8) 254 (15.3) 31.5(15.9)

AS, cal/mol/K 28.3 (30.5) 39.8 (33.6) 313

Vi, cm ™! 1395 808 654

v, cm™! 1118 676 542

Ku/Kp 247 (27) 1.78 (2.7) 172 (2.7)

K(?C)K(**O)* 1.035 (1.031)

*At 550K
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1.3.4 Pathway of a Chemical Reaction
1.3.4.1 Ambiguity of the Definition

Five years after Born and Oppenheimer had developed the milestone concept
of potential energy surface, Pelzer and Wigner suggested that chemical reaction
crossed on its way a saddle point on the PES. In 1935 Eyring postulated that
it is the motion along the unique line passing through a saddle point on the
PES which determines the course of a chemical reaction. This line was identified
with the minimal energy reaction path (MERP). Surprisingly, although discus-
sions around the concept of the MERP have been continuing up to the present
day, the Eyring notion of it has in fact remained unchanged [14].

It would be useful to recall here some notions introduced in Sect. 1.1.1. In
accordance with Mezey [5], we shall refer to the line of the steepest descent
connecting two adjacent minima and passing through the saddle point on the
PES in the 3N — 5)-dimensional space as the total reaction path. This curve is
analogous to the three-dimensional path on the PES in Fig. 1.2a. The arc length
of the total reaction path denotes the total reaction coordinate [5]. The projection
of the total reaction path onto the configurational space represents the
MERP—see Fig. 1.2b. Accordingly, the arc length along the MERP is the
reaction coordinate. The MERP depicts the continuous transformation of the
nuclear geometric configuration reflecting the motion of the reactant to the
product in the course of chemical reaction. In the general case, the reaction
coordinates is a complex function of the overall nuclear coordinates (3N — 6) and
its functional dependence may sharply change at certain portions of the MERP.
It is usually not possible to derive an analytical function of the reaction
coordinate for a multidimensional PES.

Disregard of the complex character of the reaction coordinate and the practice
of singling out one structural parameter whose monotonical variation is intended
to describe the course of the reaction may often lead to serious errors. The
example of the reaction CH, + H, in Sect. 1.3.3.1 has already shown that a
calculation of the reaction path in the reaction coordinate regime of this type
may fail to detect the true transition state on a PES. A particularly frequent
miscalculation stemming from the use of a simplified reaction coordinate is the
alleged “detection” of differing pathways for the direct and the reverse reactions.
A clear idea of how such an artifact may arise is given by Fig. 1.12 which shows
a split of the reaction path on the model PES that depends on two parameters.
By moving from the minimum at point A gradually increasing the coordinate
X (through minimizing the energy at each point with respect to the coordinate
Y), we obtain the reaction path shown in Fig. 1.12 by a thick line [1] which
does not run through the saddle point. The reverse motion from B to A, with
the reaction coordinate X being diminished, gives a different reaction path [2].
Moving along it while continuously reducing the coordinate X, we shall not
be able to reach the point 4 at all, unless we diminish still further the parameter
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Fig. 1.12. Distinct reaction paths for the direct
A — B (solid line) and the reverse B— A (dashed
line) reactions on the model two-para-

4
meter surface. E= Y A exp(ax; —x;9)? +

i=1
bily =y — %) + ey = y)? [35,60].
The transition states are marked by X

X. The true reaction path represented in Fig. 1.12 by a dashed line is a function
of two variables f(X,Y).

Such splits of the paths of the forward and the backward reaction were
first found in the calculation of the PES of pericyclic reactions in the reaction
coordinate regime. They were called the “chemical hysteresis” [61]. Of course,
this hysteresis has no physical sense, although such a possibility was not
originally rejected out of hand, it simply follows from the shortcoming of the
procedure shown in Fig. 1.12.

Another inconvenience that emerges in the conventional approach to deter-
mining the MERP and the reaction coordinate results from an ambiguity of
these concepts caused by their invariance relative to the transformation of
coordinates. The property of invariance is possessed only by the critical point
of the PES, while the form of the MERP may change drastically depending on
the choice of a coordinate system [15, 35]. At the same time, it is clear that
there must also exist a physically meaningful interpretation of the MERP since
the energetically most favored motion of a reacting system over the PES leading
to the transformation of the reactants into the product has to correspond to a
quite definite sequence of the nuclear configurations whose character cannot
depend upon a coordinate representation.

1.34.2 A More Accurate Definition of the MERP
and the Reaction Coordinate

A solution to the problem of constructing a strict theoretical model that could
harmoniously accomodate the above-considered notion concerning the pathway
of chemical reaction was suggested by Fukui [62]. He introduced the concept
of the intrinsic reaction coordinate (IRC) defined as a classical trajectory of a
system’s motion over the PES crossing the saddle point of a transition state



32 Topography of the PES and Properties of a Reacting System

and representing infinitesimally slow slipping down of the reacting system from
this point into the valleys of the reactants and the products. Such a treatment
satisfies the classical equations of motion:

,_6H_ __6H_ 5£
qi_api’ pi= 5‘1;'— 0q;

(1.27)

where H is the classical Hamiltonian, p; is the impulse corresponding to the
coordinate g; and ¢;, p; are the derivatives with respect to time.

If the coordinate system is chosen in such a manner that the kinetic energy
T may be expressed as:

1
T=3%p} (1.28)

then the trajectory in question will coincide with the line of the steepest descent
from the point of a transition state [34]. Equation (1.28) is satisfied for the
mass-weighted coordinates &; = m}/*q; with the cartesian coordinates g,(x, y, z).
Therefrom follows the dimensionality of the IRC (atomic mass)'/? A and the
necessity to define it as the MERP on the mass-weighted PES. By integrating
the Egs.(1.27) on condition that p=0 at every point (the condition of
infinitesimal velocity of motion along the MERP defined by the IRC) or using
some other computer-time saving techniques [34, 62], the IRC can be calculated.

The starting point of the IRC lies at the saddle point of the transition state,
which has to be found by some independent method (see Sect. 1.3.3.1). Since
the energy gradient equals at this point zero, the initial direction of the IRC
cannot be determined through solving the Egs. (1.27), however, at this point it
exactly coincides with the direction of the normal vibration with the negative
force constant, i.e., with the direction of the transition vector. Calculations of the
IRC for some reactions, such as the isomerization HC=N - C—=N—H [34],
Sx2 nucleophilic substitution [34], elimination of hydrogen fluoride from ethyl
fluoride [63], pyrolysis of HCOOEt [64] and others [65,66] have confirmed
that the MERP’s obtained by means of the IRC formalism can be fairly well
reproduced using less sophisticated approaches based on chemical intuition in
the selection of a reaction coordinate and on reliable localization of the transition
state. These calculations have helped evolve a new approach to studying the
chemical reactions—the so-called reaction ergodography which consists in a
procedure of plotting the IRC for a given reaction [62]. This procedure includes
an analysis of all dynamic aspects of important physical and chemical properties
of the compounds exhibited along the IRC. The analysis of the reaction path of
the methanethiol dehydrogenation process depicted in Fig. 1.13 [66] may serve
as an example.

Other authors have also contributed a great deal to the development of the
present-day understanding of the reaction path [34,67, 68]. In 1984, Quapp
and Heidrich pointed out [69] that the true PES does not necessarily depend
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Fig. 1.13a, b. Changes
occurring along the reaction
path of a the potential energy
and gradient norm (S,), and b
4 T — the bond lengths. (Adapted
Y -4 -3-2-10 1 2 3 4 IRClam-uf-bohr  from Ref. [66])

on the atomic masses and, consequently, the use of mass-weighted coordinates
gives the same path of the steepest descent as the one obtained without them.
Moreover, it was shown on the basis of Riemannian geometry [70,71] that any
line belonging to the PES may be described in an invariant tensoric form, so
the steepest descent line beginning from the saddle point on the PES (transition
state), given in this form, does not depend on the choice of the coordinate
system. Based on the foregoing, the total reaction path and the MERP may
both be defined as the trajectory, orthogonal to the equipotential contours of
the PES, which connects the energy minima through a common saddle point
from which it slopes downward along the two steepest descent lines in,
respectively, the full 3N —5 space and the configurational (3N — 6) space
[35, 69]. The lengths of the arcs along the total reaction path and the MERP
are the total reaction coordinate and the reaction coordinate, respectively. Any
point on these curves may be taken as the starting point, although a critical
point (the minimum or saddle point) would be the most convenient choice. The
configurational space is a hyperplane in the full 3N — 5) space, in Ref. [71] it
is referred to as the dynamic plane. Physical motion along the MERP from the
reactants to the products takes place over this hyperplane. Figuratively this
motion may be represented as a bird’s flight over the earth surface which turns
into hovering over the minima. The minima of the PES are the “nests” of a
chemical system where it is born acquiring the molecular structure and
converting into the “fully-fledged” molecule’.

'We can’t help taking the risk of altering a little the rhyme which Ken Kesey used as an epigraph to his
well-known novel: “One flew east, one flew west, One flew over the molecule’s nest”
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1.34.3 Symmetry Demands on the Reaction Path

It was shown in Sect. 1.3.3.2 that the symmetry properties that characterize the
transition state of an elementary reaction are predetermined by the symmetry
of its initial and final states. The transition vector being a small section of the
reaction path passing through the transition state point retains all symmetry
elements of the latter. Defining, as was done above, the reaction path as the
steepest descent line from the saddle point to the minima on the PES which
correspond to the reactants and the products, one may show that all along this
path the nuclear configuration symmetry of the interconverting structures of
reactants and products must stay unchanged [62, 72-74]. Instantaneous nuclear
configurations that emerge on the MERP as the reaction goes on cannot acquire
new symmetry elements, since their symmetry cannot be higher than that of
the stable structures of the initial and the final state. This principle implies a
number of useful corollaries which supplement the demands placed upon the
symmetry properties of transition states:

a) The linear transition states are necessarily related to the linear structures of
reactants and products since only the linear configurations possess the C
axis of symmetry.

b) The planar transition states must lead to the planar structures of reactants and
products for only the planar configurations do not change when reflected in
the plane.

¢) The achiral transition states cannot lead to optically active reactants and
products.

It is important to note that these rules are valid only on condition that the
MERP is a continuous line without bifurcation points and all critical points
lying on this line are nondegenerate [75, 76]. Next we give some examples to
illustrate how the rules a), b), ¢) operate in chemical reactions.

In the isomerization reaction of the T-shaped structures VIla= VIIb= Vlic,
all nuclear motions, both with the identical and the different ligands R, occur
in a common plane. No pyramidal structures are present on the MERP.

All nondegenerate reactions must obey the requirements a)—c). For the
degenerate transformations (in which a simple exchange of positions of
equivalent nuclei occurs), the symmetry considerations admit of supplementary,
in comparison with the structures of the reactants and the products, symmetry
elements in transition state structures provided that the symmetry operations
corresponding to these elements lead to the mutual exchange between nuclear
configurations of the reactants and the products [6].

This statement may be illustrated by the following example. The transition
state XVIII of the isotopic exchange reaction (Sect. 1.3.3.2) has, over against
the symmetry elements of nuclear configurations of the reactants and the
products, only one more, viz., the fourth-order axis C,. But it is precisely a 90°
rotation of the nuclear configuration XVIII about this axis which causes the
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transformation of the reactants into the products. Hence, the appearance on
this reaction path of the structure XVIII is allowed by the symmetry rules.

Different 1s the case of the degenerate intramolecular isomerization of
sulfuranes SR, (each ligand is given its own index). The CNDO/2 calculations
of the PES of this reaction [77] have shown that C,, structures of the type
XXII are the stable forms of sulfuranes SH, and SF,, which is in accord with
the experimental data on SF,. The transition state XXIII in the topomerization
XXII2XXlla characterized by mutual exchange between the pairs of the
equatorial and the axial ligands (respectively, Nos. 3, 4 and 1, 2 in XXII) has
C,, symmetry (Fig. 1.14). The calculated activation barrier of ~ 15 kcal/mol for
this topomerization (Berry pseudorotation) reproduces quite well the experi-
mental value.
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Although the C,, structure has an additional, as compared to C,,, symmetry
element, i.e., the fourth-order axis, it is easy to ascertain that the rotation about
this axis does indeed lead to a transformation of XXII into XXIIa. Another
possible mechanism of topomerization includes a planar structure XXIV with
D, symmetry. This structure would link not only the topomers XXII(R),
XXIIa(R), but also the enantiomers of XXII (R, S forms). However, the XXIV
structure with D,, symmetry cannot serve as a transition state since the
operations of the additional symmetry elements, i.e., the rotation about the
fourth-order symmetry axis and the reflection in the inversion center, do not
result in the transitions XXII(R)— XXIla(R) or XXII(R)— XXIIa(S). Indeed,
although the configuration XXIV corresponds to a first-order saddle point, it
is not the lowest transition state in the topomerizations XXII = XXIla. The
calculations show the relative energy of XXIV to be very high exceeding the
barrier of the dissociation reaction SR, — SR, + R,. Thanks to the above-noted
special features of the achiral planar structure of sulfuranes XXIV, their
derivatives can be obtained in an optically active form. This form represents a
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AE kcal/mol

Fig. 1.14a,b. Potential energy surface (a)
and its schematic two-dimensional map (b)
for the enantiomerization reaction of sul-
furane SH, as calculated by the CNDO/2
method. « is the angle 1-S-2, B is the angle
3-S-4 in the structures XXII-XXIV. The
numbers in breaks of the lines on the PES
are the isoenergy levels in kcal/mol [77]

new type of chirality of tetracoordinate structures, called the cuneal chirality;
it has recently been realized in cyclic sulfuranes [78]:
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1.3.4.4 Chiral and Achiral Pathways of Degenerate Reactions

The possibility of an additional symmetry element, absent in the reactants and
the products, appearing in the transition state structures of degenerate reactions
widens the choice of theoretically admissible pathways of these reactions. A
reaction may develop both along a path that includes a transition state of higher
symmetry and along the path on which the general restrictions are valid imposed
by the symmetry demands. We are confronted here with an interesting situation
of an apparent violation of the microscopic reversibility principle since there may
exist on the PES two or more energetically equivalent reaction paths and
transition states which are interconvertible through an operation associated with
the additional symmetry element allowed for degenerate reactions 79, 80].
The most common and important case are the narcissistic reactions. Under
this type the degenerate transformations are classified [81] in which the structure
of the products is viewed as a reflection of the structure of the reactants in a mirror
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plane, which is a symmetry element absent in both the reactants and the products.
These reactions include the pyramidal inversion XXV and the cyclic inversion
XXVI, the valence isomerizations, such as XXVII, and, most importantly,
numerous reactions of enantiotopomerization:

H .
H\%N/H —
I I
NN S N = A
I I XX VI
H ""“"“/N\H ’
H
XXV XXVI

An example of special significance for stereochemistry is given by a
conceivable enantiotopomerization of methane, which is accompanied by an
inversion of the bond configuration at the tetrahedral carbon atom [82,83]:
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Similarly to sulfuranes XXII, in this case a transition state with planar D,
structure is theoretically admissible, however, direct calculations (see review
listed under Ref. [83]) have shown that such a structure does not correspond to
the saddle point on the PES, and the reaction develops along one of two possible
enantiomeric paths which include transition states of a symmetry lower than D,
and without a mirror plane.

Generally, a choice between the symmetrical (achiral) and the asymmetrical
(chiral) routes of the reaction in question is dictated by the number of
independent geometry parameters, antisymmetrical relative to the mirror plane
and adequately defining the reaction coordinate, as well as by the degree of their
interrelation [81]. In case the reaction coordinate is described by the change of a
single parameter, for example, of the pyramidalization angle « in the ammonia
inversion XXV, the reaction path takes its course via the achiral transition state



38 Topography of the PES and Properties of a Reacting System

lying in the mirror plane. The same type of the transition state and reaction route
is retained when the reaction coordinate is described by the function of two
antisymmetrical variables whose variation is strictly synchronized. If, for
example, the angles o and f in the methane Td-structures increased simulta-
neously from 109.5 to 180° (i.e., the reaction coordinate corresponded in its initial
portion to symmetrical deformational vibration), then the reaction would follow
the achiral route through a transition state with D, symmetry. In actual fact, the
asymmetrical vibration, with the variation of these anyles being asynchronous,
has a lower frequency, so the PES of the methane enantiotopomerization
contains two routes through a transition state with chiral C,,-bond configur-
ation (Fig. 1.15).

The calculation of the surface featured in Fig. 1.15 has been done by the
simplest EHMO method. But even a more rigorous treatment [20,83] gives a
similar energy sequence in the Td, C,,, and D,,, structures. The situation changes
when all symmetry constraints (two symmetry planes and equivalence of all
C—H bond lengths) are removed and a complete geometry optimization is
carried out. In such a case, the structure C,, reduces its symmetry to the C,,
form (see Fig. 1.16) which is associated with the true saddle point on the PES.
(For a more detailed analysis of this problem see Ref. [20].)

Fig. 1.15. Potential energy surface for the enantiotopomerization reaction
(degenerate enantiomerization) of methane as a function of the angles « and §
(tetrahedral compression mode). The calculations have been performed by the
EHMO method [20,82] with the imposed condition of equality of all C—H
bond lengths

240°
180° 1
Fig. 1.16. Geometries of transition state struc-
tures in the reaction of enantiotopomerization
100° of tetrahedral methane as calculated by the
MINDO/3 method [20]. Bond lengths are in

, arrows indicate the transition vector
components
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1.3.5 Empirical Correlations of the Reaction Pathways

The duration of an elementary act of reaction is the order reciprocal to kT'/h,
ie., it amounts at 300K to approximately 10~ '3s. This time span embracing
all reaction phases from its start to the formation, upon overcoming the
activation barrier, of the products is too small to be able to register experi-
mentally the sequence of the restructuring which the nuclear configuration of
a reacting system undergoes. Moreover, since the system while moving along
the reaction path from one PES minimum towards another one is not in its
stationary state, such an experiment is impossible in principle.

There are, however, possibilities of making approximate assessments of the
character of structural changes occurring along the reaction path. They are
based on the experimental data that characterize properties of the ground states
of the reactants and the products. In view of the profound significance for
theoretical chemistry of the concept of reaction path and bearing in mind some
ambiguities in its definition, it is highly important to establish in regard to this
concept certain correlations with physically meaningful properties amenable to
precise characterization. Several approaches are known useful in the search for
such correlations.

1.3.5.1 Molecular Vibrations and the Reaction Coordinate

When choosing between possible deformation types of the molecular framework
in the course of a reaction, one may compare the corresponding force constants
or vibration frequencies. The most likely type of deformation will correspond
to a minimal vibration frequency.

It is, for example, known that the dehydrohalogenation of vinyl halogenides
XXVIII proceeds preferably by the mechanism of trans-elimination. The
stereoselectivity can be explained as follows [84]. The structure of bent acetylene
emerging upon trans-elimination of the hydrohalogen elements transforms much
more readily into an equilibrium linear form than the structure forming in the
case of a cis-elimination. The frequency of the symmetrical normal vibration
n,, which corresponds to the deformations of XXIX, equals 612cm ™' which is
much less than the value of 729c¢m ™! for the antisymmetrical vibration 7, of
the structure XXX:

trans- £ H'|
A — - _
c= C\ g _HC=CH
H3
H! X XXIX
N e |
/C:C —
H2 T
XXV
C=C Tu _HC=CH
cs-E H2/ \H3 —
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However, only in the initial reaction phase the form of normal vibration can
approximate the reaction coordinate whose typical feature is its correspondence
with the imaginary vibration frequency (Sect. 1.3.3). A more rigorous approach
based on the data on the force constants of a reacting molecule describes the
reaction coordinate in terms of the so-called interaction displacement coordi-
nates (j); [85].

These coordinates represent changes of (n — 1) internal coordinates R;, the
changes which minimize the potential energy of the system for a given displace-
ment of R; (compare with the method of reaction coordinate). The method uses
the force constants of molecular vibrations (interaction compliance) calculated
somewhat differently than in Eq. (1.4), namely as the forces that need to be applied
to achieve measurable distortions in R; with the potential energy minimized
with respect to other coordinates:

0’E
yii=<m>n=o (1.29)

The reaction coordinate R; corresponding to the MERP is calculated for
some fixed displacements of each of n internal coordinates R; as:

R=R.+ Z(j),.RJ.=R,.+Z<ﬁ>RJ. (1.30)
J#i i#i\7ij

The use of Eq. (1.30) for calculating a reaction coordinate admits, in fact, the
possibility of describing the properties of a reacting system (large molecular
distortions) by means of the parameters of a static system since the force
constants y are calculated for extremely small nuclear displacements. As
calculations show [85], this admission proves justified in the case of intra-
molecular rearrangements.

Consider, for example, the molecule PF; XXXI for which detailed data on
the force field are available. Deformations of the valence angle of the equatorial
bonds F;—P—F, distort this structure to a square-pyramidal structure XXXII,
which corresponds to a reaction path calculated [86] for the well-known
polytopal rearrangement, the Berry pseudorotation. A stretching of the axial
bond P—F, leads, when calculating by means of Eq. (1.30), to a tetrahedral
structure PF, XXXIII, which parallels the scheme of a Sy2-type reaction, while
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the stretching of the equatorial bond P—F; gives rise to a C,, structure of
PF, XXXIV.

In order to calculate a reaction coordinate from Eq. (1.30), data are required
on the total force field for a given molecule. Comprehensive experimental
information on all force constants is, however, known for very few small
molecules. One way out of this impasse consists in combining the experimental
force constants y available for some characteristic vibrations with the constants
calculated in harmonic approximation [87] by the scheme described above
(Sect. 1.3.2.1).

1.3.5.2 The Principle of Least-Motion

Back in 1938 Rice and Teller [88] formulated the general principle which stated
that those elementary reactions are the most favored which exhibit the fewest
possible alterations in the positions of atomic nuclei and in electronic configur-
ation. The part referring to the electron configuration was later developed into
the Woodward—Hoffmann rules, while that concerning the nuclear shifts became
known as the principle of least motion of nuclei or simply the principle of
least-motion (PLM) [89,907".

Implicitely, as the principle of minimal structural changes, the PLM gained
long ago currency among organic chemists as one of their basic concepts. The
mathematical formulation of the PLM rests on a mechanical model of the
molecule in which the energy of structural deformation, when initial reactants
(r) turn into products (p), is assumed to be proportional to the sum of the
squares of the changes in the positions of the nuclei common for r and p:

E=3 fial — ) (1.31)

where f; is the force constant often set equal to unity.

The direction of reaction associated with the minimal deformation energy is
considered preferable. The changes in the coordiates ¢; corresponding to the
values of E_;, permit conclusions to be drawn as to the reaction path and
reaction coordinate. For example, in the case of the dehydrohalogenation of
vinyl halogenides XXVIII considered earlier the calculated value of E;, for
trans-elimination of hydrohalogenide amounts to 0.32 A (f; = 1), while for the
cis-elimination it is 1.24 A whence a conclusion may be made in favor of the
former direction.

The principal equation of the PLM [Eq. (1.31)] coincides with the standard
relationships for the potential energy of small vibrations, hence it is valid only in
the earliest stage of a reaction. There are suggestions [84, 89] that a promising

'Salem called attention to an earlier formulation of the “principle de la moindre déformation
moléculaire” advanced in 1924 by the French researchers Muller and Peytral, see Salem L (1982)
Electrons in Chemical Reactions: First Principles. Wiley and Sons, New York
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development of the PLM might consist in replacing in Eq. (1.31) the coordinates
q? of a product by the coordinates of a transition state structure. This innovation
depriving the PLM of its chief attraction, the utmost simplicity, is hardly
acceptable seeing that the transition state structure cannot be determined
experimentally.

Numerous reactions violate the PLM requirements. Thus, as may be seen
from Fig. 1.9, the addition of hydrogen to methylene does not take place along
the least motion path, i.e., with retention of C,, symmetry of the reacting system
(Sect. 1.3.3.1).

The reason for this violation of the PLM requirements lies, apparently, in the
fact that the driving force of chemical reactions has a much more complicated
nature than that given by a condition of the Eq. (1.31) type. Indeed, this condition
may be used in calculating a reaction coordinate only as a crude approximation.

1.3.5.3 Structural Correlations of the Pathways of Chemical Reactions

Consider the simplest energy profile of the reaction 4 —» B shown in Fig. 1.17.
As has repeatedly been emphasized, only those geometrical configurations can
be observed experimentally which correspond to the stable structures 4 and B
and occupy minima regions on a PES. The rest of the potential energy curve
can be obtained only by calculation. Assume now that through some little
structural alterations in A and B the positions of initial minima can be shifted.
If these changes are systematic and correlated with the reaction coordinate of
the transformation 4 — B (Fig. 1.17), then the procedure of making structural
determinations in a series of the compounds A, A”,... B, B” (representing
monotonical perturbations in the parent A and B structures) may be regarded
as a method for experimental investigation of structural changes along the
reaction path [92-94].

Let us consider the essence of this approach using as an example the reactions
of nucleophilic addition to the carbonyl group [95]:
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Fig. 1.18a. Structural parameters of the reac-
tive site of nucleophilic addition to the car-
bonyl group according to Refs. [92,95]. At
d,-a, A=0and d, corresponds to the length
of the double bond C=0O. b Projection of
the reaction coordinate onto the plane NCO.
The points A,B,C,D,E,F correspond to the
structures XXXV-XL. The arrows show the
direction of the nucleophile lone-pair orbital.
(Reproduced with permission from the
American Chemical Society)

The route of this reaction may be traced by analyzing structural changes
occuring in the amine and carbonyl fragments in a family of compounds such

as natural aminoketones.

In these structures, the distances N ... CO decrease progressively in the order
XXXV — XI with the value of d, being, even for XXXV, considerably smaller
than the sum of the van der Waals radii N and C (3.21 A) thus indicating
attractive interaction between the amine and the carbonyl fragments. Other
geometrically independent structural parameters of the reactive site are the
bond length d, of C—O0, which gradually grows with the decrease in d,, and
the angle of pyramidalization (Fig. 1.18a). A good correlation has been found

between these parameters.
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where A,,,, is the maximal angle of pyramidalization when the distance d, is
shortened to the length of the ordinary bond C—N. The form of Egs. (1.32)
coincides with the well-known Pauling equation which relates the length of the
bond with its order:

d=dy,—clogn (1.33)

Ab initio calculations [95] of the reaction path for nucleophilic additon of
the hydride ion to the carbonyl group of formaldehyde (H™ + CH, =0—>CH;07)
have shown that for the calculated quantities d,,d,, there indeed exist the
relationships of the fype of Egs. (1.32)—(1.33). This verifies the correctness of the
empirical correlation of the reaction path presented in Fig. 1.18 in the snap-shot
form. The calculated angle of approach of the nucleophile to the carbonyl plane
equals 170°.

Another illustrative example of a fairly exact reproduction of the typical
features of a reaction coordinate by means of X-ray structural data is given by
an analysis of distortions of bond configurations of the pentacoordinate
phosphorus atom in cyclic phosphoranes [96].

The pentacoordinate structures with trigonal-bipyramidal configuration
belong to the type of the stereochemically nonrigid structures. The most typical
for these structures polytopal rearrangement XLI— XLIa (the Berry pseudo-
rotation), which results, through passing via the square-pyramidal structure
XLII, in the pair-wise exchange of the ligand positions, requires that, e.g., PFs
(XXXI - XXXII) overcome an activation barrier estimated from various data
to amount to a mere 3—4 kcal/mol.

XL1 =180° XL, =150° XLlaBsg = 120°
85, =120° 8,,=150° 8,, = 180°

As a result of the transition from the trigonal-bipyramidal XLI to the
square-pyramidal form, the most drastic interrelated changes are experienced
by the angles 6,5 and 6,,. Holmes [96] analyzed X-ray structural data on 34
phosphoranes and placed them in a descending order with regard to the
magnitude of the angle 6,5, which conversely, was an ascending order with
respect to the angle 0,,. The experimental data agree very well with the
theoretical expectations for the variation of these angles along the coordinate
of the Berry pseudorotation. This trend may be expressed in percent of the
transition XLI —»XLIa (0% corresponds to an ideal trigonal bipyramid XLI
while 100%,—to the square pyramid). Some representative structures of phos-
phoranes given below show that the sequence of 34 studied compounds
practically models the total reaction path.
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The form of the structures XLITI-XLVI indicates that in the series of the
compounds studied the surrounding of the central atom, let alone the periphery
of the molecule, changes dramatically. Sometimes, in order to perform structural
correlation even compounds with differing central atoms are taken, as is the
case with the Berry pseudorotation for transition metal complexes [97]. So as
to make sure that the noted structural trends do indeed reflect characteristic
changes, while reaction is in progress, rather than the side effect of the crystal
structure packing, one has to ascertain whether the independent structural
parameters are correlated and change systematically. If a correlation actually
exists among two or more independendent parameters that describe the structure
of a given fragment with various surroundings, then the correlation functions
derived quite probably define the MERP on the PES in the corresponding
parameter space. This statement formulated by Dunitz [92, 94, 98] is known
as the principle of structural correlation of the pathways of chemical
reactions.

1.4 Dynamic Approach

So far we have considered the static approach to understanding chemical
reaction, defined, in terms of this approach, as infinitely slow motion of nuclei
along the MERP belonging to a given PES. In this approach, the following
factors are left out of consideration: the kinetic energy of the system; the
vibrational excitation of the reacting molecule arising upon collisions with other
molecules; redistribution of the excitation energy and its localization in certain
types of vibration; rotation of activated molecules—i.e., all those dynamic effects
which adapt the reacting molecule to the deformation defined by the reaction
coordinate. Owing to the presence of kinetic energy, the total energy of a system
always exceeds the level given by the PES and the dynamic trajectories may
greatly differ from the MERP depending on the initial conditions (the coordi-
nates and impulses).

The currently most important technique of the dynamic approach is based
on the calculation of classical trajectories. In such an approximation, nuclei of
a chemical system in question are treated as classical particles moving under
forces defined by the PES. The trajectories represent the solutions to the
Hamiltonian (or Lagrangian) of Eq. (1.27).
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To solve the dynamic problem, an overall PES system (including the whole
space of changing internal coordinates) rather than the critical points only has
to be constructed. The PES is approximated by analytical functions the methods
of whose determination have been fairly well elaborated mathematically [99,
100]. The parameters that determine the initial state of the system (coordinates
and impulses) may be defined as changing gradually or selected randomly, for
example using the Monte Carlo method. One more point is of particular
importance when calculating the trajectories of the particles over the PES. The
equations of motion will reproduce them exactly only on condition that the
operator of kinetical energy does not contain cross-terms, which may be achieved
through selection of appropriate orthogonal linear combinations of internal
coordinates [56].

Next, the forces need to be calculated that have an effect on the atoms of the
reacting system. To this end, the first derivatives of the potential energy with
respect to coordinates should have to be calculated in a great number of points
and the values obtained approximated by analytical expressions. However, so
as to reduce calculation work, a different technique is commonly applied: the
forces along a trajectory are calculated from the quantum mechanical expres-
sions for the potential surface [100, 101]. This procedure takes about 80% of
the total calculation time, the rest is spent on integrating the equations of motion.

The merit of the dynamic calculations consists in that they broaden
substantially the notion of the internal mechanism of reactions linking it with
the actual conditions of chemical transformations. Thus, the calculations [101]
of dynamics of the reaction CH, + H, have shown that the initial conditions
(original orientation, impulses) are crucial in determining the form of the dynamic
trajectory which is close to the MERP only for a narrow interval of the redundant
energy (Fig. 1.9). Bearing in mind that carbenes, in whatever manner they are
generated, are always vibrationally excited particles, one may appreciate the
importance of this conclusion for selecting a method for obtaining carbene.

The monomolecular reactions of topomerization of cyclopropane represent
the most thoroughly studied example of a theoretical calculation of dynamics
of an organic reaction [100, 102]. (1) is the route of diastereotopomerization
(in the nondegenerate case—of optical isomerization). Both reactions include

(EE) (EF)? (FF) XLYlla
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the formation, upon stretching of the C—C bond, of the trimethylene biradical
XLVIII (FF)—FF stands for “face-to-face”.

The PES of stereomutation of cyclopropane was derived by varying all 21
independent geometry parameters in an ab initio calculation (STO-3G basis
set, CI 3 x3). For the optical isomerization, a calculation in the static
approximation revealed a MERP associated with nonsynchronous conrotatory
motion of two terminal methylene groups through a transition state (EF)—EF
stands for “edge-to-face” (Fig. 19a). The transition state energy is 58 kcal/mol.

For calculating the trajectories, six initial parameters have to be set: the three
angles o, 6,, 0, (see XLVIII), the total energy of the molecule E,,, the initial
part of the total energy required for rotation E , and its distribution over two
methylene groups.

Figure 1.19b shows the trajectory of the motion of cyclopropane XLVII
towards its enantiotopomer XLVIla for the case when the total energy equals
61 kcal/mol exceeding the transition state energy by a mere 3 kcal/mol. Calcul-
ations show that the reaction XLVII - XLVIII - XLVIIa proceeds only when
about half that energy is the kinetical energy of rotation E_, of the methylene
groups while the rest is localized at the vibrations of the C—C bond. As may be
seen from Fig. 1.19b, the dynamic trajectory, which links on the PES the
enantiotopomers XLVII and XLVIla, roughly follows the MERP (Fig. 1.19a)
though by no means coinciding with it.
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Fig. 1.19. Section of the PES of the XLVII-XLIIa reaction along the MERP for synchronous
conrotatory motion of the methylene groups. Assignments of the angles a and (6 = 6, = 6,) are given
in the structure XLVIIL. Numbers in the line breaks are the relative energies in kcal/mol. a Static
trajectory (MERP); b reactive trajectory at E,, = 61 kcal/mol, E,,, = 31.6 kcal/mol; ¢ nonreactive
trajectory at E,,, = 61 kcal/mol, E,, = 24 kcal/mol. (Adapted from Ref. [100])
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A different situation arises when E,, > 65 kcal/mol. In this case quite a few
variants are possible depending on the initial magnitude of the rotation energy.
For E,,, < 10kcal/mol there are no trajectories along which the reaction might
proceed (Fig. 1.19¢). Trajectories capable of reaction fall first within the range of
12 < E, < 20kcal/mol, but then in the range of 25 < E,,, < 30kcal/mol they
become anew reactionless. As E,, rises still higher reaching 33 kcal/mol, the
reaction once again can occur, while at E,, > 35kcal/mol it is unrealizable.
Thus, there are certain alternating energy zones where the reaction in question
(XLVII - XLVIIa) is prohibited.

There are cases when dynamic calculations change altogether our notions
about mechanisms of certain reactions. A well-known example is given by the
reaction H, + I, - 2HI which was earlier thought to be a simple bimolecular
transformation. Semiempirical calculations of the barrier of the bimolecular
process would yield the value of 66kcal/mol in good agreement with the
experimental activation energy of 65 kcal/mol. However, the trajectory calcul-
ations have shown the true mechanism of this reaction to be much more complex.
Its most likely channel is H, + [,->H, + 2I -1+ H—-1-H-2HL

Such calculations of reaction dynamics are still few being hampered by high
demands on the quality of the PES and considerable computer-time expenditure.
But the examples adduced show that the study of dynamics is, as an essential
complement to the static analysis, undeniably important for understanding
reaction mechanisms.

There is, apparently, no need for large-scale molecular-dynamic calculations
in every concrete case. Representative reactions should, however, be analyzed
from this angle so as to understand possible deviations of the true trajectories of
motion over the PES from the MERP and to reveal optimal energy zones of a
reaction defined by the character of the vibration excitation. Furthermore, the
importance of such an analysis consists in the fact that here, unlike the case with
the MERP, there exists in principle a possibility of experimental verification of
correctness of the trajectories calculated. In this connection, one may refer in the
first place to such experiments as the collisions in crossing molecular beams and
the selective laser excitation of vibration-rotational states [3, 103].

An important simplification of the theoretical investigation into dynamics
has been suggested by Miller, Handy and Adams [104] who proposed taking into
account only the most important part of the PES, i.e. the reaction channel. The
PES is approximated by the reaction path and its quadratic environment. All
motions of nuclei are divided into the motion along the reaction path and the
(3N — 7) harmonic vibration motions transverse to it. In this case, the classical
reaction path Hamiltonian is given by:

H(P, S, P, Q) =3P + U,(s) + i [3P; +307(5) Qi1+ A4 (1.34)

where s and p, are the reaction coordinate and the impulse corresponding to it,
resp.; U,(s) is the potential along the reaction path; P,,w,, and Q, are the impulse,
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the frequency and the coordinate of the normal vibrations transverse to the
reaction path; A are the terms that describe nonadiabatic interactions. The
reaction path Hamiltonian has been applied to calculate the unimolecular
dissociation of formaldehyde H,CO —H, + CO [104, 105], the unimolecular
isomerization HNC — HCN [106] and some other reactions—see Ref. [107].

The reaction of monomolecular dissociation of the H,CO molecule in the
singlet ground state proceeds via a planar transition state of C, symmetry—see
Ref.[107] and references therein— with retention of the symmetry plane all along
the reaction path (see Sect. 1.3.4.3). The latest ab initio calculations (MP4 SDTQ,
see Sect. 2.2) have produced the value of activation barrier of dissociation equal
to 85.9 kcal/mol [108], while the experimental data are by 5-6 kcal/mol lower.
Calculations of the rate of this reaction by means of the reaction path
Hamiltonian have shown that it indeed proceeds at an energy 5-10 kcal/mol
lower than the classical limit, which can be explained by the effect of tunnelling.
A similar result has been obtained also in the case of the HNC—»HCN
isomerization [106].

H. 89°

1.356 164.1°
1.180
H C (0]

1.091

Cs

On the whole, the procedure of comparison of the experimental data on
reaction kinetics with the results of dynamics calculations is, admittedly, more
laborious than that with the results of static approximation based on the theory
of the transition state. To arrive at the theoretical value of the reaction rate in
dynamic approximation, one has to calculate the probabilities (reaction sections),
which depend on the distribution of initial conditions, of transitions from the
region of the reactants into that of the products for every trajectory as well as to
derive a rate versus relative initial energy function [109]. The total rate constant
to be compared with the experimental value is obtained through averaging over
all individual constants.

1.5 Tunnelling Effects in Chemical Reactions

Theoretical analysis of kinetics of a chemical reactions, whether it is done with the
aid of the theory of transition states or by chemical dynamics methods, rests on
the classical notion of the necessity to overcome an activation barrier, i.e. the
saddle point on the PES of a molecular system. Meanwhile, a sizeable
contribution to the total rate of some reactions is made by underbarrier
trajectories—this is a purely quantum mechanical effect of the system oozing
through the energy barrier so that there exists a certain probability of a transition
from the reactants to the products even when the internal energy of the system is
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lower than the energy of the transition state. The condition for the predominance
of the tunnelling effect is given by the inequality [110, 111]:

h/2nd \/2m E* > kyT/E* (1.35)

where E* and d are the height and the half-width of the barrier on the PES, and m
is the mass of the tunnelling particle.

It is evident from Eq. (1.35) that the relative probability of tunnelling strongly
depends on the form of the barrier, rising when it is narrow; it also rises for the
particles of small mass and with falling temperature T. The magnitude of T at
which the tunnelling effects prevail over the classical overbarrier transitions is
defined by

h E*
T=2kd 2m (1.36)

At E* ~ 1eV (23kcal/mol) and d ~ 3 A, T, ~ 50K for protons and 1600 K for
electrons. In electron transfer reactions, the tunnelling effect may show up even
for the distances of several tens of Angstrom units (for d ~ 30A and E* ~ 1eV,
T, ~ 160 K).

In typical organic reactions developing at ambient temperature, the role of
the tunnelling effects is usuvally insignificant. When, however, the reaction
coordinate is determined predominantly by the shifts of light nuclei, particularly
protons, the contributions from tunnelling may become appreciable and, in some
cases, even decisive, as will be shown below.

An overall scheme for quantitative assessment of the influence of tunnelling
effects upon the reaction rate has been developed by Miller [113, 114]. The
simplest method for calculating the tunnelling rate constant is based on the
theory of transition state with correction for tunnelling. This correction consists
in formal replacement of the classical motion along the reaction coordinate with
the quantum motion. This approach was first formulated in the works by Bell
[115].

A rigorous theory of transition state with consistent inclusion of the results
obtained by solving the dynamic problem was evolved by Kupperman [116].
In more exact terms, the tunnelling correction amounts to a replacement of the
probability of tunnelling P(E) by the quantum mechanical probability of the
passage of a particle across the one-dimensional barrier ¥(s) with s) being the
potential along the minimal energy path. The dependence of the transverse
vibration frequency on the reaction coordinate may be taken into account by
adding to Ws) the adiabatic vibration energy of transverse oscillators:
(n + Hhv(s). To simplify the calculations of the P(E), the one-dimensional barrier
V(s) is commonly approximated by a parabola or by the Eckart function.

For a monomolecular reaction, in terms of the transition state theory
(the RRKM approximation—Ref. [14]), the total reaction rate obtained by
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averaging over all vibration states is:

E_Eae m—1
k(E)=A( - ) (1.37)

where E is the total energy of the molecule, m is the number of the vibrational
degrees of freedom of the ground state and A is the frequency factor (in s~ ! units)
calculated from the data on frequencies of the ground and the transition states:

4 =<i1=‘m[1 vi>/2n<jj:vf> (138)

So as to take into account the contribution from tunnelling, the assumption is
made that the motion along the reaction coordinate is separated from all other
degrees of freedom. In this case, one may obtained for the energy barrier
described by a parabola a new expression for the rate constant of the
monomolecular reaction which includes the possibility of one-dimensional
tunnelling:

(m—1)! ﬁ hv, .
KE) =5 -1 LPBIE-E* —h T v (4] (139

where n, are the quantum vibration numbers and P(E) is the probability of one-
dimensional tunnelling along the reaction coordinate versus energy calculated
from the relationship:

P(E) = e*/(1 + ¢ (1.40)

where ¢ = 2nE/hv,, with v, standing for the imaginary frequency of the vibration
of the transition state which predetermines the direction of its decomposition.
As is evident from Egs. (1.37)—(1.40), for calculating the rate constant that
would take account of tunnelling through the potential barrier one needs to know
the matrix of the force constants both for the initial structure and for the
transition state structure (see Sect. 1.3.3). The application of the scheme under
discussion to calculating the rates of some simple organic reactions has permitted
the role of the tunnelling mechanism in the determination of these rates to be
assessed from a different angle. One of the reactions best studied in this respect,
for which detailed non-empirical calculations were carried out with precise
localization of the transition state by the gradient method [114, 117], is the
monomolecular decomposition of formaldehyde:
AN
C=0 — H, + C=0
H~
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The standard way for this reaction to be realized is photodissociation. It
develops from a highly excited vibrational level of the electron ground state,
which is reached upon radiationless transition from the first excited singlet
electron state. The total energy of the molecule E consists of the energy of the
So— S, photoexcitation (80 kcal/mol) and the energy of the ground state zero
vibrations (16.7 kcal/mol). This value of 97 kcal/mol is lower than the activation
barrier of 103.6 kcal/mol calculated from Eq. (1.22), which comprises the energy
of zero vibrations of the transition state (11.7 kcal/mol) and the energy level of the
transition state saddle point (92 kcal/mol). Under these conditions, the classical
rate constant should equal zero. At the same time, the calculation of this constant
from Eq. (1.39), with tunnelling allowed for, yields the value of k ~ 10%s™ 1.

One more reaction, for which the crucial réle of the tunnelling mechanism
was demonstrated, is the 1,2-sigmatropic hydrogen shift in unsaturated
carbene vinylidene XLIX—a prototype of unsaturated carbenes:

H 1428 H\\ 7
~ 1185
c=c: c’é2 c HC=CH
H Ao
H
XLIX L La

Detailed nonempirical calculations—extended basis set, inclusion of
configurational interaction [118]—permitted one to look afresh at the
problem of experimental fixation of XLIX, which is now actively attended
to [119].

Table 1.5 lists the frequencies of normal vibrations of vinylidene and the
transition state L of its rearrangement into acetylene La which has, in
acordance with the symmetry requirements (Sect. 1.3.3.2), planar structure
(E* =6.4 kcal/mol). The calculation of the rearrangement rate using the data of
Table 1.5 leads to the conclusion in favor of extremely fast tunnelling across the
barrier even when the energy of XLIX does not exceed the energy of its zero
vibrations, i.c., in the absence of any vibrational excitation whatsoever. The
calculated life-time (reciprocal value of the rate constant) of vinylidene is a mere

Table 1.5. Frequencies of normal vibrations (cm ') calculated
for vinylidene XLIX and the transition state L (ab initio, DZ basis
set, CI [118])

XLIX L

V& 3244 Veu 3454
Veu 3239 Yen 2699
Vee 1710 Vee 1844
Scen 1288 e 937
o (off plane) 787 o (off plane) 573

dcn, (Pyramid.) 444 reaction coordinate 1029im
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Table 1.6. Calculated classical and tunnelling rates of cyclo-
butane radical cation isomerization at various temperatures

k (class.) k (tunnell.)
T(K) S (S7H
100 1.034 x 108 1.67 x 10'°
198 3.25 x 101 1.67 x 10'°
298 5.96 x 10'! 1.67 x 10'°
398 1.17 x 1012 1.67 x 10'°

10~ 15, dropping to 10712 s with the redundant energy of 2 kcal/mol. Clearly,
the preparative isolation of vinylidene is out of the question despite the fact that a
shallow minimum on the PES corresponds to the structure of XLIX. On the other
hand, the life-time of carbene is, at temperatures close to 0 K, sufficient for its
spectrum to be observed.

Until recently, the tunnelling of heavy atoms was thought to be unlikely. This
at first sight selfevident conclusion has, however, proved to be not always in
conformity with truth. Carpenter was the first to have taken notice of it [120]. He
made an estimate of the rate constant of tunnelling in the automerization of
cyclobutadiene reaction, according to which this process could constitute > 97%;
of the total rate constant below 0° C. A series of works [121-123] that followed
this study warranted the conclusion that the bond shift reactions of [4n]-
annulenes and the interconversion of Jahn—Teller isomers, i.e., the species derived
from a common symmetric precursor by operation of the Jahn-Teller effect,
could proceed by a mechanism that is primarily heavy-atom tunnelling. This
process is important in situations in which the distance the heavy atom has to
move so as to rearrange is on the order of the de Broglie wavelength of that atom.
In the case of cyclobutadiene, the distance (< 0.2 A) the carbon atoms move
during the reaction is comparable with the de Broglie wavelength of carbon.
Generally, a tunnelling of “organic” elements can occur only if the geometries of
the interconverting isomers closely resemble one another. Table 1.6 lists the
classical and the tunnelling rate constants of the cyclobutadiene radical cation
isomerization. The tunnelling rate is predicted to predominate at temperatures
below 196 K.

1.6 Description of Nonadiabatic Reactions

The Born—-Oppenheimer approximation (adiabatic approximation) becomes
unsatisfactory when the potential energy surfaces draw closer or intersect so
that the energy difference between them turns comparable with the vibrational
quantum hv. In the region of the mixing of electron states, a strong interaction
between the electron and the nuclear motion arises, which was termed the
vibronic interaction. The narrow energy gap between the ground and the excited
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adiabatic

Fig. 1.20. Intersection of the potential sur-
faces. V, is the energy of interaction be-

R, Q. tween the electron states i and k in the
Reaction Coordinate region of their drawing together

states means, in terms of classical mechanics, that the velocity of nuclear motion
gets close to that of the motion of electrons.

From the quantum mechanical point of view, this suggests that in the region
of intersection or quasiintersection of the terms the operator of the kinetic
energy of nuclei cannot be neglected and that a solution has to be sought to
the general electron-nuclear equation of Schrédinger [124].

The intersection or drawing together of the PES’s ordinarily occurs in a quite
small and localized region of internal coordinates so that one may retain the
notion of adiabatic surfaces using a special approach only for the intersection
region.

Figure 1.20 shows intersection of the potential surfaces and the region of the
adiabatic (solid curve) and nonadiabatic (diabatic) (dotted line) potentials.
During the reaction, the system moving along the reaction coordinate usually
stays on the lower potential surface E; with the probability of staying there not
depending on time. However, at low values of V;, and high rates of passage
across the region where the PES’s draw closer (R,), a finite probability arises
of a jump over to another adiabatic surface with the energy of E,. In terms of
the dynamic approach (Sect. 1.3), this means. that after passing the nonadiabatic
region, two reaction channels are open to the system: one over the PES E;
(adiabatic) and another over the PES E, (nonadiabatic).

The probability of the P, transition depends essentially on the form of the
potential surfaces E; and E,. Its correct calculation for real multidimensional
PES’s constitutes a complex mathematical problem, which is why it is a common
practice to perform in this case one-dimensional approximation (the reaction
coordinate is approximated by one parameter) and make use of the classical
expression for the probability of a transition between the PES’s E; and E,
known as the Landau—Zener formula.

In the nonadiabaticity region, a PES can satisfactorily be described by
hyperbolas with asymptotes:

Ei=—-L(R—-R,) (1.41)
Ei=—I(R—=Ry)
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where [, [, are the tangents of the angles of inclination against the axis of the
reaction coordinate, and R, is the point of maximal proximity of the terms on
the reaction coordinate.

The probability of a transition between the PES’s E; and E, in the case of
uniform motion along the coordinate R at a constant velocity v is:

Py =exp[—4n*Vi/ho(l; —1,)] (1.42)

where V= (y;| V(1)|y, > with V(t) being the term of the potential interaction
energy in the Hamiltonian operator depending on the time of motion along
the reaction coordinate R = vt.

A correct calculation of nonadiabatic reaction rates requires the construction
of the PES’s of the ground state and of at least one more, i.e., the lowest excited
state over the whole region of variation of coordinates. Being quite laborious,
these calculations have been performed only for several simplest reactions [125].
By way of example, Fig. 1.21 shows those regions of the configurational space
where there occurs intersection of the PES of the ground electron state of the
parent carbene CH, with the lower excited states.

The general condition for the intersection of the PES’s of different electron
states is given by the equalities.

Ei = Ek’ I/ik = 0 (1.43)

which may be satisfied for multiatomic systems in some regions of the
configurational space through certain variations of the system’s geometry even
if the intersecting terms belong to identical symmetry types [125]. In many
cases, a refinement of the Hamiltonian of the system through inclusion of
additional terms into it or the refinement of the initial wave function may help
avoid crossing of the nonadiabatic surfaces or even pushes them apart (Fig. 1.20).
As a result, the possibility is created of returning to adiabatic description of
the interacting PES’s, and in the area of their close proximity and osculation
the reaction course may be analyzed by means of the relationship (1.42). A

R Fig. 1.21. Intersection of the ground state 3A” PES of

H CH, with those of excited electron states [124]. The

Pekeris coordinates are used: R, =1/2(R g+ R,

—Rpe); Rp=1/2(Rpp + Rpc —Rac) Re=1/2(Ry¢

+ Rpc — R,p). (Reproduced with permission from the
American Chemical Society)




56 Description of Nonadiabatic Reactions

consistent classification by the reaction types of the variants of avoided crossings
of potential surfaces has been suggested by Salem and his coworkers [ 126-128].

The first type comprises the reactions in which intersection of the surfaces
occurs with retention of a certain symmetry element thus garanteeing the validity
of the second equality of Eq. (1.43). In this connection, one may point to the
important case of retention of the symmetry plane which provides for separation
and orthogonality of the ¢ and = orbitals and for the absence of interaction
between the electrons in these orbitals. An example is given by the photochemical
reaction of splitting off of hydrogen by carbonyl compounds leading to the
biradical state and the transition of one of the electrons from the ¢ to the n
orbital:

H ~H H ~H
¢c=0" + H=Coy —= (-0 O CeH

H H H H H
216 20 3t 20 1o

As may be seen from Fig. 1.22, even an insignificant distortion of the nuclear
configuration (acoplanarization of the formaldehyde molecule by about 0.1 R)
results in the surfaces of the ground and the excited states being pushed apart
as a result of the mixing of ¢ and n which gives rise to additional terms of the
electron-nuclear interactions in the Hamiltonian.

The second type of the reactions, in which the pushing apart of the potential
surfaces and the avoiding of their crossing are achieved through improvement
on the form of the wave function, are those associated with the electron transfer
(see Sect. 9.1) which occurs in a certain area of the configurational space. An
example, known from inorganc chemistry, is the dissociation of NaCl into ions
from the parent covalent form. The reactions of geometric isomerization of
olefines through rotation about a double bond belong to the same category.
The unstable structure on the PES of the ground term has in the transition state

R

Fig. 1.22a. Crossing of energy surfaces of electron states of different symmetry for the formaldehyde
+ methane reaction with the symmetry plane retained; b avoided crossing when nuclear symmetry is
distorted [127]. (Reproduced with permission from the American Chemical Society)
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region (90° rotation) a biradical nature LI, while the excited (nn*) state
corresponding to this structure is bipolar (LII):

. L N s e ~ - + g
c—C C—C" o—- c—C
- ~ ~ ~ - ~
LI ]

Upon introduction of the acceptor substituents, the above-mentioned terms
lie in polar solvents in close proximity and can even cross if the wave function
employed is either purely ionic or purely covalent. Such crossing can be avoided
by mixing the covalent and the ionic states.

The third reaction type characterized by pushing apart of nonadiabatic
surfaces is associated with intersection of the frontier orbitals in the thermal
reaction forbidden by the Woodward—Hoffmann rules. A typical example is
given by the (2s+ 2s) cycloaddition reactions. Figure 1.23b shows that the
surface of the double-excited electron state $2S? intersects the PES of the ground
state, which in its symmetry coincides with $2S2, when these states are described
by single electron configurations (one-determinant approximation). Mixing of
the configurations and avoiding of the crossing (Fig. 1.23c) can be achieved
through inclusion in the Hamiltonian, in addition to the averaged interelectron
repulsion, of an operator of the interelectronic interaction which makes
allowance for the electron correlation.

It should be noted that the avoided crossing depicted in Fig. 1.23¢ does not do
away with the crossing of the frontier orbitals (Fig. 1.23a). In general, all the
foregoing discussion of nonadiabatic transitions concerns the electron states
(terms) rather than the orbitals. Fruitfulness of an analysis of the correspondence
between the electron states of the reactants and the products was vividly
demonstrated by Longuet—Higgins and Abrahamson [129] who developed the
most general rules of selection of symmetry-aliowed pericyclic reactions.
Furthermore, this correspondence served as the basis for a new quite rational
classification of the photochemical reactions [127].

1
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Fig. 1.23. Avoided crossing of the PES of the ethylene dimerization reaction. Classification is
performed relative to two symmetry planes retained in the course of reaction
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CHAPTER 2

Quantum Chemical Methods for Calculating Potential
Energy Surfaces

This chapter considers briefly the general theoretical principles of modern
quantum mechanical methods for calculating the PES’s and the pathways of
chemical reactions and presents a concise characteristic of some particular
methods pointing out the most suitable areas of their application.

2.1 General Requirements Upon the Methods
for Calculating Potential Energy Surfaces

Evidently, the shape of the PES of a reacting system, i.e., its topography, the
position and nature of stationary points may depend upon the method used for
calculating the energy of a given system. Accordingly, the theoretical conclusions
as to the reaction mechanisms may differ depending on the type of approxi-
mations used in the calculations.

The use of an extended basis set in nonempirical calculations, taking account
of the electron correlation as well as of the corrections for relativistic effects and
nonadiabaticity would undoubtedly have provided for more exact theoretical
predictions. But such a program is not realizable at present for systems
containing more than 3—4 atoms of the second and higher periods. In practice,
when making theoretical assessment of the mechanisms of organic reactions, one
is confronted with the choice between either a rigorous calculational method
applicable to rather limited areas of the PES or some simplified approaches,
which, however, would permit investigation of a much more extensive area of the
PES. Gradually, the most adequate methods are found for the solution to
particular problems and, at the same time, typical limitations of these methods
become apparent.

A method for calculating a PES has to satisfy certain basic requirements
before its results may be used as a basis for theoretical interpretation of a
reaction mechanism. Such a method must reliably reproduce: 1) relative energies
of the reactants and the reaction products; 2) relative energies of the reactants
and the transition state; 3) the PES curvature in those zones of the stationary
points which correspond to the structure of the reactants, the products and the
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transition state of reaction; 4) geometrical characteristics of the reactants, the
products and the transition state.

Meeting the conditions 1 and 2 is necessary for correct evaluation of the
heat and the activation energy of a given reaction, the condition 3 has to be
satisfied in order to reproduce the vibration spectrum and, consequently, the
entropy and the isotopic effects while the conditions 3 and 4 are essential for
the calculation of the true reaction path.

Many modern quantum-mechanical methods, especially the semiempirical
ones, have been devised with the specific aim of calculating some particular
properties of molecular systems with the result that they adequately satisfy only
one or two of the requirements mentioned. For this reason, the conclusions on
reaction mechanisms obtained by such methods should be treated with a degree
of caution.

2.2 Nonempirical (ab initio) Methods. The Hartree—Fock Method

The theory and the analysis of calculational schemes of quantum chemistry have
been dealt with in detail in a number of books [1-6] and review articles [7-12].
Here we give only a brief account of the main principles of the general theory of
molecular orbitals (MO) that provides the basis for constructing the most
important nonempirical methods of quantum chemistry.

2.2.1 Closed Electron Schells

The MO approximation is based on the assumption that an individual spin
orbital ¢,o or ¢, (Where ¢, is the function of space coordinates and o (m, = 1/2) or
B(mg;= — 1/2) are the functions of spin coordinates) corresponds to each electron.
The full wave function of a many-electron system i in the Hartree—Fock
approximation is written as a Slater determinant whose form provides for the
property of antisymmetry of i, required by the Pauli principle, with respect to the
pairwise permutation of any electron

ei(Da(l)  @u(DBL) -+ @u(1)B(T)
?1(2a2) 0,22 - @l2PQ)
Y(1,2,...,2n)=[(@2n)1] " 12

?:2mB2n)  @,2n)B2n) - @, (2n)B(2n)

=[] @1 (Du(D)4(2)B2) - @,(2n) B(2n)] @1

The wave function of Eq.(2.1) corresponds to the so-called restricted
Hartree-Fock method (RHF) for the closed electron shells when 2n electrons
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are located on n MQ’s pairwise with opposite spins, with the symmetry of each
MO corresponding to the point group of symmetry of the nuclear configuration
of a molecule. The orbitals ¢; are chosen in such a manner as to minimize the
total energy of the system

E= Jl/,(l, 2,....20HY(1,2,...,2n)dt,, dt, - d1,, (2.2)

where H is the electronic Hamiltonian of a molecule representing the sum of the
operators of the following energies: the kinetic energy of electrons (T,), the
potential energy of interaction of the electrons with one another (V,,) and with the

~

nuclei (V,,) and the potential energy of interaction of the nuclei with one another
(Van:

H=T,+V, +V,+V,

In the existing practical methods of calculation, the linear combination of
atomic orbitals (LCAQO) approximation is employed where the atomic orbitals
X centered at each atom, are used as an expansion basis set:

N
Q; = z Cuixu i=1,2,...,n (23)
n=1

where y, are the atomic orbitals (AO) and N is their total number.
The coefficients C,; in the expansion of Eq. (2.3) can be derived by solving the
Roothaan equations:

C

1

=

ui(Fuv - SiSuv) =0 (24)

u

where F,, are the matrix elements of the Fock matrix:

FuvZHuv+Zzplu[(ﬂvlia)‘%(ﬂilva)] (25)

S, is the overlap integral between the AO’s , and y,;:

~

Suvz Xu(l)Xv(l)dTl (26)

" nuclei

H, = X,,(l)[—%Vz]xv(l)dh+un(1)< ; Zﬂf)))cv(l)dn 2.7

(uv]io) = jx,‘(l)xv(l)rf 2 1(2D)1,(Ddrydr, (2.8)
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P;, is the bond order matrix:

occup.

Pi,=2 Z CiuCoi 29)
i=1
The orbital energies ¢; can be obtained through solving the equation:
[F,,—&S,|=0 (2.10)
In the Roothaan method, the expression for the total energy [Eq. (2.2)] is reduced
to:
occup. occup. occup.

E=2 % &— Y)Y @J;—K)+Y2YZ,ZsR3s (2.11)

i i>j

where J;; and K;; are the Coulomb and the exchange integrals, resp.:

Jij= J‘J(Pi(l)(Pj(z)rle‘Pi(l)‘Pj(z) dr, dr, (2.12)

K;;= fj%(”%(zyy‘Pi(z)(l’j(l) dr, dr, (2.13)

and the last term represent the energy of repulsion of atomic nuclei.
Equations (2.12) and (2.13) may readily be transformed into a form in which
the expansion in the AO [Eq. (2.3)] will be taken into account.

2.2.2 Open Electron Shells

In case a molecular system is characterized by an open (non-closed) electron
shell, its wave function will generally be represented more correctly not in
one-determinant approximation [Eq. (2.1)] but rather as a linear combination
of the Slater determinants:

Y=b+by,+ (2.14)

with all possible distributions of the unpaired electron over the partially filled
zone of orbitals. However, for the radicals and the lower energy states with the
multiplicity (p — g + 1), where p and q are the numbers of the electrons with «
and S spin functions (p > g), the wave function may be given by one determinant:

7 Ve =01 (M) 01 (2)B2) - 0,29) B2 0,4+ 1(29 + 1)
2(2g + 1) o(p + g)a(p + q)| (2.15)
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Open

Fig. 2.1. Schematic
representation of the electron
distribution over the MO’s for
open shells in the restricted
(RHF) and unrestricted
Hartree-Fock (UHF) methods
(D stands for doublet and T
for triplet electronic

RHF UHF configuration)

Close

Such a representation corresponds to the restricted Hartree—Fock appro-
ximation for open shells: the functions of the ¢, ¢,,..., ¢, orbitals with the «
and f spins are equal (Fig. 2.1). The total energy can be calculated from the
equation:

q 9 9
E=2)¢e—)> (2J;— Ky)

i>7
closed
p—4qtl p—49t+1p—gq+1 g p—4qtl
+2 ) &- QJ;— K+ Y Y @J;—Ky)
i=g+1 i=q+1 j=q+1 i=1j=q+1
open closed—open
+YYZ,ZsR 8 (2.16)

Since for the open shells the total number of electrons with the f spin is not
equal to the number of electrons with the a spin, their electron surroundings
must be different and the assumption of equivalence of the space functions
describing the spin orbitals of the a- and f-electrons will not be rigorous. In
the more general approximation represented by the unrestricted Hartree—Fock
(UHF) method, the electrons with the a- and S-spins correspond to different
orbitals @3, ¢3....,¢% and ¢f, ¢),...,¢} (Fig. 2.1), and the one-determinant
wave function is written as:

P Y one = 105 (Da()9f (2) B(2) 95 (3)a(3) -
0529 BQ2a) 34129+ Da(2g + 1)
051229 +2a2q+2)- 05,0 t@alp+9)|  (2.17)

When the MO’s in Eq. (2.17) are represented in the LCAO form, the
Roothaan equations of Eq. (2.4) break up into two series of interrelated
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equations:

ZCZE(FZv - E?Suv) =0
"

Y cB(Fb, —efS,) =0
13

i Yuv

(2.18)

Calculations in the UHF approximation yield as a rule lower values of the
total energy and more accurate spin density distributions. However, the wave
functions obtained in the UHF approximation are, unlike those in the RHF
approximation, not always the eigenfunctions of the operator of the total spin
momentum S? and, consequently, do not correspond exactly to the pure singlet,
doublet, triplet etc. electronic states. To eliminate admixture of higher multipli-
city states, various methods have been devised for designing a required spin
component.

2.2.3 Basis Sets of Atomic Orbitals

The simplest level of the nonempirical (ab initio) and semiempirical all-valence
calculations is the use of a minimal basis set of AO’s where each AO g, in the
expansion of Eq. (2.3) is represented by one function, for example, by a Slater-type
orbital (STO):

anm(ra 0’ (P) =Nr""le ¥ Ylm(g (P) (2 19)

where ¢ is the effective charge of the nucleus (the Slater exponent); n, I, m are
the quantum numbers and N is the normalization factor.

A considerable improvement in the accuracy of calculations can be achieved
by making use of the DZ basis set where each valence orbital corresponds to
two functions of the same type [Eq. (2.19)] but with different values of the
Slater exponents:

H—1s515
Li---F —1s, 15, 25,25, 2p., 2p’.

Any basis set of the Slater functions that exceeds the DZ-type basis is
regarded [2,6] as an extended basis set. Important is the case of a basis in
which the functions of the DZ set are supplemented with the AO functions
possessing a higher quantum number [, for example, with the d oribitals for the
second period atoms and sometimes with the p orbitals for the hydrogen atoms.
These additions make it possible to take into account the polarization of the
orbitals of the atomic ground state, so when the d orbitals and the p-AO’s are
mixed we have
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LR N
The AO’s having higher orbital quantum numbers [ are termed the polariza-
tion (p) functions and the DZ basis set with the polarization functions is
designated as DZ + P.
When the basis of the STO functions are employed, by far the greater part
of the computer time is spent on calculating the integrals of Eqs. (2.7) and (2.8).
As one goes to the Gaussian-type (GTO) basis sets, this time consumption is

drastically reduced. In this case, Egs.(2.19) are approximated by a linear
combination of several Cartesian Gaussian functions [6-8, 13].

TpaslX: y:2) = NXPY9Z%e ™" (2.20)

where p, g, s are the integers and N is the normalization factor.

If, for instance, p=s=0 and q =1, the GTO corresponds to the function
p,- The minimal orbital basis set in which N Gaussian functions are used to
approximate one Slater function is designated as the STO-NG basis set. Usually
one sets N = 3, seeing that with the further increase the accuracy improves very
slowly.

The STO basis set of the DZ type can be approximated by split polynomials
of the Gaussian-type functions M—NP G. Each inner AO is replaced by M GTO
orbitals, the valence 2s orbital—by N, while the p orbital—by P GTO functions.
For example, the 4-31 G basis set describes every inner (1s) orbital by four
GTO’s, every valence 2s AO by three GTO’s and every valence p AO by one
GTO. It is important to point out that whereas in the case of the minimal basis
set of the NG type the accuracy level of the minimal STO basis set cannot be
attained even at great values of N, the use of the split-valence GTO M-NPG
basis sets allows the Slater basis set level to be exceeded.

Wideiy used are the GTO basis sets of the 6-31G* and 6-31 G** types.
They correspond to extended STO basis sets which include polarization function.
One asterisk denotes addition of the polarization d—-GTO to each p function,
while two asterisks mean that, besides that orbital, a p-GTO is added to the
Is orbitals of the hydrogen atoms'. There are cases when the 6-31 G**-type
basis sets do not satisfy accuracy requirements in the calculation of physical
characteristics of molecules. Pople and his co-workers [14] have suggested in
this connection the basis sets of the types 6-311 G** (single zeta core, triple
zeta valence and polarization functions on all atoms) and 6-311 + + G (3d/f,
3pd) which differ from the previous ones in further additions of the polarization

"The use of the GTO basis sets of the types mentioned in the present-day calculations of organic
structures and reactions has been boosted by their inclusion in fast and effective programs
GAUSSIAN (GAUSSIAN-70, -76, -80, -82, and GAUSSIAN-85) developed by the Pople group and
supplied to the Quantum Chemistry Program Exchange Fund [6]
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Table 2.1. Total energies of ethane conformeres (in a.u.) [16]

E, a.u.
Structure STO-3G 4-31G 6-31G* 6-31G** MP2/6-31G*
D4 —78,30618 —79,11593 —79,22876 —179,23823 —79,49451
Ds, —78,30160 —78,11151 —79,22240 —79,23321 —79,48937
D,, —77,96889 — 78,85466 —78,97031 — 7898786 —79,25715
D, —77,30344 —78,32567 —78,45215 —79,49100 —79,79739

and diffusion functions on each atom. The sign + + means that diffusion AO’s
are added for all atoms, while 3d f and 3pd denote, respectively, that three d
AO’s and one p AO are included in the basis set for all the elements of the
second period, and three p AO’s and one d AO for the hydrogen atom. A
detailed list of the basis sets can be found in the book listed as Ref. [15] as well
as in a review [13].

The data of Table 2.1 on the calculations of total energies for ethane in the
stable D5, and the eclipsed D, conformations as well as for its hypothetical
bridged structural isomers with D,, and D,, symmetry may give an idea of
how the results of nonempirical calculations are refined with the gradual
extension of the basis set.

1N sfH N LT N / n\
Hown C—C HeC—Cmh T é—07 " H-cZfize-H
o S R e W W TN NH/
D3d D3h Dah Dsh

As one goes from the minimal to an extended basis set, the total energy is
lowered even for such simple structures by approximately one a.u., ie,
625 kcal/mol. As may be seen from the Table, this lowering occurs not uniformly
for different geometrical configurations. The relative energies of the two
conformers D;4 and Dy, which determine the height of the rotation barrier
about the C—C bond, lie within the range of 2.7-4.1 kcal/mol, which is in good
agreement with the experimental value of 2.93 + 0.25kcal/mol [17].

The minimal STO-3G basis set is fairly satisfactory for reproducing the
molecular geometry (subject to an error of ~0.03 A in bond lengths and ~ 4°
in angles) of most structures with closed shells and the energies of isodesmic
reactions. However, with the reactions in which the products do not retain all
the bond types of the starting reagents one should pass to at least a 4-31 G-type
basis set [7]. A similar basis is also required for a sufficiently good reproduction
of the vibration spectrum of molecules, while the barrier of rotation about
simple bonds, which include a heteroatom, and the barriers of pyramidal
inversion cannot be described without the polarization functions being taken
into account, i.e., in this case the use of an extended basis set would be in order.

Table 2.2 lists the basis sets evolved in practical calculations, which have
proved the most suitable for calculating specific molecular properties. These
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Table 2.2. Types of the basis sets of the AQ’s for correct description of molecular properties

Properties of The least
molecular system basis set Notes and exceptions
Molecular geometry Minimal Except for calculation of dihedral angles and of

geometry of pyramidal structures where polarization
functions must be used.

Force constants DZ The 3-21 G-type basis set represents satisfactory level.
No appreciable improvement is achieved by changing
to the extended 6-31G basis.

Rotation barriers Minimal Except the molecules with a rotation axis that includes
two heteroatoms, such as H,0, and others. For them
a DZ + P-type basis set is recommended.

Inversion barriers DZ+P —
Energy of reactions DZ Suitable for reactions in which electronic bond pairs
DZ +P present in reactants are retained in the products
(transition states). Otherwise, electron correlation should
be taken into account.
Interaction between Minimal In the calculation of anions and their interactions,
ions and dipoles; inclusion of polarization and diffusion functions is
system with H bond. necessary.
Weak intermolecular-  Extended  Polarization and diffusion functions must be included
interactions and correction for unbalanced character of the basis

set allowed for.

sets represent the lower limit of requirements so that occasionally a higher
energy level might be needed for a correct description of certain properties.
Such a case may be exemplified by the structure of hexaazabenzene which
currently attracts considerable attention in connection with reports that it was
observed in experiments with matrix isolation [19].

Even though generally the DZ-type basis sets lead to fairly reliable evaluations
of the molecular geometry of systems with a closed shell and permit their

N/ N\N N;N\N
| | — ,|\‘ ;\Il — 3N,

assignment to a definite type of the critical point on the PES, in this particular
case the calculations with, for example, a DZ + P-type set yield results essentially
different from the chemical point of view [20]. Whereas with the DZ basis set
a structure with D5, symmetry represents the local minimum on the PES and
the more symmetrical D¢, form corresponds to a transition state, in the case
of the extended DZ + P set the theoretical predictions are exactly opposite.

2.2.4 Electron Correlation

The accuracy of the Hartree—Fock method (lowering of the total energy) has
a limit when any further extension of the basis set fails to improve the results.
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Fig. 2.2. Electron correlation energy as defined in Ref.
—L EXP [21]—(a), according to usual estimation in practical
calculations (b), and the experimental estimation (c)

The difference between the energy of the system obtained through exact solution
to the nonrelativistic Schrodinger equation and the minimal value derived in
the HF approximation is customarily regarded as the energy of electron
correlation [21]. The point is that the Hamiltonian in the HF method, in
particular Eq. (25), includes an averaged interelectronic potential which does
not account for correlated motion of electrons in a molecular system.

The definition proposed in Ref. [21] is not quite satisfactory seeing that an
exact solution to the Schrédinger equation cannot be obtained even for a
three-atom system. Therefore, a somewhat different definition is adhered to in
practical calculations, it is explained by the scheme in Fig. 2.2.

The energy of electron correlation constitutes an insignificant fraction of the
total energy of a molecular system (0.5% for the H,O molecule), on the other
hand, the energy of binding in the molecules is, too, a small fraction of the total
energy (also 0.5%; for H,O). Moreover, in the general case, the energy correlation
is a nonadditive quantity and depends on the geometry of the system [2,6]. In
order to account for the energy of electron correlation, the following procedures
are currently widely used: the method of configuration interaction (CI) and the
method of the perturbation theory of Mgller—Plesset (MP).

In the CI method, the total wave function is written as a linear combination
of the Slater determinants, which correspond to different electron configurations:

Y =AY, + kgl A (2.21)
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where y, is the Slater determinant of the ground state, ¥, of the excited
state and A, are the expansion coefficients.

Substituting Eq. (2.21) into Eq. (2.2) yields a system of equations analogous
in its form to Eq. (2.4):

Z Akz(sz - ElSkl) =0
k (2.22)
|Hy — ESul= 0

where H,; = <1//k|ﬁ|l//,>, S = <Y ly,> and H is the HF Hamiltonian.

When solving Egs. (2.22), either the coefficients C,; found from Egs. (2.4) and
(2.10) are not varied or A, and C,; are varied simultaneously. The former
approach is the configuration interaction method, the latter is called the method
of multiconfigurational interaction (MCI). The MCI method is a particularly
effective tool for taking an exact account of the correlation energy when a
complete enough set of the configurations of Eq. (2.21) is used. In the case of two-
atom molecules, it yields potential curves as Eq. (1.2) which practically coincide
with the experimental ones [2]. However, for greater size systems this method is
at present not applicable in view of exorbitant demands upon the computer.

The principal shortcomings of CI technique are the weak convergence of the
configurational sets of Eq.(2.21) and great difficulties in the selection, not
amenable to a simple algorithmization, of important configurations. The size
of the sets of Eq. (2.21) may be judged from, e.g., the compartively small molecule
of sulfurane SH, (see Sect. 1.3.4.3). In the calculations [22] where an extended
basis set of the TZ type is used (three STO functions which approximate each
AO and their subsequent decomposition into the GTO’s), the procedure of
taking complete account of the configuration interactions comprising all once-
and twice-excited configurations involves 7381 configurations. In the case of
more complex systems, several tens of thousands of configurations have to be
considered so that the diagonalization of the matrix of Eq. (2.22) requires a lot
of computer time. Various schemes have been developed intended to expedite
convergence of the set [6, 8] of which the so-called coupled electron-pair
approximation (CEPA) is the most effective but, at the same time, the most
laborious.

This laboriousness of the CI method has led recently to a wider use of the
methods of perturbation theory for evaluating the correlation energy. These
methods can more readily be algorithmized, their requirements for computer
time lie within reasonable bounds and, moreover, they allow one to take into
account the influence of various orders of the perturbation theory upon
properties to be calculated. A method based on the Mgller—Plesset perturbation
theory has now found a particularly wide acceptance, its computational scheme
included in some GAUSSIAN-series programs [6] is suffuciently effective for
practical calculations. The essence of this technique is as follows. The solution to
the rigorous Schrodinger equation with the Hamiltonian H is sought on the basis
of the known solutions to this equation with a model Hamiltonian H® which
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is different from H by a small perturbation W. Usually, the Hartree—Fock—
Roothaan Hamiltonian, whose matrix elements have the form Eq. (2.5), is taken
to be H®, while the operator describing the electron correlation:

W=V~ Yy 2J;—K,) (2.23)

i>j

represents the perturbation . With such a choice of A and W, the total energy
of the system may be represented in terms of the perturbation theory as an
expansion:

E=E® E® L E® L E® 4 ... (2.24)

where the first correction to the electron energy of the molecule vanishes and the
first nonzero contribution corresponds to the second order of the perturbation
theory (E'?).

The calculated data on total energies of the ethane isomers given in Table 2.1
show the importance of inclusion of the correlation effects even in regard to the
relatively small second order of the Mgller—Plesset perturbation (MP2). The
correlation energy calculated for different geometrical configurations is different
with the highest value belonging to those configurations in which the bonds have
a multicenter character as, e.g., in the structures III and I'V. Thus, when account is
taken of the correlation energy, essential corrections can be introduced into the
calculation of the thermodynamic stability of nonclassical structures whose
stability is primarily determined by multicenter bonds [23]. So a HF/6-31G*
calculation [24] of the relative stability of classical (open) V and nonclassical
(bridged) VI forms of the acetyl ethyl cation:

H\ A H. /'j\ ‘‘‘‘‘ H

H s C c* ™C c”

N >~y N ~y
V,Cy VIL.Cyy

shows that V is more stable than VI by 2 kcal/mol. When the correlation energy is
taken into account in terms of MP2 using the 6-31G* basis set, the bridged form
VI becomes more stable by 6 kcal/mol. Further refinement of the calculation does
not change this trend.

An even more impressive example of the effect of correlation energy on the
form of the PES is given by the calculation of the isomerization reaction of the
vinyl cation VII = VIII [25]:

H H H H H
~ - ~. . : SN . -
C C = (=C-C—H = (=—=¢C = H-C=C

- - ~ ~
H H H H
Vila Villa Vilb Vil b

~+~
H

Calculations on the HF level show that both forms VII and VIII correspond to a
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minimum on the PES with the classical form VIII possessing a greater
(7 kcal/mol) thermodynamic stabilty. The inclusion of the correlation energy in
terms of MP2 indicates a nearly complete energy equivalence of both forms with
a small activation barrier between them. Further refinement of the calculation up
to MP4 has brought an extremely interesting result. The saddle point on the PES,
corresponding to the transition state in the isomerization reaction VII 2 VIII,
has vanished, while the minimum corresponding to the classical form VIII has
deformed into the saddle point of the first rank (4 = 1). In other words, on the
MP4 level, the structure VIII turns wholly unexpectedly into the transition state
of a truly strange reaction of rotation of hydrogen atoms about the C=C
fragment VIIa= VIIIa =2 VIIb with the barrier equalling 4.9 kcal/mol. Further
refinement in the calculation and inclusion of the zero vibration energy does not
alter this last result.

The inclusion of the electron correlation energy in the theoretical analysis of
chemical reactions becomes a “must” when electron bond pairs of starting
structures are destroyed during reaction. This concerns in the first place the
reactions of bond breaking since a calculation in terms of the HF approximation
leads to incorrect dissociated states, such as F, - F* + F~ rather than 2F. Also
the reactions proceeding via biradical type structures (see Sect. 1.6 and 8.3) and
those forbidden by the orbital symmetry conservation rules fall within the
category of such transformations. A typical example is provided by the
electrocyclic-type reaction:

7N\ — [T\
IX X

The data on nonempirical calculations [26] presented in Fig. 2.3 show that,
when the electron correlation is allowed for through the use of the CI technique,
not only the barriers and the transformation energetics (the reaction is

exothermal) are described more correctly, but aiso the shortcoming inherent in
the HF calculation in regard to disrotatory mechanism is removed. The HF

-} \pisB /DlSA
= -1t \ /
% 13 \. /
i I\
LJZ.J -15 / N Fig. 2.3. Minimal energy reaction paths of the electrocy-
CON™ clic butadiene-cyclobutene reaction in the HF and HF
- 7 pIs HF + CI approximations [26]. The reaction coordinate is
i CON HF+C| represented by the angle 0 of synchronous rotation of the
e -3 methylene groups. The value of 154.0 hartrees is taken to
" N7 — /| be the zero energy; DIS denotes the disrotatory and

T T e CON—the conrotatory mode of the cycloreversion.
0% 157 307 457 607 757 90 (Reproduced with permission from the American Chemi-
ANGLE 8 cal Society)
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approximation produces a result which contradicts the microscopic reversibility
principle since the thermally prohibited disrotatory reaction gives rise to two
different electronic states (different filling of orbitals) depending on whether the
reaction proceeds from butadiene or cyclobutene (for a more detailed description
see Chap. 10).

Recently Spellmeyer and Houk [27] conducted a systematic study of the
influence exerted by the size of basis sets and by correlation effects upon the
activation energy of the reaction cyclobutene-butadiene. Parallel with the
nonempirical calculations, this reaction was studied by means of the most
frequent semiempirical methods MINDO/3, MINDO, and AMI1 (see below
Sect. 2.3.2). The authors think, quite correctly, that the experimental value of the
activation energy 32.9 4 0.5 kcal/mol should be compared with the results of only
those empirical methods whose parameterization includes corrections for
thermal vibrations and the energy of zero vibrations. At the same time,
nonempirical calculations have to be compared with the value 34.5 kcal/mol,
which is the result of the subtraction of the difference between the energies of zero
vibrations and the energies of thermal vibrations of the ground and the transition
states from the experimental value. Figure 2.4 shows some results from the work
[27].
The most important result is, apparently, the nonmonotonical improvement
of the results with the extension of the basis set and with a fuller inclusion of the
correlation energy. It may easily be seen that the semiempirical methods
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Fig. 2.4. Comparison of calculated activation energies at several levels of approximation. The dashed
line indicates the value of experimental activation energy for comparison purposes. The semiempirical
values are compared to AH* = 32.9 kcal/mol and ab initio values to AE* = 34.5kcal/mol. (Adapted
from Ref. [7] with permission from the American Chemical Society)
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successfully compete with the ab initio schemes. Thus, the AM1 results are, in
effect, as accurate as the nonempirical calculation using the scheme MP4
(SDTQ)/6-31G*/MP2/6-31G*, which requires a several orders of magnitude
greater computer time expenditure.

Another important case where the electron correlation must be taken into
account is the calculation on structures with degenerate or pseudodegenerate
electron configurations. A typical example is given by the cyclobutadiene
molecule. When the correlation energy is not allowed for, the calculations, even
those with an extended basis set, lead to an erroneous conclusion in favor of the
preferability of a triplet electron configuration and a square rather than
rectangular geometry of the molecule [27-30].

The inclusion of the correlation effects is indispensable in the calculation of
intermolecular interactions, since the important effect of dispersional attraction
is of purely correlational nature [31].

2.2.5 The Problems of Stability of Hartree—Fock Solutions

The HF equations, in particular, the equation of Roothaan are nonlinear with
respect to the one-electron functions ¢;. This creates the problem of additional
solutions to the HF equations and of an analysis for the type of the extremum of
the results obtained for ¢, (points in the functional space of the test functions),
similarly to how the character of a stationary point in the configurational space of
the PES nuclear variables is determined. To this end, one needs to investigate the
environment of this point in the functional space, i.e., to derive the second energy
variation in the test function space:

g 52 SV

> 229

where  is defined according to (2.1).

The problem of determining the sign before §%E is reduced to one of finding
the signs of the eigenvalues of a certain Hermitian matrix {| 4| [32] whose
elements are determined from the known formulas for matrix elements of the HF
Hamiltonian between the singly excited states as well as between the ground and
the doubly excited states [33, 34].

If the matrix || 4 || is positive definite, the HF solution obtained (a set of ¢,) is
stable (the local minimum). The negative eigenvalue indicates instability of the
solution (the local maximum or the saddle point in the functional space). The
form of the eigenvector, which corresponds to a negative eigenvalue, predeter-
mines the procedure of constructing the initial wave function that would allow
one to arrive in the SCF MO scheme at a stable solution. There exists a ramified
hierarchy of instability types of the HF solutions [35]. In the RHF method a
singlet and a triplet instability are distinguished whose appearance may roughly
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be estimated from Egs. (2.26) and (2.27) [36]:
(e;—&)—J;+3K;<0 : (2.26)
(6;—e)—J;—K;<0 (2.27)

where the subscript i refers to the occupied and j to the vacant orbital. Thus:
'AE;;< — K (2.28)
SAE, <K, (2.29)

The quantities -*E;; are the energies of, respectively, the singlet and the triplet
transition of the electron from the i- to the j-orbital, and K;; is the exchange
integral of Eq. (2.13).

Equations (2.26) and (2.27) mean that in terms of the method under discussion
there occur, respectively, a singlet or a triplet excited states lying close to the
ground state.

The singlet instability involves the existence of a solution with the electron
distribution of lower symmetry, which gives rise to the trend towards distortion
of a fully symmetrical geometry configuration (lattice instability). A characteristic
example is given by the instability of HF solutions for the fully symmetrical D,,
structure of propalene [29]. The singlet instability should be viewed as an
indication that the initially assumed form of the nuclear configuration of a system
needs correction. :

The triplet instability of the RHF solutions is a necessary, but insufficient,
condition for the conclusion as to the biradical character or the triplet ground
state of a given system, which would be important for an analysis of the internal
mechanism of a number of reactions (see Sect. 5.1). Usually, a reliable result may
be achieved in such cases by passing to the UHF approximation.

Generally, instability of the HF solutions signifies drawing together of the
PES’s of different electron states and shows the need for the inclusion of correla-
tion effects in order that a more exact description of the molecular system may be
achieved. Since the effects of instability of the HF solutions are easy to diagnose,
their detection should be viewed as procedure valuable for the prediction of
structural features and reaction mechanisms.

2.3 Semiempirical Methods

In nonempirical methods of calculation, usually about 70%; of the computer time
is spent on computing the integrals of the interelectron interaction (uv|io) in
Eq. (2.5). As the size of a molecular system is increased, the number of such
integrals grows roughly proportionally to N* (N is the size of the AO basis set of
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Table 2.3. Dependence of the number of integrals and of the time
for their calculation on the number of atoms in a molecule and
the basis set

Gaussian Number of Time, min
Molecule basis set integrals (CDC 3300)
CH, 3G 189 1.0
CH, 6-31G* 6358 12.5
CH, 3G 369 1340
CH, 6-31G* 13160 21.1
CH;—CH; 6-31G* 194205 458
CH,—OH 6-31G* 215572 1474
CH;—NH, 6-31G* 230766 181.6

Eq. (2.3)). Accordingly, the time and costs of the calculation grow, which is well
illustrated by the data in Table 2.3.

There are various ways of reducing this inconvenience. One of these consists
in neglecting a certain part of the integrals contained in Eq. (2.5), though
retaining the overall scheme of the nonempirical calculation. Such an approach
has been implented in the PRDDO method, where the one-, two-, and three-
center Coulomb integrals as well as the one- and two-center exchange integrals
are retained, but no more, so that out of N* integrals only N3 remain [37].
Another promising approach that is currently gaining acceptance is associated
with the use of the effective core potential (ECP) or pseudopotential as it is also
called. This approach is based on the observation that the atomic core orbitals
react weakly to the formation of a chemical bond so that the influence of the core
electrons on the valence electrons can be expressed through introduction of the
corresponding potential functions, in other words the core electrons can be frozen
into the nuclear core and then the so-called “frozen core approximation” may be
used. In this case, the Hartree—Fock—Roothaan scheme is wholly retained for the
valence electrons, while the core electrons are replaced by the pseudopotential. As
a result, calculation time is reduced by almost a factor of 10 and no longer grows
catastrophically with the increase in the atomic number of the elemens contained
in the molecule [38]. By now, the ECP’s have been developed for nearly all the
elements of the Periodic Table [39,40].

Finally, there is one more approach which involves replacement of most
integrals by the experimental parameters (such as atomic ionization potentials in
orbital valence states, and others) and the use of various approximate ex-
pressions, which include these parameters, for the evaluation of the integrals. The
methods based on such an approach are called semiempirical.

Nearly all semiempirical methods used for calculating the PES’s are the
valence approximation methods; in contrast to the nonempirical procedures they
take account of only the valence electrons and the atomic orbitals of valence
shells. The influence of the non-valence (core) electrons is included in empirical
parameters.
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The overall schemes and the details of parametrization of various semiempir-
ical methods have been thoroughly described and analyzed [1, 4, 5,41-43], so we
confine ourselves to brief characterization of the frequently used methods
pointing out their areas of application as well as their limitations.

2.3.1 The Extended Hiickel Method

The extended Hiickel method (EHM) developed by Hoffmann [44] is the
simplest noniterative semiempirical method. Formally, the EHM equations
coincide with the equations of Roothaan [Egs. (2.4) and (2.10)], however, only the
overlap integrals S, are calculated in them exactly, while the matrix elements F,
are replaced by empirical parameters:

F,=-1

up w

F,,=kF,+F,)S, (2.30)

where I, is the ionization potential of an electron from the p-th orbital and k is a
certain empirical constant. In consequence of this approximation, the matrix
elements F,, are not the functions of the coefficients c,; being sought and the
method is not selfconsistent.

Nowadays the EHM is regarded as mainly a qualitative method not claiming
to satisfy the demands listed in Sect. 1 of this chapter. Its chief advantage is a quite
fair reproduction of the relative energies and the form of MO’s, particularly, in the
case of not very strongly polarized molecules. In view of its extreme simplicity, it
may be useful in calculations on the systems with a practically unlimited size of
the basis set. When DZ-type basis sets are used, this method is sufficiently
effective for qualitative analysis of structures and reactions of organometallic
compounds [45-47].

2.3.2 Semiempirical Selfconsistent Field Methods

In the SCF methods, the matrix elements F,, depend on the coefficients C,; in
Egs. (2.4), therefore the solutions are sought iteratively. Various semiempirical
SCF methods differ from one another in parametrization procedures as well as in
the character and number of the integrals in Eq.(2.5) whose calculation is
neglected. The set of parameters for each method is dependent upon what
property (or properties) of a given molecular system has been chosen for a
parameter calibration. For this reason, the semiempirical methods yield the most
reliable results in, as a rule, rather narrow areas of application.

2.3.2.1 The CNDO/2 Method

The complete neglect of differential overlap (CNDO) method [1] rests on the zero
differential overlap (ZDO) approximation, which means that all the products of
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XX, are set to zero and:

S=0, (231
The CNDO method admits of several variants of parametrization of which
the CNDOQ/2 scheme is the one which is used more frequently than others. The
ZDO approximation drastically reduces the number of two electron integrals
since all the three-center, four-center, and exchange integrals are set to zero:

(uv]20) = 6,,,0,5(upt| vv) (2.32)

When Egs. (2.31) and (2.32) are taken into account, the matrix elements of the
Fock operator take in the CNDQO/2 method the form:

F,=—3I,+A)+P—Z, (2.33)
where u belongs to the atom A:

Fuv = %(ﬁ?i + ﬁg)Suv - %puv‘})AB (233)

where y and v belong to AO’s and A4, B to the atoms; I, and A, are the ionization
potential and the electron affinity of the orbital, respectively; y,,, and y 45 are the
interaction repulsion integrals which are calculated exactly over the Slater S
orbitals for any AO.

The chief calibration parameter is the resonance integral f which depends
only on the type of the atom A. It is chosen in such a way as to ensure that the
relative order of the energy levels of the occupied MO’s and the expansion
coefficients of the MO’s in the LCAO of Eq. (2.3) optimally coincide with the ab
initio calculations using the minimal basis set of the AO.

The CNDO/2 method gives the most reliable results in the calculations of the
electron distributions and of those properties which are determined on the basis
of these electron distributions, such as the dipole moments. It underestimates the
valence bond length by on average 109, particularly sizeable is this underestim-
ation in regard to the hypervalence bonds, such as the axial bonds in trigonal-
bipyramidal structures of the transition states of the Sy2 reactions (see Table 5.1
in Chap. 5). This inaccuracy follows from the drawback of the method, which is
strongly reflected in the character of the PES’s obtained, namely the overestim-
ation (by about 20%,) of the covalence bonding. This and a number of other
shortcomings of the method (underestimation of the conjugation energy and of
the stability of bridged structures) stem from the ZDO approximation and are
hard to remove by reparametrization.

For example, unlike the nonempirical methods of calculation, which predict,
in complete agreement with experiment, stability of protonated benzene in the
form of a g-complex XI [48], the CNDOQ/2 calculation [49] gives considerable



80 Semiempirical Methods

preference to a bridged isomer XII where the proton is bound to both C atoms of

the 7-bond.
H? H HOH H

STO-3G 0 kcal/mol 28 kcal/mol
4-31G 0 kcal/mol 21 kcal/mol
CNDO 46 kcal/mol 0 kcal/mol

At the same time, the CNDQO/2 method describes fairly accurately those
reactions in which electrostatic interactions rather than covalent bonding is the
moving force. The explanation is simple: the interactions of this type are governed
by the character of the electron distribution. Thus, this method reproduces quite
satisfactorily the systems with hydrogen bonding, and the protonation reactions
of heteroatomic compounds where the reaction course is determined by the form
of the electrostatic potential. The example of the model peptide given in Fig. 2.5
shows how well the CNDO/2 method can reproduce the picture of the
electrostatic potential.

2.3.2.2 The MINDO/3 Method

The methods of the MINDO family are based on the INDO approximation
suggested by Pople [1]. Unlike the CNDO, the INDO approximation is
characterized by inclusion in Egs. (2.30) of the one-center exchange integrals
(uv|4o) when the AO’s u and v belong to the same atom.

The parametrization of the MINDO methods, of which the MINDO/3
scheme [51] is the most important, is carried out differently than in the case

Fig. 2.5a, b. Maps of the electrostatic potential of 2-formylamino acetamide obtained in a ab initio
and b CNDO;2 calculations [ 50]. (Reproduced with permission from Kluwer Academic Publishers)
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of the CNDQJ2. The empirical parameters introduced into the terms of the
Fock operator with a two-center interaction are chosen in such a manner as
to reproduce possibly best the experimental characteristics (geometry, heat of
formation, ionization potentials etc.) of a large number of standard compounds.
The overall number of the parameters in the MINDO/3 method for the hydrogen
atom and the second-period elements alone amounts to 102. The procedure of
parameter optimization takes a lot of computer time, but this investment pays
off, as a rule, by providing fairly good results when evaluating the heat of
formation, activation barriers and vibration spectra for compounds containing
the H,C,N, and O atoms. On the whole, these results satisfy the principal
requirements placed upon the methods for calculating the PES’s [41, 52-54],
however, one should keep in mind also a number of shortcomings inherent
in the MINDOQ/3 method which have become apparent in practical calculations
[54-56].

1. The MINDO/3 method overestimates the valence angles by on average 6-8°.
This feature is particularly pronounced with the double bonds, for example, in
the case of 1,3-butadiene the angle CCC comes out at 131° [51] while the
experimental value is 123.6°. The accumulation of such errors in the
calculation of the compounds of type XIII leads to a lengthening of the X ---X
distance by 1-1.5 A. As a consequence, not only the migration barrier for
XIII=XIMa is sharply increased but also the reaction mechanism may
change. This difficulty may be circumvented by taking in the calculation the

R
X X< x
v = &
X Xllla

magnitudes of the angles « and B to be constant and equal to their
experimental values when optimizing the remaining geometrical parameters
[57].

2. The method considerably overestimates the stability of small cycles, parti-
cularly those containing two neighboring heteroatoms.

3. Similarly to CNDO/2, the MINDO/3 method overestimates stability of the
three-center two-electron bonds and reduces a good deal their length (see
Table 5.1 in Chap. 5).

4. The method is not suitable for describing the systems with hydrogen bonding
since it cannot reproduce the stabilization energy of, e.g., such dimers as
(H,0),, CH;0H,...,NH; and others.

5. The method does not yield accurate results in the description of the
compounds that contain neighboring heteroatoms with electron lone pairs,
the organic boron compounds etc. Since organic compounds with fixed
valence of the atoms that form them are used for the parametrization of this
method, it underestimates, as a rule, the stability of nonclassical skeleton and
polyhedral structures.
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6. In virtue of its parametrization, the method underestimates interaction of the
atoms which lie at a noncovalent distance. This may result in distortions of the
mechanism of addition reaction [58]. (Addition reactions are described in
greater detail in Chap. 6).

A UHF scheme of the MINDO/3 method [59] and a simpler “half-electron”
scheme based on the RHF approximation [60] have been developed with the aim
to describe radical reactions and structures. A detailed list of various areas where
the MINDO/3 method yields good results is given in the review article [54].

2323 The MNDO Method

The MNDO method [61] is based on a more rigorous approximation NDDO
[1] which takes into account in Eq. (2.5) the interelectron-repulsion integrals
that include the one-center overlaps. The integrals (uu|vv) between any orbitals
on the 4 and B atoms are not approximated by the corresponding integrals
over the § orbitals but rather calculated for the corresponding functions y, and
1,- An important advantage of the MNDO over the MINDO/3 method consists
in the rejection of parametrization of the resonance integral 8, in accordance
with the bonding type, and a transition to the relationship:

Buv = Suv(Iu + Iv)f(RAB) (234)

As a result, even though the number of interelectronic interaction integrals
of various types increases appreciably, the overall number of the parameters
for the second-period elements is reduced from 102 to 41. Using this method,
the computer calculation takes 1.5 times longer than with the MINDO/3 method.
As may be seen from Table 2.4 compiled from the data presented by Dewar
[53,62] for over 200 compounds, the MNDO method achieves a better
agreement with experiment than the MINDO/3 method.

Notwithstanding this better agreement concerning physical characteristics
of the molecules in the singlet ground state, particularly of the molecules contain-
ing heteroatoms (this case is listed above as representing one of the shortcomings

Table 24. Average deviations of calculated lengths obtaned by the
MINDO/3MNDO and AMI1 methods from experimental values for com-
pounds containing the C,H, O, and N atoms

Heat of

formation Bond length Valence Vibration
Method kcal/mol A angle frequency
MINDO;/3 11 0.022 5.6° 5%
MNDO 5 0.014 2.8° <5%

AM1 5.8 0.012 2.5° <5%
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Table 2.5. Heats of activation (kcal/mol) [63]

Reaction Obs AM1 MNDO  MINDO/3
CH, + HC=CH —»CH,CH=CH' _ 7.7 6.83 16.7 73
CH," + CH,=—CHCH, »CH,CH,CHCH, 74 131 135 7.8
CH, +CH,—CH,—~CH, + C,H, 1 11.96 27.2 6.1
:CHCH, »CH,=CH, 1-3 14.92 218 0.7
XlIla — XIII (R = H) 4-5 2.17 39 282
=

—— a b

‘ X 329 36.0 517 49

See Ref. [64]; “see Ref. [65]

of the MINDOY/3 method), many of the drawbacks inherent in the MINDQ/3
method are present in the MNDO method also. So the MNDO method is
unsuitable for describing the H-bond, moreover, in contrast to the MINDQ/3
method, it strongly overestimates activation barriers of the reactions, as may
be seen from the data of Table 2.5. The recently developed parametrization of
the MNDO method, which covers the I-1II period elements, almost all halogens
as well as a number of heavy metals, such as Zn, Hg, Sn, Pb, and Ge, makes it
possible to apply successfully this method in studying the mechanisms of organic,
organometallic and biochemical reactions. Specific studies aimed at comparing
the structures of transition states and energetics of the corresponding reactions
obtained by the MNDO method, on the one hand, and by nonempirical
calculations, on the other, Refs. [66-68] have shown that the MNDO method
often gives reuslts not inferior to those of the nonempirical calculations using
the 4-31G basis set [66-69] with the obvious advantage of reducing the
computer time by a factor of nearly one thousand! [63].

However, even though thanks to parametrization the MNDO method
partially takes account of the electron correlation energy, the common drawback
of a one-determinant approximation, namely, its inability to correctly evaluate
the bond-breaking reactions, is not thereby removed as was pointed out, for
example, in Ref. [70] using as an illustration a number of dissociation reactions.
In such cases, a more complete inclusion of the correlation energy can remedy
the situation. In this connection, Thiel suggested a MNDOC scheme [71] in
which the correlation corrections are calculated explicitly in the second order
of perturbation from the Epstein—Nesbet formula [72, 73]:

Vi
AED = _ ¥ 0
¥ E,—(E,+ AE?)

(2.35)

where V), is the matrix element of the perturbation between ground v, and
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Table 2.6. Comparison of semiempirical MNDO, MNDOC, and ab initio results for triplet *B,) and
singlet (1 4,) methylene

SCF®
State MNDO? MNDOC* DZ SCF + CI° Experimental
. C—HA 1.052 1.066 1.078¢
1 HCH, deg 1499 134.6 136¢
g C—HA 1.091 1.106 1114
1 HCH, deg 111.1 101.5 102.4¢
sp, 14, ABsr 3.01 73 32 11 9

kcal/mol

aRef. [77]; ®Ref. [78]; “Ref. [79]; “Ref. [80]; “Ref. [81]

doubly excited configurations ¥, and E, and E, are the Hartree—Fock energies
of the configuations ¥, and ¥,. Explicit formulas for V,, and E, in terms of
MO integrals and orbital energies are given in Ref. [74]. Equation (2.35) is
solved iteratively.

The correlation energy taken into account by means of Eq.(2.35) has
necessitated a reparametrization of the MNDO method. In his MNDOC
scheme, Thiel introduced parameters for the atoms H,C,N, and O only. A
comparison between the results of the MNDO and the MNDOC calculations
on the molecules with closed electron shell in the electron ground state has
revealed their nearly complete coincidence. At the same time, the MNDOC
method has been shown to be more adequate for investigating intermediates
and transition states [75,76] as well as excited states and photochemical
reactions [77]. An illustrative example is provided by a good agreement between
the results of calculations of geometry in the 3B, and 'A, states of methylene
and of the singlet-triplet splitting (E,,) using the MNDOC method [77] and
the experimental data [79-81] (see Table 2.6). Both the geometry and the energy
difference between the singlet '4, and the triplet 3B, states have for a long
time been a subject of sharp debates between theoreticians and experimentalists
[82]. Initial discussions as to whether the CH, molecule existed in angu