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Preface

Soil erosion at the present extent is mainly a result of human activities and not a prod-
uct of natural processes. Without human impact, the earth’s soil surface would be al-
most completely covered by permanent vegetation with the exception of extreme cli-
matic environments, such as deserts, polar or high mountainous areas. The main natu-
ral hazards which may cause erosion under natural conditions would be natural fires,
storms, volcanic eruptions, or meteorite impacts. Since such hazards would have only
local and temporary effects on the vegetation cover, one can assume that - especially
in the regions of temperate climate - the amount of soil loss as a result of natural
processes would be negligible.

The use of soils by man - in particular for agriculture - constrains to remove the
natural vegetation cover and to replace it by crops. Thus, the protection of the soils
from the direct impact of wind and water is, at least, temporarily suspended. Acceler-
ated erosion caused by water and wind is the inevitable consequence.

Erosion leads to the irreversible degradation of soils and to the loss of their eco-
logical and economic functions. Once the soil has been lost, it cannot be compensated
by natural soil restoration within reasonable time periods. In addition, erosion usu-
ally causes further off-site damages by depositing the transported material on adja-
cent sites. Moreover, eroded sediments and sediment-bound chemicals may enter the
surface water system, resulting in long-term eutrophication and toxification.

Erosion is usually regarded as a slow and almost imperceptible process which oc-
curs in a large number of isolated erosion events. In fact many difficulties are associ-
ated with the monitoring and surveying of erosion processes. In most cases direct
measurements of soil loss are limited to small experimental plots on which the rel-
evant hydraulic conditions of erosion cannot be completely reproduced. For the same
reasons, plot measurements cannot be directly transferred to natural slopes and wa-
tersheds without taking the differing hydraulic conditions into account.

Nevertheless, the first mathematical approach to describe soil erosion by water, the
UNIVERSAL SOIL LOSS EQUATION (USLE) by Wischmeier and Smith (1965), was
derived by correlating the amount of soil loss gained from experimental plots with
various topographic, climate, soil, and land use parameters. More recently developed
soil erosion models mainly use physically based approaches which allow adequate rep-
resentation and quantitative estimation of erosion (soil detachment and transport)
and deposition. Such models and their practical application are the main subject of
this book.

Table 0.1 provides an overview of the various soil erosion models which are de-
scribed in this book. The models are sorted by the year of their first publication. The
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Table 0.1. Overview of the soil erosion models described in this book

Name Author Chapter
AGNPS Young et al. (1987) 3
SMODERP Holy et al. (1989) 8

WEPP Lane and Nearing (1989) 1,11
EUROSEM/KINEROS Morgan et al. (1992); Woolhiser et al. (1990) 10,11,13
EROSION 2D/3D Schmidt (1991); von Werner (1995) 56,7,9,11
PEPP-HILLFLOW Schramm (1994); Bronstert (1994) 4,12
LISEM De Roo et al. (1996) 2

table shows that the first physically based soil erosion models were developed about
15 years ago. This book was particularly motivated by the fact that, in the meantime,
the results of numerous practical applications of these models have become available.

This book is divided into three parts. It mainly focuses on the papers in PartI in
which nine different examples for practical model applications are described. Part II
consists of three papers that deal with the validation of physically based soil erosion
models. Finally, the two papers in Part III provide information on current develop-
ments of recent modelling approaches.
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Chapter 1

The Influence of Global Greenhouse-Gas Emissions on
Future Rates of Soil Erosion: a Case Study from Brazil
Using WEPP-CO,

D.T. Favis-Mortlock - A.].T. Guerra

1.1
Background

1.1.1
Greenhouse Gases, Climate Change and Soil Erosion

Since the mid-1980s, increases in the global concentrations of greenhouse gases have
been paralleled by rising international concern over their potential to affect climate.
Concentrations of these gases (most importantly, carbon dioxide, methane, nitrous oxide,
tropospheric ozone, chlorofluorocarbons and water vapour) have been observed to in-
crease dramatically during the last 100 years or so. This rise results from anthropogenic
activity. Emissions of the naturally-occurring gases have increased due to modifications
of natural cycles by growing human populations, while some new gases (e.g. chloro-
fluorocarbons) have been added. Atmospheric concentrations of carbon dioxide, for
example, have risen by about 26% since the Industrial Revolution (Fig. 1.1): this results
both from increased burning of fossil fuels, and from deforestation (Houghton et al. 1990).

The root of this concern is the potential of these gases to produce so-called green-
house warming (e.g. Houghton et al. 1990). The theoretical link between carbon diox-
ide and temperature - radiative forcing - was first proposed by the Swedish scientist
Arrhenius in the late 19th century (e.g. Arnell 1996). Observational evidence for the
greenhouse effect comes from a variety of sources: for example, palaeo-environmen-
tal studies of air trapped in Antarctic ice cores have found close correlations between
levels of carbon dioxide and methane, and local temperature (Lorius et al. 1990). Con-
firmation of a present-day enhanced greenhouse effect, by showing a link between
present-day greenhouse gas increases and temperature, is however more contentious.
Further discussion of this controversial area of science is beyond the scope of this study.
However, Working Group 1 of the Intergovernmental Panel on Climate Change’s Sec-
ond Assessment were able to state that ... the balance of evidence now suggests a dis-
cernible human influence on global climate” (Houghton et al. 1996).

While it may reasonably be assumed that increases in greenhouse gas concentra-
tions will result in a rise in global temperature, estimation of the effects on other as-
pects of climate is far from straightforward. General Circulation Models are the prin-
cipal tool for this task (e.g. Henderson-Sellers 1994). However, GCMs (a list of acro-
nyms is given at the end) are - like all models - a simplification of the real world; as
such, they have numerous deficiencies. While GCMs are now able to satisfactorily rep-
licate large-scale atmospheric features, those regional features which affect precipita-
tion are simulated much less well (Kerr 1997). This is in part because the rather coarse
spatial resolution of GCMs (necessitated mainly by computational restrictions) does
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not permit them to explicitly model relatively small-scale atmospheric features such
as convectional rainfall. As a result, inter-model agreement for precipitation is poorer
than is the case for temperature (e.g. Wilby 1995). This is particularly problematic for
consideration of future soil erosion. Changes in rainfall intensity are likely to strongly
affect rates of erosion; yet it is the small scale atmospheric features which cannot be
modelled by GCMs which are most likely to produce changes in intensity.

Nonetheless, some consensus indications are emerging. For some areas, it appears
that future rainfalls are likely to increase at certain times of the year: for example,
during the winter months for the southern UK (e.g. United Kingdom Climate Change
Impacts Review Group 1991; Arnell 1996). All else being equal, any increase in rainfall
- either in quantity or in intensity - at times and in areas where land usage leave the
soil surface unprotected will result in increased soil erosion (e.g. Boardman and Favis-
Mortlock, in preparation b).

1.1.2

Potential and Actual Increases in Future Soil Erosion

However, the translation of any potential for increased future soil erosion into an ac-
tual (and quantified) increase is complicated by at least three additional factors:

* the effects of both climate change and increased atmospheric CO, on plant growth
= changes in land use
= the applicability of the erosion model used.

Other more speculative effects, such as transpiration-driven feedback between veg-
etation change and regional climate, will not be considered here.
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1.1.2.1
Plant Growth

Change in temperature, rainfall or solar radiation will affect the growth of plants: these
may be considered to be the direct effects of climate change on vegetative growth.
However, plants also respond directly to atmospheric CO, content: this may be con-
sidered an indirect effect of greenhouse-gas driven climate change. Increased concen-
trations of atmospheric CO, were noted to enhance plant growth in the early years of
the nineteenth century (Kimball et al. 1993). In many plants increased CO, concentra-
tions result in a higher exchange resistance vapour between leaf and ambient air to
gases such as CO, and water. This reduces water losses by transpiration, and so increases
water use efficiency (e.g. Kimball and Idso 1983; Kimball et al. 1993; Wolf 1993). Not all
plant species respond similarly, however. Plants such as wheat have a C3 photosynthetic
pathway and so are generally more responsive to elevated CO, concentrations than plants
such as maize with a C4 pathway. In addition, plant responses to interactions between
temperature, water stress, nutrient availability and enhanced CO, are not yet clear; also
the responses of crops to increased CO, in the (relatively) competitive ecosystem of a
field may be very different from those noted during the isolation of a pot experiment
(Tegart et al. 1990; Kimball et al. 1993). Implications for the early stages of growth are
poorly known (J.I.L. Morison, personal communication 1994): this is the most critical
period for soil erosion, as the young plant begins to cover the ground.

In this way, interactions between direct and indirect effects complicate erosion’s
response to climate change. The interplay between climate change-induced shifts in
the timing and amount of rainfall and the rate of crop growth in a changed and CO,-
enriched climate give rise to complex non-linear responses, as noted in a modeling
study by Favis-Mortlock and Boardman (1995).

1.1.2.2
Land Use

In many (perhaps most) situations the erosional system is more sensitive to land use
change than it is to climate change. Land use frequently governs erosion to a greater
extent than climate (Evans 1996, p. 79; Morgan 1995, p. 5). This was indicated, for ex-
ample, in an analysis of Canadian lake sediments by De Boer (1997). Modeling studies
have also produced a similar result: Favis-Mortlock et al. (1997) carried out a simula-
tion study of past land use and climate change on the UK South Downs and found
land-use change to be a stronger determinant of erosion rate than climate change.
Another modeling study, this time for probable future conditions at another UK site
(Boardman and Favis-Mortlock, in preparation a), obtained a similar result.

Thus in order to estimate future erosion, some forecast of future land use must be
made. This is very difficult to do in any objective way, however. Attempts have been
made to model future changes in land use (mainly in the developed world) by build-
ing upon assumptions regarding future economic conditions and land suitability
(e.g. Hossell et al. 1995; Turner et al. 1995). At present though, the only generally feasi-
ble approach is extrapolation from current practices (cf. Evans 1996, pp. 89-90). The
simplest of all such extrapolations is that present land use will continue unchanged
in the future: this has been adopted for the great majority of studies of future erosion
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(e.g. Boardman et al. 1990; Parry et al. 1991, pp. 36-37; Boardman and Favis-Mortlock
1993; Phillips et al. 1993; Botterweg 1994; Favis-Mortlock et al. 1991; Favis-Mortlock and
Boardman 1995; Favis-Mortlock and Savabi 1996; Kallio et al. 1997; Lee et al. 1996; Lee
1998; Favis-Mortlock and Guerra 1999).

1.1.23
Model Type

Modeling soil erosion under any novel conditions inevitably involves some extrapola-
tion. This is particularly true of climate change studies. The main danger associated
with such extrapolation is that of using relationships within the model beyond the range
for which they are valid: this will be reduced if physically-based, rather than empirical,
models are used (Favis-Mortlock et al. 1996; Favis-Mortlock and Savabi 1996).

1.1.3
The Aim of this Study

Notwithstanding these complicating factors, there are four conceptual cause-and-ef-
fect ‘layers’ which link emissions of greenhouses gases and future soil erosion (Ta-
ble 1.1). For the top layer, future rates of greenhouse gas emissions, it is clear that these
will largely be the result of policy decisions made at a national and international level
(e.g. Intergovernmental Panel on Climate Change 1991; Fankhauser and Tol 1996). Thus,
following the links through from emissions, via greenhouse warming and climate
change, to rainfall-driven erosion, it may be said that future rates of soil erosion will
also be affected by such policies, albeit to an unknown extent.

The aim of this study is a first attempt at quantification of that relationship. It builds
upon earlier work by Favis-Mortlock and Guerra (1999).

The layers of Table 1.1 roughly correspond to the methodological steps of this study.
The first three layers are modelled by use of MAGICC and SCENGEN (see below), which
in turn call upon the stored results of previous GCM simulations. A stochastic weather

Table 1.1. The four ‘layers’ linking emissions policies and future soil erosion

‘Layer’ ‘Driver’ Commonly-used modeling approaches
Future emissions of Emissions policies Scenario-based extrapolations of
greenhouse gases current trends, e.g. 1S9a and 1592d
Increased concentrations Atmospheric dynamics GCMs

of greenhouse gases pro-
ducing global warming

Precipitation changes in a Atmospheric dynamics GCMs
warmed climate system

The response of the erosio-  Future local climate; Techniques for downscaling GCM output

nal system to changed future land use; pro- such as stochastic weather generators;

climate cesses of soil erosion assumptions regarding future land use;
by water use of a process-based soil erosion model

e.g. WEPP
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generator, CLIGEN, provides the link between the regional focus of the third layer and
the necessarily local focus of the fourth layer; while the fourth layer itself is modelled
using the erosion model WEPP-CO,.

1.2
Data and Tools

1.2.1
Emissions Policies

Two emissions policies are considered here, IS92a and IS92d (Fig. 1.1). These were de-
fined by Working Group III of the IPCC (Leggett et al. 1992). ISg2a represents a ‘busi-
ness as usual’ scenario, which assumes that few or no steps are taken to limit green-
house gas emissions. IS92d is a ‘mitigation’ scenario, which assumes progressively in-
creasing controls to reduce the growth of emissions.

Future CO, emissions under these scenarios are shown in Fig. 1.2. Carbon dioxide
has been estimated to contribute about 55-60% of the anthropogenic greenhouse ef-
fect (e.g. Houghton et al. 1990).

1.2.2
GCM Estimates of Future Climate

GCMs are complex models which require the largest computers, and produce consid-
erable quantities of output. This makes it difficult for the impacts modeller to work

Fig. 1.2. Future global CO,
emissions resulting from two
scenarios of greenhouse gas
emissions, IS92a and 1S92d
(data from Climatic Research
Unit 1997)
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directly with GCM data. The recent development of software tools such as MAGICC
(Hulme et al. 1995a; Climatic Research Unit 1997) and SCENGEN (Hulme et al. 1995b,
1997) has made this much easier. These linked models aim to “allow the user full scope
to generate global and regional scenarios of climate change, based on GCM experi-
mental results of their own choosing”.

MAGICC is a set of coupled gas-cycle, climate and ice-melt models that produce an
estimate of the global-mean temperature change resulting from a given emissions sce-
nario. SCENGEN builds upon MAGICC’s output to construct geographically explicit
future climate change scenarios. SCENGEN achieves this by taking the spatial patterns
for change in climatic parameters produced by a range of GCMs (ten equilibrium and
four transient in SCENGEN version 2.1a) and interpolating these onto a common
selatitude x 5°longitude global grid. A simple model within SCENGEN then rescales
these patterns in response to MAGICC’s global-mean warming estimates, and with
respect to assumptions regarding overall climate sensitivity, and with respect to dif-
ferent baseline climatologies. The simple and global climate models used in or by
MAGICC and SCENGEN have all been used or reported by the IPCC, most of them in
the IPCC Second Assessment Report (Houghton et al. 1996). Version 2.3 of MAGICC has
been designed to replicate exactly the results in the IPCC Second Assessment Report.

While such tools are convenient, their estimates can only be as reliable as the GCMs
on which their assumptions are based. A GCM validation study is described by Hulme
et al. (1995b) which compared present-day global precipitation estimates from the
GCMs used in SCENGEN against the observed Legates and Willmott (1990) climatol-
ogy, following the principle that “the closer these two climates agree, the more confi-
dence one may have in the performance of the GCM under conditions of climate
change”. Table 1.2 gives details of three recent GCM experiments: correlations for these
range between 0.77 and 0.67 (Hulme et al. 1997), with the UK Meteorological Office

Table 1.2. Correlations between GCM-simulated control (present day) precipitation and the observed
climatology of Legates and Wilmott (1990), for three models (from Favis-Mortlock and Guerra 1999)

GCM Description Location Run Run Reference  Mean
type date correlation
HADCM2 11-layer atmo-  Hadley Centre,  Transient 1994-95 Mitchell etal. 0.77
spheric GCM, Meteorological (1995);
coupled to a Office, UK Houghton
20-layer ocean et al. (1996)
model
CSIRO9 Mk2  9-layer atmo- Commonwealth Equilibrium 1995 Dix and Hunt 0.71
spheric GCM, and Scientific (1995)
coupledtoa Industrial
mixed-layer Research
ocean model Organsation,
Australia
ECHAM3TR  19-layer atmo- ~ Max Planck Transient 1995 Houghton 0.67
spheric GCM, Institute for et al. (1996)

coupledtoan  Meteorology,
11-layer isopyc-  Germany
nal ocean model
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HADCM2 GCM (the Hadley Centre Unified Model: Mitchell et al. 1995; Houghton et al.
1996) performing best.

These results for GCM-simulated global precipitation may appear reasonable. How-
ever a good deal of caution is still needed if these are to be used for erosion modeling.
Since GCMs simulate precipitation less well than temperature, climate impacts mod-
ellers frequently use seasonally averaged values of GCM-simulated precipitation change
in preference to monthly values in order to smooth out any spurious peaks (Mike
Hulme, personal communication 1998). When cumulative precipitation is required
(e.g. in simulations of crop yield) this technique may be appropriate. It is less useful
for erosion modeling however: a large increase in rainfall during a month when the
soil’s surface is unprotected will produce a very different response to the same increase
averaged over a longer period, during which time cover will have changed.

The spatial and temporal scales of GCM output present further problems for the
erosion modeller. As discussed previously, there is a good deal of uncertainty as to how
climate (particularly precipitation) may change at the regional scale, i.e. for areas smaller
than a GCM grid square (Wilby 1995). This uncertainty is enhanced when dealing with
areas as small as a catchment or even a single field, which are the spatial scales of present-
day process-based erosion models. The information which GCMs are able to provide
on local changes in rainfall duration and intensity is even less certain (Kerr 1997). As a
result, the strategy adopted in virtually all studies of future erosion is to hold rainfall
durations and intensities unchanged, i.e. to retain present-day values. While almost
certainly unrealistic (Waggoner 1990), this approach has also been adopted here.

In addition, none of the GCMs in the current version of SCENGEN consider the
effects of sulphate aerosols (Hulme et al. 1997), yet these are likely to be of consider-
able importance in determining regional climate (Kerr 1997).

1.2.3
WEPP-CO,

The WEPP soil erosion model is based on fundamental relationships for infiltration,
surface runoff, soil consolidation and erosion mechanics (Lane et al. 1992). A version
of the Green and Ampt equation, modified to consider ponding, is used for infiltra-
tion. Soil detachment, transport and deposition processes are represented using a
steady-state continuity equation which considers rill and inter-rill processes, under
both sediment- and transport-limited conditions (Lane et al. 1992). As a result, WEPP
has the ability to estimate both erosion and deposition on complex slope forms
(Flanagan and Nearing 1995). Within WEPP, soil crusting is considered by a relation-
ship which assumes an exponential decrease of hydraulic conductivity with total rain-
fall since tillage (Alberts et al.1995). WEPP’s plant growth submodel is based upon that
of EPIC (Arnold et al.1995). Its water balance submodel is derived from that of SWRRB
(Williams et al. 1985).

An experimental version of WEPP has been produced which incorporates the di-
rect effects of increased atmospheric CO, on plant growth. The model uses relation-
ships for the effects of CO, on plant growth which were originally developed by Stockle
et al. (1992) for the EPIC model (Williams et al. 1990). WEPP-CO, is based upon ver-
sion 95.001 of WEPP, and has been used in climate change impact studies by Favis-
Mortlock and Savabi (1996) and Favis-Mortlock and Guerra (1999).
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1.3
Modeling Future Erosion at Sorriso, Mato Grosso, Brazil

1.3.1
The Area

As long ago as 1939, Jacks and Whyte (1939, p. 59) noted that extensive deforestation
was resulting in erosion problems in South America as large areas were cleared for
cultivation, to provide fuel, or for grazing land. The case study focuses on the Mato
Grosso area of Brazil, where there is a notable present-day erosion problem.

The rural municipality of Sorriso was founded in 1986 and covers an area of
10 048 km? It is located in Mato Grosso State (12° S, 56° W), in the Centre West Region
of Brazil (Fig. 1.3). Situated on the Central Plateau, it has a mean altitude of 350 m with
slope lengths ranging between 500 m and 3 000 m (Almeida and Guerra 1994). Tem-
perature varies little throughout the year (Table 1.3) and mean annual rainfall is around
1550 mm, with rains concentrated between November and April (Table 1.4). The soils

Fig. 1.3. Map of Brazil showing the study area in the Mato Grosso (from Favis-Mortlock and Guerra
1999)
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Table 1.3. Mean monthly minimum and maximum temperatures (°C) for Sorriso 1977-1991 (from
Favis-Mortlock and Guerra 1999)

J F M A M J J A S o N D

Min 210 208 209 206 188 16.1 15.1 162 190 203 206 208
Max 304 306 309 315 314 314 320 331 329 322 308 300

Table 1.4. Monthly rainfall (mm) for Sorriso 1977-1991. Dashes indicate a month with more than
10% of daily values missing (from Favis-Mortlock and Guerra 1999)

Year J F M A M J J A S o N D Total

1977 - - - - - - - - - - 2732 3240
1978 3128 2680 2008 1554 680 522 74 0.0 864 2004 929 2758 1720.
1979 2010 2101 560 541 640 00 00 6.0 170 350 1417 2816 10665

1980 4296 4486 1252 1953 940 63 00 0.0 - 1185 1879 266.8

1981 - 2358 4205 823 130 00 00 0.0 0.0 - - -

1982 - 3612 4921 3837 60 00 - 0.0 525 775 - -

1983 - 835 - - - - 0.6 0.0 - 872 411 1856

1984 425 1989 768 934 259 00 00 16.8 91 960 1553 1085 8232
1985 - 8.5 2535 1598 88 00 00 00 1410 816 536 1903

1986 2394 3005 2076 598 129 00 70 61.0 210 814 - -

1987 1639 2829 1312 498 19.0 00 00 0.6 02 545 2720 1675 11416
1988 1454 2959 2831 483 00 02 00 0.0 0.0 1525 3889 3886 17029
1989 3301 3150 4379 1002 532 250 04 520 815 1810 853 5162 21778
1990 3259 4075 1720 1451 701 03 20 80 751 1332 869 3297 17558
1991 5194 2535 3340 2291 189 00 00 00 1120 1417 2517 1996 2059.9
Mean 2710 2677 2454 1351 349 65 13 103 49.7 1108 1692 2695 15715

in the study area are mainly sandy, silty, sandy-loam and silty loam, with fine sand
reaching 50% and silt up to 40%, while clay content shows values under 20% for most
soils (Almeida 1997). Organic matter content is also low, usually under 2.5%. The soils
are therefore very erodible. They result from the weathering of the Cretaceous
sediments deposited by large fluvial systems, together with large lakes (Almeida and
Guerra 1994). After this sedimentation, several erosive phases took place, forming a
number of distinctive surfaces, some of which constitute the chapadas, which are part
of the plateau, made of sedimentary rocks (limestones, sandstones, conglomerates, etc.).

Natural vegetation (where it still exists) is mainly cerrado, which is a kind of sa-
vannah. The first step in clearing the cerrado is to cut down the vegetation: after this
the farmers burn the plant residue, which is left on the soil. This process decreases
drastically the soil organic matter content and kills off much of the soil biota. This in
turn causes a depletion of soil nutrients.
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Land management, together with the environmental characteristics discussed above,
play an important role in determining soil erosion and land degradation in this area
(Guerra and Favis-Mortlock 1998). After deforestation and burning, soya bean is the
main crop grown in this area. It is cultivated under a monoculture system, and is planted
in October. Thus cropping patterns which leave the land largely bare during the months
of October to December, at the beginning of the high-rainfall period in the southern
summer (Table 1.4). Conditions then are ideal for splash erosion and the formation
of crusts, resulting in soil sealing and decreased infiltration. The farmers also use
very heavy machinery which compacts the soil, further decreasing infiltration. The
resultant runoff causes rill and gully erosion (Fig. 1.4 and 1.5). It also transports agri-
cultural chemicals, polluting the rivers and increasing siltation. Since the ten years or
so since the municipality was founded, some soils cultivated up and down the slope
have completely lost their A horizon. The final result of these processes has been the
formation of more than ten gullies in the study area. They vary from a few hundred
metres long and a few metres width and depth, to more than 1500 m long, 50 m wide
and 10 m deep.

Fig. 1.4. Rill on a soya
bean field in the Sorriso
area, showing crusting
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Fig. 1.5. An actively growing ephemeral gully, again on soya beans in Sorriso

Fig. 1.6. Soya bean production
in Brazil 1974-1994 (from Favis-
Mortlock and Guerra 1999)
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Although farmers have begun to make use of terracing and other conservation tech-
niques, the problem still remains. The combination of clearance of large areas, heavy
rainfall over a short period while crop cover is low, inherently erodible soils, and the
use of heavy machinery all combine to create a severe present-day erosion problem.

Soya bean production in Brazil continues to increase (Fig. 1.6): in Sorriso cerrado
clearing still takes place at a rate of about 3% per year (Almeida 1997). For this study,
itis assumed that soya beans will still be grown in the area in the middle of the twenty-
first century.

1.3.2
Modeling Current Erosion Rates

Favis-Mortlock and Guerra (1999) obtained data for a 48 ha hillslope field in the study
area (Table 1.5). Field monitoring and aerial photography had been used to measure
sediment yield from this field over a four year period (Almeida 1997). Using data for
the field’s sandy-loam latosol (Table 1.6), the standard WEPP estimation procedures
(Flanagan and Nearing 1995) were used to estimate values for the model’s three
erodibility parameters, and for the effective hydraulic conductivity parameter
(cf. Favis-Mortlock and Savabi 1996; Favis-Mortlock 1998b). Soya bean data from the
WEPP databases was used, with management data as in Table 1.7. It was possible to
use WEPP parameters for US agricultural implements without modification, such much
of the agricultural machinery used in the Mato Grosso is American in origin (cf. Favis-
Mortlock 1994).

Using statistics obtained by analysis of daily weather data for the period 1977-1991
(Tables 1.3 and 1.4), an input file was constructed for WEPP’s stochastic daily weather

Table 1.5. Sorriso site data

(from Almeida 1997) Field length (m) 800
Field width (m) 600
Slope angle (%) 7
Slope morphology concave-convex
Average annual sediment yield 12

for 4 years (tha™)

Table 1.6. Soil data for the sandy-loam latosol at the Sorriso site (from Almeida 1997)

Depth to bottom Horizon Sand con- Clay con- Organic Cation exchange Rock frag-
of horizon (mm) name  tent(%) tent(%) matter capacity (meq/100 g) ments (%)
content (%)

100 Al 77.1 10.2 327 8.2 0
350 AB 76.1 154 1.89 3.2 0
600 BA 70.7 22.7 1.03 34 0
1100 Bwi 69.2 235 0.68 23 0
1600 Bw2 70.0 224 0.51 20 0
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Table 1.7. Management data -
for the Sorriso site (from Date Operation
Almeida 1997)

9 Sep Chisel plough

10 Sep Lime via anhydrous applicator
11 Sep Tandem disk
20 Sep Field cultivator

7 Oct Drill soya beans

7 Mar Harvest

generator, CLIGEN (Nicks et al. 1995). CLIGEN was then used to generate 100 years of
current-climate synthetic daily weather data (cf. Favis-Mortlock 1995; Favis-Mortlock
and Boardman 1995; Favis-Mortlock and Savabi 1996). Current atmospheric CO, con-
tent was specified as 350 ppmv.

When run with this data. WEPP-CO, underestimated current-climate mean annual
sediment yield. The model calculated a value of 6.86 t ha™ yr™. The value measured
during the four years of observation is 12 t ha™ yr™. Considering that the model was
not calibrated in any way, this is a satisfactory result (cf. Favis-Mortlock 1994, 1998a).
The observed value is an average of measurements made over only a small number of
years. In addition, difficulties in measuring depositional volumes may mean that this
value is something of an overestimate.

No attempt was made to improve the fit to the measured value by calibration. Cali-
bration is undesirable in global change studies, which inevitably involve some extrapo-
lation from present conditions (see previous discussion). In addition, note that both
this study and that of Favis-Mortlock and Guerra (1999) aim to produce a relative,
rather than absolute, result (cf. Barfield et al. 1991 for example).

1.3.3
Modeling Future Erosion Rates

However, calibration was unavoidable in the next step carried out by Favis-Mortlock
and Guerra (1999). The crop growth submodel of WEPP-CO, was calibrated against
measured data (Kimball 1983; Baker and Allen 1993) for change in soya bean yield re-
sulting from increased atmospheric CO, content ranging from 350 to 660 ppmv
(Stockle et al. 1992; Kimball et al. 1993). The procedure followed was similar to that
performed previously for wheat by Favis-Mortlock and Savabi (1996) and for maize
by Boardman and Favis-Mortlock (in preparation a).

Before constructing the climate change scenarios, some analysis was made of the
reliability of the GCM forecasts. It is of course not possible to validate estimates of
future climate by comparison with observed data. However, one measure of confidence
is the extent to which different GCMs agree. In Fig. 1.7 and 1.8, predictions of change
in monthly temperature and rainfall for the grid square enclosing Sorriso by about
2050 are shown. These are from three GCMs (Table 1.2), for each of the two emissions
scenarios, and were generated by SCENGEN assuming a mid-range climate sensitiv-
ity. Changes are with respect to climate during 1961-9o0.
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Fig. 1.7. Change in monthly temperature (upper) and monthly rainfall (lower) for the Mato Grosso
area of Brazil in 2050, simulated by three GCMs (see Table 1.2 for details). Emissions scenario 1S92d
(‘mitigation’) is assumed

Greater agreement is shown between the GCMs for temperature change than rain-
fall change. The German ECHAM3TR (Houghton et al. 1996) is generally the ‘wettest’
and the Australian CSIRO9 Mk2 (Dix and Hunt 1995) the ‘driest’; HADCM2 is inter-
mediate. The temporal pattern of rainfall change however differs noticeably between
the three. HADCM2 and ECHAM3TR show large percentage increases in the dry
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Fig. 1.8. As Fig. 1.7,but assuming emissions scenario IS92a (‘business as usual’) (from Favis-Mortlock
and Guerra 1999)

months of June to August (cf. Table 1.4), but CSIRO9 Mk2 shows a decrease in June and
July. Given the low rainfalls in these months, the differences will have little importance
for erosion. More importantly, ECHAM3TR and HADCM2 show increases during all
or most of the wetter summer months, while CSIRO9 Mk2 does not. Caution is clearly
needed before accepting any GCM’s predictions of change in future rainfall. The
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Table 1.8 a. Mean annual sediment yield (tha™) at Sorriso simulated by WEPP-CO,, for 1990 and
2050 under emissions scenario ISg2d. All values are 100-year averages

Emissions scenario - 1S92d

GCM - HADCM2 CSIRO9 Mk2 ECHAM3TR
Climate scenario 1990 2050 % change 2050 % change 2050 % change
J 0.71 1.02 +45 0.62 -13 1.18 +66
F 049 0.78 +60 045 -8 0.66 +36
M 0.76 0.88 +17 0.67 -1 0.94 +25
A 0.35 033 -5 0.30 -14 0.51 +46
M 0.06 0.06 +3 0.06 -9 0.08 +21
J 0.00 0.00 0 0.00 0 0.00

J 0.00 0.00 0 0.00 0 0.00

A 0.00 0.00 0 0.00 0 0.00

S 0.08 0.08 0 0.07 -12 0.08 -1
0O 0.68 0.66 -4 0.62 -9 0.80 +18
N 1.15 1.26 +9 1.06 -8 1.60 +39
D 1.92 2.04 +6 1.70 -12 251 +30
Annual total 6.21 712 +15 554 -11 8.36 +35

Table 1.8 b. Mean annual sediment yield (tha™) at Sorriso simulated by WEPP-CO,, for 1990 and
2050 under emissions scenario IS92a. All values are 100-year averages

Emissions scenario - 1S92a

GCM - HADCM2 CSIRO9 Mk2 ECHAM3TR
Climate scenario 1990 2050 % change 2050 % change 2050 % change
J 0.71 123 +74 0.64 -10 148 +109
F 0.49 0.99 +103 0.49 0 0.83 +71
M 0.76 1.03 +37 0.72 -4 1.15 +52
A 0.35 0.36 +3 033 -7 0.66 +87
M 0.06 0.07 +16 0.06 -3 0.09 +46
J 0.00 0.00 0 0.00 0 0.00 0
J 0.00 0.00 0 0.00 0 0.00 0
A 0.00 0.00 0 0.00 0 0.00 0
S 0.08 0.09 +1 0.07 -14 0.07 -13
¢} 0.68 0.65 -4 0.60 -12 0.84 +24
N 1.15 133 +15 1.05 -9 1.78 +55
D 1.92 211 +10 1.66 -1 2.74 +42

Annual total 6.21 7.87 +27 5.62 -9 9.65 +55
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100 year time series of current-climate daily weather which had been generated by
CLIGEN was then perturbed (cf. Boardman and Favis-Mortlock 1995; Favis-Mortlock
and Savabi 1996; Favis-Mortlock and Guerra 1999) by applying the GCM-generated
values for change in monthly precipitation and mean temperature in Fig. 1.7 and 1.8.
Changes in mean temperature were applied equally to Ty, and Ty

All other climate parameters (e.g. daily rainfall time-to-peak and peak intensity,
and solar radiation) were held unchanged from present conditions. For simplicity, an
atmospheric CO, content of 488 ppm was assumed for 2050 for both the ISg2a and
1S92d runs.

WEPP-CO,’s long-term average results when run with this data are shown in Ta-
ble 1.8. Under the ‘business as usual’ scenario 1S92a, values for the change in average
annual sediment yield range between +55% (ECHAM3TR) and -9% (CSIRO9 Mk2),
with HADCM2 predicting an intermediate increase of 27%. Monthly increases of over
100% are predicted in January and February by ECHAM3TR and HADCM2 respec-
tively, with smaller increases are predicted by these two GCMs for most other months
in the wet period. Under the ‘mitigation’ scenario IS92d, patterns for annual and
monthly sediment yield are generally similar to their IS92a counterparts, but of lower
magnitude.

Shifts in the distributions underlying these average values are illustrated in Fig. 1.9
and 1.10. These plots aim to highlight changes in present and future erosion
risk by showing the probability of any given value for annual sediment yield being
equalled or exceeded. The probability of a particular value of annual sediment yield
(e.g.5tha™ or 10 tha™) being equalled or exceeded can therefore be ascertained:
results are given in Table 1.9. For example, under present conditions an annual sedi-

—1990
——HADCM2 2050
——— CSIRO9 Mk2 2050
----- ECHAM3TR 2050

0.8

Probability
o

0.0 +——————— : e

0 5 10 15 20 25 30
Sediment yield (t ha-")

Fig. 1.9. Exceedance probabilities of present and future annual sediment yields estimated by WEPP.
The future simulations assume emissions scenario 1S92d (‘mitigation’)
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Fig. 1.10. As Fig. 1.9, but assuming emissions scenario 1Sg92a (‘business as usual’) for the future

simulations (from Favis-Mortlock and Guerra 1999)

Table 1.9. Probability (%) of a given annual sediment yield being equalled or exceeded in the WEPP-
CO, simulations

Probability (%)  Annual sediment yield (tha™)

Emissions scen. - 1S92d 1S92a
GCM/climate Present HADCM2 CSIRO9 Mk2 ECHAM3TR HADCM2 (CSIRO9 Mk2 ECHAM3TR

5 51 66 46 74 71 48 82
10 17 19 14 29 26 14 39
15 2 4 1 10 6 1 17

Table 1.10. Mean change in simulated annual rainfall and sediment yield (%) at Sorriso for ‘wet’ and
‘dry’ years. See text for explanation

Emissions 1S92d 1S92a
scenario
GCM HADCM2 CSIRO9 Mk2 ECHAM3TR HADCM2 CSIRO9 Mk2 ECHAMS3TR

Year type wet dry wet dry wet dry wet dry wet dry wet dry

Rainfall 19 17 -14 -11 86 74 24 21 -18 -15 11.0 95

Sediment 183 120 -144 -78 432 281 334 216 -125-70 687 450
yield
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ment yield of 5 tha™ is exceeded in about 51% of the 100 years simulated. Under the
IS92a scenario and using the HADCM2 climate data, the same yield will in future be
exceeded in about 71% of years. The probability of large events (i.e. events in the up-
per ‘tail’ of the distribution) is a good deal higher for ECHAM3TR than for HADCM2
under both emissions scenarios. For both GCMs, future probabilities are higher than
those for present conditions. In general, it appears that the more extreme the event,
the more its probability increases under future conditions (cf. Katz and Brown 1992).
An annual sediment yield of 15 t ha™ occurs in only 2% of years under present condi-
tions, but (for HADCM2) this probability doubles under 1S92d, and increases three-
fold under IS92a. The increase in risk is even more marked for the ECHAM3TR cli-
mate data.

Table 1.10 shows the percentage changes in simulated rainfall and sediment yield
between present and future conditions for those years of each simulation when present-
day rainfall was above or below the average for the whole simulation. These values vary
little for rainfall. However, the change in sediment yield in ‘wet’ years is consistently
greater than for ‘dry’ years for both emissions scenarios and for all GCMs. This non-
linear response of the erosional system to climate change was noted by Favis-Mortlock
and Boardman (1995). This non-linearity can also be seen in Fig. 1.13 and 1.14. These
compare rainfall and sediment yield for individual years of the 100-year simulations.
In general, future sediment yield can be seen to increase most in the wetter years of
the simulation time series.

Figures 1.11 and 1.12 illustrate changes in the downslope patterns of average annual
erosion and deposition for the two scenarios and three GCMs. In all cases, maximum
erosion occurs a short distance downslope of the half-way point, i.e. approximately at
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Fig. 1.11. Changes in the downslope pattern of average annual erosion (positive values) and deposi-
tion (negative values) predicted by WEPP. Vertical exaggeration of the hillslope profile is approxi-
mately 10 : 1. Emissions scenario I1S92d (‘mitigation’) is assumed for the future simulations
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Fig. 1.12. As Fig. 1.11, but assuming emissions scenario IS92a (‘business as usual’) for the future
simulations (from Favis-Mortlock and Guerra 1999)

the slope’s point of inflexion. Soil loss values here are around 150 tha™ yr™ for the
present. Under [S92a’s ‘business as usual’ scenario this rises to about 180 tha™ yr™*
(HADCM2) and about 210 t ha™ yr* (ECHAM3TR). For the IS92d ‘mitigation’ scenario,
the HADCM2 data gives about 170 tha™ yr* and ECHAM3TR about 190 tha™ yr™.
Maximum deposition is at the foot of the slope. This is about 120 t ha™ yr™ at present,
and is estimated to rise to about 150 tha™yr' (HADCMz2) and 170 tha™ yr™!
(ECHAM3TR). For 1S92d, the values are about 140 t ha™ yr™ and 150 t ha™ yr™". Thus
as noted by Favis-Mortlock and Savabi (1996), the greatest changes in erosion or depo-
sition are predicted to occur on those parts of the hillslope at which erosion or depo-
sition rates are currently greatest.

1.4
Discussion

1.4.1
Implications

Irrespective of emissions scenario, erosion is forecast to increase at the Sorriso site
according to the HADCM2 and ECHAM3TR GCMs. The increase in erosion rates is
considerable for the latter. Increases are greater for the ‘business as usual’ IS92a emis-
sions scenario. The CSIRO9 Mk2 GCM forecasts decreases in erosion, again irrespec-
tive of emissions scenario; although the decrease is less marked for the ISg2a scenario.



CHAPTER 1 *

The Influence of Global Greenhouse-Gas Emissions

23

Table 1.11. The influence of emissions policies on simulated mean annual sediment yield at Sorriso

GCM Mean annual sediment Mean annual sediment Difference (15S92a - 1592d)
yield in 2050 assuming yield in 2050 assuming as % of 1990 sediment
1592d (tha™) 1S92a (tha™) yield

HADCM2 7.2 7.87 12

CSIRO9 Mk2 5.54 562 1

ECHAM3TR 8.36 9.65 21

This range of uncertainty, between increase and decrease, reflects the current range
of uncertainty in GCM simulations of future precipitation.

Table 1.1 illustrates the influence of emissions scenario on future mean annual sedi-
ment yield at Sorriso. Expressed as a percentage of the simulated present-day rate, use
of the HADCM2 climate estimates suggest that future erosion will be about 12% higher
if the ‘business as usual’ ISg2a emissions scenario is adopted, compared with the ‘miti-
gation’ ISg2d scenario. The ECHAM3TR GCM climate estimates suggest an even big-
ger disparity. CSIRO9 Mk2 data suggests only a small (probably insignificant) differ-
ence in rates between the two emissions scenarios.

Which GCM’s forecasts are most likely? Mitchell et al. (1995) suggest that HADCM2’s
temperature sensitivity to greenhouse-gas forcing is comparable to that of the real
climate system. In addition, HADCM2 has a correlation between present-day precipi-
tation patterns and observed data which is the highest of the fourteen GCMs in
SCENGEN 2.1a (cf. Table 1.2). Notwithstanding the many uncertainties involved,
HADCM2 may thus be assumed to represent a ‘best-guess’ future climate. ECHAM3TR
and CSIRO9 Mka (fortuitously) bracket this.

Based upon this ‘best-guess’ estimate of future climate, it appears that the currently
severe on-site and off-site impacts of erosion in this area will worsen further during
the next century. Note that since the hillslope version of WEPP was used here, the pre-
dicted increase in erosion is, strictly speaking, likely to apply only to other hillslope
fields in the Sorriso area. It is probable, however, that gully erosion in the area will
also increase. The increase in erosion risk is not equally spread in time: bigger increases
are forecast in wetter years. Those areas of the hillslope profile which currently suffer
the greatest erosion or deposition will see the greatest changes in rates of erosion or
deposition.

However, the results of global policy decisions regarding greenhouse gas emissions
will affect the magnitude of increase in erosion at this site. Pursuance of a ‘business as
usual’ strategy for emissions will see erosion rates around the middle of the twenty-
first century which are around 12% higher than erosion rates resulting from a ‘mitiga-
tion’ strategy. The risk of extreme erosion events also increases markedly under the
‘business as usual’ strategy.

Any increase in future erosion would have serious consequences. Soya beans
are an important product and a valuable export in Sorriso, as in many other areas
of the Mato Grosso. Decrease in agricultural productivity resulting from increased rates
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Fig. 1.13. Rainfall (upper) and sediment yield (lower) for each of the 100 years of the simulations,
assuming emissions scenario IS92d (‘mitigation’)

of soil erosion would thus have serious consequences for the Brazilian economy
(Guerra and Favis-Mortlock 1998; Favis-Mortlock and Guerra 1999). Impacts upon the
environment would not be confined to the areas that lose their soil. Increased siltation
in downstream rivers and lakes, decreased water quality and a probable decrease in
biodiversity are other likely consequences (Guerra and Favis-Mortlock 1998; Favis-
Mortlock and Guerra 1999). Both economic and environmental impacts would be less-
ened if global greenhouse-gas emissions policies adopt a ‘mitigation’ approach.
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Fig. 1.14. As Fig. 1.13, but assuming emissions scenario IS92a (‘business as usual’) (from Favis-
Mortlock and Guerra 1999)

1.4.2
Uncertainties

There must inevitably be very many uncertainties in any study of future erosion. Fol-
lowing Favis-Mortlock and Guerra (1999), these may be categorised (Table 1.12) as
uncertainties resulting from the assumptions made regarding future conditions and
those relating to the shortcomings of the erosion model used.
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Table 1.12. Some sources of uncertainty for the results from this study with their direction of influ-
ence (see text for details, modified from Favis-Mortlock and Guerra 1999)

Source of uncertainty Origin Probable direction
of influence on
erosion rates

WEPP overpredicts on long slopes model +ve
WEPP-CO,'s oversimplified handling of plant model ?
responses to enhanced CO,

CLIGEN underpredicts large rainfall events model -ve
Possibly unrealistic future emissions scenarios assumption ?
Possibly unrealistic future climate/land use scenarios assumption ?
Rainfall intensities unchanged from present values assumption ?
Crop management unchanged from present assumption +ve
1990’ soil profile used with 2050 climate assumption ?
1.4.2.1

Problems due to Assumptions

Considerable uncertainty underlies all studies of future erosion as a result of the as-
sumptions made regarding future climate and land use. The need for caution in ac-
cepting forecasts of future climate by the three GCMs used here (or any other GCM)
has been thoroughly discussed (e.g. Kerr 1997). In addition, there is an extra layer of
uncertainty which results from the information on future climate which cannot be
supplied by such models. As discussed previously, estimates of changes in precipita-
tion intensity are not available from GCMs: as a result, most impact studies do not
change intensity values from present conditions (but see Lee et al. 1996; Boardman and
Favis-Mortlock, in preparation a). This is almost certainly unrealistic (Waggoner 1990).

As discussed previously, future land use is a still greater difficulty. It is probably
reasonable to assume that soya bean will continue to be grown in Sorriso. Farmers
however adapt their management to changes of circumstances, including climatic
trends (cf. Easterling et al. 1992a, b; Nicholls 1997). The ‘no change’ assumption here
with regard to management is therefore unrealistic. An example: in the HADCM2 cli-
mate there is an increase in temperature and a decrease in rainfall for March to May.
These combine to lower soil moisture for these months, so that the WEPP-simulated
growing crop suffers increased water stress (Arnold et al. 1995). It therefore grows more
slowly, resulting in decreased ground cover and lower yields. For this reason, WEPP
predicts increases in erosion during these months (Table 1.8) even though future rain-
fall decreases then (Fig. 1.7 and 1.8). Adaptive management, such as a change in cultivar
or planting date (or an increased use of irrigation), would aim to maximise yields by
preventing an increase in water stress during these months.

A final point is that the simulations carried out in this study are equilibrium
(i.e. with mean values of climatic parameters held constant) rather than transient (with
climatic parameters having time-varying means; Favis-Mortlock and Boardman 1995).
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An equilibrium approach was necessary to calculate the exceedance probabilities of
Fig. 1.9 and 1.10. It is however unrealistic, because a 1990 soil profile is being used with
a 2050 climate. Soils in the Sorriso area will have thinned still further as a result of
erosion during the next 50 or so years.

1.4.2.2
Problems due to Model Shortcomings

There should be a decreased danger of invalid extrapolation of the relationships on
which the model is based when a physically-based model is used, compared with more
empirically-based models (e.g. those incorporating elements from the USLE; Favis-
Mortlock et al. 1996; Favis-Mortlock and Savabi 1996). If the model produces a rea-
sonable present-day result without calibration - as it did in this study - then confi-
dence in the model may be further enhanced. However, there remains the possibility
that the model may have produced ‘the right answer for the wrong reason’ (Favis-
Mortlock 1994). This could occur if, for example, two or more model shortcomings
cancel each other out by biasing results in opposite directions.

A number of authors have discussed the more general shortcomings of WEPP
(e.g. Tiscareno-Lopez et al. 1995; Huang et al. 1996; Zhang et al. 1996; Favis-Mortlock
19982, 1998b). One recently-discovered problem which is particularly relevant to this
study is that WEPP tends to overpredict erosion on slope lengths longer than about
50 to 100 m (Mark Nearing, personal communication 1997). This may well have hap-
pened for the 800 m slope at Sorriso.

Uncertainty due to WEPP-CO,’s handling of plant responses to enhanced CO, is
less clear-cut. Plants will probably respond in a more complex way than is modelled
by WEPP-CO, due to interactions between temperature and enhanced CO, which are
not yet fully understood, and to the differences between responses to increased CO,
in the field to those noted in pot experiments (Kimball et al. 1993). Changes in the rate
with which the growing crop covers the ground are of particular importance for ero-
sion modeling (Favis-Mortlock and Savabi 1996).

CLIGEN (Nicks et al. 1995) introduces a final modeling problem. While CLIGEN has
proved better at reproducing extreme values of present-day daily rainfall for the UK
South Downs than EPIC’s rainfall generator (Favis-Mortlock 1995,1998b). However, it
appears to be rather less good at reproducing daily rainfall distributions for the present-
day tropical climate of the Mato Grosso. Means and standard deviations were well simu-
lated, as were lengths of wet and dry spells, but CLIGEN under-represented the high-
est values of daily rainfall. This is likely to have resulted in some under-prediction of
erosion rates (cf. Favis-Mortlock 1995).

1.5
Conclusions

This study has indicated that future erosion rates may well rise at the Mato Grosso
study site, although there is a considerable band of uncertainty. Global greenhouse-
gas emissions policies will affect the size of this rise: adoption of a ‘mitigation’ strat-
egy compared with a ‘business as usual’ strategy will reduce the magnitude of the in-
crease in erosion rates by a noticeable amount, somewhere in the region of 12% of the
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current rates. Since any increase in an already-severe erosion problem is likely to have
significant economic and environmental effects for the area, there is a clear advan-
tage to be gained for this site at least from the implementation of global strategies for
the mitigation of greenhouse-gas emissions.

Finally, this study has illustrated the intimate links between the ‘global’ and the ‘lo-
cal’. Environmental problems are highly interconnected (e.g. Goudie 1990; Middleton
1995). This study demonstrates that such interconnection links the policy decisions of
governments world-wide and future rates of erosion in Brazil. Global environmental
problems are indeed something that humanity must learn to solve; but as well as teach-
ing us caution and respect for the balance of natural systems, we may also learn from
them something of the deeper truth of the saying that ‘no man is an island’.
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Chapter 2

Applying the LISEM Model for Investigating
Flood Prevention and Soil Conservation Scenarios
in South-Limburg, the Netherlands

A.P.J.De Roo

2.1
Introduction

Soil erosion and surface runoff have always been problems concomitant with intensive
agricultural land use in hilly areas. These problems can be exacerbated by soil and geol-
ogy, as is the case in the hill country of South-Limburg (The Netherlands), where soils
developed on loess are especially vulnerable to surface runoff and soil erosion. Since peo-
ple started clearing the forests, soil erosion processes and human reactions to them have
created the characteristic landforms dry valleys, incised (‘hollow’) roads and lynchets.

Until recently, traditional land use practices could keep soil erosion and surface
runoff at acceptable levels. During the last two decades, however, the expansion of
urban areas, the increased area of sealed surfaces and the intensification of agricul-
ture, and increased arable agriculture, have caused soil erosion and flooding to increase.
Re-allotment schemes have resulted in larger fields, causing surface runoff to be more
erosive. Changes in land use also contribute to increasing erosion, total runoff and peak
runoff. The area of grassland has decreased in favour of urban areas and, after 1975, in
favour of arable land (De Roo 1993). Moreover there has been a change in land use
and in the kinds of crops grown in South-Limburg. Between 1960 and 1986, the kinds
of crops which give rise to a higher erosion risk, such as maize and sugarbeet, have
increased in South-Limburg, replacing cereals such as winter wheat. Runoff with a high
sediment load causes obstructed waterways and choked up sewerages, causing dam-
age to roads, gardens and houses.

2.2
Current Policy

Since 1980, awareness of soil erosion problems in South-Limburg has increased.
Schouten et al. (1985) were among the first to report the causes and damaging effects
of surface runoff and soil erosion: flooding and damage to private properties and in-
frastructure, loss of fertile topsoil, washing away of seedlings, reduced crop yields,and
loss of fertilizers, herbicides and pesticides, locally entering nature areas. Consequently,
the governmental institutions got interested because they realized that a large part of
South-Limburg is susceptible to soil erosion and the subsequent damages. At that time
there was no central government soil erosion policy. Therefore, the government pro-
posed to develop a framework within which local and provincial plans for the rural
area could be tested with respect to their effects on soil erosion and flooding.

In the meanwhile, in 1990, the Dutch Agricultural Board (Landbouwschap), repre-
senting the farmers, issued an ‘Erosion Prevention Ordinance’ (Verordening Erosie-
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bestrijding), which intended to sustain the potential production capacity of the ar-
able land in South-Limburg. In itself a positive step, they intended to prevent the Prov-
ince from taking even more strict measures. For example, arable agriculture within
fields with an average slope gradient larger than 18% was not allowed anymore. Sev-
eral other measures were prescribed for fields with lower gradients.

However, these measures did not seem strict enough to prevent the on-site and off-
site effects of flooding and erosion. Local and provincial governments needed a more
strict regulation to prevent the frequent flooding and sediment problems in the
region. But, data to support this decision-making were not or not sufficiently avail-
able. Also, there was a demand for research of accurate soil conservation measures and
their most suitable locations thus leading to a reduction of the problem to an accept-
able level. Local and provincial policy makers and parties concerned (both farmers
organisations and environmental groups) needed a quantitative evaluation of the ex-
tent and the magnitude of the soil erosion problems and the possible management
strategies in South-Limburg on a regional basis. Therefore, field measurements
were necessary. Also, there was a need for quantitative simulation models of surface
runoff and soil erosion, which can be used to evaluate alternative strategies for improved
land management, not only in the monitored areas, but also in ungauged catchments.

2.3
LISEM

To obtain the necessary data to support decision making, a soil erosion project has
been carried out in three small experimental catchments in the loess area of South-
Limburg, The Netherlands. The project was funded by the Province of Limburg, the
Waterboard ‘Roer en Overmaas’, the Ministry of Agriculture, and 14 municipalities of
South-Limburg. The departments of Physical Geography of the Universities of Utrecht
and Amsterdam, and the Soil Physics division of the Winand Staring Centre in
Wageningen cooperated in this project (De Roo et al. 1995).

Within this scope, as a tool for planning and conservation purposes, a new physi-
cally-based hydrological and soil erosion model needed to be developed and tested:
the LImburg Soil Erosion Model (LISEM). LISEM is a physically-based hydrological
and soil erosion model, which can be used for planning and conservation purposes.
LISEM simulates runoff and sediment transport in catchments caused by individual
rainfall events. The simulation timestep is free to choose from as low as 1 second up to
15 minutes. LISEM can be applied on small fields and in catchments up to 1000 km?.
Processes incorporated in the model (Fig. 2.1) are rainfall, interception, surface stor-
age in micro-depressions, infiltration, vertical movement of water in the soil, overland
flow, channel flow, detachment by rainfall and through fall, detachment by overland
flow, and transport capacity of the flow. Also, the influence of tractor wheelings, small
paved roads (smaller than the pixel size), field strips and grassed waterways on the
hydrological and soil erosion processes is taken into account. For a detailed descrip-
tion of the processes incorporated in the model is referred to De Roo et al. (1996a). A
sensitivity analysis and validation are presented in De Roo et al. (1996b).

Major conclusions are that the quantitative results of the model could be improved
by an improved knowledge of the spatial and temporal variability of soil moisture con-
tent and hydraulic conductivity in the catchment. The qualitative results are realistic.
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Fig. 2.1. Flow chart of the LISEM model

For infiltration and vertical transport of water in the soil, a LISEM user has the fol-
lowing options: (o) No infiltration; (1) Richards equation for uniform soils; (2) Richards
equation for soils and wheel tracks; (3) Richards equation for soils, wheel tracks and
crusts; (4) Holtan; (5) one-layer Green-Ampt and (6) two-layer Green-Ampt. The Richards
equation is solved separately for uncrusted soils, crusted soils and wheel tracks. In areas
without detailed knowledge of soil physical variables, the empirical Holtan/Overton
infiltration equation (De Roo 1993) can be used. However, the Holtan equation only
simulates Hortonian overland flow, saturation overland flow is not simulated. Using
the Richards based sub-model, one can simulate saturated overland flow.In other cases,
the user may choose a one or two layer Green and Ampt model. The major differences
between LISEM and other erosion models are:

= ona GIS level LISEM uses a raster type representation of the catchment, such as in
ANSWERS (Beasley et al. 1980) and EROSION-3D (Schmidt 1991), which allows for
a detailed representation of the processes (for example a 10 X 10 m pixel). This is
different from other process based models such as EUROSEM (Morgan 1994),
KINEROS (Woolhiser et al. 1990) or WEPP (Lane et al. 1992) that use large polygon
type elements;

on a programming level LISEM is constructed with the PCRaster dynamic modeling
language (Wesseling et al. 1996) which allows for great flexibility;

on a process level LISEM comes conceptually close to EUROSEM and WEPP, while
e.g. ANSWERS uses many empirical relationships. The possible use within LISEM
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of the SWATRE (Belmans et al. 1983) solution of the Richards equation makes it
more physically-based. In case of limited data availability, the user also can choose
Green and Ampt or the Holtan equation.

In the model, special attention has been given to features that play a crucial role in
flooding and erosion problems in South-Limburg: the influence of wheel tracks and
small roads. 25% or more of the area of agricultural fields consist of wheel tracks, which
have an inferior soil structure and consequently a lower infiltration capacity. Resist-
ance to erosion on the other hand can be larger due to a larger soil cohesion. Since LISEM
operates with square raster cells, usually with sizes of 10 or 20 m, small field roads with
widths of 3-5 m are difficult to capture. Since these roads can cover up to 2-3% of the
total catchment area, and they are situated in such way that they operate as main chan-
nels, these roads produce an important part of the surface runoff. Normally 5-10% of
the rainfall becomes runoff, so roads can be responsible for 25-50% of this amount!

24
Scenario Results

Within the LISEM project, several scenarios were constructed that were considered to
lead to a possible reduction of both runoff and erosion. Five scenario groups were
formed:

* scenario o is the baseline scenario: land use and land management are similar to
the situation of 1990, so before the ordinance of the Agricultural Board.

= scenario 1 is the current situation (1993/4), where farmers apply the ordinance.

= scenarios 2A-2D are scenarios of ‘improved management’, to be carried out by farm-
ers, without further control measures. Considered are mulching, direct sowing, green
cover crops in winter.

= scenarios 3A-3C are scenarios of control measures, such as grassed waterways and
grass buffer strips, without further management improvements by farmers.

= scenarios 4A-4E are combinations of group 2 and 3 scenarios: integral management
scenarios.

Both the effects of frequent and extreme events were evaluated by using rainstorms
of a 2 and 25 year return period. Both summer (thunderstorms) and winter (depres-
sional type low intensity rainfall) situations were simulated separately. The input data
that were used have been measured in the field and the laboratory. All land use types
present in the area have been monitored: grassland, winter wheat, winter barley,
sugarbeet, potatoes and maize. Furthermore, on special fields the influences of ‘mulch-
ing’and direct sowing have been measured. Variables that were monitored both in space
and time, whenever relevant, are: soil cover by vegetation, leaf area index, crop height,
random roughness, saturated and unsaturated conductivity, water retention curve, soil
texture, aggregate stability and soil cohesion. Thus, a large database has been created
on the monthly variation of these variables during the growing season.

Within the GIS, a typical land use pattern for mid winter and early summer has
been chosen for each catchment. By combining the land use maps and the soils and
land use database, maps of the LISEM input variables have been created.
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Fig. 2.2. Effects of 14 scenarios on total event soil loss in the St.Gillisstraat drainage basin (Ransdaal,
The Netherlands, size is 40 hectares) for summer storms (20 minute duration) with return periods
of 2 and 25 year. Scenario o is the actual land use in 1990; scenario 1 is the land use in 1993; sce-
narios 2 are different tillage techniques; scenarios 3 are conservation measures such as field buffer
strips and grassed waterways; scenarios 4 are combinations of 2 and 3

Soil Erosion and Deposition in the Ransdaal Catchment
Scenario 4C, summer, 25 year return period

Fig. 2.3. Soil erosion and deposition in the St. Gillisstraat drainage basin (Ransdaal, The Nether-
lands) for a scenario with field buffer strips and grassed waterways

Using the LISEM model, not only the scenario that leads to the largest reduction
in runoff and erosion can be determined (Fig. 2.2 and 2.3), but also the best possi-
ble locations for the measures can be determined. Maps of soil erosion and sedimen-
tation of the scenarios can be compared by subtraction. This indicates where possi-
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Change in net soil erosion as a consequence of field strips and grassed waterways

Fig. 2.4. Change of net erosion as a consequence of one of the land use scenario in Fig. 2.3 compared
to the actual land use of 1993

ble control measures would have the greatest positive and negative consequences
(Fig. 2.4).

Thus, from the simulation results (Fig. 2.2 and 2.3), it can be concluded that
scenarios 2D (straw cover), 3C (field strips and grassed waterways) and 4C (mulch-
ing, green cover crops in winter, grassed waterways and field strips) would lead to the
largest reductions in runoff and soil loss. Given the validation results and the input
data uncertainty (De Roo et al. 1996b) one has to be careful with these results. How-
ever, qualitatively, the LISEM model yields the same results as the field experiments
of individual control measures as carried within the project: scenarios leading to a
reduction of discharge and soil loss on field plots also lead to reduced simulated dis-
charge and soil loss with LISEM.

25
Cost-Benefit Analysis

The scenario that leads to the largest reduction of runoff and soil loss is not by defini-
tion also the ‘optimum’ scenario. Other factors, such as costs play an important role.
Within the LISEM project, an attempt has been made to quantify all costs relating to
soil erosion and flooding.

At present, farmers suffer from reduced crop yields and additional costs of sowing
whenever a damaging event takes place in winter or spring. On the other hand, the
Waterboard plans, constructs and maintains large costly retention basins, to prevent
the water and sediment to enter the villages. Also, the damage done has to be repaired
and houses, roads and cellars have to be cleaned from the sediment. All these factors
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Table 2.1. Total costs and soil loss reductions of several scenarios in the LISEM project. Also the
percentage contribution to the total costs of farmers, water-authorities and retention basins (water
storage basins to be constructed) are given

Scenario Total costs Contribution Costs payed Costs of Reduction soil
(EURO/yr) of farmers (%) by waterau- retention loss (%) com-
thorities (%)  basins (%) pared to ‘actual’
Actual 367 3 0 97 -
2D Straw 454 42 0 58 30
4A Mulch-2% 410 33 0 67 25
4B+Waterways 459 30 14 56 35
4C+FieldStrip2 537 25 30 45 50
4D+FieldStrip5 459 29 16 55 50
4E Mulch-5% 473 19 14 67 30

were incorporated in the cost-benefit analysis. Whenever field or buffer strips are
planned, fields become smaller, and farmers have reduced yields and larger labour costs
because they have to ‘turn’ their tractors more often. Also, the land has to be bought
by the Waterboard. Crop yields due to mulching and direct sowing change, costs have
to be made to buy straw, etc.

Taking all these factors into account, an overall indication of total costs has been
given in Table 2.1.

From Table 2.1 can be seen that scenario 4D (mulching >2%, grassed waterways, field
strips every 200 m on slopes >5%) reduces soil loss with 50% compared to the actual
situation (the ‘Actual’ scenario). Total costs of this scenario are 25% larger (459 euroyr™
compared to 367 euro yr™') than now, but now farmers contribute 29% of the costs, and
the government 61%, instead of 0 and 100%. The number and size of retention basins
can be reduced with 45%!

2.6
New Policy

Based on the results of the LISEM project, local and provincial policy makers and farm-
ers organisations tried to develop a new policy, to further reduce flooding and soil
erosion problems, to protect the environment, and to sustain the potential production
capacity of the arable land. Compared to the 1990 Ordinance, new regulations have
been added, such as:

= the use of wheel track erasers during sowing on fields with a slope gradient be-
tween 2 and 18%
= the use of straw or a soil cover crop on fields between 12 and 18% slope gradient

Due to the large political debate, it was decided not to take further general regula-
tions, but to define 20 ‘bottleneck areas’ (Duijsings 1996). These 20 bottleneck areas
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cover 10% of the total area in South Limburg susceptible to soil erosion, but they com-
prise about 45% of the locations experiencing problems with flooding and severe ero-
sion. In these areas, problems caused by water and sediment will be reduced to an ac-
ceptable level by means of additional measures, to be decided on a case by case basis.
Possible additional measures include:

= the use of soil cover crops on fields with slope gradients less than 12%

= construction of grassed waterways in valley bottoms

= construction of grass buffer strips on slopes of 2-10%, about 5 m wide, and at mu-
tual distance of 200 m

= contour farming on slopes <5%

= conversion of arable land into grassland, especially on the steeper slopes

= construction of extra retention basins

2.7
Conclusions

LISEM is a powerful model which simulates hydrological and soil erosion processes
during single rainfall events on a catchment scale. Using LISEM it is possible to calcu-
late the effects of land use changes and to explore soil conservation scenarios. Driven
with hypothetical rainstorms of known probability of return, LISEM is a valuable tool
for planning cost-effective measures to mitigate the effects of runoff and erosion.
LISEM produces detailed maps of soil erosion and overland flow that are useful for
planners. The integration of LISEM in a raster-based GIS, which holds the many data
on the distributions of land attributes, is very useful. Other advantages of LISEM are
the use of physically-based mathematical relationships, the ease with which newly
developed relationships can be incorporated and the incorporation of information
about the spatial variability of land characteristics.

Using the results of the LISEM field project and simulation study, a new soil and
water conservation policy has been defined, focussing on the most susceptible areas.
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Chapter 3

Application of Modified AGNPS in German Watersheds

S. Grunwald - H.-G. Frede

3.1
Objectives

The objectives have been the application and verification of the AGNPS model (Agri-
cultural Non-Point Source Pollution Model) by Young et al. (1987, 1994) to assess run-
off volume, sediment and nutrient yield in medium to large-sized watersheds (>1 km?)
in Germany. The aim was to adapt the model to climate and land use conditions in
Germany and to modify some model algorithms to improve description of transport
processes (AGNPSm: modified AGNPS).

3.2
Methodology

The event-based water quality model AGNPS Vers. 5.0 was used in this study (Young
et al. 1987, 1994). In the original version by USDA-ARS (United States Department of
Agriculture - Agricultural Research Service) the empirical Curve-Number-Method was
used for runoff volume calculations (SCS 1972). Peak flow rate was computed by the
Smith and Williams (1980) algorithm, and Manning’s Equation described flow veloc-
ity. Soil loss was calculated by a modified Universal Soil Loss Equation (Wischmeier
and Smith 1978), which includes the energy-intensity value and a slope-shape factor.
Sediment transport and deposition were calculated by a steady-state continuity equa-
tion (Foster et al. 1980; Lane 1982), whereby routing was done on a per cell and per
particle-size basis. Sediment transport capacity was calculated with a modified
Bagnold stream power equation (Bagnold 1966) and, based on the Einstein (1950)
approach, each particle class was calculated separately. For the calculation of soluble
N and P and nutrients in sediment, analytical approaches from the CREAMS model
were used (Frere et al. 1980).
The following modifications were integrated in the AGNPS:

= Lutz (1984) method for runoff volume calculation:
RO=(P-Ia)C+ %(e*““’*f“) - 1) (3.1)
Ia=0.03S (3.2)

S= 25.4(%0 - 10) (3.3)
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a = C1e~C¥WZ),(-C3/qp) ,(~C4D) (3.4)
- RO = runoff volume (mm) by Lutz
- P = storm precipitation (mm)
- Ia = initial abstraction (mm)
- C = maximum discharge value (-)
- a = Lutz factor (mm™)
- S = potential maximum retention (mm)
- (1, C2, C3, C4= weighting parameters for optimization (-)
- WZ = week value
- g3 = base flow (1s km™)
- D = duration of precipitation (h)
* Smith and Williams (1980) algorithm for peak flow calculation:
(0.903450°°7)( ;5 7019
270407 0.16(&) L '
Qmax =3.794g0 '] 254 Aro (35)

- Quax = peak flow rate (m3s™)

- Ago = drainage area (km?)

J = channel slope (%)

- L = maximum flow path (km)

= LS-factor algorithm based on ‘stream power theory’ by Moore and Burch (1986)
(compare Fig. 3.1):

_Apwa
Bl

(3.6)

Fig. 3.1. Partial watershed area
concept by Moore et al. (1986)
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0.4

Lsp= [ﬂ—"w—lJ (3.7)

22.14

. 1.3
sin’s,
P (0.0896) (3.8)

- f = shape parameter (-)
- Ap,, = partial watershed area (m?)
- b = width of contour element (m)

- Iy, = partial watershed length (m)

- Lsp = L-factor (stream power theory)
Ssp = S-factor (stream power theory)

- s, = slope of partial watershed area (°)

= Scouring of particles in channel linked to water flow velocity.
In Table 3.1, critical flow velocities for different particle classes based on litera-
ture are shown.
» Grid-based precipitation input instead of uniform rainfall input for large watersheds.

The modeling concept comprised a Geographic Information System (GIS), an
input-interface, the model AGNPSm, and an output-interface (Fig. 3.2). The program
Digital Elevation Drainage Network Model (DEDNM) of Garbrecht and Martz (1993)
was used to derive the watershed boundary, flow directions, and the drainage network.
The GIS (SPANS and IDRISI) was used to store the spatial input data (land use, soil,
topography). An interface program written in C linked the spatial data as well as the
climate data to AGNPSm. By means of the interface, AGNPSm input variables were
calculated by primary and secondary derivation based on spatial data and if-struc-
tures. For example, input variables that vary seasonally (e.g. Manning’s roughness
coefficient) were derived by time-dependent if-structures and land use data. In Ta-
ble 3.2, the data sources and AGNPS input variables are listed.

The watersheds used in this study denoted G1 and G2, are located on Glonn Creek,
in Bavaria, Germany. The watershed G1 is 1.2 km® and G2 1.6 km? in size. The eleva-
tion varies between 511-550 m (G1) and 515-560 m (G2), and the average slope is
7% (G1) and 6% (Gz2). The soils are predominantly loamy-sands, loam, and clay-loam
soils with some influence of loess. In the valley bottom, gleyed soils are present. The

Table 3.1. Critical flow veloci-

ties for different particle class-  Flow velocity (ms™) Particle classes®
es (Imhoff 1972; Maue 1988;
DVWK 1988) 03 Primary clay
0.6 Primary silt
09 Small aggregates
1.2 Large aggregates
1.5 Primary sand

@ Particle classification: Foster et al. (1980).
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GIS:
land use soil

v

topography

v

flow directions
watershed boundary
drainage network

input-interface

output-interface

GIS: runoff volume, peak flow rate,
sediment and nutrient (P, N) yield

Fig. 3.2. Flow chart of the modeling concept

Table 3.2. Data sources and AGNPS input variables used for the Glonn watershed

Data source

AGNPS input variable

DEM (digitized contours 1:5000) + DEDNM

— Numerical order of cells

— receiving cells (flow directions)
— identification of channel cells
— slope and slope shape

Topographic map 1:5000

— Slope length

Mapping of land use
+ interview of farmers
+ standard values

— Manning’s n Roughness Coefficient

— Surface Condition Constant

— Soil Loss Ratio (USLE)

— N and P fertilizer amount and availability
— organic matter content

Mapping of soil types (1:5000) + soil texture
(Reichsbodenschatzung —soil survey)

— Soil texture
— K-factor (USLE)

Analysis of soil N and P

— Soil Pand N

Mapping of land use
+ soil data information
+ digitized street and alley system

— Curve Numbers; maximum discharge values

Mapping of contouring

— P-factor (USLE)

Data from 2 rain stations
+ 1 rain recorder

— Precipitation amount
— duration of rainfall event
— energy-Intensity-value (USLE)

Rainfall data + measured discharge

— K-value (% runoff)

Field investigation
+ DEDNM

— Channel slope
— channel side slope
— channel width
— channel length
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total area in G1 covered by forest is 20.2%, while 79.8% is used as agricultural land, of
which 30.9% is corn, 22.5% pasture/meadow, 32.7% grain, 7.3% potatoes, 5.2% forage
fodder,and 1.4% waste land. Watershed G2 is dominated by forest (58.8%), while 41.2%
is used as agricultural land, of which 60.2% is grain, 21.8% corn, 16.5% potatoes, and
1.5% pasture/meadow. The average yearly precipitation for two rain stations nearby
are 830 mm (Mering) and 873 mm (Puch). The number of rainfall/runoff events used
in this study were 29 (G1) and 24 (G2). These rainfall events varied between 17 and
89 mm, and measured runoff volume ranged from 1-58 mm (G1) and 0.5-23 mm (G2),
respectively. Measured data at the drainage outlet were collected by the Bavarian Wa-
ter Authority (1984).

Additionally, simulations were carried out in the Salzboede watershed, in the hilly mid-
lands of Germany. This watershed is 81.7 km? in size. The elevation range is 190-564 m,
and the average slope of the arable land is 9.7%. The watershed is predominantely
(46.0%) forest, with 21.5% pasture/meadow, and 23.5% arable land dominated by grain.
The soils are predominantely loamy sands, loam or clay-loam soils mixed with loess.
The average yearly precipitation is 786 mm. For model verification, 16 measured rain-
fall/runoff events were used (Rode 1995).

3.3
Results

The prediction results for the G1 watershed are presented in detail, while the results
for G2 and Salzboede are summarized. In this study, a grid resolution of 25 m was used,
with 1965 cells representing the watershed Gi.

Runoff volume by the SCS CN-Method (SCS 1972) underpredicted measured run-
off volume. The calculated runoff was very low, due to the magnitude of the initial
abstraction (Ia), which was calculated by the equation: Ia = 0.2§ (S: potential maxi-
mum retention). Especially for small events (<50 mm precipitation amount), the pre-
dictions were unreliable with a coefficient of efficiency (Nash and Sutcliffe 1970) of 0.25.
Because the results of the SCS CN-Method do not match the conditions of land use,
soil, and climate found in watershed Gi, a calibration was carried out. For this pur-
pose, the weighting factor for initial abstraction was varied between 0.01 and 0.20. Ten
calibration events were used to calculate the coefficient of efficiency E for each weight-
ing factor combination. The highest E was found for a weighting factor of 0.03. The
results for the calibrated SCS CN-Method are shown in Table 3.3 and Fig. 3.3. The cali-
brated runoff volumes for SCS CN-Method show reliable results compared to meas-
ured runoff volumes. The E was 0.87 (calibration events) and 0.93 (validation events),
respectively. The differences between measured and predicted median of runoff vol-
ume for validation events were justifiably low. The results correspond well with litera-
ture. For example, Maniak (1992) recommended a reduction of the Ia value to 5% of
the water storage capacity in the soil (Ia = 0.05S) for German watersheds.

Results for runoff volume calculations by the method of Lutz (1984) are shown
in Table 3.4 and Fig. 3.4. C2 was set according to Lutz (1984), dependent on land use.
In calibrating the Lutz method 10 representative rainfall events out of a total
of 29 were used. The calibration parameters C1 and C3 were varied between
0.02-0.08 and 1.0-6.0, respectively. For each parameter combination, the 10 rainfall events
were simulated, and predicted and measured runoff volumes were compared using E.
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Table 3.3. Statistics for runoff volume (RO in mm) calculated by calibrated SCS CN-Method (SCS

1972) - (Ia = 0.03S); watershed G1

Calibration events

Validation events

Measured Predicted Measured Predicted
Mean 8.1 94 9.0 8.6
Median 57 6.3 3.8 5.2
S.dev. 9.9 9.5 134 106
N 10 19
E 0.87 0.93

Table 3.4. Statistics for runoff volume (RO in mm) calculated by Lutz Method; watershed G1

Calibration events

Validation events

Measured Predicted Measured Predicted
Mean 8.1 8.1 9.0 8.7
Median 57 59 38 43
S.dev. 9.9 9.1 134 116
N 10 19
E 0.98 0.96
Fig. 3.3. Measured and pre- 100
dicted runoff volume (RO in
mm) calculated by calibrated —_ 74
SCS CN-Method (Ia = 0.03S); £
watershed G1 £
3 ¥
S 10 *
T A
a A
A
£ <% A A
=2
<) A A
o 1
&
[]
5
[ * Calibration events
A Validation events
0.1 -
0.1 1 10 100

Runoff volume measured (mm)
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Fig. 3.4. Measured and pre- 100
dicted runoff volume (RO
in mm) calculated by Lutz —_
method; watershed G1 =
E
©
7
S0
g A
Q
o A
£ *
>
3 R’
e | A
(]
S
(5 * Calibration events
A Validation events
0.1
0.1 1 10 100
Runoff volume measured (mm)
a
6
5 -
4 .
3 4
2
&
Qé
1 ; r . r ,
0.02 0.03 0.04 0.05 0.06 0.07 0.08 C1

Fig. 3.5. Coefficients of efficiency (Nash and Sutcliffe 1970) for different combinations of Lutz

parameters C1 and C3
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In Fig. 3.5, the isolines of E are shown for different calibration parameter combina-
tions. According to the calibration procedure, a C1 value of 0.06 and C3 of 4.0 gave one
of the best simulation results for watershed G1.

Even for small events, the measured and predicted values are scattered near the
1:1line in Fig. 3.4. The difference between measured and predicted medians for the
validation events of 0.5 mm (Table 3.4) was very low compared to the CN-Method. For
all subsequent calculations, the Lutz method was used, as it provides the highest de-
gree of suitability for simulations in the G1 watershed.

Because peak flow calculations by the algorithm of Smith and Williams (1980)
overpredicted measured values, a calibration was carried out. Ten calibration events
were used, and a calibration factor f, calculated as a function of runoff volume, was
integrated into the peak flow algorithm (f = 0.328¢("#12R?)) Eq. 3.5. The results for peak
flow predictions are shown in Table 3.5 and Fig. 3.6. For 19 validation events, a coeffi-
cient of efficiency of 0.84 was calculated, which is reliably high.

Table 3.5. Statistics for peak flow rate (Q., in 1s™); watershed G1

Calibration events

Validation events

Measured Predicted Measured Predicted
Mean 4353 3404 306.7 334.2
Median 3414 3454 3129 260.9
S.dev. 255.7 176.8 169.9 2010
N 10 19
E 0.85 0.84
Fig. 3.6. Measured and pre- 1000
dicted peak flow rate (Qpax 4
in 1s™); watershed G1 A A
A A
2 & A
= A
= A
b A
g x4
- A A %
g 100 *
2 A
L
=
X
©
[}
o
* Calibration events
A Validation events
10
10 100 1000

Peak flow measured (Is™")
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In Table 3.6 and Fig. 3.7, the results for sediment delivery calculated by the Univer-
sal Soil Loss Equation (Wischmeier and Smith 1978) are shown. Calibration was car-
ried out to determine which particle class has to be scoured within the channel. Based
on calibration for 10 events, the highest E (0.42) was calculated for ‘no scouring of
particles within channel’ (see Table 3.7). It should be indicated that the assumption
‘no scouring of particles’ contradicts observations in watershed Gi, because there was
channel erosion when large runoff events occurred. The coefficient of efficiency for
the validation events was 0.26, which is very low.

In Table 3.8 and Fig. 3.8, the results for sediment delivery calculated by AGNPSm
(LS-factor by method of Moore and Burch 1986) are shown. There, too, the calibration
procedure gave the highest E (0.65) for the option ‘no scouring of particles within
channel’ (Table 3.9), and this has been assured for validation. The coefficient of effi-
ciency for validation events was 0.57, which is higher compared with the sediment

Table 3.6. Statistics for sediment delivery (Sed in t) calculated by USLE (Wischmeier and Smith 1978);
watershed G1

Calibration events Validation events
Measured Predicted Measured Predicted
Mean 293 1.14 3.64 1.23
Median 2.01 0.90 2.10 0.86
S.dev. 2.75 091 571 1.58
N 10 18
E 042 0.26
Fig. 3.7. Measured and pre- 100
dicted sediment delivery
(Sed in t) calculated by USLE
(Wischmeier and Smith 1978); =
watershed G1 = 10
R A
]
o
S 3
£ 1 An‘*
Q
oy A £ o« koA
.g A A *
K]
-U 0-1
L
c
7]
£
3 0.01 * Calibration events
A Validation events
0.001
0.001 0.01 0.1 1 10 100

Sediment delivery measured (t)
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Table 3.7. Coefficients of efficiency (Nash and Sutcliffe 1970) for sediment delivery (Sed in t) for
different combinations of scouring of particles within channel. Sediment delivery was calculated by
USLE (Wischmeier and Smith 1978)

Combinations

Clay

Silt

Small aggregates
Large aggregates
Sand

E

042

0.30

005 -0.03

X X X X

X X X X X

-0.50 -0.63

x - - -
x X - -
x X X -
x X X X
015 021 022 027

- No scouring of particle within channel;
% Scouring of particle within channel.

Table 3.8. Statistics for sediment delivery (Sed in t) calculated by USLE (Wischmeier and Smith 1978),
and LS-factor by method of Moore et al. (1986); watershed G1

Calibration events

Validation events

Measured Predicted Measured Predicted
Mean 293 1.76 3.64 1.86
Median 2.01 1.49 2.10 1.10
S.dev. 275 1.48 5.71 2.71
N 10 18
E 0.65 0.57
Fig. 3.8. Measured and pre- 100
dicted sediment delivery (Sed
in t) calculated by USLE (Wisch- ~ __
meier and Smith 1978),and LS- ¥ A
factor by method of Moore T 10
et al. (1986); watershed G1 kot x
® X e ol
Q 1 A A
> A¥ *
2 A
]
- 0.1
L
c
]
£
2 0.01 * Calibration events
wn
A Validation events
0.001
0.001 0.01 0.1 1 10 100

Sediment delivery measured (t)
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Table 3.9. Coefficients of efficiency (Nash and Sutcliffe 1970) for sediment delivery (Sed in t) for
different combinations of scouring of particles within channel. Sediment delivery was calculated by
AGNPSm (LS-factor of Moore et al. 1986)

Combinations

Clay - X X X X X - - - -
Silt - - X X X X - - -
Small aggregates - - - X X X X - -
Large aggregates - - - - X X X X X -
Sand - - - - - X X X X X
E 065 055 028 007 -030 -044 036 052 060 062

- No scouring of particle within channel;
x  Scouring of particle within channel.

Table 3.10. Statistics for sedi- .
ment delivery (Sed in t) calcu- Validation events
lated by USLE (Wischmeier

and Smith 1978), LS-factor by Measured Predicted
the method of Moore et al.
(1986), and scouring of parti- Mean 359 292
cles linked to flow velocity; Median 208 200
watershed G1 ’ ’
S.dev. 495 411
N 28
E 0.90
Fig. 3.9. Measured and pre- 100
dicted sediment delivery (Sed
in t) calculated by USLE (Wisch-
meier and Smith 1978), LS- =
factor by the method of Moore  'Q 10
et al. (1986), and scouring of s
particles linked to flow veloc- o A
ity; watershed G1 o
a 1
2 A 4
)
2
% 0.1 A
') A A
c
]
£
T 0.01
)
v
0.001
0.001 0.01 0.1 1 10 100

Sediment delivery measured (t)
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calculation by AGNPS. The deviation between measured and predicted medians was
1 t. This indicates that the modification using the LS-factor of Moore and Burch (1986)
improved sediment delivery calculations. With this modification in the AGNPS model,
the description of soil erosion on the field is improved but this does not affect chan-
nel erosion.

In Table 3.10, the results for sediment delivery calculated by means of AGNPSm
(scouring of particles in channel is linked to flow velocity) are shown. It should
be emphasized that no calibration of the sediment routine was necessary. The
coefficient of efficiency was 0.90, and the deviation between measured and predicted
medians was 0.08 t. These very good results for sediment predictions are plotted
in Fig. 3.9. This modification improved the description with respect to channel ero-
sion.

Table 3.11. Statistics for phosphorus in sediment (P.4) and soluble phosphorus (P, in kg); water-
shed G1

Validation events P4 Validation events P,
Measured Predicted Measured Predicted
Mean 424 3.88 3.64 424
Median 1.78 1.29 1.57 1.76
S.dev. 5.74 6.00 552 6.64
N 28 28
£ 071 0.40
Fig. 3.10. Measured and pre- 100
dicted phosphorus in sediment
(Pyeq in kg); watershed G1 A
10
—_ A
A
2
2 A
K A M
° A
)
o A A
o
&
a
0.1
0.01
0.01 0.1 1 10 100

P..q measured (kg)
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In watershed Gi for nutrient delivery assessment, results for phosphorus in sedi-
ment (P,.4) as well as for soluble phosphorus (Pg;) are shown in Table 3.11 and Fig. 3.10
and 3.11. The reliable results for P .4 were based on the excellent results for sediment
delivery from AGNPSm. The predictions for P, were poorer compared to Pge4.

In Tables 3.12 and 3.13, a summary for all predictions (AGNPSm) in watersheds G1
and Gz is shown. The predictions were slightly poorer for watershed G2 compared to
G1. For runoff the results were reliable for both watersheds. Sediment delivery, phos-
phorus, and nitrogen in sediment calculated with AGNPSm gave satisfactory results

“Very poor results were calculated for soluble nutrients.

The Salzboede watershed was divided into grids of 200 m in width or 2032 grid cells
in total. For all events, rainfall rasters were generated by ordinary kriging with the GEO-
EAS software package (Englund and Sparks 1988), to use for the grid-based precipita-
tion input to AGNPSm. The Lutz Ci-factor was fixed at 0.05 and C3-factor at 2.0 (see
Rode 1995). Peak flow was calculated based on the algorithm of Rode (1995). The re-

Fig. 3.11. Measured and pre- 100
dicted soluble phosphorus (P
in kg); watershed G1

= A

£ 10 A

? A

kY]

3 : s

a Nz ek

2 A A
o 1 A A
A
0.1
0.1 1 10 100

P, measured (kg)

Table 3.12. Summary of predictions calculated in watershed G1

RO(CN) RO (Lutz) Qs Sed P Peol Neey N,
E() 093 096 0.84 0.90 0.71 0.40 0.79 0.60
D.m? 1.4 mm 05mm  521s” 0.08t 049kg 019kg 006kg  530kg
N (=) 19° 190 19° 28 28 28 28 28

2 Deviation between measured and predicted median;
b validation events.
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Table 3.13. Summary of predictions calculated in watershed G2

RO(CN) RO (Lutz) Q,,, Sed Pyeq Peo Nyeq N,
E() 0.76 083 0.82 0.72 0.64 -192 040 0.13
D.m? 15mm  08mm 14ls” 0.10t 166kg 048kg 7.85kg 56.8kg
N () 12° 12 12° 24 24 24 24 24

¢ Deviation between measured and predicted median;
b Validation events.

Table 3.14, Summary of pre-
dictions calculated in Salz- RO (Lutz) Qpnax Sed
boede watershed

E() 0.87 0.57 0.50
D.m? 0.1 mm 0.15m3s™! -
N(=) 16° 16 7

¢ Deviation between measured and predicted median;
b Validation events.

sults in hydrology calculated by AGNPSm are shown in Table 3.14. The median between
measured and predicted runoff volume differed only slightly. The coefficient of effi-
ciency for runoff volume was 0.87, for peak flow rate 0.57, and for sediment deliv-
ery 0.49.

3.4
Conclusions

Verification of the modified AGNPS model (AGNPSm) was carried out in 3 diffe-
rent watersheds in Germany. The results in hydrology were satisfactory in all water-
sheds. Sediment delivery was calculated satisfactorily after modifications (LS-factor
calculation and scouring of particles linked to flow velocity) were integrated into the
AGNPS model. Reliable results were calculated for nutrients in sediment but not for
soluble nutrients (P,;). Reasons for the difficulties in nutrient delivery predictions
include lack of data on fertilizer application, detailed time of application, and seasonal
change in soil nutrients caused by plant uptake, mineralization, vertical wash out, and
so forth.

AGNPSm is not a very complex model but uses many empirical algorithms, hence
the number of parameters needed is not very high. The advantage of AGNPSm in com-
bination with a GIS and an interface is the possibility it offers to predict runoff vol-
ume, sediment, and nutrient yield in medium- to large-sized watersheds. In this study,
it was shown that AGNPSm can calculate results in runoff volume, peak flow, and sedi-
ment delivery reliably. This tool promises to be useful as a decision support system in
further studies.
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Chapter 4

Physically Based Modeling of Surface Runoff and Soil
Erosion under Semi-arid Mediterranean Conditions -
the Example of Oued Mina, Algeria

D. Gomer - T. Vogt

4.1
Introduction

In semi-arid regions such as the Maghreb, the pressure on natural resources such as
water and soil are increasing. The mobilisation of water resources is mainly based on
the construction of reservoirs.

In the past, these investigations have mostly been made with exclusive profit for
the population downstream of reservoirs by providing water for drinking, irrigation
and industrial purposes. The watershed upstream was only regarded as provider of
water and had to be treated to produce an optimum of water under limited sediment
transport.

Soil cultivation for arable farming was long regarded as the principal cause for the
sedimentation of the reservoirs, which could supposedly be alleviated by procedures
to retard erosion such as terracing and afforestation. Despite many years of expensive
measures involving terracing and afforestation which entailed the relocation of peo-
ple with smallholdings, this strategy was finally acknowledged to be a complete fail-
ure and abandoned.

In the case of the Oued Mina example in Algeria, a project involving Algerian-Ger-
man technical co-operation, new methods and concepts of watershed management
under semi-arid Mediterranean conditions have been developed (Fig. 4.1).

The project essentially recognises that the following measures must be implemented
which can be summarised as follows:

» Educating decision makers to be more sensitive to the task of harmonising the
interests of people living upstream and downstream of dams

* Planning and management strategies for water catchment areas with marly soils in
a semi-arid Mediterranean climate

= Investigation and account of the influence that traditional soil cultivation has on
the prevention of erosion in catchments with marly soils

The in situ recording and description of runoff and erosion processes in a
semi-arid Mediterranean area, based on an engineering approach, was a prerequi-
site for compiling this new strategy for the harmonised cultivation of water catch-
ment areas. In addition to several years of expensive measurements, conducted on
site, which will not be elaborated upon here (Gomer 1994), a distributed, quasi-physi-
cal approach was developed and employed to determine surface runoff and soil ero-
sion.
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Fig. 4.1. General view in project area

4.2
Model Planning and Theory

4.2.1
Surface Runoff

The modeling of surface runoff is based on a digital grid elevation model. The grid
size is variable. For small catchments up to a catchment size of approximately 1 km? a
10 m grid square was selected (at the same time this was the max. definition available
for stereoscopic aerial photographs). For catchments up to 100 km? this high geometri-
cal resolution for limiting the data processing time could not be maintained and there-
fore a 25 m grid square was selected.

The surface runoff in each grid element is regarded as a control volume. The out-
flow from this control volume runs into a lower grid element, according to the direc-
tion of flow.

If, as in Fig. 4.2, a simplified one-dimensional control element on the soil surface is
considered with a water level & and an effective lateral inflow S,, the continuity equa-
tion in this one-dimensional case (cf. Moore and Foster 1990) is

@h.{_a(Lxh):@_{_V Eﬁ_rha&:

ot T ax ot Vegxthgy TSNS (4.1)
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Fig. 4.2. Surface runoff control elements

If the effects of evaporation are disregarded, the effective lateral inflow S, is formed
from the difference in rainfall intensity N, and the infiltration rate f. This approach,
however, is only permissible for short-term appraisal; for observing, for instance,
runoff as a result of heavy precipitation. In the case of a sufficiently fine spatial dis-
cretion 9V, / dx — 0 and observation of an grid element with a width b over which
flow has occurred, the continuity equation may be applied in the following form

04, 0Q _
5 + i Sob (4.2)

In this regard, attention should be paid to the fact that the rainfall intensity N, ap-
plies to a horizontal surface. The infiltration rate f, however, generally applies to in-
clined surfaces. The following is therefore valid for the continuity equation

04, 0Q_cp (v __f
8t+8x_sob_(Nr cosajb (4.3)

The attendant motion equation (Eq. 4.4), also known as the second de-Saint-
Venant equation, is valid for channels with minimal cross-sectional variation (cf. Moore
and Foster 1990). The reduction of the motion equation to the conditions of the kin-
ematic wave presupposes that the local and convective acceleration term and the pres-
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sure term can be disregarded which applies to steeply inclined watercourses, without
any great loss of accuracy (Woolhiser and Ligget 1967).

10Q,19(Q), k1)
A ot + Aax( A *tg ox M giaematil‘;\gave (44)
DynamicWaxe

Explicit numerical procedures for solving the Eq. 4.4, as opposed to implicit solu-
tions, offer the advantage of being more graphic and simpler to apply. In the case of
explicit procedures, however, attention should be paid to the fact, for reasons of sta-
bility, that the Courant criterion At < Ax / c is adhered to (Woolhiser and Ligget 1967;
Schmid 1986). The kinematic wave velocity ¢, which can be described as the propaga-
tion velocity of the wave front, is determined by the quotient ¢ = 9Q/ dA.

In the case of small time steps, where lateral inflow is disregarded, the continuity
equation in discrete form in the one-dimensional case is

AAAx =AHQ;, - Q) (45)

For Eq. 4.5 the initial conditions A(x,t=0) = o apply, i.e. no film of water on the
surface of the land before precipitation commences. The basic conditions for the up-
permost section is A(x =o0,t) =o.

The change in retention capacity AA; X Ax in section i within a time step At is a
function of the inflow and runoff Q;_, and Q; and is not initially known. It is estimated
initially from the change in the area through which the flow has taken

A; = Ai + SOibAl' (4'6)
place, as a result of the lateral inflow S,;.

The outflow from element i can therefore be derived from the well-known Man-
ning-Strickler equation. The following applies to runoff as sheet flow

5/3
Qi = I:)/z2 :1,/3 (4-7)

and the following to triangular channel runoff
I o BAP (4.8)

in conjunction with

m s b
A= (8 + 2m2) and . m= h (49)

The transition from runoff as sheet flow to channel runoff was described for marly
catchments by catchment size (Gomer 1994). During transition from layer to channel
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runoff it must be borne in mind that this transition does not take place suddenly, thus
making it possible for several furrows/rills to occur in a grid element with rillanz de-
noting the parameter for the number of furrows/rills. The following equation is there-
fore applicable for channel runoff:

]
Q = rillanz; L 1¥2p, 2 (4.10)

n; rillanz;

The area over which flow has taken place is determined from the above estimated
value, taking into consideration the inflow and runoff Q;_, and Q;.

A=A+ %;(Qi—l -Q) (411)

In the case of the Eq. 4.5 to Eq. 4.11 one-dimensional conditional equations relat-
ing to kinematic retention for channel and sheet flow are therefore available. The sur-
face runoff along the flow channels in a catchment area from its highest to its lowest
point can be routed using these conditional equations.

4.2.2
Infiltration

The infiltration characteristics of the soil are described by means of a modified Horton
equation (Blum and Gomer 1996). The hydrological model of Horton (1939) and other
approaches derived from it are very suitable for describing soil infiltration influenced
by surface sealing and crusting, as many authors have already demonstrated. How-
ever, instead of the functional dependence between infiltration rate and time chosen
by Horton (1939), Gomer (1994), following Roth (1992), Gunnink et al. (1993) and oth-
ers, contrasted the cumulative kinetic energy with the infiltration rate. For the abso-
lute infiltration rate f(zyin), is valid, where:

~WE:
f(Ekin) = (Vinit _Vﬁnal)e Fiin + Vﬁnal (4.12)

®* f(rxin) = infiltration rate depending on cum. kinetic energy
® Ve = initial infiltration rate
Viinal = final infiltration rate
= W = curve-determining factor
* Ei. = cumulated kinetic energy of precipitation (Brandt 1989)

Both, the results of multiple small-scale infiltration experiments (1 m*) and of the
large-scale rainfall experiments (~ 100 m?) matched very well with an exponential
pattern and for identical soils the same parameters are obtained.

Experiments with low antecedent moisture contents demonstrated that in all soils
the infiltration rates dropped significantly more slowly than when the antecedent
moisture content was high. In the latter case, the final infiltration rate was also reached
very rapidly. In contrast to the findings of Gunnink et al. (1993) regarding semi-arid
Mediterranean soils in southern France, where the level of precipitation intensity ap-
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parently had only a negligible effect on the absolute infiltration rate, here a clear de-
pendence on precipitation intensity could be found.

Gomer (1994) related the infiltration rate fto the rainfall intensity N,, and with this
relative infiltration f, was able to describe the behaviour of marly soils very accurately
with few parameters (Fig. 4.5).

Instead of explaining all parameters dependent on antecedent soil moisture 8,,; and
rainfall intensity, when matching the actual infiltration rate, it was thus possible to treat
the relative initial and final infiltration rates as soil-specific and keep them constant,
so that only the curve-determining parameter W exhibited any dependency on ante-
cedent soil moisture 6,;.

feg ~WE;
Jeel(Biin) = Mew) (Vrel,init - Vrel,ﬁnal) e”" ki + Vol final (4.13)
Nie)
where:
*  frel(Ekin) = relative infiltration rate
= fexin)/ Ny
Vielinit =relative initial infiltration rate
= Vini/ Ny
* Vi fina =relative final infiltration rate
= Vinal/ Ny
=W =curve-determining factor

Eyin  =cumulated kinetic energy (Brandt 1989)

The curve-determining parameter W, which depends on antecedent soil moist-
ure 6,;, was determined by Gomer (1994) by matching the function to the empirical
curve derived from the individual experiments (Fig. 4.6). The curve-determining
factor W increased much faster with soil moisture in saline soil types than in soil types
suitable to cultivation, with the effect that the final infiltration rate is reached more
quickly in saline soils unsuitable to cultivation than in agriculturally used soils.

423
Soil Removal, Transportation and Sedimentation

Soil removal processes during erosion only arise, according to Schmidt (1991) when
external shear forces affecting a grid element overcome the shear resistance of the soil
in question. This shear resistance of the soil is made up of the following soil mechanic
variables: internal friction, cohesion (if applicable) and gravity. Disregarding the proc-
esses during surface weathering and landslides, the external shear forces are deter-
mined by the impulse flow of the precipitation and the surface runoff. The conditional
equations used to model the erosion of soil particles follow to a large extent the Schmidt
model (1991), which is why only a brief description of the most important relation-
ships between the formulae can be given here.

The impulse flow iy; from the surface runoff Q; for grid element i of width b,
and length [, is calculated at an average flow velocity V; where

0 = Pauid;iQiVi (4.14)



CHAPTER 4 - Physically Based Modeling of Surface Runoff and Soil Erosion 65

and the effective impulse flow i, ; from precipitation r;is determined by an average slope
inclination g; of the grid element i, taking into consideration the degree of soil
covering BBG; as a function of the average droplet velocity V,; where

ira,i =sin aipﬂuid,i cosairilrasterbrastervr,i(l - BBGi) (4-15)

The average droplet velocity V,; (ms™) can be described according to Schramm
(1994) as a function of the intensity of precipitation r; (ms™) using the following
empirical formula

Vi = 4506+ 0.6011n(r,- cosa;) (4.16)

The transportation of solid matter which occurs when a critical impulse flow is
exceeded m;, ;, can be determined using an empirical formula devised by Schmidt
(1991), where

ig+i
qs =1.75 X 10‘4(u - 1) (4.17)
Merit

The impulse flow m_y;, is determined in each instance in the case of Schmidt (1991)
over a uniform area (1 m*). However, because grid elements of a defined length and
width were selected for observation, this must be taken into account accordingly. The
transportation of solid material away from a grid element i of width b and length [ is
calculated by using the relevant critical impulse flow m_;, where

3 —ap (@ Fira
Q; =1.75 x10"*Ib [—_mcmlb 1 (4.18)

In addition to determining the critical impulse flow, the relevant transportation
capacity for each grid element must also be known as a function of the general hy-
drological and sedimentary conditions.

The types of solid material transportation were divided into bed material load and
wash load. In each case the maximum possible soil erosion allowed was determined;
in the case of bed material load by the maximum transportation capacity, calculated
by Engelund and Hansen (1967) and in the case of wash load by establishing a maxi-
mum permissible concentration of solid material. The quotient designated the Rouse
number z; (cf. Zanke 1982; Chang 1988) was the criteria used to differentiate between
the types of solid material transportation.

4.2.4
Solid Material Continuity

Just as there is a continuity equation for clear water (cf. Eq. 4.2) a corresponding con-
tinuity equation for fluids containing suspended matter and sediments can also be
formulated (Sloff 1993, etc.). For suspended material in a steeply inclined element the
following applies in one-dimensional cases in accordance with Woolhiser et al. (1990).
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a(gtcu@%)‘c’_% ds(5)=q,(60) (419)

During differentiation of this dynamic equation for solid material, it is assumed
that the volumetric concentration of suspended matter C, and the flow velocity V over
the runoff cross-section A are averaged out i.e. evenly distributed. If the solid mate-
rial gathered laterally g, and deposition d, are summarised in a parameter @ as a
measurement of the net amount of material gathered, a continuity equation is pro-
duced that corresponds to the surface runoff.

a(AC) . a(avc)
ot 0x

= ®x,1) (4.20)

The use of the kinematic motion formula requires temporally fine discretion, which
is why simplistic stationary observation can be applied in the case of the solid mate-
rial continuity equation.

9(AVC)
ox

= @(x,t) (4.21)

If the stationary-solid material effects are contemplated for a discrete grid element i,
the following applies as a result of AVC = Q, and Ax® = D (deposition)

Q,())— Q,(i —1) = D, (i) (4.22)

According to the effects of solid material transportation Q the deposition D; may
assume both positive or negative values. As unrealistic values often arise when estab-
lishing a model as a result of linking solid material transportation directly with depo-
sition (or erosion), virtually all known deterministic erosion and deposition models
have introduced a so-called transfer coefficient or deposition coefficient Cye, (Wool-
hiser et al. 1990; Schramm 1994).

D, (i) = Cyep (D), (i) (4.23)

This is explained by the fact that simplistic assumptions such as average flow ve-
locity and even distribution of concentrations in the cross-section of the flow in a grid
element are not completely reproduced.

It is also known from urban water management that the settling characteristics of
granular material and suspended matter vary greatly (Imhoff 1979).

Instead of a general deposition coefficient, deposition coefficients were there-
fore introduced which were dependant on the transportation process. As in marly ar-
eas suspended load is the most important transport mechanism, distinction has
been made between suspended bed material load and wash load. The criteria of dis-
tinction used is the Rouse number z,.

If the model of a sand filter bed in a sewage plant is taken, the deposition co-
efficient Cqyep as a function of the settling rate w,, the element length over which
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flow has occurred Dx, the average flow velocity V and the depth of flow h can be de-
termined. For bed material load (z;> 0.1) the deposition coefficient is applied as
follows

Ax@O
Caep = 775 <1.0 (4-24)

No deposition can be expected during the runoff of very fine suspended material,
so that in the case of wash load (z,< 0.1 ~ 0.06) the deposition coefficient Cyep, = 0 is
produced. In the case of erosion (negative deposition) the coefficient C4e, corresponds
to a constant transfer rate (Cge, =1.0).

4.3
Determining Parameters

To supply reliable results with a distributed surface runoff and soil erosion model, the
quality and the exactitude of the spatial distribution of the parameters used within
the model are crucial. Besides a well representative digital elevation model and the
exact rainfall pattern, the spatial distribution of the physical soil characteristics are
most important.

While the physical soil parameters for infiltration and surface runoff are determined
by means of small and large-scale rainfall experiments, special methodology was
employed to determine the spatial distribution by satellite image interpretation which
is dealt with in greater detail below.

4.3.1
Contribution of Remote Sensing

Photo-interpretation has been for a long time a valid help for soil mapping, further-
more infra-red aerial photos give some information on surface wetting status. About a
quarter of a century ago satellite recordings came into use. Thus, aerial photographs
are generally obtained at a low altitude, whereas the orbits of civil satellites for survey-
ing the Earth’s surface are located at a considerable distance (700-800 km for Landsat
and SPOT). Optical techniques are therefore ineffective and are replaced by spectral
sensors. The spatial resolution is of course less than that of aerial photographs (the
Landsat TM pixel is 30 m X 30 m), nevertheless these recordings do have some advantages:

= synoptic view on wide surfaces (less than 3 minutes for recording a Landsat TM
scene 185 km X 185 km), that makes the values strictly comparable in every point:
this is not the case for aerial photographs, which need several days for the same
surface, with changes in lighting, shadows etc. throughout the day;

= high periodicity (18 to 26 days), that permits diachronic observation.

Moreover, the two mid infrared (MIR) bands TMs and 7 are specially suitable for
mapping soil moisture (e.g. Musick and Pelletier 1986): the higher the water content,
the stronger infrared absorption is, and the lower reflectance values are.
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Satellite data is supplied in a digital form, so that it can be easily processed using
all sorts of statistical and image analyses. Statistical processing of physical data avoids
the drawback of subjective interpretation. On the another hand, as the data is com-
prehensive, no interpolation is needed.

4.3.2
Soil Mapping

Soil maps are too often based on criteria irrelevant to evaluate water runoff and soil
degradation: precise indications about texture, stoniness, thickness, water holding
capacity, etc. are seldom to be found. With regard to the Mina catchment, the map of
soil associations at 1:100 0oo (Semmel and Nierste 1987) worked out from genetic
conception, is too general for application requirements. The scale is too small, the part
of interpolation too large, and genetic criteria are difficult to relate to hydrological
data. The soils are classified according to FAO system and their geographical distri-
bution is assumed to be dependent on geomorphological evolution from the Tertiary
age. This is surely a good hypothesis, if evolution and dynamics of the landscape are
well known, but no thorough geomorphological study of this region exists. A more
detailed map, also genetic, covering the small experimental basins (=300 ha,
Schweickle 1993) shows three main soil groups:

= little developed soils on marls and limestones (regosols, alluvial soils, rendzines);

= vertic soils and calcic brown soils (calcic brown vertic soils, soils with sesquioxides,
vertic soils)

= alcaline soils (saline soils and solonetz).

The hydrologic behaviour has to be deduced from textural and structural charac-
teristics. The amount of the plant available water content depends on the thickness,
which is difficult to appreciate from the map. Anyhow, with regard to hydrologic, hy-
drodynamic, and agronomic problems, genetic criteria are less pertinent than those
based on physical properties. Furthermore, the accuracy of those maps depends on the
number of observations and quality of interpolation, but once checked in the field, the
accuracy appeared to be unsatisfactory for an information layer to be introduced in a GIS.

This is why a soil classification was experimented using Landsat TM data, which
own the double asset of good spatial resolution and wide spectral range.

A quarter scene Landsat TM of 9 January 1990 was chosen, a date which provided
a maximum amount of bare soils and represented average moisture conditions, being
far from noticeable rainfall episode (December 1989: 50 mm, 5 mm at the beginning
of January 1990). Data was processed using a CARTEL software package (Hirsch and
Schneider 1983).

4.3.3
Method of Classification

The best inventory technique is classification, which groups in homogeneous classes
the multitude of pixels of an image. This has to be made by multivariate statistical
processing as, whichever the scanner type is, each pixel contains several values.
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Two main methods for classifying satellite data are currently used: unsupervised
and supervised. Unsupervised classifications, based only on statistical distances, are
no use for a precise inventory of soil cover.

For supervised classifications, the routine is a previous accurate field survey aim-
ing to exhaustively identify the types of soil to be introduced as training samples in
the classification. Some problems arise from this procedure. First of all, the disparity
between visual analysis (even if helped by a radiometer) of the landscape and size of
the image pixel (9oo m? for TM), an heterogeneous surface that nobody knows exactly
how the satellite scanners integrate. Second, the impossibility of getting a wide enough
range of ground data to describe all the physical variations seen within one taxon in
the study area. Third, the idea that remote sensing is just a convenient way of quickly
surveying a well-known and a priori well classified reality: what soil scientist look
for by remote sensing is the soil legend they are used to. Present-day experiments,
employing expert-systems, exogene data, etc. to obtain thematic maps from satellite
data, pose the question of the availability of remote sensing in little-known regions,
devoid of basic maps, those very areas for which remote sensing should be mostly
useful ...

One can consider satellite data from another point of view, bearing in mind that
they provide some information which escapes our observation, and are therefore able
to enrich our knowledge of the Earth’s surface. This is evident for Landsat TM, as
amongst 7 bands, 4 record infra-red radiation, unseizable to our sight. Instead of try-
ing to find what we already know, it seems more interesting to discover what else this
data can bring us, and instead of starting from ground survey, to previously analyse
and process them for posing hypotheses to be checked afterward in the field.

The most known remote sensing images are colour composites, graphic overlay of
three bands, that allow visual analyses. Considering a set of 6 bands Landsat TM (the
thermal one being different, with a spatial resolution of 120 m x 120 m), these images
supply only half the information. Furthermore, visual analyses and comparisons are
subjective.

Principal Component Analysis (PCA) is a statistical procedure currently employed
in remote sensing to compress data and reduce redundancy. The transformation ob-
tained by PCA ranges the whole data in axes (Principal Components, PCs), aligned
along the main directions of variance, orthogonal each other, that seems they are
uncorrelated. Over 90% of TM data variance is described by the first three PC. Their
colour composite contains near the whole information of all bands, without any re-
dundancy. Areas of different radiometric behaviour (that means different physical
properties) are better visualised than by colour composite of the original bands. Train-
ing samples are retrieved from the factor colour composite.

Classification methods are based on a multinormality hypothesis. From a thematic
point of view this condition cannot be accepted, as taxons little represented in a given
area, but thematically significant, could be neglected. Now, for geographical objects,
their load is totally independent from their frequency. To overstep this condition, all
types of surfaces (= all different colour shades), that means all types of radiometric
behaviour, appearing on the factor image are traced, sampled in the original 6-bands
file, and put in the classification matrix.

The most performant method of classification we have experimented is stepwise
discriminant analysis (BMDP software), which allows very fine discrimination between
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classes. When a good discrimination (i.e. no overlapping) is obtained, the classifica-
tion coefficients are applied to the whole file to produce an image, which is to be
checked in the field. If spatial distribution of the classes is not random or confused,
one can consider that the image represents a natural reality, even if the exact content
of classes is unknown. The spectral curve and the place in the graph of the discrimi-
nant analysis gives some indications for working hypothesis. By field checking the
thematic content of classes is recognised.

In this way, supervision is made a posteriori instead of a priori. Classes too close
are grouped, samples of some taxon that were not taken into account are added, etc.
A final classification is then performed. Our experience is that this method leads to a
wider spectrum of significant soil types than obtained by a classic method (Vogt 1991).
Of course, these classes are synthetic, as they represent global physical behaviour, and
their analytical characteristics have to be detailed by field description and laboratory
work (texture, retention capacity etc.).

4.3.4
Soil Classification

This was the procedure we used. An initial classification distinguished 20 classes of
soils and surfacial formations for field-checking. The questions to be answered were:

1. Are these classes relevant, that means do they really exist in nature, or are they just
statistical groups?

2. If they really exist, what is their actual content, i.e. which type of soil do they corre-
spond to?

The image obtained from this classification was used as a basis for field work.

All classes were checked in the field and for each one 2 to 3 pits were excavated.
This confirmed that each type distinguished by data classification corresponds to a
soil with specific characteristics and physical behaviour. Some classes could be grouped
so that 13 soil types and 3 surficial formations (marls, calcretes, sand) were retained

(Fig. 4.3):

= thick clayey soils: (1) in depressions and north-facing slopes (wetter), (2) on pla-
teaux. Vertic soils (> 8o cm thick, clay > 60%)

= (3) clayey-silty soils (= 80 cm, clay = 40%) generally on a calcrete, equilibred tex-
ture in surficial horizons, clayey downwards; (4) sandy-silty stony soils (=30 cm
thick, sand > 50%), on slopes surrounding the previous class and deriving from its
erosion, so that calcrete is attained by ploughing (stoniness; the bigger sand per-
cent comes from disaggregation and dissolution of calcrete)

® (5) thick red clayey-silty/clayey soils on calcretes (> 60 cm thick, clay 30-50%), well
structured, rich in iron sesquioxides; (6) stony sandy red soils on calcretes (= 20 cm
thick, sand > 50%), linked to runoff erosion (stones and sand deriving from calcrete)
of the previous class on slight slope

= (7) stony clayey soils (>100 cm, clay >50%) without differentiated horizons: they
correspond to old solifluction mounds nourished by the marls, slightly salted, with
a dense network of desiccation cracks
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= (8) alluvial soils of the lower terrace of Oued Mina (90 cm thick or more, fine to
balanced texture; clay < 60%, sometimes stones)

* (9) thick clayey soils on marls (>1 m thick, clay = 70%), developed from the under-
lying marls, they are slightly saline and vertic

* halomorphic soils, found in all densely incised areas of the “marl zone”, they are
thick (90 cm/>1 m), with heavy texture and degraded structure, generally devoid
of vegetation, showing three main types: (10) saline clayey soils of the middle ter-
race (clay = 70%), (11) saline clayey soils (clay 50%), (12) clayey-silty saline soils (clay
30-50%)

= (13) irrigated soils

The classification obtained using remote sensing data is finer: e.g. classes 1-2 and
8 correspond to the vertisols of the soil map due to field survey. The separation is rel-
evant and shows different characteristics, as the first ones contain > 60% clay and no
stones. Differences also appear in red soils on calcretes (5 and 6) and between clayey-
silty soils and sandy-silty stony soils (3 and 4), which are the same class from a
pedogenetic point of view, but not from the hydrological one. Only one class of saline
soils, corresponding to class 9 (thick clayey soils on marls) had been recognised by
field work, when classes 10 to 12 had been classified as little developed alluvial soils:
indeed, their topographic characteristics (flat areas) and visual appearance (light,
crusty, fine-textured) lead to confusion, whereas in the discriminant graph they are
well separated from all other classes.

Field observation had not obtained such a result, because we tend to recognise what
we already know. Remote sensing brings new information which enriches our knowl-
edge of the environment, provided we are able to extract and gather them.

This method of classification could be defined as a supervised classification based
on non-preconceived, non-subjective sampling. Field checking showed that the accu-
racy was very fine, in any event better than that of the former soil map.

4.3.5
Mapping Soil Humidity

Soil moisture is function of a set of variables, some interrelated, others uncorrelated:
climatic variables, intrinsic soil properties, features of the whole profile ...

Perfecting satellite scanners started from laboratory and field work, in an analytic
way isolating the effects of single factors, as soil chemical and mineralogical charac-
teristics, granulometry, roughness, water content, etc. on soil reflectance. Those experi-
ments were performed on small surfaces. The observations made by satellites are syn-
thetic, as spectral bands are broader, scanned surfaces wider and of course heteroge-
neous. There is a large gap between laboratory and field measurements, and satellite
data. If TM5 and 7 in MIR wavelengths have been specially selected for their useful-
ness in plant and soil moisture evaluation, they supply only a part of the information
about humidity provided by the set of TM data. As the water amount increases,
reflectances decrease both in the visible and infrared wavelengths. It would be a men-
tal aberration to forget that wetness is a complex phenomenon affecting the whole
spectral range.
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It follows that the best procedure for remote sensing of soil water content status
should be multivariate analysis, instead of simple arithmetical operations as e.g. band
rationing.

4.3.6
Principal Components Analysis

As previously stated, PCA ranges the whole data in axes (PCs) aligned along the main
directions of variance and orthogonal to each other. By analysing the correlations
between TM bands in each PC, say the structure of PCs, some interpretation may be
proposed. The first PC, usually showing a positive correlation of all bands, is consid-
ered as an equivalent of “brightness”, which is responsive to the variance in total re-
flectance. Another PC responds to high reflection in TM4 (near infrared - NIR), some-
times together TM5 (mid infrared - MIR), and absorption in all other bands, that is
characteristic of photosynthetic activity, therefore it is interpreted as an equivalent of
“greenness”. A third axis shows positive correlation of TMs5 and 7, with VIS and NIR
in a negative correlation: as this information is related to MIR bands, this axis is con-
sidered as an indicator of soil moisture condition (Jensen 1986), that can be termed as
“wetness”.

Crist and Cicone (1984) obtained simulated TM data by field and laboratory meas-
urements on a set of more than 800 samples of cultures and bare soils. Those data were
processed using the Tasseled Cap Transformation (variant of PCA). PC3 shows the
positive correlation of MIR bands, with the other wavelengths negatively correlated.
The authors demonstrated that this PC is related to differences in soil moisture and is
independent of soil surface characteristics, as colour and roughness. The coefficients
obtained with this transformation are currently employed for mapping wet areas
(e.g. Estes et al. 1991).

However, it appears that these coefficients are too dependent on vegetative cover
and not at all useful in the case of bare soils (Vogt and Vogt 1991), that is possibly due
to the original sampling. With standardised PCA (as the internal variance of the TM
bands is higher than the variance between the bands, the reflectance values are re-
duced to a standard deviation of 1, that gives all bands equal importance) an axis is
obtained which opposes MIR (TMs and 7) to the other wavelengths and is irrespec-
tive of vegetative cover (Vogt 1987; Rimbert and Vogt 1991; Vogt and Lenco 1995). Its
structure is identical to that of Tasseled Cap PC3 and can also be interpreted as a “wet-
ness” indicator. The part of variance explained in the factor space as well as factor
loadings depends on the state of the landscape: in well-vegetated areas, as temperate
regions, or semi-arid environments during or immediately after a rainy season, “green-
ness” PC (MIR dominant) takes second place after “brightness”. In little vegetated land-
scapes, “wetness” PC is more explicative and takes the second place, “greenness” being
little loaded. Therefore, a PCA processed directly on the study area gives a more ap-
propriate result than just applying coefficients obtained from other areas or sets of
samples.

Previous works (Vogt and Vogt 1991, 1996; Vogt and Lenco 1995) have shown that
the images of PC “wetness” scores well evidentiate differences in soil water content
state.
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4.3.7
Soil Humidity in the Oued Mina Catchment

In average humidity conditions: For the time the image of 9 January 1990 was proc-
essed using PCA. Three factors were obtained, explaining 99.2% of the variance.
As usually, the first one shows a positive correlation of all bands and represents more
than 93% of total variance. The second PC (4.3% of the variance explained) shows
positive correlation of TM5 and 7, in negative correlation with all other bands, and
can therefore be considered as PC “wetness”. The image of factor-scores shows the
moisture being concentrated in lower hillslopes and valley bottoms and the areas near-

toujours humide . humide en conditions moyennes

. humide apreés pluie I toujours sec

Fig. 4.4. Diachronic comparison of “wetness” factor scores (hyperboxes classification)
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est to the main drainage axes being wetter. This corresponds to field observations on
saturated areas. On the other hand, comparing this image to the soil classification it
appears that the concentration of wetness is independent of soil types and better re-
lated to topography: in average humidity conditions water concentrates in the lower-
lying areas.

In wet conditions: This first result had to be checked by applying the same method
to different wetness conditions. A quarter scene Landsat TM of 19 March 1991 was
chosen, which followed a rainy period (1~15 March: 74 to 102 mm in the different sub-
basins). PCA reduces all variance in decorrelated axes and scores ranged between -1
and +1, i.e. the same space, whichever the original data is. Jaju (1988) demonstrated
that PCA usefully replaces data correction and calibration, which is especially suit-
able for multitemporal data processing. This legitimises the procedure we employed.

The image of factor-scores in March differs from the first one, as humidity distri-
bution is tributary of orographic situation: the wettest areas are west-facing slopes and
thalwegs. Comparing the two images shows four types of behaviour (Fig. 4.4): (1) ar-
eas wet in every condition (north-facing slopes and valley bottoms); (2) areas wet
immediately after a rainy period (highest hills, west-facing slopes, soils quickly soaked,
but with little retention capacity); (3) areas wet in average conditions (topographically
depressed areas near the drainage axes, where water draws in some days); (4) always
dry areas (south-facing slopes and soils which became impermeable due to compaction
by over-grazing or rain-crusting).

To verify the reliability of these results, two subfiles corresponding to the Telfifit
catchment were extracted and the factor-scores were compared to hydrologic humid-
ity parameters obtained by field measures, with a satisfying correlation (Gomer 1994).
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4.3.8
Model Results

The results of the model and the methodology for the determination of its param-
eters as described above matched quite well with field data, as shown by the example
of an event from 13 March 1991. The calculated hydrograph fits with its peaks the meas-
ured values quite well (Fig. 4.5). Similar observations but with less precision can be
made on the sediment graph, but sediment field data are less precise then discharge
measurements (Fig. 4.6). As sediment transport occurred mainly as suspended load,
the peak of the sediment graph is preceding the hydrograph.

As advantage of the distributed physically based model, erosion and deposition might
be regarded within a watershed and not only the basin outlet. More important might
be, that within that approach we have been able the simulate different scenario of ero-
sion control measurements. With this tool we could confirm the positive impact of ag-
riculture under the conditions of semi arid mediterranean climate and soils on marls.

4.4
Conclusions

The advantage of the described approach is, that it need only few physically based
parameters. The most important tool to obtain this parameters is the described meth-
odology to determine there spatial localisation by remote sensing. It has been shown
that this approach, once checked by field work and measures, is reliable and give an
appropriate, physically based tool for planning purposes. Further validations of this
approach in Algeria have been hindered by the actual conditions in the project area.



CHAPTER 4 - Physically Based Modeling of Surface Runoff and Soil Erosion 77

References

Blum WEH, Gomer D (1996) Runoff from soils on marls under semi-arid mediterranean conditions.
Int Agrophysics 10:1-10

Brandt CJ (1989) Simulation of kinetic energy of rainfall under vegetation. Paper pres To Brit Geom
Res Group Symp On Veget and Geom 1989, Bristol

Chang HH (1988) Fluvial processes in river engineering. John Wiley, New York

Crist E, Cicone R (1984) Application of the Tasseled Cap concept to simulated TM data. Photogramm.
Engineering and Remote Sensing 50:343-352

Engelund F, Hansen E (1967) A monograph on sediment transport in alluvial streams. Tekniks Verlag,
Copenhagen

Estes JE, Ehrlich D, Scepan ] (1991) Extracting agricultural information from satellite imagery for
mapping purposes. Symp. Intern. Cartographie Thématique dérivée des images satellitaires, Saint-
Mandé, 2-4 octobre 1990. Bull Comité Frangais Cartographie 127-128:68-74

Gomer D (1994) Oberflichenabflufl und Bodenerosion in Kleineinzugsgebieten mit Mergelbéden
unter einem semiariden mediterranen Klima. Mitt Inst f Wasserbau und Kulturtechnik, 191,
Karlsruhe, 296 pp

Gunnink JL, de Jong SM, Riezebos HTh (1993) The use of a digital elevation model and experimen-
tally derived infiltration of sealed soils to model surface runoff in a small mediterranean catch-
ment. Workshop in Semi-Arid Mediterranean Areas, Taormina, Italy, 28-30 October 1993:123-136

Hirsch J, Schneider C (1983) CARTEL. Manuel d’utilisation du logiciel de traitement d’images et de
cartographie de données de télédétection. Strasbourg: LCT/ULP

Horton RE (1939) Analysis of runoff plot experiments with varying infiltration capacity. Trans Am
Geophys Union, Part IV

Imhoff K (1979) Taschenbuch der Stadtentwisserung. 25. Aufl., R. Oldenburg, Miinchen

Jaju L (1988) Development of principal component analysis applied to multitemporal Landsat TM
data. Int ] of Remote Sensing 7:1895-1907

Jensen JR (1986) Introductory digital image processing. A remote sensing perspective. Prentice Hall,
Englewood Cliffs, NJ, 379 pp

Moore ID, Foster GR (1990) Hydraulics and overland flow. In: Anderson MG, Burt TP (eds) Process
studies in hillslope hydrology. J. Wiley, Chichester.

Musick H, Pelletier R (1986) Response of some thematic mapper band ratios to variation in soil water
content. Photogramm.Engineering & Remote Sensing 5:1661-1668

Rimbert S, Vogt T (1991) Données satellitaires et paysages factoriels. In: Pumain D (ed) Spatial analy-
sis and population, INED (].Libbey-Eurotext, Paris) 321-332

Roth CH (1992) Die Bedeutung der Oberflachenverschlimmung fiir die Auslésung von Abfluf} und
Abtrag. Bodenokologie und Bodengenese, H. 6

Schmid BH (1986) Zur mathematischen Modellierung der Abflulentstehung an Hingen. Wiener Mitt.
Wasser, Abwasser, Gewisserkunde, Bd. 68

Schmidt J (1991) Entwicklung und Anwendung eines physikalisch begriindeten Simulationsmodells
fiir die Erosion geneigter landwirtschaftlicher Nutzflichen. Forschungsbericht BMFT 0339233A

Schramm M (1994) Ein Erosionsmodell mit raumlich und zeitlich verinderlicher Rillenmorphologie.
Mitt Inst f Wasserbau und Kulturtechnik, 190, Karlsruhe, 220 pp

Schweickle V (1993) Genese und Standorteingeschaften von Boden auf Alluvionen Nordalgeriens.
Mitt Dt Bodenkdl Gesellschaft 72:1051-1054

Semmel A, Nierste G (1987) Carte des associations de sols a 1:100000. In: Projet d’aménagement
intégré du bassin-versant de ’Oued Mina. IFG, Offenbach (RFA)

Sloff CJ (1993) Analyses of basic equations for sediment-loaden flows. Report 93-8, Delft

Vogt H, Vogt T (1996) Neotektonische Bedingtheit geotkologischer, durch Fernerkundung erkannter
Verhiltnisse im Nordelsass und Bienwald (siidliche Rheinpfalz) (causes néotectoniques de la diversité
spatiale géoécologique mises en évidence par télédétection).In: Mausbacher R, Schulte A (eds) Beitr.
z. Physiogeographie. Festschrift fiir Dietrich Barsch. Heidelberger Geogr Arbeiten 104:82-88

Vogt T (1987) Classification de terres limoneuses et repérage de sols humides dans I’Outre-Forét
(Alsace, France) a ’'aide de données Landsat Thematic Mapper. Rech géogr Strasbourg 27:59-65

Vogt T (1991) Télédétection et risques de désertification: inventaire par télédétection des types de
surfaces (données Landsat TM), oasis de Mareth, Sud Tunisien.“Symp Intern Cartogr Thématique
dérivée des images satellitaires. Saint-Mandé, 2-4 octobre 1990”. Bull Comité Frangais Cartographie
127-128:178-181

Vogt T, Lenco M (1995) Wetland mapping and monitoring in the Rhine Alluvial Plain (Alsace, France).
Sistema Terra IV:75-78



78 D. Gomer - T. Vogt

Vogt T, Vogt H (1991) Utilisation de la télédétection pour la cartographie des zones humides. Symp.
Intern. Cartographie Thématique dérivée des images satellitaires, Saint-Mandé, 2-4 octobre 1990.

Bull Comité Frangais Cartographie 127-128:146-153
Woolhiser DA, Smith RE, Goodrich DC (1990) Kineros, a kinematic runoff and erosion model. USDA,

ARS-77
Zanke U (1982) Grundlagen der Sedimentbewegung. Springer, Berlin



Chapter 5

Assessing the Impact of Lake Shore Zones on Erosional
Sediment Input Using the EROSION-2D Erosion Model

S. Jelinek

5.1
Introduction

Non-point matter input in semiterrestrial- and aquatic ecosystems by groundwater flow
and soil erosion becomes more and more important as the input by waste water is re-
duced by exhaustive and effective sewage plants. In this context the impact of shore zones
- or general buffer zones - on erosional element input has been pointed out in several
studies. All these investigations show in high filter-effects, even though the individual
results differ greatly from each other. Mander (1989) reported phosphorus retention at
different sites from o up to 100%; Fabis et al. (1993) reported an average phosphorus
retention in shore-zones of 80%. However, as the authors pointed out these high filter
effects are due to sheet flow, which occurs in only 30% of the investigated area.

All this experiment-oriented research is costly and time consuming. The application
on other sites and natural areas is very difficult. The quantitative impact of such buffer
stripes is controversially discussed in literature; experimental studies on this topic are rare.

This study examines the phosphorus input by soil erosion into Lake Belau in
Schleswig-Holstein (Fig. 5.1) with special emphasis on the filter and buffer function
of the surrounding shore zone using the EROSION-2D erosion model by Schmidt (1991).
The main aim of this paper is not to quantify in detail the erosional sediment input
into Lake Belau but to discuss whether EROSION-2D is an adequate tool in this sense.

In general, lake shore zones can be understood as ecotones, which are boundaries
between adjacent ecosystems with different structures. The spatial gradients as well
as the transfer resistances of these patches control the direction and intensity of bi-
otic and abiotic interaction between the systems (Frénzle et al. 1996).

In this context, lake shore-ecotones (Fig. 5.2) as boundaries between lakes and ad-
jacent terrestrial patches own a special position within the ecotone-types.

Characteristics for this special position are (Steinmann 1991; Naiman and Decamps
1990; Kluge and Frinzle 1992; Kluge and Jelinek 1995; Fréinzle et al. 1996):

= high biotic productivity
» complex hydrology and hydrochemistry
» accumulation of organic matter and nutrients
* numerous ecological functions, like
- habitat
- connecting biotops
- migration corridors
- compensation of men activity
= and lake shore zones control non-point nutrient fluxes
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Fig. 5.1. Location of the Bornhoeved Lakes region in Northern Germany

5.2
Lake Belau and the Typifiying of its Shore Zone

Lake Belau is located in the border region of the Weichsalian glaciation, 30 kilometers
south of Kiel, the capital of Schleswig-Holstein. It belongs to the hilly district of east
Schleswig-Holstein and is part of the Bornhoeved lakes chain (Fig. 5.2). As a result of
the anthropogenous lowering of the water level by 1 meter in 1934, a terrace now sur-
rounds the lake (Blume et al. 1992) and defines the character of the shore zone and
affects the erosive sediment input.

The relief is dominated by moraines, with heights of 20 m above lake level. Lake
Belau is a flow-through lake, regulated by a small weir. As a result of the manifold gla-
cial sediments, the morphology and the historic landuse, one find high variability in
soils around the lake (Garniel 1988). Cambisols developed on glacial and fluvioglacial
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Fig. 5.2. Morphological and functional structure of a lake shore-ecotone

sands. Gleysols, colluvic gleysols and histosols occur on lowlands, colluvisols are found
on the lower slope (Schleuf 1992).

The agricultural landuse in the catchment area is dominated by grass and ar-
able land. In the shore zone some sites are used for grazing cattle, some parts are
developed, large areas are not under any use. Most parts of the shore zone are
forested.

Looking at erosional sediment input caused by surface runoff, element retention
in the shore zone is only possible when the flow velocity of the sediment-laden flow
decreases, so that adsorption processes in the upper soil region can occur. Typifying
of the shore zone has to be related to the processes and parameters which affect the
flow velocity of the surface runoff or which totally prevent erosive runoff. Mappings
in the shore zone therefore stress the following parameters:

the oscillation range of the lake level

. the width of the shore zone, the length and the gradient of the slope

the form of the shore zone (plain surface, concave or convex)

. the micro- and nano relief (barriers, erosion runnels, surface damages caused by
cattle, etc.)
the vegetation and ground cover

. the hydrology of the shore zone like ponding water, springs, seepage water or ditches

7. the landuse

Hw N

o
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Fig. 5.3. Division of the shore zone of Lake Belau in representative types

Based on this mapping, the shore zone was divided into basic types of shore patches.
The analysis thus leads to the definition of seven spatially and functionally distinct
shore zone units (Fig. 5.3). No sediment input whatsoever reaches Lake Belau in 55%
of the catchment area. The percentage data relates to the circumference of Lake Belau
with a length of about 5 400 metres (100%). In 15% of the circumference of lake Belau
there is no slope, thus no erosion can take place (1). The remaining 40% is divided
into areas where the shore zone is either concave (2),local barriers occur (3), or where
the relief with its ground cover prevents surface runoff (4).

Dividing the erosive catchment area (Fig. 5.3) it was important to include the special
hydrology of the shore zone. The erosive catchment area is that part of the surface runoff
catchment area from which sediment input can reach the lake - if only during extreme
conditions, like rainfall on frozen soil, snow melting, or in case of heavy rainfall events. In
other words, it is the potential erosive catchment area. In 4% of the catchment area springs
emerge in the shore zone (5), and in 14% we find seepage or ponding water (6). So these
features affect the sediment input, especially referring to the permanent water flux into
the lake. The last type represents that area in which erosive transport into the lake occurs
while the upper soil zone is not saturated with water most of the year (7).

Usually one would have to model all these areas, but too many input parameters
are needed to do that. And of course EROSION-2D is a two dimensional model.

Because it is not possible to model the whole shore zone of Lake Belau with ERO-
SION-2D, simulating was restricted to some representative shore profiles (Fig. 5.4).

53
Modeling

Several models for predicting rainfall erosion have been described recently, but most
of them are complex and very difficult to apply in practice (Schmidt 1991). Modeling
the erosion and deposition in shore zones is a complex task because of the great
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Fig. 5.4. Hydrological and erosional features in local scale in the shore zone of Lake Belau with the
location of the modelled cross-sections

heterogeniety inside these patches (Chapter 5.1). EROSION-2D was used because it takes
into account the deposition of eroded sediment. Input parameters can be taken from
literature or be estimated rather easily in comparison to other models. Figure 5.5 shows
the principles of the EROSION-2D model with its required input parameters.
Erosion and deposition in the shore zone of Lake Belau were simulated in four
cross-sections (Fig. 5.4). All these cross-sections were modelled with rainfall of a du-
ration of 1 h with varying intensities. The average input parameters for all following
profiles are shown in Table 5.1. Geometric parameters, soil types and - textures and
the ground cover by vegetation are known based on mappings in the shore zone,
or were derived from topographical maps (1: 5000). The soil water content at the be-
ginning of the storm event was estimated to an average parameter (Table 5.1). The
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Fig. 5.5. Schematical description of the EROSION-2D model (following Schmidt 1992)

model shows high sensitivity in respect to the erosion-coefficient and surface-rough-
ness, parameters describing the erosion risk. These parameters were determined
by using modified standard parameters from Schmidt et al. (1996). They refer to
arable land and meadows in general and do not yet fit the special demand of such com-
plex patches like lake shore ecotones with its great heterogeniety and therefore were
estimated to reasonable ranges, which are shown in Table 5.1.

The first cross-section (Fig. 5.6) shows the impact of a barrier which retents the whole
sediment load. Note that this cross-section is not located inside the erosive catchment
area. The reason for modeling this cross-section was to test the plausibility of the model
results. The colluvium at the hedgerow with its sediment build-up (a Cumuli-Aric Anthro-
sol with a high of 1 m, Fig. 5.6) is known. An other aim was to demonstrate the princi-
ples of assessing the impact of buffer stripes on erosional sediment flow using the ERO-
SION-2D model. A validation of the model, using the colluvium is rather difficult. The
hedgerow is several hundred years old and the landuse has changed many times within
this period. Without detailed historic information, a validation of the model is not pos-
sible, but to asses the order of magnitude of recent sediment build-up nowadays. Fur-
ther research has to be done on this topic. Remember, model validation is not the aim
of this paper, but to give new aspects for using erosion models in landscape ecology.

Recent landuse of the upper region of cross-section 1 is maize monoculture on
a cambic arenosol, the gradient of the slope is only about one degree. The main
slope is pastured with a ground cover of 100% (Table 5.1). The critical rainfall inten-
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Critical rainfall intensity: 40 mm h-', duration: 1 h

i maizef—ﬁeld
e L DU N N
2 Cambic 3 )
Arenosol
. : <, %, barrier
£ % (hedgerow)
= P U SUURURUURT R YU VU SO SO
.% = Cumuli-Aric
. i Anthrosol
i : : ;/Lake Belau » c. 60 m
31 f 1 t 1
u] 22 44 =133 88 m
] : o : : whole load
40% of the field load : ' « is held back
| —feemeeeemeemmeeeeeiraeaen apeseecammopocesecmemincaoeas Fesccranconaanaaan (TR
c
o
B~ 0.5
2%
Q
gz o
se
2 < _o.5
b
—1 el becmeemanenanmcnnans L R T LT T TT TERPP PP PPE | T

Fig. 5.6. Cross-section 1 (EROSION-2D simulation, input parameters in Table 5.1)

sity reaches 40 mm h™', which means that the erosion starts at rainfall intensities above
this value. The average erosion of 0.048 t ha™ on the field and 0.012 t ha™ on the pas-
ture is very low. 40% of the field-load is held back when it reaches the pasture. Cer-
tainly the hedgerow holds back the whole load. The impact of buffer stripes can be
demonstrated quite well with this cross-section and that it is possible to quantify these
effects using the EROSION-2D erosion model.

Cross-section 2 is located in the north-western region of Lake Belau inside the di-
rect erosive catchment area and shows a very steep gradient of the slope of the first lake-
terrace (Fig. 5.7, Table 5.1). The gradient reaches 40 degrees and the ero-dibility (ero-
sion-coefficient), the surface roughness, and the ground-cover is strongly affected by
cattle (Table 5.1). The shore zone is narrow (3 m) and the mollic gleysol is not saturated
with water in the upper soil region. The critical rainfall intensity was calculated to
10 mm h™\. The average erosion occurring at the slope is 0.16 t ha™, the retention in the
shore zone was calculated at 12.5%. Simulating a rainfall intensity of 30 mm h7, the av-
erage erosion rises up to 26 t ha™, the retention is then irrelevant. This is the typical
phenomenon found in every cross-section. With increasing rainfall intensity, the
percentual retention decreases disproportionately (Table 5.2).
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Fig. 5.7. Cross-section 2 (left) and 3 (right; EROSION-2D simulation, input parameters in Table 5.1)

Cross-section 3 is very similar to the previous one, but the ground-cover of the slope
of the first lake terrace is not as strongly affected by cattle like in profile 2 (Fig. 5.6).
The hydrology of this shore zone is different from the one described before. Springs
emerge at the foot of the slope, which leads to a permanent water flux into Lake Belau.
Thus, the whole sediment load reaching the shore zone will reach Lake Belau. ERO-
SION-2D is able to handle springs by using negative infiltration rates.

Cross-section 4 reveals a slope, typical for the lake terrace (Fig. 5.8). Simulation dem-
onstrates the effect that grazing and springs, ponding water or seepage water in the
shore zone may have.

The degree of retention in the shore zone depends on certain hydrological and
morphological features. All sites in cross-section 4, described in Fig. 5.8 and Table 5.2,
were modelled with a rainfall-intensity of 10 mm h™. The first example (Fig. 5.8b) simu-
lates a slope under pasture with a natural shore zone. The whole sediment eroded at
the slope is held back in the shore zone.

The following site (Fig. 5.8a) demonstrates the impact of springs, emerging in the
shore zone or at the foot of the slope.

The last site (Fig. 5.8c and d) shows a natural slope, erosion processes occur only at
rainfall intensities higher than 30 mm h™.

54
Upscaling

All cross-sections (1-4) were modelled with different rainfall intensities, the last one
with different inputs as well. As a next step the cross-sections have been assigned to
the map<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>