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Foreword

The XI Scientific Conference Selected Issues of Electrical Engineering and Elec-
tronics (WZEE) was held in Rzeszów and Czarna, Poland on September 27–30,
2013.

The main aim of the Conference was to provide academia and industry to discuss
and present the latest technological advantages and research results, and to integrate
the new interdisciplinary scientific circle in the field of electrical engineering,
electronics, and mechatronics.

The historical seminar devoted to the memory of Prof. Roman Dzięślewski, one
of the founders of the Polish electrical engineering, took place on the first day of the
Conference.

The Conference was organized by the Rzeszów Division of Polish Association
of Theoretical and Applied Electrical Engineering (PTETiS) in cooperation with
Rzeszów University of Technology, the Faculty of Electrical and Computer
Engineering and Rzeszów University, the Faculty of Mathematics and Natural
Sciences. The Polish Association of Theoretical and Applied Electrical Engineering
is a nonprofit organization devoted to promoting research and publications in the
field of electrical engineering.

The Conference attracted more than 100 participants. Over a 100 papers were
presented both in oral and poster sessions. The presented papers covered a wide
range of topics:

• Mathematical models of electronics components and systems,
• Methods and tools for the modeling and simulation of selected electrical systems,
• New solutions in the field of construction, technology, and metrology of elec-
trical engineering,

• Processing, optimization, and signal processing,
• Automation and control of electrical machines,
• Methods of calculation of electromagnetic fields,
• Impact of electromagnetic fields on organisms and the environment,
• New developments in the field of electrical engineering, electronics, and related
fields,

v



• Protection of devices against electromagnetic surge,
• Practical implementations of systems, components, and their applications.

Based on a strict peer review process 35 papers were selected for this
publication.

We cordially thank all participants, authors, reviewers and organizers for making
The XI WZEE Conference a success!

The Organizing Committee of The XI WZEE Conference

vi Foreword
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Hierarchical Control of Four-Leg
Three-Level Grid-Connected Converter
for RES

M.P. Kazmierkowski, M. Sędlak, S. Stynski and M. Malinowski

Abstract Operation of the four-leg three-level flying capacitor Grid-Connected
Converter (GCC) for renewable energy source (RES) is presented in this paper. The
GCC with proposed hierarchical control method enables operation in presence of
electrical grid disturbances by switching all legs separately to stand-alone or grid-
connected mode of operation, allowing energy transfer between them. Four-leg
flying capacitor GCC with described control method may be treated as DC micro-
grid supplied from three independent AC sources and RES. Therefore, the hierar-
chical control allows for effective power management of such system. The paper
describes developed control system as well as presents simulation and experimental
results measured on the 10 kVA laboratory converter.

1 Introduction

The paper presents four-leg three-level Flying Capacitor Converter (FCC) used as a
Grid-Connected Converter (GCC) interfacing Renewable Energy Source (RES)
with four wire electrical grid (low voltage grid) or asymmetrical three-phase load in
stand-alone mode of operation. Usually, low power RES, e.g. small wind turbine or
photovoltaic panels, are connected through three-phase converter and an additional
Δ/Υ transformer [1]. However, the mentioned transformer is large, heavy, increases
costs and causes additional losses. It can be eliminated by application of four-leg
converter (Fig. 1) [2, 3], which gives possibility to precise control of neutral
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current. Moreover, such converter may be treated as three independent single-phase
converters. Additional advantages can be achieved when three-level converter
topology is used (e.g. lower voltage on single switch, lower total harmonic dis-
tortion (THD), reduction of passive components) [4].

Main requirements for the mentioned GCC besides of connecting RES to the
grid are as follows:

• uninterruptable power supply for local load in all phases,
• symmetrical and sinusoidal grid currents at rectifier or inverter operation,
• operation at distorted grid voltage,
• operation at failure in phases by switching all legs separately to stand-alone or

grid-connected mode,
• active filtering of higher harmonics in grid current caused by nonlinear load.

2 Power Flow Control

Four-leg FCC with described below control method may be treat as DC micro-grid
supplied from three independent AC sources and RES. Therefore, very popular in last
few years, hierarchical control [5] can be adapted to make power management of
such system (Fig. 2). This section describes each level of hierarchical structure. Level
0 includes one dimensional modulator (1DM) which permits to treat each leg as
independent single-phase converter in contrast to other modulation methods. This
level contains also current and voltage control loops. Level 1 is responding for the
grid currents symmetrization, level 2 observes converter currents for keep them and
DC voltage on the proper level. Finally, level 3 includes grid monitoring block which
decides about grid-connected/stand-alone mode of operation of each converter phase.

Fig. 1 Grid-connected flying capacitor converter with proposed control method

2 M.P. Kazmierkowski et al.



2.1 Level 0

2.1.1 Control Method

The four-leg converter with proposed control method enables work in association of
electrical grid disturbances (e.g. sags/dips and overvoltages) by switching all legs
separately to stand-alone or grid connected mode of operation, what allows for
energy transfer between them. The presented method (Fig. 1) in natural abcn ref-
erence frame is based on the proportional resonant (P + R) controllers described in
[6, 7]. The structure of P + R controller is composed of proportional gain and
resonant integrator. The transfer function contains double imaginary pole adjusted
to the fundamental grid frequency ω, what allows tracking input phase-angle
without any error. Proportional multi resonant (P + MR) controller has additional
resonant part for each harmonic frequency that should be reduce e.g. 5ω, 7ω, 11ω,
13ω, and so on. Full control scheme is composed of several control loops for each
phase:

• current control loops in abcn coordinate system (green),
• phase voltage loops only in stand-alone mode of operation (yellow),
• common outer DC-link control loop (blue).

Fig. 2 Proposed hierarchical power flow control in four-leg FCC interfacing RES with grid

Hierarchical Control of Four-Leg Three-Level Grid-Connected … 3



The control scheme consists of only one P + R controller and one P + MR
controller per phase in stand-alone mode of operation (yellow and green in Fig. 2)
as well as one P + MR controller per phase in grid-connected operation mode
(green). Commanded DC-link voltage UDC

* is compared with measured value UDC

and delivered to PI controller which produces reference current amplitude Ix
*. This

signal after multiplication by cos θ gives iGx
* , which is compared with measured

current iG(L)x. Result is delivered to P + MR controller and then output goes to the
modulator. Presented control is able to switch each converter phase to grid-con-
nected or stand-alone mode of operation independently to other converter phases.
This gives possibility to transfer energy in both directions at the same time (e.g. two
phases are working in grid-connected mode and one phase is working in stand-
alone mode or one phase is working in grid-connected mode and two others are
working in stand-alone mode supplying only the local load). For harmonic elimi-
nation and grid currents symmetrization, closed control loop of active filter was
used. Measurement of grid current iGx guarantees that this current is controlled and
kept it in good condition. Such modifications permit to feed nonlinear local load
with nearly sinusoidal current taking from the grid.

2.1.2 Grid Synchronization

When three-phase converter is treated as three independent single-phase units,
conventional methods of grid synchronization for three-phase converter cannot be
used. Any lack of phase is visible as a distortion in grid angle calculated for all
phases. Therefore, each phase should have independent single-phase grid syn-
chronization algorithm. Regenerated phase also should be all the time synchronized
with other phases. For solve this problem, in proposed solution each phase has
independent SOGI-QSG (second order general integrator quadrature signal gener-
ator) algorithm (Fig. 2) [8] for generation of virtual αβ coordinates, which permit to
calculate angle, frequency and voltage amplitude of each phase.

All calculated angles and voltage amplitudes are transferred to the grid moni-
toring block, which decides which converter leg should be connected/disconnected
to the grid.

2.2 Level 1

Level 1 is responsible for the grid currents symmetrization. Therefore, amplitude of
each phase current is calculated (Fig. 2). Next, average or minimal value of the grid
currents amplitudes is compared with each grid current amplitude, and error is
delivered to PI controller which output is added to signal given to the current
controller.

4 M.P. Kazmierkowski et al.



2.3 Level 2

Level 2 (Fig. 2) is important in mixed mode of operation when there is not enough
energy from RES to supply lacking phase for local load. Level 2 observes converter
currents iLx and keeps them and DC voltage on the proper level. When the
reference current for the leg which is in grid-connected mode is too high—the
reference voltage for the leg in stand-alone mode is reduced to decrease energy
consumption.

2.4 Level 3

Finally, level 3 contains grid monitoring block, which decides about grid-con-
nected/stand-alone mode of operation of each leg. Voltage amplitudes, frequencies
and angles are monitored on-line, and should meet following conditions:

• voltage amplitudes in range ± 10 % of nominal value,
• frequency in the range 49.5–50.5 Hz,
• phase angle of converter leg is synchronized with angle of the grid.

If all above mentioned conditions are met the proper leg can be connected to the
grid.

3 Simulation and Experimental Results

3.1 Simulation Model and Results

For study the operation of the four-leg three-level FCC the simulation model has
been built in the Synopsys Saber Designer software. The grid was modeled as three
independent sinusoidal voltage sources uGa, uGb, uGc. Each phase of grid can be
connected to, or disconnected from, the converter by switches Sa, Sb, Sc. The
control method and modulation was implemented using the MAST language.
Parameters of simulation, according to the simplified model shown in Fig. 3, are
presented in Table 1.

Simulation studies include various types of load, from linear to nonlinear
according to Fig. 3b. The following selected results are presented in this paper:

• grid-connected operating mode with symmetrical grid voltage and asymmetrical
nonlinear local load,

• mixed mode—grid without one phase voltage, without RES, one leg in stand-
alone operating mode, two legs in grid-connected operating mode, asymmetrical
nonlinear local load,

Hierarchical Control of Four-Leg Three-Level Grid-Connected … 5



• mixed mode—grid without two phase voltages, without RES, two legs in stand-
alone operating mode, one leg in grid-connected operating mode, asymmetrical
nonlinear local load.

Simulation studies for the following configurations with only linear resistive
local load without APF function:

• stand-alone operating mode with symmetrical and asymmetrical load,
• grid-connected operating mode,

~

~

~

grid

nonlinear load

iGa

iGb

iGc
iGn

iLa

iLb

iLc

iLn

uDC
CDC

RES

Cc Cn

Ca

Lf

Cb

uGa

uGb

uGc

Lf

Lf

ioaiobioc

ion

Lfn

Cfn

Cf

(a)

ioa

CoaLoa

Roa

iob

CobLob

Rob

ioc

CocLoc

R

ion

(b)

Fig. 3 Three-phase four-leg three-level FCC (a) and nonlinear load (b)

Table 1 Simulation
parameters

Parameter Value

DC voltage UDC 700 V

Phase rms voltage UGx 230 V

Switching frequency fs 16 kHz

Filter inductance Lf 2.1 mH

filter capacitor Cf 15 uF

Neutral leg filter inductance Lfn 0.7 mH

Neutral leg filter capacitor Cfn 5 uF

DC capacitor CDC 1 mF

Flying capacitor Cx 0.2 mF

6 M.P. Kazmierkowski et al.



• mixed modes—grid without one or two phase voltages with or without RES,

was discussed and shown in [6].
Figure 4a presents grid-connected mode of operation with asymmetrical non-

linear local load presented in Fig. 3b, where Lo = 2 mH, Roa = 15 Ω,
Rob = Roc = 45 Ω, Coa = 200 μF, Cob = 25 μF and Coc = 10 μF. Figure 4b shows the
same configuration with additional active filtering function, which gives reduction
of current THD from above 80 % in phase a to the value below 5 %. It should be
noted that change of current measurement’s point gives only decrease of THD to
about 10 % in this case; therefore addition of resonant part of controller for each
harmonic up to 11th is necessary to reach acceptable current distortion, i.e. about
5 %. However, the most interesting—mixed—modes of operation are shown in
Figs. 5 and 6. When appears failure of one or two grid phases, the four-leg con-
verter delivers uninterruptable power supply to three-phase local loads, substituting
lacking grid phase from the RES. If there is lack of some grid phases as well as
there is no energy or not enough from the RES, the four-leg converter still shows
ability to uninterruptable supply three-phase local load, because converter legs still
connected to the grid are working in rectifier mode. In such case energy is trans-
ferred from legs working in grid-connected mode to other working in stand-alone
mode of operation. Figure 5 presents situation where appears lack of phase 3 and
there is no energy from the RES. Energy flows from two other grid phases to DC
and then to the load in phase 3. Figure 6 shows similar case—lack of two grid
phases—2 and 3 without energy from RES. In both situations local load in all
phases is supplied. It is worth to mention that in two last cases current of grid-
connected or neutral leg may reach high values, therefore it is necessary to limit
current in each leg up to nominal level or oversize the converter. It is especially
important for the neutral leg.

3.2 Experimental Setup and Results

Laboratory setup corresponding with simulation model was built. It consists of
four-leg three-level flying capacitor converter (FCC). As a control unit dSPACE
platform based on DS1005 card was used. Configuration permits to measure all
converter and grid currents and phase voltages, and also DC and FC voltages. The
RES was simulated with Huettinger TruPlasma DC power supply. Main parameters
of experiment are presented in Table 2.

Next figures present experimental results in grid-connected and mixed mode of
operation. Figure 7 presents grid currents in grid-connected mode of operation with
nonlinear local load and without RES. Next, Fig. 8 presents similar situation after
one grid phase break down. Two other phases supply DC side and lacking phase
for local load. Figure 9 presents grid currents without active filtering. Figure 10

Hierarchical Control of Four-Leg Three-Level Grid-Connected … 7



Fig. 4 Grid-connected operation mode without (a) and with (b) active filterring. From the top
load voltages uLa, uLb, uLc, DC-link voltage UDC, neutral current iGn, grid currents iGa, iGb, iGc,
(Roa = 15 Ω, Rob = Roc = 45 Ω, Loa = Lob = Loc = 2 mH, Coa = 200 μF, Cob = 25 μF and
Coc = 10 μF)
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Fig. 5 Mixed mode, grid without one phase and without RES. From the top load voltages uLa, uLb,
uLc, DC-link voltage UDC, load neutral current ion, load currents ioa, iob, ioc, grid neutral current iGn,
grid currents iGa, iGb, iGc, converter neutral current iLn, converter currents iLa, iLb, iLc, a (Roa = 25 Ω,
Rob = Roc = 45 Ω, Loa = Lob = Loc = 2 mH, Coa = 25 μF, Cob = 25 μF, Coc = 10 μF) b (Roa = 25 Ω,
Rob = 55 Ω, Roc = 45 Ω, Loa = Lob = Loc = 2 mH, Coa = 75 μF, Cob = 25 μF and Coc = 10 μF)
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Fig. 6 Mixed mode, grid without two phases and without RES. From the top load voltages uLa, uLb,
uLc, DC-link voltage UDC, load neutral current ion, load currents ioa, iob, ioc, grid neutral current iGn,
grid currents iGa, iGb, iGc, converter neutral current iLn, converter currents iLa, iLb, iLc, a (Roa = 25 Ω,
Rob = Roc = 45 Ω, Loa = Lob = Loc = 2 mH, Coa = 25 μF, Cob = 25 μF, Coc = 10 μF) b (Roa = 25 Ω,
Rob = 55 Ω, Roc = 45 Ω, Loa = Lob = Loc = 2 mH, Coa = 75 μF, Cob = 25 μF and Coc = 10 μF)
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presents the same configuration but with active filtering and current symmetriza-
tion. Figure 11 shows transient from grid-connected to mixed mode of operation
in situation when one phase of the grid disappear and there is no energy from RES.
Energy is taken from two phases and given to the local load in lacking phase.
Voltage of this phase is regenerated in less than one grid period.

Table 2 Experiment
parameters

Parameter Value

DC voltage UDC 350 V

Phase rms voltage UGx 115 V

Switching frequency fs 16 kHz

Filter inductance Lf 2.1 mH

Filter capacitor Cf 2.9 uF

Neutral leg filter inductance Lfn 2.1 mH

Neutral leg filter capacitor Cfn 2.9 uF

DC capacitor CDC 1.4 mF

Flying capacitor Cx 0.25 mF

Fig. 7 Grid-connected mode of operation without RES: top 2, 3, 4—grid currents of L1, L2, L3
phases; bottom 2, 3, 4-converter currents; 1—voltage on local load in L2 phase

Hierarchical Control of Four-Leg Three-Level Grid-Connected … 11



Fig. 8 Mixed mode of operation without RES and without L2 phase in the grid: top 2, 3, 4—grid
currents of L1, L2, L3 phases; bottom 2, 3, 4—converter currents; 1—voltage on local load in L2
phase

Fig. 9 Grid-connected mode of operation without active filtering: 1—DC voltage, 2, 3, 4—grid
currents of phase L1, L2 and L3

Fig. 10 Grid-connected mode of operation with active filtering and currents symmetrization: 1—
DC voltage, 2, 3, 4—grid currents of phase L1, L2 and L3

12 M.P. Kazmierkowski et al.



4 Conclusions

The paper presents four-leg three-level flying capacitor converter (FCC) inter-
facing renewable energy sources (RES) with the grid. Among important features
of the proposed solution is elimination of Δ/Υ transformer typically used with

Fig. 11 Transient from grid-connected to mixed mode of operation without L2 phase and without
RES: top 1, 2, 3—grid currents of phases L1, L2 and L3, 4-grid neutral current; bottom 1—
L3voltage on local load in L2 phase; 2, 3, 4—converter currents of phases L1, L2 and L3

Hierarchical Control of Four-Leg Three-Level Grid-Connected … 13



three-leg converters, what provides higher efficiency, and reduction of size,
weight and cost.

Moreover, the proposed control applied to four-legs three-level FCC with
voltage oriented control (VOC) in natural coordinates based on proportional-reso-
nant controllers allows to:

• uninterruptable power supply for local loads in all phases,
• symmetrical and sinusoidal grid currents at rectifier/inverter operation,
• operation at distorted grid voltage,
• operation at failure in phases by switching all legs separately to stand-alone or

grid-connected mode,
• active filtering of nonlinear load.

The presented simulation and experimental results have proven good performance
and verified validity of the proposed solution in different modes of operation.

Acknowledgments Described problems are the parts of the project number N N510 673540
“Transformer-less four-leg three-level converter for renewable energy systems” and sponsored by
the National Science Centre.
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Model of Hybrid Active Power Filter
in the Frequency Domain

Dawid Buła and Marian Pasko

Abstract A model of the hybrid active power filter in the frequency domain has
been presented in the paper. Control algorithm for detecting current harmonics uses
method with Park transformation in this case. The derivation of the frequency
model for this method and its application to the analyzed hybrid active power filter
have been shown. The presented model allows the assessment of the impact of
system parameters on the filtration characteristics of the analyzed hybrid filter.

1 Introduction

Application of an active power filter [1–4] is one of methods for reducing har-
monics in three-phase power lines. Regardless of the type and configuration of the
system, it is necessary to determine currents or voltages harmonics based on their
measurements. These can be selected harmonics, fundamental frequency compo-
nents or all of the higher harmonics. There are many methods of determining
harmonics [2–5], from which the most popular are methods in the frequency
domain based on the Fourier transform i.e. DFT, FFT, and their variations. Another
popular group of methods are time-domain methods, which can include the ana-
lyzed method with Park transformation or a method based on p-q instantaneous
power theory [1].

In contrast to the frequency methods, time-domain methods are characterized by
their lower computational complexity. This allows implementation of the control
algorithm in a real system without the need to use controllers with high compu-
tational power.
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In some cases, information about control method in the frequency domain is
needed. For example in hybrid active power filters where passive harmonic filters are
used and the filtration characteristics of whole hybrid filter should be determined.
This helps in the selection of system parameters and assessing their impact on the
frequency characteristics [6–9].

The paper shows the derivation of the frequency model for harmonic detection
method using Park transformation [10] and an example for use of the derived model
for the analysis of hybrid power filter control algorithm in the configuration with a
single harmonic passive filter [6, 11].

2 Park Transformation

The transformation from the three-phase 1-2-3 system to the d-q-0 system, also
known as Park transformation, was presented for the first time by R. H. Park in 1929
[10]. This conversion is very often used in the theory of electrical machines and
allows to treat quantities related to the rotor as constant in time. It is based on the
transformation of the natural 1-2-3 orthogonal system to the d-q-0 system rotating
with angular frequency ω0. Park transformation for currents can be written as:

id
iq
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2
4

3
5 ¼

ffiffiffi
2
3

r cos x0tð Þ cos x0t � 2p=3ð Þ cos x0t þ 2p=3ð Þ
sin x0tð Þ sin x0t � 2p=3ð Þ sin x0t þ 2p=3ð Þffiffiffi
2

p
=2

ffiffiffi
2

p
=2

ffiffiffi
2

p
=2

2
4

3
5 i1

i2
i3

2
4

3
5: ð1Þ

This form is rarely used, and the most commonly used is form with intermediate
orthogonal transformation to the α-β system (Clarke transformation) which, for
three-wire network is:

ia
ib

� �
¼

ffiffiffi
2
3

r
1 �1=2 �1=2
0

ffiffiffi
3

p
=2 � ffiffiffi

3
p
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� � i1
i2
i3

2
4

3
5; ð2Þ

id
iq

� �
¼ cos x0tð Þ sin x0tð Þ

� sin x0tð Þ cos x0tð Þ
� �

ia
ib

� �
: ð3Þ

The transformation of the 1-2-3 natural system to d-q system, rotating with
angular frequency ω0 system causes that variables of the synchronous angular fre-
quency ω0 are constant over time. This allows the detection of the selected harmonic.

To filter the fundamental frequency components of the symmetrical three-phase
currents, DC components from d-q currents should be removed as it has been
shown in the block diagram in Fig. 1. Result of the shown transformations are
higher harmonics of currents (i1,2,3(hh)). In a similar way one can achieve detection
of selected harmonic components and their positive and negative components in the
case of an unsymmetrical system.
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3 Model in Frequency Domain

The transformation of algorithm shown in Fig. 1 to the frequency domain has been
performed in the α-β system (Fig. 2). High-pass filter (HPF) at the diagram in Fig. 1
(the same for both components) in this case is represented by the impulse response
function k(t), while the searched transfer function is designated as G(jω).

The relationship between input and output values in d-q rotating coordinates can
be written as:

i0d
i0q

� �
¼
Z1
�1

kðt � sÞ id
iq

� �� �
ds; ð4Þ

which after applying the Fourier transform to both sides of the equation, and next
using theorem of convolution in time domain, gives:

ð5Þ

Fig. 1 Block diagram of the algorithm of detecting the higher harmonic

Fig. 2 Model in frequency
domain
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where: K(jω) = N(jω)/D(jω)—frequency transfer function of the applied signal
filters (with the same parameters). N(jω) and D(jω) are polynomials in this case, the
degree of the numerator is less than or equal to the degree of the denominator.

After applying the transformation to the α-β system, Eq. (5) takes the form:

ð6Þ

Then using the relationship [6, 8, 9]:

dn

dtn
cos x0tð Þ sin x0tð Þ
� sin x0tð Þ cos x0tð Þ

� �
i0a
i0b

" # !
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� sin x0tð Þ cos x0tð Þ

� � d
dt x0

�x0
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dt
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@

1
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ð7Þ

and the derivative transform theorem, while bearing in mind that N(jω) and D(jω)
are polynomials, Eq. (6) can be converted to the form:

ð8Þ

The searched transfer function can be so written as:

GðjxÞ ¼ NðkÞ�1DðkÞ; k ¼ jx x0

�x0 jx

� �
: ð9Þ

In this form it is not possible to obtain independent characteristics for α and β
components. However, in case of the filters described in the form of transfer function
of a rational function, the transfer function G(jω) can be expressed as [8, 9]:

GðjxÞ ¼ aðjxÞ bðjxÞ
�bðjxÞ aðjxÞ
� �

; ð10Þ

which after transformation into symmetrical components:

I 0þðjxÞ
I 0�ðjxÞ
� �

¼ aðjxÞ � jbðjxÞ 0
0 aðjxÞ þ jbðjxÞ
� �

IþðjxÞ
I�ðjxÞ
� �

; ð11Þ
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gives independent transfer functions for positive and negative sequences:

Gþ;� jxð Þ ¼ GþðjxÞ 0

0 G�ðjxÞ

� �

¼ 1
2

1 j

1 �j

� �
GðjxÞ 1 1

j �j

� �
:

ð12Þ

In this way, two separate transfer functions describing the analyzed system in the
frequency domain (Fig. 3) have been obtained.

For example, using high-pass first order signal filters with ωc cutoff angular
frequency described by transfer function:

KHPF jxð Þ ¼ jx
jxþ xc

; ð13Þ

we obtain the following transfer functions:

Gþ jxð Þ ¼ jx� jx0

jx� jx0 þ xc

¼ KHPF jx� jx0ð Þ; ð14Þ

G� jxð Þ ¼ jxþ jx0

jxþ jx0 þ xc

¼ KHPF jxþ jx0ð Þ: ð15Þ

As an effect of components filtration which are the result of Park transformation
(and inverse transform), we obtain a shift in the frequency of the used signal filters
characteristics. In case of positive components, the shift occurs in the positive
direction by the value of ω0 angular frequency. For negative components, shift
takes place in the negative direction. Sample frequency responses of resultant
transfer functions Gþ

1 ðjxÞ for first and second order low pass filters have been
shown in Fig. 4.

Fig. 3 Transforming model to the symmetrical components
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4 Application of the Frequency Model for Hybrid Power
Filter Analysis

Hybrid power filters combine active power filter with traditional passive filters. This
connection allows to take advantages from both solutions, usually by improving the
properties of the filter in relation to the passive filters and by reducing the required
power rate of the active part [1, 4, 6, 8]. Depending on the connection method and
applied systems, hybrid filters are used in order to reduce currents and voltages
harmonics and to compensate reactive power. One of the possible configurations of
hybrid system is a series connection of parallel passive filter with a shunt active
power filter (Fig. 5). The configuration with passive part reduced to the 7th har-
monic filter has been used in this case [6, 8]. Diagram of the control algorithm for

(a)

(b)

Fig. 4 Resultant transfer
functions frequency responses
Gþ

1 ðjxÞ for filters: a first order
b Butterworth second order
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this solution is shown in Fig. 6. In order to determine high harmonics of source
currents the discussed method with d-q synchronous reference frame has been used.
The upper branch of the shown control algorithm is responsible for determining
higher harmonics of the source currents, as in the case of usual control of hybrid
filter [1, 9]. Lower branch is responsible for determining voltage at the output of the
filter which is necessary to reduce the selected harmonic current (5th and 11th in
this case). In order to reduce other harmonics (e.g. 13th, 17th) additional similar
branches should be connected to the lower branch of the algorithm. In the paper a
simplified version of the algorithm without the part responsible for regulating the
uDC has been presented. The obtained voltages v1,2,3(ref) give rise for determining
control signals of the of hybrid filter transistors.

Based on the schema of the analyzed system (Fig. 5), and the diagram of its
control (Fig. 6) it is possible to create a frequency model according to the previous
derivations. This model has been shown in Fig. 7.

However, the relationship between source currents and load currents can be
described by the equation:

ISa jxð Þ
ISb jxð Þ
� �

¼ ZF jxð Þ12 þ ZS jxð Þ12 þ KG1 jxð Þ½ ��1

� ZF jxð Þ12 �
X

h¼5;11;13

Gh jxð ÞZFh

" #
ILa jxð Þ
ILb jxð Þ
� �

;

ð16Þ

Fig. 5 Hybrid power filter with single tuned passive filter
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where: 12 - 2x2 identity matrix, ZF(jω)—passive filter impedance, ZS(jω)—source
impedance, K—hybrid filter gain.

The remaining quantities in Eq. (16) are associated with the Park transformation
and the used signal filters:

Fig. 6 Diagram of control algorithm of the analyzed hybrid power filter

Fig. 7 Frequency model of the analyzed hybrid power filter
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G1ðjxÞ ¼ G0ðjxÞ �G00ðjxÞ: ð17Þ

G0ðjxÞ—matrix connected with Park transformation and high pass filter (HPF):

G0ðjxÞ ¼ D�1
HPFðk0ÞNHPFðk0Þ; k0 ¼ jx x1

�x1 jx

� �
; ð18Þ

KLPF jxð Þ ¼ NHPFðjxÞ
DHPFðjxÞ : ð19Þ

G00ðjxÞ—matrix corresponding with Park transformation and low pass filter (LPF)
(used for computation negative components of source currents):

G00ðjxÞ ¼ D�1
LPFðk00ÞNLPFðk00Þ; k00 ¼ jx �x1

x1 jx

� �
ð20Þ

KLPF jxð Þ ¼ NLPFðjxÞ
DLPFðjxÞ : ð21Þ

GhðjxÞ—matrixes related to Park transformation and low pass filters (LPFh):

GhðjxÞ ¼ D�1
LPFh

ðkhÞNLPFhðkhÞ; kh ¼ jx xh

�xh jx

� �
; ð22Þ

KLPFh jxð Þ ¼ NLPFhðjxÞ
DLPFhðjxÞ

: ð23Þ

ZFh—matrix related to passive filter impedance for h-harmonic:

ZFh ¼ Re ZF jxhð Þf g �Im ZF jxhð Þf g
Im ZF jxhð Þf g Re ZF jxhð Þf g
� �

ð24Þ

Similarly as in the derivation (10)–(13), it is possible to transform relation (16) to
symmetrical components which allows to determine independent frequency
responses for positive and negative components. An example of frequency
responses has been shown in Fig. 8. It was assumed that all signal filters are first
order with cut-off frequency of 25 Hz.

Figure 9 shows the effect of a different cut-off frequency of signal filters on
frequency response. First-order filters have been assumed in this case. Character-
istics are much more selective for the filtered harmonics for signal filters with lower
cut-off frequency. It allows to obtain better filtering properties of the hybrid system.
Unfortunately, reducing the cut-off frequency of filters causes deterioration of the

Model of Hybrid Active Power Filter in the Frequency Domain 23



system dynamic properties by extending the time transients [3, 6, 7]. Therefore it is
necessary to compromise and to use in real applications signal filters with cut-off
frequency in the range (10–20) Hz.

5 Summary

The paper presents a frequency model derivation of method for determining har-
monics in three-phase systems. The analyzed method uses the Park transformation
and is implemented in the time domain, however, the obtained model in frequency
domain allows to analyze the frequency characteristics of the system in which it is
used.

 

(a)

(b)

Fig. 8 Frequency responses of the analyzed hybrid filter for different value of K gain
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Hybrid active power filter in configuration with single tuned passive harmonic
filter has been used as an example. Based on the derived model, it was possible to
obtain a harmonic filtration characteristics of the analyzed hybrid filter, separately
for positive and negative components. This allows for assessment of the system
parameters impact on properties of the analyzed filter.
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Analysis of Resonance Phenomena
in Series RLC Circuit with Supercapacitor

Janusz Walczak and Agnieszka Jakubowska

Abstract The article concerns an analysis of phase and magnitude resonance
conditions for a series RLC circuit with supercapacitor. Supercapacitor behavior
differs from classic dielectric capacitors, therefore their mathematical models are
more complicated, using, in particular, fractional calculus. Simple, fractional—
order model has been taken into analysis and simulations. Results have been ver-
ified experimentally. Proper selection of the resonance circuit parameters R, L, RS

and C determines either phase or magnitude resonance.

1 Introduction

Supercapacitors are a modern product of electrical engineering. For many years
supercapacitor significance in industry has been spreading and gaining new areas of
applications: hybrid and electric vehicle drives, power electronic converters, power
saving energy systems, renewable energy, such as wind and photovoltaic power,
low power devices, e.g. in UPS systems of electronic devices as well as many
others [1–3]. They are characterized by very large capacitance compared to tradi-
tional electrolytic capacitors. Besides that, short charging and discharging time is
their next important advantage, what determines their use as a high-power density
electric energy resources. Specific structure of supercapacitors, the working con-
ditions, and their behavior caused the necessity of new circuit models introduction
for these elements. There are several kinds of models, e.g. using extended equiv-
alent RC branches [1, 3–6] and based on artificial neural networks (ANN) [7].
Supercapacitors are often modeled using fractional integral and differential calculus
methods [8–13]. There are a number of fractional order supercapacitor models.
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Some of them result from the observation of their dynamic processes, while the
other have their origin in frequency characteristics studies. They differ from one
another in complexity and accuracy of supercapacitor dynamic and frequency
characteristics description. The basic model has been proposed by Westerlund and
Ekstam [12]. Impedance of this model is defined as:

Z jxð Þ ¼ Rs þ 1
jxð ÞaC ; ð1Þ

where: RS—equivalent series internal resistance (ESR), C—nominal capacitance,
α—fractional order of the system.

These models should take into consideration the whole spectrum of phenomena
occuring in supercapacitors, such as phase and magnitude resonance occurrence
possibility and conditions, e.g. in series connection of RLC elements. Works
[14–16] are devoted to the analysis of resonance phenomena in circuits with sup-
ercapacitors and in circuits containing both fractional order capacitance Cα and
inductance Lβ. Appropriately choosing the parameters α and β, in this circuit a
positive or negative resistance, “clear” inductance or capacitance, short–circuit or
free oscillation state can be obtained. This article is a development of the paper [16]
and concerns an analysis of the phase and magnitude resonance effect in a series
RLC circuit with supercapacitor. It includes the implementation of the fractional
order model (1) and the experimental verification of the obtained results.

2 Model of the Series Resonance Circuit

Model of analyzed series RLC circuit is shown in Fig. 1:
Model from Fig. 1 takes into account the voltage source us(t), which includes

both constant component u0 polarizing the supercapacitor, and the alternating
component u(t) of adjustable frequency. Therefore the voltage source us(t) of the
RLC circuit can be represented by relation:

uSðtÞ ¼ u0 þ uðtÞ ¼ u0 þ
ffiffiffi
2

p
uj j sin xt þ /ð Þ: ð2Þ

The analysis has been performed using the simple Westerlund–Ekstam model,
given by formula (1). By adopting the above model, the total impedance of the
series RLC circuit Z(jω), seen from the source terminals, is given by the relation:

Z jxð Þ ¼ Rþ jxLþ 1
jxð ÞaC

¼ Rþ 1
xaC

cos
ap
2

� �
þ j xL� 1

xaC
sin

ap
2

� �� �
;

ð3Þ
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where:

R ¼ RZ þ RS: ð4Þ

The impedance module and phase of the series RLC circuit with supercapacitor
are given as:

Z jxð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ xLð Þ2þ 1

xaC
1

xaC
þ 2R cos

ap
2

� �
� 2xL sin

ap
2

� �� �s
; ð5Þ

and:

u xð Þ ¼ arctg
xL� 1

xaC sin
ap
2

� �
Rþ 1

xaC cos
ap
2

� � : ð6Þ

Derived relations for impedance of the series RLC circuit with supercapacitor
have been simulated and illustrated in graphs in Figs. 2 and 3.

Fig. 1 Series RLC circuit with supercapacitor

Fig. 2 Graph of the function based on the formula (3) for α∈ < 0,1 > : a Re{Z(jω)}, b Im{Z(jω)}
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Simulations were conducted for real parameters of the series RLC circuit:
inductance L = 2.07 H, series resistance RZ = 143 Ω, and Panasonic supercapacitor
with a nominal capacity C = 0.047 F and internal series resistance RS = 46 Ω
determined experimentally [17].

The phase resonance frequency for the discussed RLC circuit is determined from
the general resonance condition Im{Z(jω)} = 0. It shall be:

fresp ¼ 1
2p

ffiffi
½

p
aþ 1� 1

LC

� �
sin

ap
2

� �
: ð7Þ

The second phase resonance condition Im{Y(jω)} = 0 in the discussed circuit is
also fulfilled for the same resonance frequency, as defined by formula (7). Analysis
of the Eq. (7) indicates that when α < 1, the phase resonance frequency fresp is
smaller than the phase resonance frequency of a classic series RLC circuit

fres ¼ 2pð Þ�1 ffiffiffiffiffiffi
LC

p� ��1
. The dependence of phase resonance frequency for different

values of L, C and α is shown in Fig. 4.

Fig. 3 Graph of the function based on the formula (5) and (6) for α∈ < 0,1 > a |Z(jω)|, b φ(ω),
when RZ = 0

Fig. 4 Graph of the function
fresp(L, C, α)
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The RMS value of current flowing in the series RLC branch with supercapacitor
from Fig. 1, can be written as:

I jxð Þj j ¼ U0j jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ xLð Þ2þ 1

xaC
1

xaC þ 2R cos ap
2

� �� 2xL sin ap
2

� �� �q : ð8Þ

The magnitude resonance condition for supplying circuit with a voltage source
|U0|:

o I jxð Þj j
ox

¼ 0; ð9Þ

provides the following equation:

x2 1það ÞL2C2 þ x1þaLC a� 1ð Þ sin ap
2

� �
� xaRCa cos

ap
2

� �
� a ¼ 0: ð10Þ

Equation (10) can be solved analytically if the series resistance in the circuit
R = 0. Then the magnitude resonance frequency takes the form:

fresm ¼ 1
2p

ffiffi
½

p
1þ a�

sin ap
2

� �
1� að Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 ap

2

� �
a� 1ð Þ2þ4a

q
2LC

: ð11Þ

In a particular case, for α = 1, formula (11) takes the form:

fresm ¼ 1
2p

1ffiffiffiffiffiffi
LC

p ; ð12Þ

which corresponds to the phase and magnitude resonance frequency of a classic
series RLC circuit. The dependence of magnitude resonance frequency for different
parameter values of L, C and α (for R = 0) are presented in Fig. 5.

Fig. 5 Graph of the function
fresm(L, C, α)
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In general case, for R ≠ 0, formula (10) can be solved numerically for specified
circuit parameters: R, L, C and known value of α. The simulation results for selected
parameter values: L = 2.07 H, R = 189 Ω, C = 0.047 F allow to conclude that the
magnitude resonance in the analyzed circuit exists only when α = 1. Last section of
the article presents experimental studies and results of the resonance effect in a
series RLC circuit with supercapacitor, which have been conducted to verify the
results of theoretical and simulation analysis.

3 Experimental Results

Model of the experimental system for studying the resonance phenomenon in a
series RLC circuit with supercapacitor from Fig. 1 is presented in Fig. 6.

Function generator served as a voltage source. The offset voltage was taken into
account to polarize positively the supercapacitor with voltage u0 = 2.93 V. Circuit
parameters were selected the same as in the above simulations. Waveforms of
voltages across the inductor and the supercapacitor, and current flowing in the
circuit have been recorded. Measurements have been conducted for a wide range of
frequency. Exemplary waveforms of these quantities are shown in Fig. 7.

Based on measurements, the current RMS value frequency characteristics has
been determined and shown in Fig. 8.

No explicit maximum of RMS current value has been observed. The fractional
order of used Panasonic supercapacitor has been approximately α ≈ 0.35. For this
parameter α value, Eq. (10) shows that there is no magnitude resonance in this
circuit. It can be noticed from the obtained characteristics, that the resonance
phenomena in the series RLC circuit with supercapacitor differs from those in a
classic series RLC circuit.

Fig. 6 Scheme of the experimental system for testing the resonance effect in a series RLC circuit
with supercapacitor
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4 Conclusion

The article presents results of the analysis of resonance phenomena in a simple
series RLC circuit with supercapacitor. Basic fractional order mathematical model,
firstly proposed by Westerlund and Ekstam, has been taken into calculations and
simulations. The analysis shows that there are two resonance frequencies—phase
and magnitude resonance frequency. Phase resonance frequency depends on three
parameters: the inductance L, the capacitance C and fractional order of the sup-
ercapacitor α. Magnitude resonance frequency depends on the same parameters, but
its determination requires numerical solution of nonlinear Eq. (10). When
neglecting the resistance in the circuit, it is possible to obtain a closed solution of
Eq. (10) (see formula (11)). For parameter α = 1, all derived relations reduce to
well-known formulas for a classic series RLC circuit. Performed experimental
studies confirmed the theoretical and simulation analysis of the resonance phe-
nomena in a simple series RLC circuit with supercapacitor.

Fig. 8 Obtained current
RMS value characteristics in
the considered series RLC
circuit

Fig. 7 Waveforms of a voltages across the generator ugen(t), inductor uL(t) and supercapacitor
uC(t), and b current i(t), in the considered series RLC circuit, for f = 0.5 Hz
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Study the Quality of Global Neural Model
with Regard to the Local Models
of Dynamic Complex System

G. Drałus

Abstract In this paper a dynamic neural global model with regard to local models
of dynamic complex systems is discussed. A dynamic complex system which
consists of two nonlinear discrete time sub-systems is considered. As a global
model with regard to local models multilayer neural networks in a dynamic
structure with TDL are used. The global model with regard local models is com-
posed of two simple models and two local models. One way to take account of local
models in the global model is an appropriate definition of a synthetic quality
criterion. The criterion of the whole model. That criterion contains coefficients
which define the participation of the quality criteria of the global model and local
models. The contribution of this work is study of the influence these coefficients on
the global model quality. The influence is examined for a special learning algorithm
for dynamic complex neural networks.

1 Introduction

Complex system is a wide term which can concern a different nature (technical,
economical, others). We can take into consideration interactions between units of
the system, large dimensionality, a large number of interacting entities or unusual
behavior.

The concept of a complex system, we need to narrow down to the field of tech-
nical. So, the complex system means a dynamic input-output complex system. In a
such complex system can be distinguished elementary objects, which have inputs and
outputs. It can be also pointed out connections between these objects, that means,
outputs of some objects are inputs of another object. A number of examples of such
complex systems can be found in chemical industry, for example chemical process of
sulphuric acid production [1] or ammonium nitrite process production [2].

G. Drałus (&)
Department of Electrical and Computer Engineering Fundamentals,
Rzeszow University of Technology, Rzeszow, Poland
e-mail: gregor@prz.edu.pl

© Springer International Publishing Switzerland 2015
L. Gołębiowski and D. Mazur (eds.), Analysis and Simulation of Electrical
and Computer Systems, Lecture Notes in Electrical Engineering 324,
DOI 10.1007/978-3-319-11248-0_4

35



Mathematical methods allow us to model simple plants. However, modeling of
dynamic complex systems is a very important and difficult problem so far has not
been well enough solved. In complex systems, we do not have to deal with par-
ticular simple plants, but with dynamic or static simple plants which are inter-
connected into the complex system. Additionally, there exist numerous interactions
between units of the complex system. One of the basic problems is taking into
consideration the quality of the system model as a whole and providing a suitable
approximation quality of particular subsystems.

Neural networks are investigated in an application to the identification and
modeling complex process exhibiting nonlinearities and typical disturbances.
Neural networks offer a flexible structure that can map arbitrary nonlinear functions,
making them ideally suited for the modeling and control of complex, nonlinear
systems [3]. They are particularly appropriate for multivariable applications, where
they can readily characterize the interactions between different inputs and outputs.
A further benefit is that the neural architecture is inherently parallel, and can be
applied to real time implementations.

Actually, neural networks have many applications in modeling and control of
systems. By ability to approximate nonlinear functions neural networks can be used
for modeling and identification of simple and dynamic objects [4]. Models of
simple objects that are part of a complex system are inadequate to modern science.
Accurate and detailed models of complex systems are strong expected today. One
of the tools that is suitable for modeling of complex systems are just the neural
networks [2, 5–7].

In this paper, a global neural model with regard to local models for modeling of
dynamic complex systems is discussed. Multilayer neural network as a global
model are used. The global model with regard to local model should take into
account quality local models. So, adequate complex neural model should be built.
The complex neural model is non-typical multilayer feedforward neural networks.
In the global neural model can be indicated parts of the model which are adequate
to the simple plants in the complex system. Also local models should be built.

The global neural model with regard to local models integrates two approaches to
the modeling of complex systems. A local approach, where each element of complex
system is separately modeled after decomposition of the complex system [8]. As
well as, a global approach, in which a complex system is modeled as a whole [9].

2 Modeling of Dynamic Complex Systems

2.1 Description of Dynamic Complex Systems

An overwhelming majority objects in the real word are complex systems. The
complex systems can be in various structures. An important case of complex system
is a serial complex system (e.g. series connection of each unit of the complex
system). There are known methods of modeling of dynamic simple objects. One of
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them is the series-parallel model of identification [7]. The idea of the series-parallel
model of identification of simple dynamic objects is developed in this paper for
identification and modeling of complex dynamic systems.

In the series-parallel model, the present and past input signals and output signals
are transmitted via tapped delay lines (TDL) into the input of the model. Using TDL
allows us to build dynamic models. In the series-parallel model there is no feedback
from the model, but from the object. In this case as a model the multilayer feed-
forward neural networks can be used. What’s more, multilayer neural networks can
be learned according to the static backpropagation learning algorithms. We say that
the model is in a learning mode. After the learning stage, if errors of modeling are
sufficiently small, the feedback loop from the output object is switched to a feed-
back loop from the output of the model. Therefore, the series-parallel model is
becoming the parallel model, with feedback loop from the output of the model. By
such switching of the feedback loop, the dynamics of the model is obtained.

2.2 A Global Model Taking into Account Local Models

Let’s consider a complex system which consists of R simple objects. (see Fig. 1). A
global model of the complex system also consists of R simple models, denoted as
M1..MR. A structure of global model corresponds to the structure of the complex
system. In that model a previous simple model output is an input to the next simple
model. However, a global model with regard to local models also includes local
models. Thus, each simple object of the complex system has a suitable local model.
The output of the simple object Pr is the input to the next local model Mr+1.

For such models special back propagation leaning algorithms should be devel-
oped. As a model a feedforward multilayer neural network with TDL is used.

Fig. 1 A dynamic complex system and their dynamic global model with regard to local models
using TDL
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The complex dynamic global model consists of dynamic simple models, connected
in series, like the complex system. Physically the simple model Mr and the local
model Mr is the same model. They only differ in the input signals and way of
learning. Local models will be used to build a global model taking into account the
quality of local models.

In the global model with regard to local models, for each the r-th dynamic local
model is defined a local quality criterion as the difference between the output �yðrÞ of
the r-th local model and the output yðrÞ of the r-th simple object respectively, for all
K (k = 1, 2, …, K) discrete time samples:

QðrÞ
d ðwðrÞÞ ¼ 1

2

XK
k¼1

XJr
j¼1

�yðrÞj ðk þ rÞ � yðrÞj ðk þ rÞ
� �2

ð1Þ

where: Jr is the number of outputs of the r-th simple object, wðrÞ is the set of
parameters of the r-th simple model and local model.

In the global approach, a global quality criterion is based on the difference
between the output ŷðRÞ of the last simple model MR of the global model and the
output yðRÞ of the last simple object PR:

QGðWÞ ¼ 1
2

XK
k¼1

XJR
j¼1

y_
ðRÞ
j ðk þ RÞ � yðRÞj ðk þ RÞ

� �2
ð2Þ

On the basis quality criterions QðrÞ
d of local models and the global quality cri-

terion QG was formulated a synthetic quality criterion of the global model with
regard to the quality of local models:

QsðWÞ ¼ a0QGðWÞ þ
XR
r¼1

ar �yðrÞj ðk þ rÞ � yðrÞj ðk þ rÞ
� �2

ð3Þ

where: R—number of parts of complex model, W ¼ wð1Þ;wð2Þ; . . .;wðRÞ� �
is the set

of parameters (weights) of the global model divided into subsets of simple models
and local models, ar 2 ½0; 1� andPR

r¼1 ar ¼ 1 are weighted coefficients for the local
models, a0 is weighting coefficient of the global model, such that 0 ≤ α0 ≤ 1.

2.3 Motivation

The weighting factors αr determine an individual participation of the quality criteria

QðrÞ
d of local models in the synthetic quality criterion (3), while the weighting factor

α0 determines the participation the global quality index QG in the synthetic quality
criterion (3).
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The investigation of influence of these coefficients on the quality of the global
model of a dynamic complex system is discussed. The investigation is performed
on a complex system which is composed from two nonlinear dynamic simple plants
(discreet time system).

The synthetic quality criterion Qs is used to develop learning algorithms for
complex neural models. Learning algorithms allow us to obtain the desired
parameters of the complex neural model. The criterion Qs contains weighting
factors a, which determine the influence of local models quality and the global
model quality on the final quality of the model. Now the question is, how to
properly select the weighting factors a.

In case when complex system consists of two simple objects the synthetic cri-
terion contains three elements, as follow:

QsðWÞ ¼ a0 ŷð2Þj ðk þ 2Þ � yð2Þj ðk þ 2Þ
� �2

þ a1 �yð1Þj ðk þ 1Þ � yð1Þj ðk þ 1Þ
� �2

þ a2 �yð2Þj ðk þ 2Þ � yð2Þj ðk þ 2Þ
� �2

ð4Þ

The formula (4) contains two factors a1 and a2 for local models and one factor a0
for the global model. For which the weighting factors α can be obtained an optimal
global model? For which the weighting factors α can be obtained an appropriate
quality of local models in the global model? How local models quality influence on
the global model quality?

If should we select a1 ¼ 0:5 and a2 ¼ 0:5 e.g. and also which would mean an
equal influence of both local models in the formula (4). What is the value of the
factor a0 should we choose, for example, whether you choose the factor a0 equal to
0.5 or any other value.

The study is carried out in a such way that for determined neural architecture of
the global model and under the same initial conditions, in constant amount of
learning steps in each particular case we conduct a parameter model selection of
coefficient for changing a1 and a2 participation in the global criterion (4), ranging
from 0.001 to 0.999 (as per formula a1 þ a2 ¼ 1) for three case of the factor a0 e.g.
for: a0 ¼ 1, a0 ¼ 0:5, and a0 ¼ 0:1.

2.4 A Complex Backpropagation Learning Algorithm
for the Global Model with Regard to Local Models
for Dynamic Complex System

To develop the learning algorithm for multilayer neural networks, of which
dynamic global model with regard to local models is constructed, it was necessary
to modify and adapt one of a gradient back propagation algorithms [10]. In this
modification have to be considered that, the complex model consists of a static
neural networks with tapped delay lines and feedback loop from the complex
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system under the learning stage and feedback loop from the complex model when
the model works. Additionally, it must be consider a quality of local models.

By minimize the synthetic quality criterion (3), a gradient learning algorithm can
be developed. The change of the global model parameters e.g. the weights of neural
networks as were achieved by gradient computation as the following:

Dwji ¼ �g
oQsðWÞ
owji

ð5Þ

where the factor η is a learning rate.
A new gradient algorithm can be adapted to the selected algorithm with the

variable learning rate, which may be many times faster. Thus, on the basis of the
calculation of the gradient of the formula (5) and the RPROP algorithm [11] was
created a new neural network learning algorithm for a dynamic complex global
model taking into account the local models called DGLM-RPROP learning
algorithm.

This new algorithm can be used to find global model parameters including local
models. The global model is composed of multilayer neural networks and delay
lines, and creates a dynamic structure.

The DGLM-RPROP algorithm allow us calculate change of the weights in
particular layers of the neural network:

• in output layer:

DwðRÞ;M
ji ¼� gpji

XK
k¼1

f 0ðzM;kþR
j Þ a0 ŷðRÞj ðk þ RÞ � yðRÞj ðk þ RÞ

� ��

þ aR �yðRÞj ðk þ RÞ � yðRÞj ðk þ RÞ
� ��

ûM�1
i ðk þ R� 1Þ

ð6Þ

• in hidden layers:

DwðrÞ;m
ji ¼ �gpji

XK
k¼1

f 0ðzm;kþr
j Þ

XImþ1

l¼1

dðrÞ;mþ1;kþr
l wðrÞ;mþ1

lj ûm�1
i ðk þ r � 1Þ ð7Þ

• in additional (or ‘binding’) hidden layers, e.g. output layers of simple models in
the global complex model:

DwðrÞ;m
ji ¼ �gpji

XK
k¼1

f 0ðzm;kþr
j Þ

PImþ1

l¼1
dðrþ1Þ;mþ1;kþr
l wðrþ1Þ;mþ1

lj

þar �yðrÞj ðk þ rÞ � yðrÞj ðk þ r
� �

0
BB@

1
CCA ûm�1

i ðk þ r � 1Þ

ð8Þ
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where: ηp is an adaptive learning rate at the p-th epoch of learning, m is a
number of layer of a neural network, zm;kj is the input signal of activation

function f of j-th neuron, ûm;kj is the output signal of j-th neuron for k-th sample.

The adaptive learning rate ηp at p-th epoch of learning is calculated as follow:

gpji ¼
min a � gðp�1Þ

ji ; gpmax

� �
for Spji � Sðp�1Þ

ji [ 0

max b � gðp�1Þ
ji ; gpmin

� �
for Spji � Sðp�1Þ

ji \0

gðp�1Þ
ji for Spji � Sðp�1Þ

ji ¼ 0

8>>><
>>>:

ð9Þ

where: Spji ¼ oQsðWðpÞÞ
owji

; a = 1.2; b = 0.5; gmax ¼ 50; gmin ¼ 10�6.

3 Simulation Study

3.1 Complex Dynamic System and Dynamic Neural Model

To the simulation a dynamic nonlinear complex system which consists of two
dynamic nonlinear simple objects connected in series was used. Both simple objects
(denotes as P1 and P2, see Fig. 2) of the complex system are described by the
second-order nonlinear difference equations.

The output of the first simple object P1 is described by the following non-linear
difference equation:

yð1Þðk þ 1Þ ¼ f1 yð1Þ kð Þ; yð1Þ k � 1ð Þ; yð1Þðk � 2Þ; u kð Þ; uðk � 1Þ
� �

ð10Þ

The output of the second simple object P2 is described by the following non-
linear formula:

yð2Þðk þ 2Þ ¼ f2 yð2Þ k þ 1ð Þ; yð2Þ kð Þ; yð2Þðk � 1Þ; yð1Þ k þ 1ð Þ; yð1ÞðkÞ
� �

ð11Þ

The nonlinear functions f1 in formula (10) of the first simple object P1 is given
by the following formula [6]:

Fig. 2 A two-parts dynamic (discrete time) complex system
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f1 x1; x2; x3; x4; x5ð Þ ¼ x1x2x3x5ðx3 � 1Þ þ x4
1þ x22 þ x23

ð12Þ

The second nonlinear functions f2 in formula (11) is given by the formula:

f2 v1; v2; v3; v4; v5ð Þ ¼ v2v3v5ðv1 � 1Þ þ v4
1þ 2v21

ð13Þ

As a global model of the considered complex system given by formulas (10) and
(11) the 6-layer feedforward neural network with TDL was used (see Fig. 3).

The neural network has the following structure: one external input, 5 inputs
neurons; 20 neurons in the first hidden layer; 10 neurons in the second hidden layer;
1 neuron in the third layer called “binding” layer; 20 and 10 neurons in the fourth
and the fifth layer, respectively; 1 linear neuron in the sixth (output) layer of the
complex model (shortly, 1(5)-20-10-1(5)-20-10-1). The left part of the global model
is the first simple model (see Fig. 3) and is also the first local model. The right part
of the global model is the second simple model and it is also the second local
model. Neurons in the third layer and the sixth layer have linear transfer functions.
Neurons in layer number: 1, 2, 4 and 5 have hyperbolic tangent transfer functions.

In the complex neural model (see Fig. 3) there exist non typical hidden layers
called ‘binding’ hidden layers. The ‘binding’ layer is the layer which connects
simple models in the complex model. The output of this layer is suitable to the
output of the suitable simple object. In this model the ‘binding’ hidden layer is the

Fig. 3 The neural network as the global model of the complex system (series-parallel model in
learning mode)
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third layer (as such 1(5)). The architecture of the model in the learning mode allows
us to use the complex learning algorithms for the multilayer neural networks.

At the end of the learning process (when the model parameters have been
adjusted) the global model is switched from the learning mode to the work mode. In
the learning model the neural model is the series–parallel model (see Fig. 3). In the
work mode the neural model is the parallel model (see Fig. 4). The neural model
uses one delay elements in the external input line and three delay elements in the
output line. In such kind of architecture, the model inputs depend on the neural
model delayed values. This architecture of the model allows us to approximate the
true dynamic of the complex system.

3.2 Data and Results of Simulation

For the purpose of simulations, the training data were random uniformly distributed
in the interval [−1, 1] according to Nguyen–Widrow rule [10], and contain 101
points. Initial weights were randomly generated and were the same for all simu-
lations. The preparation of training data using past samples of input and output
signals must be done using TDL.

For simulation study the DGLM-RPROP leaning algorithms was used. The
global model with take into account local models was trained for 500 epochs. For
the complex system and the global model the test signal is given by the following
formula:

Fig. 4 The neural network as the global model of the complex system (the parallel model in the
work mode)
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uðkÞ ¼ sinð2pk=250Þ for k� 250

uðkÞ ¼ 0:8 sinð2pk=250Þ þ 0:2 sinð2pk=25Þ for 250\k� 500
ð14Þ

The results of the simulations are presented in numerical and graphic form for
both the learning mode and the work mode of the neural model also for the training
data and the test data.

Simulations were performed for three selected values of factor a0, that is, for
factors: a0 ¼ 0:1, a0 ¼ 0:5, a0 ¼ 1. Simulations were carried out so that, for fixed
value of factor a0, the other two factors (i.e. a1 and a2) from Eq. (4) varied
according to the following formula a1 þ a2 ¼ 1.

In order to additional and independent assessment of model quality an additional
performance index, called relative percentage error (called RPE) was defined for
r-th local model:

RPEðrÞ ¼
PK

k¼1 �yðrÞðkÞ � yðrÞðkÞ�� ��PK
k¼1 yðrÞðkÞ�� �� � 100 % ð15Þ

The performance indices Qð1Þ
d

) and Qð2Þ
d , the global performance index QG and

the synthetic quality criterion Qs after 500 epochs of learning for DGLM-RPROP
algorithm for the training data for the series-parallel model and for the parallel
model are shown in Table 1, for factor a0 ¼ 1. In Table 2 are shown the perfor-
mance indices for the training data for series-parallel model, and the parallel model,
for factor a0 ¼ 0:5. For factor a0 ¼ 0:1, the performance indices for the training
data are shown in Table 3.

Table 1 Values of performance indices for the training data for factor α0 = 1

a1 Qð1Þ
d Qð2Þ

d
QG Qs Qð1Þ

d Qð2Þ
d

QG Qs

Series-parallel model Parallel model

0.001 606 3.58 2.56 6.75 356 8.15 8.94 17.4

0.01 0.0549 0.0584 0.0426 0.106 0.0662 0.138 0.241 0.384

0.1 0.0311 0.0115 0.00675 0.0203 0.0390 0.0129 0.0112 0.0267

0.2 0.0344 0.0134 0.0107 0.0283 0.0389 0.0147 0.0147 0.0343

0.3 0.0264 0.0123 0.00709 0.0263 0.0334 0.0150 0.0124 0.0329

0.4 0.0242 0.00941 0.00758 0.0229 0.0286 0.00958 0.0109 0.0281

0.5 0.0182 0.0117 0.00515 0.0201 0.0180 0.0122 0.00712 0.0222

0.6 0.0221 0.0138 0.00932 0.0281 0.0240 0.0145 0.0107 0.0309

0.7 0.0224 0.0124 0.00572 0.0247 0.0276 0.0135 0.0101 0.0335

0.8 0.0249 0.0185 0.00881 0.0324 0.0261 0.0195 0.0103 0.0350

0.9 0.0190 0.0135 0.00434 0.0228 0.0212 0.0148 0.00642 0.0270

0.99 0.0166 0.0170 0.00566 0.0223 0.0195 0.0186 0.00783 0.0273

0.999 0.0184 0.0157 0.00728 0.0257 0.0212 0.0185 0.0108 0.0320
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The quality criteria Qð1Þ
d and Qð2Þ

d of local models the global quality criterion QG

and he synthetic quality criterion Qs after 500 epochs of learning for DGLM-
RPROP algorithm for the test data for the series-parallel model and for the parallel
model are shown in Table 4, for the factor a0 ¼ 1. In Table 5 are shown the
performance indices for the test data for the factor a0 ¼ 0:5. For the factor a0 ¼ 0:1,
the performance indices for the test data are shown in Table 6.

The RPE indices after 500 epochs of learning for DGLM-RPROP algorithm for
the training data for the series-parallel model and for the parallel model are shown
in Table 7 for the factor a0 ¼ 1, for the factor a0 ¼ 0:5 in Table 8. For factor
a0 ¼ 0:1, the RPE indices for the training data are shown in Table 9.

Table 2 Values of performance indices for the training data for factor α0 = 0.5

a1 Qð1Þ
d Qð2Þ

d
QG Qs Qð1Þ

d Qð2Þ
d

QG Qs

Series-parallel model Parallel model

0.001 508 2.17 6.58 5.97 528 3.65 27.4 17.90

0.01 0.0356 0.00756 0.0109 0.0133 0.0367 0.00988 0.0165 0.0184

0.1 0.0378 0.00700 0.0131 0.0166 0.0407 0.00904 0.0162 0.0203

0.2 0.0201 0.00666 0.00676 0.0127 0.0200 0.00656 0.00761 0.0130

0.3 0.0220 0.00861 0.00958 0.0174 0.0226 0.00926 0.00990 0.0182

0.4 0.0223 0.0105 0.00876 0.0196 0.0222 0.0120 0.0103 0.0212

0.5 0.0139 0.00623 0.00522 0.0127 0.0150 0.00710 0.00904 0.0160

0.6 0.0176 0.00690 0.00522 0.0159 0.0175 0.00739 0.00711 0.0170

0.7 0.0159 0.00967 0.00781 0.0179 0.0153 0.0102 0.00874 0.0181

0.8 0.0159 0.0129 0.00638 0.0185 0.0174 0.0147 0.00898 0.0213

0.9 0.0276 0.0158 0.0109 0.0318 0.0302 0.0167 0.0131 0.0354

0.99 0.0232 0.0149 0.00926 0.0278 0.0259 0.0150 0.00898 0.0304

0.999 0.0165 0.0131 0.00548 0.0193 0.0180 0.0135 0.00642 0.0212

Table 3 Values of performance indices for the training data for factor α0 = 0.1

a1 Qð1Þ
d Qð2Þ

d
QG Qs Qð1Þ

d Qð2Þ
d

QG Qs

Series-parallel model Parallel model

0.001 0.0250 0.00471 0.00970 0.00570 0.0257 0.00600 0.0121 0.00723

0.01 0.0269 0.00426 0.0138 0.00587 0.0264 0.00496 0.0155 0.00669

0.1 0.0140 0.00384 0.00855 0.00571 0.0131 0.00466 0.00812 0.00632

0.2 0.0151 0.00348 0.0104 0.00684 0.0183 0.00505 0.0129 0.00898

0.3 0.0145 0.00351 0.00765 0.00758 0.0167 0.00485 0.00936 0.00936

0.4 0.0178 0.00478 0.0125 0.0112 0.0181 0.00641 0.0138 0.0125

0.5 0.0175 0.00444 0.0132 0.0127 0.0199 0.00705 0.0156 0.0150

0.6 0.0163 0.00495 0.0131 0.0131 0.0172 0.00553 0.0126 0.0138

0.7 0.0186 0.00483 0.0124 0.0157 0.0200 0.00728 0.0157 0.0177

0.8 0.0234 0.00730 0.0166 0.0218 0.0263 0.00903 0.0205 0.0249

0.9 0.0105 0.00470 0.00971 0.0107 0.0121 0.00528 0.00850 0.0123

0.99 0.0172 0.0112 0.00971 0.0181 0.0196 0.0117 0.0114 0.0207

0.999 0.0152 0.0159 0.00815 0.0160 0.0146 0.0174 0.0105 0.0157
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The RPE indices for the test data for the series-parallel model and for the parallel
model are shown in Table 10 for the factor a0 ¼ 1. For the factor a0 ¼ 0:5 the RPE
indices are shown in Table 11 and for factor a0 ¼ 0:1 in Table 12.

Table 4 Values of performance indices for the test data for factor α0 = 1

a1 Qð1Þ
d Qð2Þ

d
QG Qs Qð1Þ

d Qð2Þ
d

QG Qs

Series-parallel model Parallel model

0.001 379 7.06 29.6 40.4 349 51.9 35.8 91.1

0.01 9.72 1.83 9.25 11.2 12.9 1.55 7.68 9.34

0.1 4.73 0.167 1.75 2.38 4.03 0.181 0.822 1.39

0.2 2.31 0.285 1.36 2.06 1.26 0.639 0.212 1.06

0.3 6.37 0.185 2.30 4.34 2.79 0.370 0.388 1.48

0.4 2.21 0.0396 0.721 1.63 1.34 0.122 0.216 0.826

0.5 0.872 0.017 0.245 0.735 0.654 0.0965 0.106 0.482

0.6 1.62 0.0351 0.616 1.61 0.771 0.0568 0.227 0.712

0.7 2.58 0.245 1.86 3.74 1.47 0.0969 0.837 1.89

0.8 9.76 0.472 3.33 11.2 7.41 0.681 0.970 7.04

0.9 1.34 0.589 1.42 2.73 0.977 0.258 0.620 1.52

0.99 2.18 0.164 0.839 3.00 1.10 0.123 0.272 1.36

0.999 1.53 0.201 0.434 1.96 1.05 0.161 0.225 1.27

Table 5 Values of performance indices for the test data for factor α0 = 0.5

a1 Qð1Þ
d Qð2Þ

d
QG Qs Qð1Þ

d Qð2Þ
d

QG Qs

Series-parallel model Parallel model

0.001 1760 15.8 92.5 63.8 63.8 7.74 128 75.0

0.01 1.88 0.194 0.494 0.458 0.458 0.338 0.200 0.448

0.1 3.60 0.301 0.658 0.961 0.961 0.302 0.408 0.770

0.2 3.81 0.432 1.19 1.70 1.70 0.276 0.532 0.926

0.3 3.72 0.273 1.13 1.87 1.87 0.214 0.249 0.639

0.4 2.43 0.142 1.54 1.83 1.83 0.0715 0.400 0.695

0.5 2.69 0.0770 0.677 1.72 1.72 0.0810 0.250 0.847

0.6 2.08 0.273 0.598 1.65 1.65 0.237 0.166 0.750

0.7 2.38 0.110 0.980 2.19 2.19 0.0873 0.334 0.825

0.8 2.48 0.163 0.867 2.45 2.45 0.118 0.295 1.21

0.9 1.64 0.190 0.613 1.80 1.80 0.149 0.290 1.01

0.99 7.36 0.152 1.26 7.92 7.92 0.240 0.538 4.43

0.999 2.64 0.0970 1.05 3.16 3.16 0.0448 0.418 1.54
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Table 6 Values of performance indices for the test data for factor α0 = 0.1

a1 Qð1Þ
d Qð2Þ

d
QG Qs Qð1Þ

d Qð2Þ
d

QG Qs

Series-parallel model Parallel model

0.001 4.73 0.132 0.132 0.275 3.23 0.299 0.467 0.349

0.01 3.69 0.183 0.183 0.398 1.86 0.0747 0.498 0.142

0.1 1.34 0.252 0.252 0.401 0.639 0.152 0.162 0.217

0.2 2.48 0.500 0.500 0.976 2.40 0.317 0.852 0.819

0.3 2.53 0.379 0.379 1.11 1.65 0.193 0.325 0.664

0.4 1.74 0.0680 0.0680 0.763 0.856 0.0747 0.0786 0.395

0.5 1.15 0.317 0.317 0.788 0.826 0.210 0.381 0.556

0.6 1.41 0.294 0.294 1.03 0.959 0.158 0.290 0.668

0.7 1.55 0.343 0.343 1.23 0.841 0.237 0.223 0.682

0.8 1.84 0.489 0.489 1.67 0.928 0.306 0.466 0.850

0.9 4.64 0.375 0.375 4.33 2.48 0.211 0.423 2.30

0.99 0.922 0.137 0.137 0.955 0.603 0.0678 0.202 0.618

0.999 2.25 0.0845 0.0845 2.32 1.24 0.129 0.286 1.27

Table 7 RPE indices values for the training data for factor α0 = 1

α1 RPE(1) RPE(2)
RPEð2Þ

G
RPE(1) RPE(2)

RPEð2Þ
G

Series-parallel model Parallel model

0.001 570 37.6 37.5 411 62.1 72.5

0.01 13.1 5.76 5.15 15.3 8.87 11.5

0.1 3.35 2.62 1.99 3.83 2.75 2.72

0.2 3.96 2.92 2.45 4.21 3.12 2.93

0.3 3.35 1.96 2.69 3.86 2.91 2.73

0.4 3.22 2.34 2.07 3.39 2.45 2.66

0.5 2.89 2.83 1.82 2.86 2.88 2.12

0.6 3.14 2.71 2.32 3.29 2.74 2.51

0.7 3.12 2.72 1.65 3.50 2.83 2.44

0.8 3.26 3.33 2.26 3.22 3.42 2.54

0.9 2.93 3.01 1.55 3.04 3.10 1.93

0.99 2.79 3.28 1.87 3.00 3.37 2.15

0.999 2.78 3.14 2.11 3.03 3.29 2.60
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Table 8 RPE indices values for the training data for factor α0 = 0.5

α1 RPE(1) RPE(2)
RPEð2Þ

G
RPE(1) RPE(2)

RPEð2Þ
G

Series-parallel model Parallel model

0.001 511 33.3 59.3 583 47.5 134

0.01 3.84 2.18 2.65 3.92 2.52 3.19

0.1 4.11 2.16 2.77 4.24 2.37 3.18

0.2 3.04 2.05 1.98 2.88 2.06 2.13

0.3 3.07 2.33 2.42 3.09 2.36 2.52

0.4 2.93 2.35 2.21 2.98 2.46 2.52

0.5 2.36 1.94 1.74 2.46 2.05 2.33

0.6 2.81 2.19 1.72 2.72 2.31 2.03

0.7 2.55 2.38 2.17 2.45 2.41 2.28

0.8 2.59 2.71 1.97 2.82 2.89 2.39

0.9 3.40 3.25 2.63 3.61 3.33 2.95

0.99 3.03 2.95 2.42 3.27 2.98 2.39

0.999 2.63 2.86 1.79 2.77 2.88 1.93

Table 9 RPE indices values for the training data for factor α0 = 0.1

α1 RPE(1) RPE(2)
RPEð2Þ

G
RPE(1) RPE(2)

RPEð2Þ
G

Series-parallel model Parallel model

0.001 3.20 3.20 2.42 3.26 1.85 2.76

0.01 3.31 3.31 2.90 3.26 1.68 3.12

0.1 2.47 2.47 2.32 2.36 1.64 2.21

0.2 2.44 2.44 2.38 2.73 1.70 2.73

0.3 2.44 2.44 2.12 2.69 1.64 2.42

0.4 2.74 2.74 2.86 2.77 1.91 3.01

0.5 2.75 2.75 2.66 2.91 2.00 2.85

0.6 2.55 2.55 2.81 2.63 1.87 2.71

0.7 2.73 2.73 2.68 2.82 2.06 2.96

0.8 3.02 3.02 3.19 3.32 2.31 3.54

0.9 2.11 2.11 2.02 2.30 1.74 2.26

0.99 2.66 2.66 2.50 3.02 2.60 2.45

0.999 2.60 2.60 2.13 2.52 3.44 2.58
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Table 10 RPE indices values for the test data for factor α0 = 1

α1 RPE(1) RPE(2)
RPEð2Þ

G
RPE(1) RPE(2)

RPEð2Þ
G

Series-parallel model Parallel model

0.001 555 25.4 62.7 571 65.2 76.3

0.01 23.5 16.2 32.8 28.1 14.9 30.4

0.1 15.8 4.52 15.2 14.5 4.50 10.9

0.2 11.6 7.23 14.2 9.03 6.18 9.55

0.3 18.5 5.11 16.7 13.1 7.18 7.60

0.4 10.0 2.25 9.78 8.00 3.96 5.35

0.5 7.97 3.99 5.64 7.08 3.90 3.84

0.6 9.97 2.46 9.39 7.22 2.77 5.28

0.7 11.1 6.65 16.2 8.61 3.81 10.8

0.8 21.0 8.85 20.3 18.9 9.74 12.3

0.9 8.56 8.34 15.8 7.26 6.08 10.5

0.99 10.1 5.30 10.8 7.56 4.65 6.55

0.999 8.45 5.91 8.34 7.25 5.27 6.10

Table 11 RPE indices values for the test data for factor α0 = 0.5

α1 RPE(1) RPE(2)
RPEð2Þ

G
RPE(1) RPE(2)

RPEð2Þ
G

Series-parallel model Parallel model

0.001 386 49.7 108 552 31.5 133

0.01 11.3 5.65 8.33 9.83 7.74 5.10

0.1 15.0 7.09 8.98 13.5 6.90 6.77

0.2 14.5 8.61 12.8 11.6 7.07 8.90

0.3 12.3 7.20 10.7 7.92 6.12 5.74

0.4 11.3 5.10 13.5 8.15 3.41 7.35

0.5 12.2 3.48 9.23 9.34 3.58 5.77

0.6 11.3 6.64 9.06 8.11 6.41 5.40

0.7 11.3 4.11 11.6 7.50 3.79 6.62

0.8 11.9 5.19 10.9 9.00 4.12 6.03

0.9 9.58 5.75 9.92 7.56 4.93 6.45

0.99 17.4 5.14 13.2 14.0 5.53 8.65

0.999 9.97 3.82 12.4 7.52 2.64 8.13
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3.3 Analysis of an Influence of Factor a0 on the Quality
of the Model

The increase of factor a0 means the increase of participation of the global quality
criterion QG in the synthetic quality criterion Qs.

3.3.1 Analysis for the Training Data

The increase in factor a0 generally results in an increase in values of the quality

criterion Qð1Þ
d , for the most values of factor a1 in the series-parallel model. Similarly,

in the parallel model, the increase in the value of factor a0 results in an increase

quality criterion Qð1Þ
d , but with some exceptions (see Fig. 5).

In the series-parallel model, the increase in factor a0 results in an increase in

values of the quality criterion Qð2Þ
d . This can be seen more clearly. Similarly, in the

parallel model, the increase in factor a0 results in an increase quality criterion Qð2Þ
d ,

also more clearly (see Fig. 6).
It is difficult to assess the influence of factor a0 on the quality criterion QG. The

quality criterion QG values depends on both the value of factor a0 and also the value
of factor a1. However, in the series-parallel model, the quality criterion QG reaches
the lowest values for factor a0 ¼ 1, and reaches the higher values for factor a0 ¼
0:1 (see Fig. 7). In the parallel model, is also difficult to point clearly the influence
of factor a0 on the quality criterion QG. For the most values of a1 the criterion QG

reaches the lowest values for factor a0 ¼ 0:5 (see Fig. 7).

Table 12 RPE indices values for the test data for factor α0 = 0.1

α1 RPE(1) RPE(2)
RPEð2Þ

G
RPE(1) RPE(2)

RPEð2Þ
G

Series-parallel model Parallel model

0.001 14.7 4.86 14.2 13.5 5.64 8.84

0.01 15.9 4.44 16.9 11.6 3.64 9.29

0.1 9.42 6.21 6.48 6.73 4.90 4.29

0.2 12.5 8.15 11.2 12.7 7.13 9.87

0.3 11.2 7.55 9.29 9.50 5.53 6.01

0.4 9.40 3.16 5.71 6.90 3.41 3.25

0.5 8.24 7.30 9.37 7.05 5.74 7.64

0.6 8.87 6.46 9.91 7.40 4.61 6.34

0.7 9.96 7.92 7.73 7.79 6.43 5.52

0.8 9.80 7.55 13.2 7.13 6.48 8.70

0.9 15.1 7.26 13.6 11.6 6.11 8.19

0.99 7.78 4.50 8.12 6.21 3.12 5.52

0.999 12.4 3.66 10.9 9.38 4.41 6.41
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Fig. 5 Performance index Qd
(1) for the training data in the series-parallel model (the left chart) and

the parallel model (the right chart)

Fig. 6 Performance index Qd
(2) for the training data in the series-parallel model (the left chart) and

in the parallel model (the right chart)

Fig. 7 Performance index QG for the training data in the series-parallel model (the left chart) and
in the parallel model (the right chart)
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In the series-parallel model, the increase in factor a0 causes an increase in values

of the quality criterion Qs (unlike the indices Q
ð1Þ
d and Qð2Þ

d , see Fig. 8). Similarly, in
the parallel model, the increase in factor a0 causes an increase quality criterion Qs

(see Fig. 8).

3.3.2 Analysis for the Test Data

The increase in factor a0 generally results in an increase in values of the quality

criterion Qð1Þ
d , for the most values of factor a1 in the series-parallel model but with

some exceptions (see Fig. 9). Similarly, in the parallel model, the increase in the

value of factor a0 results in an increase the quality criterion Qð1Þ
d but also with some

exceptions, see Fig. 9). For example, for factor a1 ¼ 0:5 the quality criterion Qð1Þ
d

achieves the lowest values for factor a0 ¼ 1 both in the series-parallel and the

Fig. 8 Performance index Qs for the training data in the series-parallel model (the left chart) and
in the parallel model (the right chart)

Fig. 9 Performance index Qd
(1) for the test data in the series-parallel model (the left chart) and in

the parallel model (the right chart)
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parallel model. For the test data there are large hesitation quality criterion Qð1Þ
d .

Level values of the quality criterion Qð1Þ
d for the test data is about two order higher

than that for the training data.
In the series-parallel model the increase in factor a0 causes an decrease in values

of the quality criterion Qð2Þ
d , but only in terms of factor a1 from 0.1 to 0.7 (see

Fig. 10). For small and large values of factor a1 (that is a1 ¼ 0:01, a1 ¼ 0:99) the

increase in factor a0 causes an increase in values of the quality criterion Qð2Þ
d . In the

parallel model, the increase in factor a0 has a variable effect on the quality criterion

Qð2Þ
d , and also depends on the values ofa1 factor (see Fig. 10). Level values of the

quality criterion Qð2Þ
d for the test data is about one order higher than that for the

training data. For the test data there are large hesitation quality criterion Qð2Þ
d .

In the series-parallel model, the increase in factor a0 results in an increase in
values of the quality criterion QG, but with some exceptions, for example, for factor
a1 ¼ 0:5, (see Fig. 11). In the parallel model, the increase in factor a0 has a variable
effect on the quality criterion QG (see Fig. 11). However, for factor a0 ¼ 1, the
quality criterion QG mostly reaches the larger values than in other cases of the factor
a0. Level values of the quality criterion QG for the test data is about two orders
higher than that of the training data in the series-parallel model. However in the
parallel model level values of quality criterion QG for the test data is about one
order higher than that for the training data.

The increase in factor a0 results in an increase in values of the quality criterion
Qs, in the series-parallel model but with a few exceptions (see Fig. 12). Similarly, in
the parallel model, the increase in the value of factor a0 results in an increase of the
quality criterion Qs but also with a few exceptions (see Fig. 12). Level values of
the quality criterion Qs for the test data is about two orders higher than that of the
training data.

Fig. 10 Performance index Qd
(2) for the test data in the series-parallel model (the left chart) and in

the parallel model (the right chart)
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3.4 Analysis of an Influence of Factor a1 on the Quality
of the Model

The weighting factors a1 and a2 determine an individual participation of the quality

criteria QðrÞ
d of local models in the synthetic quality criterion (4). For simplicity of

analysis, the influence of factors a1 and a2will be only refer to the factor a1, but we
must remember that a1 þ a2 ¼ 1.

3.4.1 Analysis for the Training Data

Analyzing obtained in simulations results it can be stated that the increase of factor

a1 causes an oscillating decrease in the value of the of quality index Qð1Þ
d of the first

local model in the series-parallel model. The index Qð1Þ
d reaches the minimum for

Fig. 11 Performance index QG for the test data in the series-parallel model (the left chart) and in
the parallel model (the right chart)

Fig. 12 Performance index Qs for the test data in the series-parallel model (the left chart) and in
the parallel model (the right chart)
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the maximum value of factor a1 ¼ 0:999 for factor a0 ¼ 1, but for factor a0 ¼ 0:1

the index Qð1Þ
d reaches the minimum for factor a1 ¼ 0:99 (see Fig. 5). Similarly,

in the parallel model, the increase of factor a1 causes an oscillating decrease in the

index Qð1Þ
d .

The increase of factor a1 causes an oscillating increase in the value of the local

quality criterion Qð2Þ
d in both the series-parallel model, and in the parallel model (see

Fig. 6). However, for small values of factor a1 (a1 ¼ 0:01), and for factors a0 ¼ 1

and a0 ¼ 0:5 the quality index Qð2Þ
d reaches high values, and falls off quickly.

In both the series-parallel model, and in the parallel model, the increase of factor
a1 causes an oscillating decrease in the value of the global quality criterion QG (see
Fig. 7). However, there is an exception for factor a0 ¼ 0:1 while the increase of
factor a1 causes an oscillating decrease and increase of the index QG.

Influence of factor a1 on the synthetic quality criterion Qs must be considered
individually for each value of factor a0. In both the series-parallel model, and in the
parallel model, In the case of factor a0 ¼ 1, the increase of factor a1 causes a rapid
decrease in the value of the synthetic quality criterion Qs, and then an oscillating
decrease in values of the index Qs (see Fig. 8). In case of factor a0 ¼ 0:5, the
increase of factor a1 causes a rapid decrease in the value of the synthetic quality
criterion Qs, and then an oscillating increase in the value of the index Qs (see
Fig. 8).

3.4.2 Analysis for the Test Data

The increase of factor a1 causes an oscillating course of the quality index Qð1Þ
d in the

series-parallel model. The index Qð1Þ
d reaches the global minimum at the point

a1 ¼ 0:5 for factor a0 ¼ 1, at the point a1 ¼ 0:9 for factor a0 ¼ 0:5, at the point
a1 ¼ 0:99 for factor a0 ¼ 0:1. Similarly, in the parallel model, the increase of factor

a1 causes an oscillating course of the index Qð1Þ
d .

The increase of factor a1 causes an oscillating course of the quality index Qð2Þ
d in

the series-parallel model. The index Qð2Þ
d reaches the global minimum at the point

a1 ¼ 0:5 for factor a0 ¼ 1, at the point a1 ¼ 0:5 for factor a0 ¼ 0:5, at the point
a1 ¼ 0:4 for factor a0 ¼ 0:1. Similarly, in the parallel model, the increase of factor

a1 causes an oscillating course of the index Qð2Þ
d . The index Qð2Þ

d reaches the global
minimum at the point a1 ¼ 0:6 for factor a0 ¼ 1, at the point a1 ¼ 0:4 for factor
a0 ¼ 0:5, at the point a1 ¼ 0:99 for factor a0 ¼ 0:1. This means that the quality

criterion Qð2Þ
d reaches a global minimum in the middle of the range of factor a1

In the series-parallel model, the increase of factor a1 causes an oscillating course
of the quality index QG. The index QG reaches the global minimum at the point
a1 ¼ 0:5 for factor a0 ¼ 1, at the point a1 ¼ 0:6 for factor a0 ¼ 0:5, at the point
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a1 ¼ 0:4 for factor a0 ¼ 0:1. Similarly, in the parallel model, the increase of factor
a1 causes an oscillating course of the index QG.

In the series-parallel model, the increase of factor a1 causes an oscillating course
of the quality index Qs for factor a0 ¼ 1, and an increase of the index Qs for factors
a0 ¼ 0:5 and a0 ¼ 0:1. Similarly, in the parallel model, an increase of factor a1
causes an oscillating increase of the index Qs. The index Qs reaches the global
minimum at the point a1 ¼ 0:5 for factor a0 ¼ 1, at the point a1 ¼ 0:01 for factor
a0 ¼ 0:5, and at the point a1 ¼ 0:01 for factor a0 ¼ 0:1.

3.5 Analysis of an Influence of Factor a0 and Factor a1
on the Quality of the Mode—The RPE Index

3.5.1 Analysis for the Training Data

For the training data, in the series-parallel model the increase in factor a0 causes an
increase in index RPE(1) of the first local model, but with some exceptions (see
Fig. 13), Similarly, in the parallel model, the increase in factor a0 causes an increase
in the index RPE(1) but also with some exceptions (see Fig. 13).

In the series-parallel model the increase of the factor a1 causes an oscillating
decrease in the index RPE(1) only for factor a0=1 (see Fig. 13). For factors a0 ¼ 0:5
and a0 ¼ 0:1, the increase of factor a1 causes an oscillating course of the index
RPE(1). In the parallel model the increase of factor a1 causes an oscillating course of
the index RPE(1) (see Fig. 13). The index RPE(1) reaches the global minimum at the
point a1 ¼ 0:999 when factor a0 ¼ 1, at the point a1 ¼ 0:5 when factor a0 ¼ 0:5,
and at the point a1 ¼ 0:9 when factor a0 ¼ 0:1. The level of errors determined by
the index RPE(1) in the series-parallel model is the same as in the parallel model.

Fig. 13 The RPE(1) index for the training data in the series-parallel model (the left chart) and in
the parallel model (the right chart)
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In both the series-parallel model and in the parallel model, the increase in factor
a0 causes an increase in the index RPE(2) of the second local model, but only with
three exceptions (see Fig. 14). In both the series-parallel model, and in the parallel
model, in case of factors a0 ¼ 1 and a0 ¼ 0:5, the increase of the factor a1 causes a
rapid decrease in the index RPE(2), and then on oscillating increase in the value of
the index RPE(2) (see Fig. 14). In the case of factor a0 ¼ 0:1, the increase of factor
a1 causes an oscillating increase in the index RPE(2).

The index RPEð2Þ
G determines the quality of the global model based on the

formula (15) and based on the global model output ŷð2Þ and the output of the
complex system yð2Þ.

It is difficult to assess the influence of factor a0 on the index RPEð2Þ
G . The index

RPEð2Þ
G strong depends on both the values of factor a0 and factor a1. In both the

series-parallel model and the parallel model, for small values of factor a1, the index

RPEð2Þ
G reaches lowest values when factor a0 ¼ 0:1 (see Fig. 15). However, for

Fig. 14 The RPE(2) index for the training data in the series-parallel model (the left chart) and in
the parallel model (the right chart)

Fig. 15 The RPEG
(2) index for the training data in the series-parallel model (the left chart) and in

the parallel model (the right chart)
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values of factor a1 larger than 0.4, the index RPEð2Þ
G reaches lowest values when

factors a0 ¼ 1 or a0 ¼ 0:5. In both models the increase of factor a1 causes an

oscillating decrease in the index RPEð2Þ
G . However, the index RPEð2Þ

G reaches the
global minimum at the point a1 ¼ 0:9 when factor a0 ¼ 1.

3.5.2 Analysis for the Test Data

For the test data, in the series-parallel model the increase in factor a0 causes an
increase in the index RPE(1) but with some exceptions (see Fig. 16). Similarly, in
the parallel model, the increase in factor a0 causes a increase in index RPE(1) but
with a few exceptions. In the series-parallel model the increase of factor a1 causes
an oscillating decrease in the index RPE(1). In the parallel model, the increase of
factor a1 also causes an oscillating course of the index RPE(1) (see Fig. 16). The
level of errors determined by the index RPE(1) in the series-parallel model is higher
than in the parallel model, for the test data. But, in both models the values of the
index RPE(1) for the test data are about three times higher than for the training data.

In the series-parallel model the increase in factor a0 causes a decrease in index
RPE(2) when factor a1 is in the range from 0.1 to 0.6. (see Fig. 17). In the parallel
model, the it is difficult to assess the impact of factor a0 on the index RPE(2) (see
Fig. 17).

For the test data, in both the series-parallel model and in the parallel model the
increase of factor a1 causes an oscillating course of the index RPE(2). The index
RPE(2) reaches the minimum in the middle range of the value of factor a1. In both
models the values of the index RPE(2) for the test data are about two times higher
than for the training data.

For the test data, in the series-parallel model the increase in factor a0 causes an

increase in index RPEð2Þ
G but with some exceptions (see Fig. 18). Similarly, in the

parallel model, the increase in factor a0 usually causes an increase in index RPEð2Þ
G

Fig. 16 The RPE(1) index for the test data in the series-parallel model (the left chart) and in the
parallel model (the right chart)
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(see Fig. 18). In both the series-parallel model and in the parallel model the increase

of the factor a1 causes an oscillating course of the index RPEð2Þ
G . The index RPEð2Þ

G
reaches its minimum in the middle range of the value of factor a1.

The level of errors determined by the index RPEð2Þ
G in the series-parallel model is

somewhat higher than in the parallel model for the test data. In the series-parallel

model the values of the index RPEð2Þ
G for the test data are about four times higher

than for the training data. However, in the series-parallel model the values of the

index RPEð2Þ
G for the test data are about two times higher than for the training data.

For the training data, for factor a0 ¼ 1, the index RPEð2Þ
G usually is smaller than

the index RPE(2) both in the series-parallel model and in the parallel model. For

factor a0 ¼ 0:5, the index RPEð2Þ
G is smaller than the index RPE(2) in both models

but for values of factor a1 larger than 0.5. For factor a0 ¼ 0:1, the index RPEð2Þ
G is

usually bigger than the index RPE(2) in both models.

Fig. 17 The RPE(2) index for the test data in the series-parallel model (the left chart) and in the
parallel model (the right chart)

Fig. 18 The RPEG
(2) index for the test data in the series-parallel model (the left chart) and in the

parallel model (the right chart)
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For the test data, the index RPEð2Þ
G usually is bigger than the index RPE(2) both in

the series-parallel model and in the parallel model.
In Fig. 19 are shown the output signals of first simple plant and simple model,

and the output signals of second simple plant and simple model for the training data
for factors: a0 ¼ 1, a1 ¼ 0:5 and a2 ¼ 0:5.

4 Conclusions

The global model with regard to quality local models of the dynamic complex
system was presented. The dynamic complex system which consists of two non-
linear discrete time sub-systems was considered. Multilayer neural networks were
introduced as a models of the complex systems. The influence of factors α of the
synthetic quality criterion on the models quality was investigated. The results of the
investigation were shown for the new learning algorithm (i.e. DGLM-RPROP
algorithm), and both the training and the test data.

One of the important conclusions is that the quality of the series-parallel model is
on the same level as the parallel model both for the training data and for the test
data. This fact confirms the assumption of this method of modeling that when the
model parameters are good enough, it is allowed to switch the feedback loop form
the object to the model output, so that the model is parallel, with little threat to the
stability of the model.

The results of the simulation show relationships in the complex model, what is the
quality of the global model and quality of the local models as a function of the factors
a. Results of simulations show sufficiently the influence of the factor a0, and sepa-
rately factors a1 and a2 on the global model quality as well as on local models quality.
Knowing the results, e.g. how a0 and a1 coefficients influence on the quality of the
model can be consciously selected values of factors a0, a1 and a2, to obtain the model
good enough and/or to obtain local models good enough. Under that conscious

Fig. 19 The first simple object (P1) and first simple model (M1) outputs (the left chart) and second
simple object (P2) and second simple model (M2) outputs (the right chart) for the test data
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selection we may better control the learning process. Thus, we may faster and more
certainly achieve the required quality of the global model and local models.

This algorithms and architecture of the global neural models allow us to adjust
the parameters of the global model effectively. The presented approach of modeling
is useful for computer control systems of complex systems.
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Transient Analysis of Interstitial
Microwave Hyperthermia Using Multi-slot
Coaxial Antenna

Piotr Gas

Abstract This paper outlines the impact of the number of air gaps appearing in the
microwave antenna structure on the transient temperature distribution in the human
tissue. From the mathematical point of view this problem can be described by
coupling the wave equation in sinusoidal steady-state and the bioheat transfer
equation in transient form with the adequate boundary-initial conditions. Moreover,
the Cole–Cole model has been used to evaluate the complex relative permittivity of
the human tissues for the antenna operating frequency of 2.45 GHz. At the stage of
numerical realization the finite element method has been applied. The computa-
tional results in case of the 2D analysis of singe-, double- and triple-slot antennas
are presented and compared to each other for several tissues typically treated during
interstitial microwave hyperthermia.

1 Introduction

The attempts to use heat in medicine have been well known since the ancient times
but their popularity has been observed in recent years due to the rapid technological
development [1]. Nowadays most of the hyperthermia techniques with high fre-
quency needle electrodes, small antennas, external coils as well as ferromagnetic
rods, seeds or fluids are using electromagnetic fields to heat up pathological tissues
[2]. Among other microwaves can induce heat in the biological structures and
thereby have a significant part in their healing process. Heat transfer phenomenon
proceeding in the living tissues is very important subject during such treatment.
Hyperthermia uses differences in normal and tumor cells resistance of high-tem-
perature. Research shows that the temperature between 40 and 45 °C can cause the
destruction of the malignant cells and thus tumor thermonecrosis while not affect
the surrounding healthy tissues [3]. Higher temperatures lead to thermo ablation and
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permanent damage of healthy and diseased cells [4]. This is the reason why thermal
therapy has become a prevalent technique for cancer treatment.

Maintaining the desired temperature throughout the whole treatment lasting even
tens of minutes is still an extremely problematical and challenging scientific mis-
sion. In recent time, more and more publications related to hyperthermia appear and
scientists are looking for new techniques to improve the efficacy and safety of
thermal therapy [5, 6]. The clinical studies have shown increase in the effectiveness
of hyperthermia combined with other cancer treatments such as radiotherapy,
chemotherapy, immunotherapy and gene therapy, which are increasingly replacing
traditional surgery [3]. High hopes are associated with the use of nanotechnology in
hyperthermia treatment and targeting magnetic nanoparticles in places of interest
[7]. Such attempts can be found today in many scientific works.

Interstitial microwave hyperthermia is an invasive medical procedure that
involves inserting the coaxial antenna directly into the place of sickness and
inducing thermonecrosis in the malignant tissues at the distance of 1–2 cm from the
applicator. This makes possible the healing of inaccessible tumors located deeply in
the human body, with diameter not exceeding 5 cm [8]. Depending on the tumor
type and its degree of progress the application time usually varies between 30 and
60 min [9]. Effective treatment with this method requires knowledge of the elec-
tromagnetic field and temperature distributions inside the tissue induced by the
multi-slot coaxial antenna. To get these distributions the construction and operation
of the microwave antenna as well as the electro-thermal parameters of biological
tissues need to be known. The number of the air gaps in the microwave antenna
structure seems to have significant influence on the amount of energy absorbed by
the conductive medium as it is shown in this paper. The considered 2D model
makes it possible to predict easily the transient temperature distributions in the
target area for different human tissues usually cured with this method [2].

2 Model Foundations

In general one can consider the multi-slot coaxial antenna comprising a central
conductor, a dielectric, an outer conductor and a plastic catheter inside the sur-
rounding human tissue for interstitial hyperthermia treatment as it shown in fol-
lowing Fig. 1.

For simplification, a 2D axisymmetric model in the cylindrical coordinate system
(r, φ, z) is under consideration. The antenna is relatively thin—its diameter is less than
2 mm, and the dimensions of the individual elements can be found in the literature
[10]. The air gaps are coaxial and have the same size d1 = d2 = d3 = d = 1mm. They are
all positioned in the outer conductor at the following levels: z1 = 16.0, z2 = 21.2, and
z3 = 26.4 mm, respectively. The distances between the slots are constant, namely
l1 = l2 = l = 4.2 mm.
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From mathematical point of view the interstitial microwave hyperthermia with
multi-slot coaxial antenna is a complex issue, the numerical analysis of which
requires solving two partially dependent equations, namely the wave equation in
TM mode and the bioheat equation in non-stationary case with the appropriate
boundary-initial conditions. The basic formula governing the electromagnetic field
in the present case was derived from Maxwell’s equations taking into account the
material dependencies for the uniform, linear, isotropic media. The wave equation
with respect to the complex vector of the magnetic field intensity H is governed by

r� e�1
r r�H

� �� e0l0lrx
2H ¼ 0 ð1Þ

where ε0 and μ0 denote the electric and magnetic constants, respectively, μr is the
relative permeability of the medium, and ω—the radial frequency of the electro-
magnetic field (rad s−1). Moreover, εr represents the frequency-dependent complex
relative permittivity, which for the dielectric antenna components is defined as

er xð Þ ¼ e0r - je
00
r ¼ er � j

r
xe0

ð2Þ

In above equation εr is the dielectric constant, σ—the electrical conductivity
(S m−1) and j means the imaginary unit. Biological structures due to water content
can be regarded as dispersive conductive media in which typical dielectric relax-
ation processes occur. Therefore in tissues εr is approximated by the Cole–Cole
model [11].

central conductor

dielectric

outer conductor

catheterr1

r2
r3

r4

Fig. 1 The general model of the multi-slot coaxial antenna inserted into the human tissue (left)
and its cross section (right) taking into account the individual antenna elements
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er xð Þ ¼ e1 þ es � e1
1þ jxs0ð Þ1�a � j

rs
xe0

ð3Þ

where ε∞ denotes the infinite limit of relative permittivity, εs—the static limit of
relative permittivity, α—the Cole–Cole parameter, τ0—the relaxation time constant
(ps) and σs—the static conductivity of the material (S m−1).

The multi-slot coaxial antenna uses transverse magnetic (TM) wave, therefore
there are no electromagnetic field changes in the azimuthal direction and the fol-
lowing expressions may be adopted: H = Hφ eφ and E = Er er + Ez ez, where er, eφ,
ez denote the versors in the cylindrical coordinate system. Finally, the wave
equation in 2D axisymmetric TM model is solved on the φ-component of the
magnetic field strength in the following way

r� e �1
r r� Hu

� �� e0l0lrx
2Hu ¼ 0 ð4Þ

In the simulation some boundary conditions have to be assumed, which are
thoroughly described in paper [11]. The attention should be paid to the port
boundary condition at the dielectric input where the excitation magnetic field Hφ0 is
set as

Hu0 ¼ 1
Z r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z Pin

p lnðr2=r1Þ

s
ð5Þ

where Pin is to the microwave input power elevation at the feed point, while r1 and
r2 are respectively the inner and outer radii of the dielectric. What is more,
Z denotes the dielectric wave impedance according to the equation

Z ¼
ffiffiffiffiffiffiffiffiffi
l0
e0e0r

r
¼ 120pffiffiffiffiffi

e0r
p ð6Þ

Heat transfer in living organism structures is a complicated process involving
multiple complex mechanisms. Temperature deposited inside the human body is
determined through the electric field generated by the microwave antenna and the
physical parameters of the tissue. Transient temperature field in biological tissues is
well described by the bioheat equation specified by Pennes [12] as follows

qC
oT
ot

þr � �krTð Þ ¼ qbCbxbðTb � TÞ þ Qext þ Qmet ð7Þ

where t denotes the time (s), T—the tissue temperature (K), λ—the tissue thermal
conductivity (W (m K)−1), ρ—the tissue density (kg m−3), C—the tissue specific
heat (J (kg K)−1). What is important, the quantities related to blood are marked with
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the subscript “b” as in ωb, which is the blood perfusion rate (s−1). The Pennes
model is the most commonly used one in numerical simulations because of its
accuracy and simplicity. It takes into account both the heat generated by the met-
abolic cell processes Qmet (W m−3) as well as the energy generated by the
microwave antenna Qext = 0.5 σ|E|2 (W m−3) where |E| is modulus of electric field.
For simplification, the computational domain is limited only to the part of the same
tissue. Therefore at the outer edge of the tissue the adiabatic boundary condition
describing thermal insulation is used

n � �krTð Þ ¼ 0 ð8Þ

The initial temperature field is known as the normal temperature of the human
body, namely T = T0 = 37 °C.

For this study, it has been assumed that the microwave applicator is operating at
f = 2.45 GHz with input power set to Pin = 1 W. The electric properties of the
individual antenna elements have been taken from [10]. What is more, the electro-
thermal parameters for various human tissues have been gathered in Table 1
according to [11, 13]. The blood parameters occurring in the Pennes equation have
been considered at the following levels: Tb = 310.15 K, ρb = 1020 kg m−3,
Cb = 3640 J (kg K)−1 and ωb = 0.004 s−1. It is worth mentioning that the tissue’s
metabolic heat generation could be omitted since it is much smaller than the
external heat source Qmet << Qext.

Summing up, the main Eqs. (4) and (7) were solved with the finite element
method in the whole computational domain.

3 Simulation Results

At the outset, it should be emphasized that all the results have been computed for
different active slot configurations and various tissues under the same boundary-
initial and working antenna conditions. Figure 2 summarizes the predictions of

Table 1 Fitting parameters for the Cole–Cole model and thermal conductivity for various human
tissues at the frequency of 2.45 GHz [11, 13]

Tissue ε∞ εs τ0 (ps) α σs (S m−1) λ (W(m K)−1)

Brain 4.0 32 7.958 0.1 0.02 0.51

Breast 2.5 3 17.680 0.1 0.01 0.33

Kidney 4.0 47 7.958 0.1 0.05 0.53

Liver 4.0 39 8.842 0.1 0.02 0.52

Lung 2.5 18 7.958 0.1 0.03 0.39
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temperature elevations within the liver tissue derived from the single-slot micro-
wave antenna for three sampled moments of time. The following figure illustrates
the comparison of temperature distributions inside the liver tissue in the steady-state
along two paths defined as z = 16 mm (level of the first slot) and r = 2.5 mm
(parallel to the symmetry axis) between antennas with one, two and three air gaps
(Fig. 3). Time dependent variations of temperature in the case of antennas with

Fig. 2 Isothermal lines inside the human liver tissue for the single-coaxial antenna for differ-
ent moments of time (all for f = 2.45 GHz and Pin = 1 W)
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Fig. 3 Temperature distributions in the human liver tissue along the paths r = 2.5 mm (left)
and z = 16 mm (right) for the coaxial antennas in steady-state
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different number of active slots inserted into various human tissues and can be seen
in Fig. 4. As the point of observation the intersection of the predefined paths has
been chosen (r = 2.5, z = 16 mm).

Table 2 summarizes the simulation results and compares the presented models
in the case of the single-, double- and triple-slot antennas. Three observation
points lying at the height of each of the air gaps within 2.5 mm from the antenna’s
symmetry axis are considered. T denotes the temperature in the steady-state, and t
—the time after which the temperature reaches a steady-state with a tolerance of
1 %. The highest temperatures and the lowest times for each model are shown in
bold.
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Fig. 4 Examples of transient temperature distributions for various human tissues at point
r = 2.5 mm and z = 16 mm for the coaxial antennas with different active slots
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4 Conclusions

The dynamics of the heating and the highly non-uniform temperature distribution
are among the main contributors to the risk for side effects associated with
hyperthermia. It is therefore essential to determine the temperature elevations in
treated tissues including their variation over time. In this work, the emphasis is
placed on estimating the transient temperature distributions for the numerical model
of interstitial microwave hyperthermia with a multi-slot coaxial antenna. The
simulations have been performed for different configurations of active air gaps and
various human tissues usually cured with this method. In line with the expectations,
the temperature in the target tissue decreases rapidly with the distance from the
microwave applicator. The highest temperatures were obtained with the single-slot
antenna. The lowest ones occurred for the antenna with slots 2 and 3. What is more,

Table 2 Quantitative comparison between models

No.
of
slot

Tissue Points of observation (all for r = 2.5 mm and z as below)

z1 = 16.0 mm z2 = 21.2 mm z3 = 26.4 mm

1 Brain t = 776.8 s, T = 42.9 °C t = 791.5 s, T = 42.9 °C t = 828.9 s, T = 41.7 °C

Breast t = 824.7 s, T = 43.6 °C t = 836.6 s, T = 43.7 °C t = 869.1 s, T = 42.2 °C

Kidney t = 770.9 s, T = 43.0 °C t = 781.9 s, T = 43.1 °C t = 823.9 s, T = 41.8 °C

Liver t = 783.2 s, T = 41.9 °C t = 795.6 s, T = 41.9 °C t = 831.0 s, T = 41.0 °C

Lung t = 802.8 s, T = 42.3 °C t = 828.6 s, T = 42.0 °C t = 857.5 s, T = 41.0 °C

1, 2 Brain t = 806.0 s, T = 41.6 °C t = 783.8 s, T = 42.4 °C t = 822.5 s, T = 41.2 °C

Breast t = 843.9 s, T = 42.3 °C t = 834.5 s, T = 43.1 °C t = 872.7 s, T = 41.6 °C

Kidney t = 798.0 s, T = 41.8 °C t = 778.9 s, T = 42.6 °C t = 822.5 s, T = 41.2 °C

Liver t = 812.3 s, T = 40.8 °C t = 792.2 s, T = 41.4 °C t = 829.4 s, T = 40.5 °C

Lung t = 851.8 s, T = 40.4 °C t = 831.8 s, T = 41.2 °C t = 850.0 s, T = 40.7 °C

1, 3 Brain t = 794.4 s, T = 40.9 °C t = 789.3 s, T = 41.1 °C t = 815.8 s, T = 40.2 °C

Breast t = 834.4 s, T = 41.6 °C t = 832.1 s, T = 41.8 °C t = 863.9 s, T = 40.5 °C

Kidney t = 787.8 s, T = 41.1 °C t = 776.2 s, T = 41.3 °C t = 813.5 s, T = 40.3 °C

Liver t = 801.4 s, T = 40.2 °C t = 793.6 s, T = 40.3 °C t = 820.3 s, T = 39.7 °C

Lung t = 851.5 s, T = 39.7 °C t = 859.6 s, T = 39.6 °C t = 829.8 s, T = 40.0 °C

2, 3 Brain t = 812.6 s, T = 39.9 °C t = 789.1 s, T = 40.5 °C t = 812.2 s, T = 39.8 °C

Breast t = 846.5 s, T = 40.4 °C t = 829.4 s, T = 41.1 °C t = 857.4 s, T = 40.1 °C

Kidney t = 800.7 s, T = 40.0 °C t = 771.8 s, T = 40.7 °C t = 811.1 s, T = 39.9 °C

Liver t = 817.2 s, T = 39.4 °C t = 793.3 s, T = 39.9 °C t = 815.3 s, T = 39.4 °C

Lung t = 860.0 s, T = 39.1 °C t = 849.5 s, T = 39.3 °C t = 837.5 s, T = 39.5 °C

1, 2,
3

Brain t = 799.4 s, T = 40.7 °C t = 793.8 s, T = 40.1 °C t = 826.5 s, T = 39.9 °C

Breast t = 837.7 s, T = 41.3 °C t = 833.4 s, T = 41.6 °C t = 871.4 s, T = 40.2 °C

Kidney t = 789.6 s, T = 40.9 °C t = 782.5 s, T = 41.0 °C t = 824.0 s, T = 40.0 °C

Liver t = 805.3 s, T = 40.0 °C t = 798.2 s, T = 40.1 °C t = 831.9 s, T = 39.5 °C

Lung t = 854.4 s, T = 39.6 °C t = 871.3 s, T = 39.6 °C t = 847.1 s, T = 39.6 °C
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under the same conditions, the lowest and the highest temperatures appeared in the
lung and breast tissues, respectively. The average time to reach a steady-state
temperature is about 800 s. The fastest temperature has been fixed in the kidney
tissue and the most significant values of the temperature in a steady-state were
obtained in the breast tissue at the height of the second slot, regardless of the model.
Of course, in any of the analysed cases, the temperature values can be easily
enlarged by raising the level of the antenna’s total microwave input power. The
numerical approach presented in this paper can have a significant impact on the
actual treatment of tumors.
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Impulse Responses of Generalized First
Order LTV Sections

Anna Piwowar and Janusz Walczak

Abstract In this article, the model of the first order parametric section linear time
varying (LTV) has been described. The parameter of the section under examination
is non-periodically variable. These sections are the elementary blocks constituting
more complex systems of parametric filters. The method aiming to determinate the
impulse response of the LTV section has been presented. The results have been
illustrated by an example.

1 Introduction

The synthesis and properties analysis of stationary universal linear time invariant
(LTI) sections described by the ordinary differential equations with constant
coefficients is well known [1]. The Laplace calculation method is most often used
for the synthesis of such filters.

The parametric sections also referred to as LTV sections are systems with time
varying coefficients. The time-varying systems are described by the ordinary dif-
ferential equations with coefficients variable in time. The analysis and synthesis of
such sections is difficult because the definition of the Laplace transform in the
classical sense is pointless in this case. In the time domain parametric systems can
be described in two different ways [3, 5, 8]. The first of them consist in using the
linear ordinary differential equations with the variable coefficients being the
time functions (compare to (2)). The analytical solution to these equations, even to
the simplest ones, is a very complex mathematical problem [5, 6]. The second
parametric system description method is based on the usage of the parametric
convolution equation, which can be defined in different ways [4, 8]. In this article
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the definition of parametric convolution given by Zadeh [8] is used, which is
expressed by:

yðtÞ ¼
Z t

0

hðt; sÞxðsÞds; ð1Þ

where: h(t, τ)—impulse response of the system.
In this article the LTV system analysis method with non-periodically varying

parameters is presented. This method enables the determination of dynamic char-
acteristics of the nonstationary system i.e. impulse response, step response.

2 Model of the First Order LTV Section

The single input single output (SISO) transmission models of the LTV class (Fig. 1)
are described using the P operation, which is the relation between input x(t) and
output y(t) signals of the system [3].

These signals belong to signal spaces defined in different ways. For the para-
metric systems in the time domain, the state equations or parametric convolution
equations are the P-operation. The transmission description making use of the
convolution (1) enables the determination of the system response to any excitation x
(t) providing the h(t, τ) function is known. In this article the analysis method in time
domain has been shown, which includes the impulse response h(t, τ) and y(t) first
order LTV low pass filter response described by the differential equation:

y0ðtÞ þ xðtÞyðtÞ ¼ xðtÞ; ð2Þ

where: ω(t)—the parametric function interpreted as time varying angular frequency.
It can be proved that any non-periodical function with limited energy describing

the time variable system parameter (Fig. 2) can be approximated by the series [2]:

xðtÞ ¼ xg þ
Xk¼N

k¼�N
k 6¼0

Cke� pk t; xg [ 0 ;Ck ; pk 2 C, ð3Þ

x t( ) X y t( ) YLTV

Fig. 1 The transmission model of LTV class SISO system
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thus:

Ck ¼ Ckj jejwk ¼ Ak þ jBk; Ck ¼ C�
�k; ð4Þ

pk ¼ ck þ jxk ; pk ¼ p��k: ð5Þ

For the assumptions (3) the parametric functions fulfill the condition:

lim
t!1xðtÞ ¼ xg [ 0 : ð6Þ

If the above condition is fulfilled and the considered parametric sections are
stable [5], after sufficiently long time the LTV sections are equivalent to the sta-
tionary low pass sections with angular frequency ωg. These sections become
classical low pass LTI filters. The Eq. (3), which express the time-variable
parameter, can be converted to the form:

xðtÞ ¼ xg þ
Xk¼N

k¼1

e� ck t Ak cosðxktÞ þ Bk sinðxktÞð Þ ; ð7Þ

where:

Ak ¼ 2 Ckj j coswk ; ð8Þ

Bk ¼ �2 Ckj j sinwk : ð9Þ

The examples of parametric function waveforms described by the Eq. (7) are
presented in Fig. 3.

3 Analysis of Generalized First Order LTV Section

The article [7] is devoted to the analysis of a particular case of the first order
parametric section (for N = 1) with the parameter variable accordingly to Eq. (7).
This work is continues the LTV system examination and is devoted to the gen-
eralized LTV section with a parameter being any limited energy function described
by the Eq. (7) (Fig. 3). The examination of parametric systems in the time domain

first order
low pass 

LTV filter

ω

x t( ) y t( )

( )t

Fig. 2 Model of low pass first order LTV section
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consists in the analysis of parametric differential equations describing their models.
For the zero initial condition, the solution to Eq. (2) is given by the equation [6]:

yðtÞ ¼
Z t

0

e�ðaðtÞ�aðsÞÞxðsÞds; ð10Þ

where:

aðtÞ ¼
Z t

0

xðtÞdt: ð11Þ

Taking into consideration the Eq. (7) into formulae (10), (11), one can obtain
the relation determining the section model in the convolution form, whereas the
function α(t) is expressed as:

aðtÞ ¼
XN
k¼1

D1k cosðxktÞ þ D2k sinðxktÞð Þe�ck t þ xgt � D0; ð12Þ

where:

D1k ¼ �Akck � Bkxk

c2k þ x2
k

; ð13Þ

D2k ¼ Akxk � Bkck
c2k þ x2

k

; ð14Þ

D0 ¼
XN
k¼1

D1k: ð15Þ

5 10 15 20

2

4

6

0

ω( )t

t

ω3 t

ω1( )t

ω2

( )

( )t

Fig. 3 Parametric functions
waveforms
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After comparing the Eqs. (1) to (10) and taking into consideration the formula
(12), one can obtain the impulse response equation of the analyzed section in a
closed form:

hðt; sÞ ¼ exp �xgðt � sÞ� �
exp

XN
k¼1

D1k cosðxksÞ � cosðxktÞð Þexp ckðt � sÞð Þ
 !

exp
XN
k¼1

D2k sinðxksÞ � sinðxktÞð Þexp ckðt � sÞð Þ
 !

:

ð16Þ

Based on the knowledge of impulse response (16) and the relation (1), one can
determine the parametric system response to any excitation x(t). The results
obtained this way describe a complete transmission model of the generalised first
order parametric section with a variable coefficient described by formula (7).

4 Example

The low pass LTV first order filter presented in Fig. 2 has been analyzed for three
different parameter ω(t) variability behaviours. The waveform of time varying cut-
off angular frequency of the system has been shown in Fig. 3.

The impulse responses h(t, τ) of the analyzed systems determined on the base of
the formula (16) have been presented in Figs. 4, 5, 6. On the contrary to classical
stationary sections, the impulse responses of parametric section are functions of two
variables t—time, and τ—moment of application of the excitation in the Diracc
impulse form to the input of the system. The variable τ is treated as a system
parameter. The exemplar 2D diagrams are sections of the surface described by
function h(t, τ) for particular moments τ.
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Fig. 4 The impulse response of first order LTV filter with variable parameter ω1(t)
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5 Conclusion

The proposed analytical model of the first order generalised parametric low-pass
section with a non periodically variable parameter enables the determination of the
system response to any excitation with finite average power and limited energy.

On the contrary to classical stationary sections, the impulse responses of para-
metric sections are functions of two variables—time, and moment of application of
the excitation to the input of the system. Changing parameters has an impact on the
shape of the impulse response.

In the stationary state, the sections with variable parameters are equivalent to
stationary sections. The advantage of the proposed approach is the possibility to
improve the dynamic properties by the proper choice of the parametric function.
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Fig. 5 The impulse response of first order LTV filter with variable parameter ω2(t)
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On Some Inequalities for Fourier
Coefficients

Piotr Lorenc, Damian Słota, Marcin Szczygieł, Jacek Uryga
and Roman Wituła

Abstract The main aim of this paper is to present the improved version of results
from paper [1]. All of these concern the certain inequalities of global type for
Fourier coefficients and their applications to trigonometric integral inequalities.
Also some proofs omitted in [3] are added in this paper.

1 Introduction

In the classical monograph by Zygmund [3] (see also [2]) the order of magnitude of
Fourier coefficients of an integrable function g : 0; 2p½ � ! R with the aid of the
modulus continuity of function g is given

Z2p

0

g xð Þ cos nxð Þ dx
 !2

þ Z2p

0

g xð Þ sin nxð Þ dx
 !2

� 1
2
Z2p

0

g xð Þ � g xþ p
n

� ���� ��� dx
 !2

:

Aim of this paper is to receive an optimal bounding constant for the cases of

g : 0; 2p½ � ! ½�1; 1� and g : 0; 2p½ � ! ½0; 1�:
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Moreover, a discussion of optimal cases and some applications to trigonometric
inequalities are presented here. We note that the given in this paper inequalities are
stronger then the respective inequalities deduced from the above Zygmund’s
inequality.

2 Main Result

The following result is the generalization of Theorem 1 from [1].

Theorem 1 Let g 2 L1
R
½0; 2p�ð Þ, gj j � 1. Then the following inequalities hold true

Zn

0

g xð Þ sin nxð Þ dx
�����

������ 2
n

nn
p

� �
; ð1Þ

Zn

0

g xð Þ cos nxð Þ dx
�����

������ 2
n

nn
p

� �
; ð2Þ

Zn

0

g xð Þj j sin nxð Þ dx
�����

������ 2
n

nn
2p

� �
; ð3Þ

Zn

0

g xð Þj j cos nxð Þ dx
�����

������ 2
n

nn
2p

� �
; ð4Þ

for every n 2 N and n 2 0;1ð Þ.
Remark 1 From (1)–(4) the following estimation of the order of magnitude of the
Fourier coefficients of an integrable function g : 0; 2p½ � ! R, gj j � 1 can be
obtained

Zn

0

g xð Þ cos nxð Þ dx
 !2

þ Zn

0

g xð Þ sin nxð Þ dx
 !2

� 8
n2

nn
p

� �2
;

Zn

0

g xð Þj j cos nxð Þ dx
 !2

þ Zn

0

g xð Þj j sin nxð Þ dx
 !2

� 8
n2

nn
2p

� �2
:

Both inequalities are better than Zygmund’s result from Introduction. Simulta-
neously we think that the best estimation will be obtained by replacing in both
inequalities multiplier 8 by 4.
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Remark 2 Proof of Theorem 1 runs in the similar way as proof of Theorem 1 from
[1].

Let us present the following result.

Theorem 2 Let g 2 L1
R
½0; 2p�ð Þ, gj j � 1. Then, for every n 2 N, the following

inequalities hold true

Z2p

0

g xð Þ cos nxð Þ dx
 !2

þ Z2p

0

g xð Þ sin nxð Þ dx
 !2

� 16 ð5Þ

and

Z2p

0

g xð Þj j cos nxð Þ dx
 !2

þ Z2p

0

g xð Þj j sin nxð Þ dx
 !2

� 4: ð6Þ

If the equality sign is established in (5) then

gðxÞj j ¼ 1 ð7Þ

for almost all x 2 0; 2p½ �. Moreover, if the condition (7) is satisfied then from (6),
for n ¼ 1 we get

Z
A

sin x dx

0
@

1
A

2

þ
Z
A

cos x dx

0
@

1
A

2

� 4; ð8Þ

where A := x 2 0; 2p½ �; g xð Þ ¼ 1f g. Hence, it follows that (8) holds for every
measurable subset A of 0; 2p½ �.

If the condition (7) is satisfied then there is the equality sign in (5) for n ¼ 1 iff
there is the equality sign in (8).

Corollary 1 If g 2 LC 0; 2p½ �ð Þ, gj j � 1, then, for every n 2 N, the following
inequality holds

Z2p

0

g xð Þ cos nxð Þ dx
�����

�����
2

þ Z2p

0

g xð Þ sin nxð Þ dx
�����

�����
2

� 32: ð9Þ

Corollary 2 Let A be a Lebesgue measurable subset of ½0; p� (or A � ½p; 2p�,
respectively). Then the following inequality holds
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Z
A

sin x dx

0
@

1
A

2

þ
Z
A

cos x dx

0
@

1
A

2

� 4
Z
A

sin x dx

������
������: ð10Þ

Moreover if A � ½0; p� then we have

2
Z

0;p2½ �\A
sin x dxþ

Z
A0
s

sin x dx

0
BB@

1
CCA

2

þ
Z
A0
s

cos x dx

0
B@

1
CA

2

� 4; ð11Þ

where As := x 2 A : p� x 2 Af g and A0
s := AnAs.

On the other hand, if A � ½p=2; 3p=2� then we have

Z
A

sin x dx

0
@

1
A

2

þ
Z
A

cos x dx

0
@

1
A

2

� � 4
Z
A

cos x dx; ð12Þ

We think that both inequalities (10) and (12) can be strengthened to the one’s
with multiplier 4 replaced by 2. It seems that there will be the optimal inequalities,
which results from the following discussion.

So if A ¼ x; z½ � then (10) with multiplier 4 replaced by 2 is equivalent to
inequality

cos x� cos zð Þ2þ sin x� sin zð Þ2 � 2 cos x� cos zj j;

2� 2 cos x� zð Þ� 4 sin
xþ z
2

sin
x� zj j
2

;

4 sin2
x� z
2

� �
� 4 sin

xþ z
2

sin
x� zj j
2

;

which implies

sin
x� zj j
2

� sin
xþ z
2

ð13Þ

for every x; z 2 0; p½ �. This inequality really holds since we have

sin xþz
2 þ sin x�z

2 ¼ 2 sin x
2 cos

z
2 � 0;

sin xþz
2 þ sin z�x

2 ¼ 2 sin z
2 cos

x
2 � 0;

�

i.e.,
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sin
xþ z
2

¼ 2 sin x
2 cos

z
2 þ sin z�x

2 � sin z�x
2 ;

2 sin z
2 cos

x
2 þ sin x�z

2 � sin x�z
2 ;

�

which generates (13).

Proof of Theorem 2 First the proof of (5) and (6) will be presented. To this aim let
us put

cs ¼ cs fð Þ ¼ Z2p

0

f tð Þ sin nt þ sð Þ dt;

ds ¼ ds fð Þ ¼ Z2p

0

f tð Þ cos nt þ sð Þ dt;

for s 2 R and f 2 L1
R

0; 2p½ �ð Þ, fj j � 1 and n 2 N. Moreover, let c ¼ c0ðf Þ,
d ¼ d0ðf Þ. Next fix n 2 N and a respective f 2 L1

R
0; 2p½ �ð Þ. Then it follows that

cs ¼ c cos sþ d sin s
ds ¼ d cos s� c sin s

�
ð14Þ

for s 2 R. This clearly forces

c2s þ d2s ¼ c2 þ d2 ð15Þ

Now observe that

ds � cs ¼ Z2p

0

f tð Þ cos nt þ sð Þ � sin nt þ sð Þ½ � dt

¼
ffiffiffi
2

p Z2p

0

f tð Þ cos nt þ s	 p
4

� �
dt;

which implies

ds � csj j �
ffiffiffi
2

p Z2p

0

cos nt þ s	 p
4

� ���� ��� dt ¼ ffiffiffi
2

p Z2p

0

cos ntj j dt ¼ 4
ffiffiffi
2

p
: ð16Þ

But we have

max ds þ csj j; ds � csj jf g ¼ csj j þ dsj j ð17Þ

and it is possible to choose a value of s in such a way that cs ¼ ds (by (14) it follows
either s ¼ 0 if c ¼ d or cot s ¼ cþd

d�c if c 6¼ d). For these value of s, by (16) and (17),
we deduce that
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csj j � 2
ffiffiffi
2

p
and dsj j � 2

ffiffiffi
2

p
; ð18Þ

i.e. by (15)

c2 þ d2 � 16: ð19Þ

Let g 2 L1
R

0; 2p½ �ð Þ, gj j � 1. Then the function

f xð Þ :¼ 2 gðxÞj j � 1

belongs to L1
R

0; 2p½ �ð Þ as well, fj j � 1, c fð Þ ¼ 2c gj jð Þ and d fð Þ ¼ 2d gj jð Þ which by
(19) implies

4 c2 gj jð Þ þ d2 gj jð Þ	 
 ¼ c2 fð Þ þ d2ðf Þ� 16;

i.e.

c2 gj jð Þ þ d2 gj jð Þ� 4

which finishes the proof of (5) and (6).
Our next goal is to prove that if the equality sign is established in (5), then (7)

holds. To this aim let us suppose that f 2 L1
R

0; 2p½ �ð Þ, fj j � 1. Put

A := x 2 0; 2p½ � : f xð Þj j\1f g:

Assume that l Að Þ[ 0. Then there exists d 2 ð0; 1Þ such that

Ad := x 2 A : f xð Þj j � 1� df g and l Adð Þ[ 0

(since l Adð Þ ! lðAÞ when d ! 0þ). There is no loss of generality in assuming that
the restriction sin nxjAd

has the constant sign. Now, a new function will be defined

hc xð Þ := f xð Þ þ c; for x 2 Ad

f xð Þ; for x 2 0; 2p½ �nAd;

�

where c 2 ð�d; dÞ. Clearly we have

hc 0; 2p½ �ð Þ � �1; 1½ � and hc 2 L1
R
0; 2p½ �:

Furthermore, the following identity holds
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Z2p

0

hcðxÞ sin x dx
 !2

þ Z2p

0

hcðxÞ cos x dx
 !2

¼ Z2p

0

f ðxÞ sin x dx
 !2

þ Z2p

0

f ðxÞ cos x dx
 !2

þ 2c
Z
Ad

sin x dx

0
B@

1
CA Z2p

0

f xð Þ sin x dxþ
Z
Ad

cos x dx

0
B@

1
CA Z2p

0

f xð Þ cos x dx

2
64

3
75

þ c2
Z
Ad

sin x dx

0
B@

1
CA

2

þ
Z
Ad

cos x dx

0
B@

1
CA

20
B@

1
CA:

Hence, if we set

M ¼
Z
Ad

sin x dx

0
B@

1
CA Z2p

0

f xð Þ sin x dxþ
Z
Ad

cos x dx

0
B@

1
CA Z2p

0

f xð Þ cos x dx

and

c ¼ 2�1d; for M[ 0;
�2�1d; for M\0;

�

then we deduce that maximum of the following expression

Z2p

0

g xð Þ sin x dx
 !2

þ Z2p

0

g xð Þ cos x dx
 !2

; g 2 L1
R

0; 2p½ �ð Þ; gj j � 1
	 


;

is obtained iff gðxÞj j ¼ 1 almost everywhere on ½0; 2p�.
Suppose that g 2 L1

R
0; 2p½ �ð Þ; gj j ¼ 1 almost everywhere on ½0; 2p�. Set

A ¼ x 2 0; 2p½ � : g xð Þ ¼ 1f g:
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Then we have

Z2p

0

g xð Þ sin x dx
 !2

þ Z2p

0

g xð Þ cos x dx
 !2

¼
Z
A

sin x dx�
Z

0;2p½ �nA

sin x dx

0
B@

1
CA

2

þ
Z
A

cos x dx�
Z

0;2p½ �nA

cos x dx

0
B@

1
CA

2

¼ 2
Z
A

sin x dx

0
@

1
A

2

þ 2
Z
A

cos x dx

0
@

1
A

2

¼ 4
Z
A

sin x dx

0
@

1
A

2

þ
Z
A

cos x dx

0
@

1
A

22
4

3
5;

which by (5) implies (8). h

Proof of Corollary 2 Suppose that A and B are some Lebesgue measurable subsets
of ½0; 2p� and let A � B. From (8) for A := BnA we obtain

Z
B

sin x dx�
Z
A

sin x dx

0
@

1
A

2

þ
Z
B

cos x dx�
Z
A

cos x dx

0
@

1
A

2

� 4:

Hence for B ¼ 0; p½ � or p; 2p½ � we get (10), while for B ¼ p
2 ;

3
2p

� �
the inequality

(12) follows.
On the other hand, if B := 0; p½ � and A := As [ A0

s, where
As := x 2 A : p� x 2 Af g and A0

s := AnAs thenZ
As

cos x dx ¼ 0;

As \ A0
s ¼ ; and

Z
As

sin x dx ¼ 2
Z

0;p2½ �\As

sin x dx;

which implies (11). h
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On the Three, Five and Other Periodic
Orbits of Some Polynomials

Roman Wituła, Edyta Hetmaniok, Damian Słota, Tomasz Trawiński
and Wojciech Kołton

Abstract In the paper all three and five periodic orbits of certain (known and a bit
less known) quadratic and cubic polynomials as well as polynomials of order
greater than 4 are generated. Other periodic orbits are also discussed here. The basic
polynomials considered in this paper are the minimal polynomials of 2 cos 2p

2n�1 or
2 sin 2p

2n�1 for every n ¼ 4; 5; 6; 7; 8. The concept of n-periodic trigonometric orbits
is introduced. Also generalizations of Benedetto identities are presented.

1 Organization of the Paper

The paper is divided into three main sections completed by references and one
table. The sections are:

1. Introduction where besides the ideas and notations used in the paper also the
investigated polynomials are introduced. Background of the paper subject-
matter is presented too.

2. The first set of trigonometric type polynomials where the periodic orbits of two
first special polynomials swðxÞ and twðxÞ are discussed. Moreover, some gen-
eralizations of Benedetto identities (see [1]) connected with the periodic orbits
of polynomials (over fields of characteristic zero) are introduced.

3. Amazing cubic polynomials �3xþ 1
w2 x3, i.e. polynomials wT3 x

w

� �
where w 2

Rnf0g and T3 is the third Chebyshev polynomial of the first kind (especially see
[2–6] for the basic informations on Chebyshev polynomials). The section is
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devoted to discussing the periodic orbits of these polynomials. Indeed it is
known (see [7]) that if p 2 N is a prime number then we seek the finite elements
of periodic orbits of polynomial Tp in the set of solutions of equation

TpnðxÞ ¼ x; x 2 R; n 2 N:

However we still do not know, but we suppose, that all these solutions are of the

form x ¼ cos kirp
p

� �
, ðkr; pÞ ¼ 1, 0� i� p� 1. Polynomial T3ðxÞ seems to confirm

this hypothesis. Moreover, we present in this section some Benedetto type identities
and the general form of cubic polynomials satisfying some characteristic equalities
connected with elements of 3-periodic orbits of T3.

Presented paper constitutes the continuation of a discussion started in paper [8].
On its basis the paper [9] has also been prepared in which, among others, the new
families of Chebyshev polynomials are generated. Next, paper [10] of the engineer-
scientific nature is an effect of common interdisciplinary research in the subject of
chaos theory.

2 Introduction

In the paper we intend to discuss the periodic orbits of certain basic quadratic and
cubic polynomials. The main rôle in discussion will be played by the following
polynomials (see [11–15], we note that all presented below polynomials are min-
imal polynomials of its roots):

pðXÞ ¼ X
3 � 3Xþ 1 ¼

Y2
k¼0

X� cð2kbÞ� �
;

qðXÞ ¼ X
3 þ X

2 � 2X� 1 ¼
Y2
k¼0

X� cð2kaÞ� �
;

psðXÞ :¼ X
3 � 3Xþ

ffiffiffi
3

p
¼
Y2
k¼0

X� ð�1Þksð2kbÞ
� �

;

qsðXÞ :¼ X
3 �

ffiffiffi
7

p
X

2 þ
ffiffiffi
7

p
¼
Y2
k¼0

X� sð2kaÞ� �
;

qs2ðXÞ :¼ �qð2� XÞ ¼ X
3 � 7X2 þ 14X� 7 ¼

Y2
k¼0

X� s2ð2kaÞ� �
;

P1ðXÞ :¼ X
3 þ 1� ffiffiffiffiffi

13
p

2
X

2 � Xþ
ffiffiffiffiffi
13

p � 3
2

¼ X� cðdÞð Þ X� cð3dÞð Þ X� cð4dÞð Þ;
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P2ðXÞ :¼ X
3 þ 1þ ffiffiffiffiffi

13
p

2
X

2 � Xþ
ffiffiffiffiffi
13

p þ 3
2

¼ X� cð2dÞð Þ X� cð5dÞð Þ X� cð6dÞð Þ;
PðXÞ :¼ P1ðXÞP2ðXÞ ¼ X

6 þ X
5 � 5X4 � 4X3 þ 6X2 þ 3X� 1;

QðXÞ :¼ X
5 þ X

4 � 4X3 � 3X2 þ 3Xþ 1 ¼
Y4
k¼0

X� cð2kcÞ� �
;

RðXÞ :¼ X
4 � X

3 � 4X2 þ 4Xþ 1 ¼
Y3
k¼0

X� cð2keÞ� �
;

where the notation given below is used

a :¼ 2p
7
; b :¼ 2p

9
; c :¼ 2p

11
; d :¼ 2p

13
; e :¼ 2p

15
;

cðxÞ :¼ 2 cosðxÞ and sðxÞ :¼ 2 sinðxÞ;

and which will be applied throughout the entire paper. In this connection we obtain
the following form of the known trigonometric identities

cð2xÞ ¼ c2ðxÞ � 2 ¼ 2� s2ðxÞ;
sð2xÞ ¼ sðxÞcðxÞ;

sðxÞ
YN�1

k¼0

cð2kxÞ ¼ sð2NxÞ:

Remark 1 Polynomial qs2ðXÞ is called the Johannes Kepler polynomial (see [5],
vol III). We have Xqs2ðXÞ ¼ 2T7ðX=2Þ where T7ðXÞ is the seventh Chebyshev
polynomial of the first kind.

Moreover we will use the notation �A :¼ f�a : a 2 Ag for every nonempty
A � R:

We know [16, 17] that if K is an algebraically closed field of zero characteristic
and f is a non-linear polynomial over K, then f has in K the cycles of all length with
at most one exception. Moreover, the exceptional case may occur only when f is
linearly conjugated to the polynomial X2 � X (we say that polynomials f and g are
linearly conjugated if f ðaXþ bÞ ¼ agðXÞ þ b for some a; b 2 K; a 6¼ 0). In this
exceptional case f does not possess any cycles of length 2.

Cases of the cycles of polynomials over algebraically closed fields of positive
characteristics have been discussed by Pezda in papers [18, 19].

Certainly, the problem of analytic description of such orbits in specific cases
(especially over complex field) is still interesting for us. It turned out that there exist
several particular quadratic and cubic polynomials, in case of which the analysis of
their orbits is especially interesting because it is connected, among others, with
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determination of new sequences of integers (associated with the length of appro-
priate orbits of given polynomials) and new sequences of “modified” Chebyshev
polynomials possessing the intriguing properties. It seems that obtained results are
worth to be popularized for the sake of their accessibility and creativity. This paper
is a substantial supplement of papers [8, 9].

We say that n-periodic real orbit fx1; x2; . . .; xng of a polynomial p 2 R½x�
possesses the trigonometric form if there exist a1; a2; . . .; an 2 ½0; 2pÞ such that
xi ¼ cðaiÞ for every i ¼ 1; 2; . . .; n. In particular, if there exist a 2 ð0; 2pÞ and
k 2 N such that xi ¼ cðkiaÞ for every i ¼ 1; 2; . . .; n, then orbit fx1; x2; . . .; xng will
be called the n-periodic trigonometric orbit.

Remark 2 In paper [20] the authors have proven that a real analytic function, whose
Maclaurin series expansion is

P1
n¼0 anx

n, behaves chaotically whenever the fol-
lowing condition holds

a22 � a1a3 [ 0: ð1Þ

It can be easily observed that all the polynomials presented in this section, and
simultaneously all ones discussed in this paper, satisfy condition (1), i.e. they are
chaotic [21–24].

3 The First Set of Trigonometric Type Polynomials

In this section polynomials

swðxÞ :¼ � 1
w
x2 � xþ 2w

and

twðxÞ :¼ swðxÞ � w

will be considered. We will present all their 2, 3 and 4-periodic orbits and discuss
their rôle in construction of the cubic polynomials possessing the same 3-periodic
orbits. We will also present generalizations of the Benedetto identities [1].

Theorem 1 We have

swð2w cosxÞ ¼ �2w cosx� 2w cos2x;

swð2w cosðkbÞÞ ¼ 2w cosð4kbÞ; ð2Þ

tw 2w cosðkaÞð Þ ¼ 2w cosð4kaÞ; ð3Þ

for every k ¼ 1; 2; 4, x 2 R and w 2 Cnf0g.
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Proof We note that

t1 � t1 � t1ðxÞ � x ¼ � x2 þ 2x� 1
� �

qðxÞð Þ2

and

tw � tw � tw x
w

� �
¼ w t1 � t1 � t1ðxÞð Þ:

h

Corollary 1 Sets

wcðbÞ;wcð2bÞ;wcð4bÞf g and wcðaÞ;wcð2aÞ;wcð4aÞf g

are the 3-periodic orbits of polynomials sw and tw, respectively. In case of tw the last
set is the only 3-periodic orbit of this map. From Sharkovsky’s Theorem [25–28] we
get that both sw and tw possess periodic orbits of any finite cardinality.

Remark 3 Since

s1 � s1 � s1ðxÞ � x ¼ � x2 þ 2x� 2
� �

pðxÞ x3 þ 2x2 � 3x� 5
� �

;

it could be easily deduced that there exists only one more additional 3-periodic orbit
of sw(x):

wx1;wx2;wx3f g

(more precisely, wx1 !sw wx2 !sw wx3 !sw wx1) where x1 ¼ �2:3772. . .; x2 ¼
�1:27389. . . and x3 ¼ 1:65109. . . are the roots (all real) of polynomial x3 þ 2x2 �
3x� 5: Observe that the orbit {x1, x2, x3} cannot be of the shape {c(α1), c(α2), c
(α3)} for some α1, α2, α3 ∊ [0, 2π), i.e. this orbit does not posses the trigonometric
form.

Remark 4 Numbers �1� ffiffiffi
3

p� �
w are the only fixed points of sw, while numbers

�1� ffiffiffi
2

p� �
w are the only fixed points of tw.

Remark 5 Sets c p
4

� �
; c 3

4 p
� �� � ¼ � ffiffiffi

2
p� �

and
ffiffiffi
2

p
s p

12

� �
;� ffiffiffi

2
p

c p
12

� �� � ¼
�1� ffiffiffi

3
p� �

are the only 2-periodic orbits of s1(x). Sets �sðp6Þ
� � ¼ �1f g and

�1� ffiffiffi
2

p� �
are the only 2-periodic orbits of t1(x).

Moreover, s1(x) possesses three 4-periodic orbits (all omitted here since none is
of the trigonometric form), whereas t1(x) possesses only one real 4-periodic orbit
{ −1.26799, −0.0960418, 0.66019, 1.08682} and two complex 4-periodic orbits.
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Remark 6 (The Benedetto type identities [1]) We have

Y2
k¼0

cð2kbÞ þ s1 cð2kbÞ� �� � ¼Y2
k¼0

cð2kbÞ þ cð2kþ2bÞ� � ¼Y2
k¼0

�cð2kþ1bÞ� � ¼ 1;

Y2
k¼0

cð2kaÞ þ t1 cð2kaÞ� �� � ¼Y2
k¼0

cð2kaÞ þ cð2kþ2aÞ� �

¼
Y2
k¼0

�1� cð2kþ1aÞ� � ¼ qð�1Þ ¼ 1:

3.1 Generalization of the Benedetto Type Identities

If complex roots of the following complex polynomial

FðxÞ ¼ x3 þ ax2 þ bxþ c ¼
Y3
i¼1

ðx� xiÞ

form the 3-periodic orbit of some polynomial GðxÞ then we have

Y3
i¼1

xi þ GðxiÞð Þ ¼
Y3
i¼1

ð�a� xiÞ ¼ Fð�aÞ ¼ c� ab:

Similarly, if complex roots of the following quartic complex polynomial

eFðxÞ ¼ x4 þ ax3 þ bx2 þ cxþ d ¼
Y4
i¼1

ðx� xiÞ

form the 4-periodic orbit of some polynomial ~GðxÞ then we have

Y4
i¼1

xi þ eGðxiÞ þ eG2ðxiÞ
� �

¼
Y4
i¼1

ð�a� xiÞ ¼ eFð�aÞ ¼ ba2 � caþ d:
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3.2 Properties (2) and (3) for Cubic Polynomials

Now we describe all the cubic polynomials possessing properties (2) and (3).

Theorem 2 Let rðxÞ :¼ x3 þ ax2 þ bxþ c; a; b; c 2 C:

(a) If

r 2w cosðkbÞð Þ ¼ 2w cosð4kbÞ; ð4Þ

for every k ¼ 1; 2; 4; where w 2 Cn0; then a ¼ � 1
w ; b ¼ �3w2 � 1 and

c ¼ w3 þ 2w, i.e.

rðxÞ ¼ w3p
x
w

� �
þ swðxÞ:

Moreover, rðxÞ is the only polynomial satisfying condition (4). Hence, the set

wcðbÞ;wcð2bÞ;wcð4bÞf g

is a 3-periodic orbit of r(x) and, in consequence, polynomial r(x) possesses n-
elements periodic orbits for every n 2 N. We note that for w = 1 we obtain

rðxÞ ¼ pðxÞ þ s1ðxÞ ¼ x3 � x2 � 4xþ 3:

(b) If

r 2w cosðkaÞð Þ ¼ 2w cosð4kaÞ; ð5Þ

for every k = 1, 2, 4, then a ¼ w� 1
w ; b ¼ �2w2 � 1 and c ¼ w3 þ w, i.e.

rðxÞ ¼ w3q
x
w

� �
þ twðxÞ:

Furthermore, r(x) is the only polynomial satisfying condition (5). The set

wcðaÞ;wcð2aÞ; wcð4aÞf g

is a 3-periodic orbit of rðxÞ and rðxÞ possesses periodic orbits of any finite
cardinality. In case of w ¼ 1 we get

rðxÞ ¼ qðxÞ þ t1ðxÞ ¼ pðxÞ � 1 ¼ x3 � 3x:
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Proof Only the case of w ¼ 1 will be discussed here.
(a) From (4) we get

X2
k¼0

r cð2kbÞ� � ¼X2
k¼0

cð2kbÞ;

which by definition of pðxÞ implies

�3þ a
X2
k¼0

c2ð2kbÞ þ 3c ¼ 0;

i.e.,

a 6þ
X2
k¼0

cð2kbÞ
 !

þ 3ðc� 1Þ ¼ 0;

2aþ c ¼ 1:

Moreover,

ðcðbÞÞ3 þ aðcðbÞÞ2 þ bðcðbÞÞ þ c ¼ cð4bÞ ¼ �cðbÞ � cð2bÞ
¼ �cðbÞ � c2ðbÞ þ 2:

Hence, by

3cðbÞ � 1þ ðaþ 1Þc2ðbÞ þ ðbþ 1ÞcðbÞ þ c� 2 ¼ 0;

ðaþ 1Þc2ðbÞ þ ðbþ 4ÞcðbÞ þ c� 3 ¼ 0;

which, in view of the fact that pðxÞ is the minimal polynomial of its roots, means
that

aþ 1 ¼ bþ 4 ¼ c� 3 ¼ 0;

a ¼ �1; b ¼ �4 and c ¼ 3:

(b), (c), (d) Proofs run similarly like in case (a). h
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4 Amazing Cubic Polynomial �3xþ 1
w2 x3

Title polynomial

fwðxÞ :¼ �3xþ 1
w2 x

3;

where w 2 Cnf0g, is the rescaled third Chebyshev polynomial of the first kind
T3ðxÞ (more precisely, we have fwðxÞ ¼ wT3ðxwÞ) and it has a periodic orbits for
every n 2 N. All of them have trigonometric periodic form (we note that
fw �2jwj; 2jwj½ �ð Þ ¼ �2jwj; 2jwj½ � for every w 2 R and, what is very attractive, also
fw ½�2w; 2w�ð Þ ¼ ½�2w; 2w� for every w 2 C). Moreover these orbits could be
deduced from the discussion of sets of the form

Cr;n ¼ cos 3k
pr
n

� �
: k ¼ 0; 1; . . .

n o

and

Sr;n ¼ ð�1Þk sin 3k
pr
n

� �
: k ¼ 0; 1; . . .

n o
;

where n 2 N, n	 4, ðn; 3rÞ ¼ 1: It is the consequence of identities (6) and (7) given
below.

Theorem 3 The following identities hold true

fwð�2w cosxÞ ¼ �2w cos3x; ð6Þ

fwð�2w sinxÞ ¼ 
2w sin3x; ð7Þ

where either upper signs or lower signs, respectively, are considered.
Hence (and from the form of compositions of fw) we get that sets

Cðw; aÞ :¼ wcðaÞ; wcð2aÞ; wcð4aÞf g;Cð�w; aÞ;
C1ðw; dÞ :¼ wcðdÞ;wcð3dÞ;wcð4dÞf g;C1ð�w; dÞ;
C2ðw; dÞ :¼ wcð2dÞ;wcð5dÞ;wcð6dÞf g;

C2ð�w; dÞ; we remember that d ¼ 2p
13

	 

Sðw; aÞ :¼ wsðaÞ;wsð2aÞ;wsð4aÞf gg; Sð�w; aÞ

are all 3-periodic orbits of fw,
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Cðw; cÞ :¼ wcð2kcÞ : k ¼ 0; 1; . . .; 4
� �

;Cð�w; cÞ;
Sðw; cÞ :¼ wsð2kcÞ : k ¼ 0; 1; . . .; 4

� �
;

Sð�w; cÞ we remember that c ¼ 2p
11

	 


are the 5-periodic orbits of fw,

S�1 ðw; dÞ :¼ �wsðdÞ;�wsð3dÞ; � wsð4dÞf g

and

S�2 ðw; dÞ :¼ �wsð2dÞ;�wsð5dÞ;�wsð6dÞf g

are the 6-periodic orbits of fw. It is obvious that fwðxÞ possesses the n-periodic
orbits for every n 2 N: The only fixed points of fw are 0 and �2w:

The only 2-periodic orbits of fw are sets

�
ffiffiffi
2

p
w;

ffiffiffi
2

p
w

n o
¼ wc

p
4

� �
;wc

3
4
p

	 
� �
; uw;�u�1w
� � ¼ wc

p
5

� �
;wc

3
5
p

	 
� �

and

�uw;u�1w
� � ¼ ws

p
5

� �
;�ws

3
5
p

	 
� �
;

where u denotes the golden ratio (see [29]), i.e. u ¼ 1
2 ð1þ

ffiffiffi
5

p Þ. Moreover, all
4-periodic orbits of fw can be found in Table 1.

We have

cos 3m
rp
n

� �
¼ cos

rp
n

� �
, sin

3m þ 1
2

� rp
n

	 

sin

3m � 1
2

� rp
n

	 

¼ 0;

which implies easily that the 7-periodic orbits of f ðxÞ :¼ f1ðxÞ can be found among
sets of the form 2Cr;547 and 2Cr;1093, whereas the 13-periodic orbits of f ðxÞ can be
found among sets of the form 2Cr;398581 and 2Cr;797161: All four numbers n in last
notation of Cr;n are primes and the sets 2Cr;n can be considered in these cases as
“singular”.

Proof Relations (6) and (7) follow from the known trigonometric identities

cos 3x ¼ �3 cos xþ 4 cos3 x and sin3x ¼ 3 sinx� 4 sin3x:
h
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Table 1 Periodic orbits of polynomial f ðxÞ ¼ x3 � 3x

A1ðw; p10Þ :¼ wc
p
10

� �
;wc

3p
10

	 

;wc

9p
10

	 

;wc

27p
10

	 
� �

¼ �wc
p
10

� �
;�wc

3p
10

	 
� �
¼ �w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2
ð5þ

ffiffiffi
5

p
Þ

r
;�w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2
ð5�

ffiffiffi
5

p
Þ

r( )
;

(elements of A1 1; p
10

� � are the roots of polynomial x4 � 5x2 þ 5)

A2 w;
p
8

� �
:¼ wc

p
8

� �
;wc

3p
8

	 

;wc

9p
8

	 

;wc

27p
8

	 
� �

¼ �wc
p
8

� �
;�wc

3p
8

	 
� �
¼ �w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ

ffiffiffi
2

pq
;�w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�

ffiffiffi
2

pq� �
;

(elements of A2 1; p8
� � are the roots of polynomial x4 � 4x2 þ 2)

A3 w;
p
20

� �
:¼ wc

p
20

� �
;wc

3p
20

	 

;wc

9p
20

	 

¼ ws

p
20

� �
;wc

13p
20

	 

¼ �ws

3p
20

	 
� �

¼ w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10� 2

ffiffiffi
5

pqr
;�w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10� 2

ffiffiffi
5

pqr( )
;

A4 w;
7p
20

	 

:¼ wc

7p
20

	 

;wc

19p
20

	 

;wc

17p
20

	 

;wc

11p
20

	 
� �
¼ �A3 w;

p
20

� �
;

(elements of set A3 w; p
20

� � [ A4 w; 7p20
� � are the roots of polynomial x8 � 8x6 þ 19x4 � 12x2 þ 1)

A5 w;
p
40

� �
:¼ wc

p
40

� �
;wc

3p
40

	 

;wc

9p
40

	 

;wc

27p
40

	 

¼ �ws

7p
40

	 
� �

¼ w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10� 2

ffiffiffi
5

pqrs
;�w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10� 2

ffiffiffi
5

pqrs8<
:

9=
;;

A6 w;
7p
40

	 

:¼ wc

7p
40

	 

;wc

21p
40

	 

¼ �ws

p
40

� �
;

�

wc
17p
40

	 

¼ ws

3p
40

	 

;wc

29p
40

	 

¼ �ws

9p
40

	 
�
¼

¼ �w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10þ 2

ffiffiffi
5

pqrs
;w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10� 2

ffiffiffi
5

pqrs8<
:

9=
;;

A7 w;
11p
40

	 

:¼ wc

11p
40

	 

;wc

33p
40

	 

;wc

19p
40

	 

;wc

33p
40

	 
� �
¼ �A6 w;

7p
40

	 

;

A8 w;
13p
40

	 

:¼ wc

13p
40

	 

;wc

39p
40

	 

;wc

37p
40

	 

;wc

31p
40

	 
� �
¼ �A5 w;

p
40

� �
;

(elements of set A5 w; p
40

� � [ A6 w; 7p40
� � [ A7 w; 11p40

� � [ A8 w; 13p40
� �

are the roots
of polynomial x16 � 16x14 þ 104x12 � 352x10 þ 659x8 � 664x6 þ 316x4 � 48x2 þ 1)

A9 w;
p
41

� �
:¼ wc

p
41

� �
;wc

3p
41

	 

;wc

9p
41

	 

;wc

27p
41

	 

¼ �wc

14p
41

	 
� �
;

A10 w;
2p
41

	 

:¼ wc

2p
41

	 

;wc

6p
41

	 

;wc

18p
41

	 

;wc

54p
41

	 

¼ �wc

13p
41

	 
� �
;

A11 w;
4p
41

	 

:¼ wc

4p
41

	 

;wc

12p
41

	 

;wc

36p
41

	 

¼ �wc

5p
41

	 

;�wc

15p
41

	 
� �
;

A12 w;
7p
41

	 

:¼ wc

7p
41

	 

;wc

21p
41

	 

¼ �wc

20p
41

	 

¼ �ws

p
82

� �
;

�

wc
19p
41

	 

¼ ws

3p
82

	 

;wc

57p
41

	 

¼ �wc

16p
41

	 
�
;

A13 w;
8p
41

	 

:¼ wc

8p
41

	 

;wc

24p
41

	 

¼ �wc

17p
41

	 

;wc

10p
41

	 

;�wc

11p
41

	 
� �
(continued)
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In the next step of the proof we replace in discussion polynomial fwðxÞ by
equivalent and simple polynomial f1ðxÞ ¼ f ðxÞ ¼ �3xþ x3: The following
decomposition can be obtained

f � f � f ðxÞ � x ¼ �xðxþ 2Þðx� 2ÞqðxÞqð�xÞqs2ðx2ÞPðxÞPð�xÞ;

which, by definitions of qðxÞ, qs2ðxÞ and PðxÞ, implies the form of all 3-periodic
orbits of f ðxÞ and then of fwðxÞ after multiplying by w the respective elements of
periodic orbits of f ðxÞ:

Form of the presented above 5-periodic and 6-periodic orbits of fwðxÞ can be
obtained from the discussion of sets Cr;n and Sr;n. For example, we have

cðcÞ!f cð3cÞ!f cð2cÞ!f cð5cÞ!f cð4cÞ!f cðcÞ;
sðdÞ!f �sð3dÞ!f �sð4dÞ!f �sðdÞ!f sð3dÞ!f sð4dÞ!f sðdÞ:

Whereas, the remarks about the n-periodic orbits for n = 7 and n = 13 result from
the fact that numbers

37 � 1
2

¼ 1093;
37 þ 1

4
¼ 547;

313 � 1
2

¼ 797161 and
313 þ 1

4
¼ 398581

are all primes.

Remark 7 We have

f ðf ðxÞÞ ¼ f ðxÞððf ðxÞÞ2 � 3Þ

and

ðf ðxÞÞ2 � 3 ¼ ðx3 � 3xÞ2 � 3 ¼ �psð�xÞpsðxÞ ¼
Y2
k¼0

x� sð2kbÞ� �
xþ sð2kbÞ� �

:

We note that since f possesses 3-periodic orbit, the polynomial f ðf ðxÞÞ ¼ f 2ðxÞ is
strictly turbulent which means that there exist the disjoint closed subintervals I0 and
I1 of ½�2; 2� such that I0 [ I1 � f 2ðI0Þ \ f 2ðI1Þ (see [26]).

Table 1 (continued)

(elements of set A9 w; p
41

� � [ A10 w; 2p41
� � [ � � � [ A13 w; 8p41

� �
are the roots of polynomial

TðxÞ :¼ x20 � x19 � 19x18 þ 18x17 þ 153x16 � 136x15 � 680x14 þ 560x13 þ 1820x12 � 1365x11 � 3003x10

þ2002x9 þ 3003x8 � 1716x7 � 1716x6 þ 792x5 þ 495x4 � 165x3 � 55x2 þ 10xþ 1).

The other five orbits are created by sets

�A9 w; p
14

� �
, �A10 w; 2p41

� �
, �A11 w; 4p41

� �
,�A12 w; 7p41

� �
, �A13 w; 8p14

� �
.

Elements of these sets are roots of polynomial Tð�xÞ:

102 R. Wituła et al.



Problem 1 Authors of this paper do not know actually whether each periodic orbit
of f ðxÞ is of the form Cr;n or Sr;n for some r; n 2 N; however we have almost
obsessive conviction about this. Discussion of the numerical form of polynomial
f nðxÞ � x indicates that answer to this problem can be positive.

Of course, generalizing our considerations for the other Chebyshev polynomials
TnðxÞ; more precisely for the scaled polynomials XnðxÞ :¼ 2Tnðx2Þ (see [6]), we are
asking whether the only possible periodic orbits of these polynomials are of the
form

c
nkrp
N

	 

: k ¼ 0; 1; . . .; l; where ðnr;NÞ ¼ 1 and cos

nlrp
N

	 

¼ cos

rp
N

� �� �
?

Let us notice, for example, that from identity TmnðxÞ ¼ Tm � TnðxÞ it results that

T3mðC1;7Þ ¼ TmðC1;7Þ

and that C1;7 is the 3-elements orbit of polynomials T5ðxÞ and T9ðxÞ.
Partial answer to the posed problems can be found in paper [7, Lemma 2], where

it has been proven that if p 2 N is a prime number and w 2 Rnf0g, then all the
periodic orbits of wTp x

w

� �
are among the solutions of equations

x ¼ wTpn
x
w

� �
; x 2 R; n 2 N:

In other words, for the respective k 2 R, u 2 ½0; 2pÞ; the periodic solutions are
among

k
w
cosu ¼ Tpn

k
w
cosu

	 

;

which for the case k
w

 � 1 implies that

cosw ¼ cosðpnwÞ;

where cosw :¼ k
w cosu:

Remark 8 The map fwj½�2w;2w� is transitive (see [30, 31]). In case of this map it

follows from the fact that the sequence fwcð3nxpÞg1n¼0 is dense in ½�2w; 2w� for
almost all x 2 R. Proof of this fact results from the uniform distribution of sequence
f3nxg1n¼1 for almost all x 2 R (see [32]). In consequence the map fwj½�2w;2w� is
chaotic in the sense of Devaney (see [21, 31]).
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Remark 9 (Benedetto type identities [1]) We have

Y2
k¼0

sð2kaÞ þ f ðsð2kaÞÞ� � ¼Y2
k¼0

sð2kaÞ þ sð2kþ2aÞ� �

¼
Y2
k¼0

ffiffiffi
7

p
� sð2kþ1aÞ

� �
¼ qsð

ffiffiffi
7

p
Þ ¼

ffiffiffi
7

p
;

Y2
k¼0

cð3kdÞ þ f ðcð3kdÞÞ� � ¼ cðdÞ þ cð3dÞð Þ cð3dÞ þ cð4dÞð Þ cð4dÞ þ cðdÞð Þ

¼
Y2
k¼0

ffiffiffiffiffi
13

p � 1
2

� cð3kdÞ
	 


¼ P1

ffiffiffiffiffi
13

p � 1
2

	 

¼ �1;

Y2
k¼0

cð3k � 2dÞ þ f ðcð3k � 2dÞÞ� � ¼ cð2dÞ þ cð6dÞð Þ cð6dÞ þ cð5dÞð Þ cð5dÞ þ cð2dÞð Þ

¼
Y2
k¼0

�
ffiffiffiffiffi
13

p þ 1
2

� cð3k � 2dÞ
	 


¼ P2 �
ffiffiffiffiffi
13

p þ 1
2

	 

¼

ffiffiffiffiffi
13

p
þ 2;

Y3
k¼0

c 3k
p
8

� �
þ f c 3k

p
8

� �� �
þ f 2 c 3k

p
8

� �� �� �
¼
Y3
k¼0

c 3k
p
8

� �
¼ 2;

Y3
k¼0

c 3k
p
10

� �
þ f c 3k

p
10

� �� �
þ f 2 c 3k

p
10

� �� �� �
¼
Y3
k¼0

c 3k
p
10

� �
¼ 5;

Y4
k¼0

cð2kcÞ þ f ðcð2kcÞ� �þ f 2 cð2kcÞÞ þ f 3ðcð2kcÞÞ� �

¼
Y4
k¼0

�1� cð2kcÞ� � ¼ Qð�1Þ ¼ �1:

4.1 Properties (6) and (7) for the General Cubic Polynomials

At the end of Sect. 4 we present the description of all cubic polynomials satisfying
properties (6) and (7) for the fixed argument x equal to a, d and 2d, respectively.

Theorem 4 Let us put rðxÞ ¼ 1þ 1
w2

� �
x3 þ ax2 þ bxþ c; where a; b; c;w 2 C,

w 6¼ 0.
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(a) If

rðwsð2kaÞÞ ¼ wsð2kþ2aÞ; ð8Þ

for every k ¼ 0; 1; 2; then

rðxÞ ¼ 1þ 1
w2

	 

x3 �

ffiffiffi
7

p
wx2 � 3xþ

ffiffiffi
7

p
w3 ¼ w3qs

x
w

� �
þ fwðxÞ:

Moreover, polynomial rðxÞ is the only cubic complex polynomial which satisfies
condition (8).

(b) If

rðwcð2kaÞÞ ¼ wcð2kþ2aÞ; ð9Þ

for every k ¼ 0; 1; 2; then

rðxÞ ¼ 1þ 1
w2

	 

x3 � 3ð1þ w2Þxþ

ffiffiffi
3

p
w3 ¼ w3ps

x
w

� �
þ fwðxÞ:

Similarly like above, polynomial rðxÞ is the only cubic complex polynomial
which satisfies condition (9).

(c) If

rðwcð3kdÞÞ ¼ wcð3kþ1dÞ; ð10Þ

for k 2 N [ f0g; then

rðxÞ ¼ w3P1
x
w

� �
þ fwðxÞ:

Moreover, polynomial rðxÞ is the only cubic complex polynomial which satisfies
condition (10) and it possesses cyclic orbits of any finite cardinality.

(d) If

rðwcð3k2dÞÞ ¼ wcð3kþ12dÞ; ð11Þ

for k 2 N [ f0g; then

rðxÞ ¼ w3P2
x
w

� �
þ fwðxÞ:
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Moreover, polynomial rðxÞ is the only cubic complex polynomial which satisfies
condition (11) and it possesses the cyclic orbits of any finite cardinality.

Problem 2 Does the reduction of conditions (8)–(11) to the form rðAÞ ¼ A for
sets A ¼ fwsðaÞ;wsð2aÞ;wsð4aÞg, fwcðaÞ;wcð2aÞ;wcð4aÞg, fwcðdÞ;wcð3dÞ,
wcð9dÞg, fwcð2dÞ;wcð6dÞ;wcð18dÞg change the final description of respective
polynomials rðxÞ?
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Examination of Chaos Occurring
in Selected Branched Kinematic Chains
of Robot Manipulators

Tomasz Trawiński, Wojciech Kołton, Edyta Hetmaniok,
Damian Słota and Roman Wituła

Abstract The article focuses on analysis of possible chaotic behavior of chosen
kinematic chains of branched robot manipulators. The branched kinematic chain of
robot manipulators, analyzed in this paper, consists of one main link (so-called—
bough) and multiple links which may be collected into separate branches. Such
kinematic chains of robots are kinematically similar for example to top part of
human body (trunk and hands). In the article the method for mathematical model
formulation of branched kinematic chains is presented. The result of numerical
calculation of angular speed and angular displacements of joints are presented and
shows their possible chaotic behavior. Finally, the part of mathematical equations
responsible (in author’s opinion) for vibration transfer between links are presented.

1 Introduction

Intensive development of robotics makes robots enter almost all areas of modern
widely understood industry and medicine. Kinematic chains of these robots differ
significantly depending on their application, but the dominant feature of the
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industrial robot manipulators are their single, serial kinematic chains. In the designs
of industrial robot manipulators also are used parallel kinematic chains, such as
Stewart platform. In contrast to the robots which are commonly used in the
industry, an interesting feature of the robots used in medicine, especially currently
developed robots assisted surgery (telesurgery) [1], is the use of several robots with
serial open kinematic chains placed on a common shared basis [2]. The manipu-
lators of such robots can be considered and analyzed as branched systems—bran-
ched manipulators. In these robots manipulators, each of the individual branches
performs a surgical instrument. The class of such robots include: the da Vinci
surgical robot, ZEUS, NeuroArm, MicroSurge and many others [3, 4].

A separate class of miniature devices, that can be classified into a group of
miniature branched manipulators, are the modern heads positioning systems of
mass storage devices—hard disk drives [5–7]. In these systems, the main rotating
member (the so-called E-block) is embedded by additional branches—miniature
manipulators that move sliders and heads above the surface of storage media [6]. In
such complex structures of kinematic chains of branched manipulators may occur
the transfer of the oscillations between the working links.

This article provides some examples of the structure of branched kinematic
chains of robot manipulators, which have been formulated by the dynamics
equation and in particular matrices of inertia. The structures of the inertia matrix
after inversion, in which the matrix elements responsible, according to the authors
opinion, for the internal positive feedback are indicated, conducive to the trans-
mission of vibrations between the links.

2 Structure of Branched Kinematic Chains

Through the branched kinematic chain robot manipulator we understand the
complex kinematic structure consisted of the bough and of the branches. By bough
we understand the complex kinematic pair of rigid links (including the base)
connected by a rotary joint [5]. For branch we understand the set of kinematic pairs
combined together with help of rotary or prismatic joints, which establish the
individual open kinematic chains. The whole kinematic chain, consisting of bough
and branches of the whole manipulator, will be called by tree of branched
manipulator. A typical role that plays each individual branch is positioning and
orientation of a single object (the miniature cutters, the laparoscope tip [4], and the
heads that read and write data [7]). However, given the division of the tasks of
positioning and orientation of the tool in three-dimensional space into two separate
tasks: positioning—for which a single manipulator is responsible, orientation—for
which a gripper system is responsible, the total number of degrees of freedom of the
single branch may be limited to three degrees of freedom. The general structure of
the trees of the branched manipulator can be divided according to the spatial
configuration of the joints and links in several groups, namely:
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• vertical configuration—individual branches are placed one above the other—it
can be concluded that the joints and branches links (at initial state) are cut by
common vertical plane,

• horizontal configuration—individual branches are located next to each other—it
can be concluded that the joints and branches links (at initial state) are cut by
common horizontal plane,

• mixed configuration—each group branches are cut by horizontal or by vertical
planes.

Figure 1 shows, in depictive way, the structures of trees of branched manipu-
lators, wherein, due to the transparency of the drawings the branches number of
degrees of freedom is limited and the joints are marked by marks “x” denoting the
rotary or prismatic joints.

In the following analysis, we assume the following form a single branches the
kinematic chain, which is composed of three rotary joints with mutually perpen-
dicular axes of rotation. So an example of a branch which meets these assumptions
is shown in Fig. 2.

3 Dynamic Matrix Formulation for Branched Kinematic
Chains

To formulate the equations of dynamics was used Denavit-Hartenberg notation,
with her help was found relationships describing the position and orientation of
centre of masses of the individual links of manipulator’s tree. This made it possible
to find the Jacobian matrices of centers of masses of links and determine the form of
the kinetic energy of the branched manipulator. Figure 3 shows the described
kinematic chain of branched manipulator belonging to the vertical configuration.

Described kinematic chain, presented in Fig. 3, allows the formulation of a
homogeneous transformation matrix associated with the centers of masses and
centers of introduced coordinate systems—associated with links of manipulator
tree. The general form of the elementary homogeneous transformation matrix in
Denavit-Hartenberg notation is well known and can be found for example in [7].
For presented in Fig. 3 manipulator tree we obtain the following two sets of
homogeneous transformation matrix associated with the coordinate system asso-
ciated with the tree links and associated with centers of masses of tree links. To
calculate the Jacobian matrix of centers of masses, which show the relationships
between the joint velocities and linear velocity vector and angular velocity vector of
the center of gravity, it is necessary to calculate the homogeneous transformation
matrix of every centers of masses, which represents its position and orientation
expressed in base coordinate system. In the present case we are dealing with seven
centers of masses (three for each branch and one for the bough), and therefore the
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bough branches

branch „ a”

branch „ b”

Legend: 
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„vertical” rotation  
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boughbranches branches

(a)

(b)
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Fig. 1 Structures of trees of branched manipulators: a Vertical configuration, b Horizontal
configuration, c Mixed configuration

Fig. 2 Exemplary branch consisted with three rotary joint with mutually perpendicular rotation
axes
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matrices are as follows for the bough and branches g ∈ {a, b} (only important
elements of those matrices are shown according to further analysis):

Tc1
0 ¼

� � 0 ac1c1
� � 0 ac1s1
� � 1 0
� � � �

2
664

3
775 ð1Þ

Tcg2
0 ¼

� � 0 acg2c1g2 þ a1c1
� � 0 acg2s1g2 þ a1s1
� � 1 � dg1
� � � �

2
664

3
775; ð2Þ

Tcg3
0 ¼

� � s1g2 ðaa2 þ acg2cg3Þc1g2 þ a1c1
� � �c1g2 ðaa2 þ acg2cg3Þs1g2 þ a1s1
� � 1 � dg1 þ acg3sg3
� � � �

2
664

3
775; ð3Þ

Tcg4
0 ¼

� � c1g2sg3 ðaa2 þ dcg4sg3Þc1g2 þ a1c1
� � �s1g2sg3 ðaa2 þ dcg4sg3Þs1g2 þ a1s1
� � cg3 � dg1 þ dcg4cg3
� � � �

2
664

3
775; ð4Þ
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Fig. 3 Branched kinematic chain belonging to vertical configuration with denoted positions of
center of masses of every link
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where s1, c1—abbreviate notation of sine and cosine function of ϑ1 angle; s1gi,
c1gi—abbreviated notation of sine and cosine function of the sum of ϑ1 and ϑgi
angles; ai, acgi—denoting length of the “i-th” link or position of “gi” mass centers
(with respect to local coordinate system), respectively; dgi, dcgi—denoting “gi” links
offsets and offsets of “gi” mass centers respectively, the sign “±” became “+” for
“a” branch, sign “×” denotes unimportant elements of chosen matrix.

Based on formulated homogeneous transformation matrices (1)–(4), it is possible
to define Jacobian matrices of centers of masses for manipulator tree. They depict
the relationship between linear velocity vectors and angular velocity vectors of
centers of masses and relevant links in function with the joint velocity vector.
Jacobian matrices for bough and branches g ∈ {a, b} are as follows:

Jc1 ¼ Sðz0Þðoc1 � o0Þ 0 0 0
z0 0 0 0

� �
; ð5Þ

Jcg2 ¼ Sðz0Þðocg2 � o0Þ Sðzg1Þðocg2 � og1Þ 0 0
z0 zg1 0 0

� �
; ð6Þ

Jcg3 ¼ Sðz0Þðocg3 � o0Þ � � � Sðzg2Þðocg3 � og2Þ 0
z0 � � � zg2 0

� �
; ð7Þ

Jcg4 ¼ Sðz0Þðocg4 � o0Þ � � � � � � Sðzg3Þðocg4 � og3Þ
z0 � � � � � � zg3

� �
; ð8Þ

with ogi—denoting coordinates of origin of coordinate system fixed with tree links;
ocgi—denoting coordinates of mass centers; S(zi)—denoting skew symmetric matrix
build from versor zi.

Appearing in Eqs. (5)–(8) the coordinates of center of masses ocgi, the origins of
coordinate systems of ogi, the versors axis zi are found in the defined homogeneous
transformation matrices (1)–(4), which can be written in a general way, namely:

oc1 ¼ Tc1
0 ð1 : 3; 4Þ; ð9Þ

ocgi ¼ Tcgi
0 ð1 : 3; 4Þ; ð10Þ

zgi ¼ Tgi
0 ð1 : 3; 3Þ ð11Þ

The total kinetic energy of the manipulator tree can be represented as the sum of
the components of kinematic energy associated with the center of masses of the
bough and the sums of the kinetic energy of mass centers of individual branches.
The form of the total kinetic energy of the manipulator tree, formulated utilizing
previously calculated Jacobian matrices and homogeneous transformation matrices,
has the form:
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Ek ¼ 1
2
_qT0 ðmc1JTvc1Jvc1 þ JTxc1Rc1Ic1RT

c1Jxc1Þ _q0

þ 1
2

X
g

_qTg
Xn
s¼2

ðmcgsJTvcgsJvcgs þ JTxcgsRcgsIcgsRT
cgsJxcgsÞ _qg

ð12Þ

where g ∈ {a, b}, n—sum of bough and branches numbers of degrees of freedom
(DoF); Jvc1, Jvcgs—Jacobian matrices of linear velocity of center of masses; Jωc1,
Jωcgs—Jacobian matrices of angular velocity of center of masses; Rc1, Rcgs—the
orientation matrices included in homogenous transformation matrices (1)–(4)—
every first 3 × 3 submatrices. Vectors representing the joint velocities have the
following form:

_q0 ¼ ½½ _q1�; ½0; 0; . . .; 0��T
_qa ¼ ½½ _q1�; ½ _qa2; _qa3; . . .; _qan��T
_qb ¼ ½½ _q1�; ½ _qb2; _qb3; . . .; _qbn��T

..

.

ð13Þ

Expressions appearing in the kinetic energy Eq. (12) in parentheses specify the
form of the inertia matrix D of manipulator’s tree. This matrix can be represented as
an array of block matrices with the following structure presented in Fig. 4.

In the presented structure of the inertia matrix, for every isolated block matrices
(submatrices) it is possible to identify its physical meanings. This can be interpreted
physically as follows:

• one element k11 of bough self inertia matrix k—a matrix that can be expressed
directly by means of the elements of the Jacobian matrices and elements of
orientation matrices in the form of:

k ak bk

a

b

0

sym

k ak bk

a

b

0

sym

Fig. 4 Block structure of
inertia matrix D formulated
for manipulator tree presented
in Fig. 3
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k11 ¼ mc1

X3
i¼1

J2vc1 i1

þ Izc1

�X3
i¼1

Jxc1 i1rc1 i3

�2

þ
X

g2fa;bg

Xn
s¼2

mcgs

X3
i¼1

J2vcgs i1

þ
X

g2fa;bg

Xn
s¼2

Izgs

�X3
i¼1

Jxcgs i1rcgs i3

�2

ð14Þ

where mci, mcgi—masses of links, g ∈ {a, b}; Izci, Izgs—mass moments of inertia
of links; Jvc1_i1, Jvcgs_i1, Jωc1_i1, Jωcgs_i1—elements of Jacobian matrices; rc1_i3,
rcgs_i3—elements of orientation matrices (every first 3 × 3 submatrices of
Eq. (1)–(4)).

• nine-elements, symmetric and square matrix of self inertia of branches a and b:

• diagonal elements of sub-matrices a and b:

ak�1;k�1 ¼
Xn
s¼2

mcas

X3
i¼1

J2vcas ik þ Izas

�X3
i¼1

Jxcas ikrcas i3

�2
 !

ð15Þ

bk�1;k�1 ¼
Xn
s¼2

mcbs

X3
i¼1

J2vcbs ik þ Izbs

�X3
i¼1

Jxcbs ikrcbs i3

�2
 !

ð16Þ

where k ≥ 2 ∧ k ≤ sum DoF numbers of bough and one branch.
• off-diagonal elements of sub-matrices a and b:

aw;k ¼
Xn
s¼2

mcas

X3
i¼1

Y
j2fw;kg

Jvcas ij þ Izas
Y

j2fw;kg

X3
i¼1

Jxcas ijrcas i3

0
@

1
A ð17Þ

bw;k ¼
Xn
s¼2

mcbs

X3
i¼1

Y
j2fw;kg

Jvcbs ij þ Izbs
Y

j2fw;kg

X3
i¼1

Jxcbs ijrcbs i3

0
@

1
A ð18Þ

where k > 2, w ≥ 2.

• three-elements, rectangular matrix of mutual coupling inertia matrix between
bough and chosen branch links:
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akðw;k�1Þ ¼
Xn
s¼2

mcas

X3
i¼1

Y
j2fw;kg

Jvcas ij þ Izas
Y

j2fw;kg

X3
i¼1

Jxcas ijrcas i3

0
@

1
A ð19Þ

bkðw;k�1Þ ¼
Xn
s¼2

mcbs

X3
i¼1

Y
j2fw;kg

Jvcbs ij þ Izbs
Y

j2fw;kg

X3
i¼1

Jxcbs ijrcbs i3

0
@

1
A ð20Þ

In a similar manner elements of the inertia matrix can be formulated for the
branched kinematic chains presented in Fig. 1b, c. These matrices may arise by
moving columns and rows in the matrix presented in Fig. 4, so in the case of a
horizontal configuration structure of inertia matrix shall be as presented in Fig. 5.

However, the matrix of inertia (for a mixed configuration) will have the fol-
lowing block structure, shown in Fig. 6.

k ak

bkT

a

b 0

0

bk

akT

k ak

bkT

a

b 0

0

bk

akT

Fig. 5 Block structure of
inertia matrix D formulated
for manipulator tree presented
in Fig. 1b
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a
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dkT 0d 0

0

dk
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ck

0

0

0

0ckT0

0

0

Fig. 6 Block structure of
inertia matrix D formulated
for manipulator tree presented
in Fig. 1c
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4 Dynamic Equation in Canonical Form

The equations for the dynamics of the manipulator branched tree can be presented
in the canonical form that is convenient in the process of integration of differential
equations. For branched manipulator kinematic structure, presented in Fig. 1a (for
vertical configuration), these equations will have the general form, in which there is
an inverse block matrix of inertia (the first matrix on the right side of the equal sign)
[5, 8]:

ð21Þ

where q1, qa, qb—vectors of joints angular displacements, single and double points
above vectors of joint angular displacements denoting angular speed and angular
acceleration; τ1, τa, τb—vectors of driving torque; B1, Ba, Bb—diagonal matrices of
joints dumping; G1, Ga, Gb—vector of gravitational torque.

Occurring in matrix (21) the inverted matrices k1, a1, b1 are expressed by the
following relationships:

k1 ¼ ðk� aka�1aTk � bkb�1bTk Þ�1;

a1 ¼ ða� aTk ðk�1
1 þ aka�1aTk Þ�1akÞ�1;

b1 ¼ ðb� bTk ðk�1
1 þ bkb�1bTk Þ�1bkÞ�1:

ð22Þ

Vector components of gravitational torque Gi (bough and branches), which are
present in matrix (21) depend on the spatial configuration of the whole manipulator
tree versus the coordinate system associated with the ground. This article assumes
that the axis z0 of the base coordinate is tangent (parallel) to the equipotential lines
of the gravitational field of the earth. This corresponds to a situation in which the
tree of robot manipulator is suspended on the operating table (in the case of surgical
robot), so kinematic chain presented in Fig. 3 is rotated by the angle ϑ0 = −π/2.
Vectors of gravitational torques are calculated using previously formulated
homogeneous transformation matrices of mass centers (Eqs. (1)–(4)), namely:

Gi ¼ g
o
P
i
Tci
0ð1;4Þmci

oqi
; ð23Þ

where g—acceleration constant due to gravity, i ∈ {1, a2, a3, a4, b2, b3, b4}.
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5 Simulation Studies of Vibrations in Branched
Kinematic Chains

In simulation studies, the following parameters of the model of branches of
manipulator tree were chosen: weight—m1 = 10 kg, ma2,b2 = 4 kg, ma3,a4,b3,

b4 = 2 kg, mass moments of inertia—I1 = 0.1 kg·m2, Ia2,a3,b2,b3 = 0.05 kg·m2, Ia4,
b4 = 0.005 kg·m2, the length of the links—a1 = 1 m, aa2,b2 = 0.5 m, position of
centers of masses of the links—ac1 = −0.1 m, aca2,cb2 = 0.25 m, aca3,cb3 = 0 m, dca4,
cb4 = 0.05 m. Simulation studies were performed in MATLAB/Simulink with the
following adopted initial conditions: ωi = 0 rad/s, ϑa3,b3 = −π/2 rad, the rest of the
initial variables of angular displacements ϑi = 0 rad. Damping coefficients were
assumed in the same way for all joints equals Bi = 0.1 N·m·s/rad. The simulation
calculations used the ode45 integration method. Figs. 7, 8 and 9 show the Poincare
sections of the trajectories of speed v. angular displacement in joint of bough and
the first joint of branches, strobed at time intervals corresponding to the period of
driving torque. The driving torque was applied to first joint of branch a. The
amplitude of sinusoidal driving torque was τea2 = 4 N·m and the frequency was
fa2 = 1 Hz. From the analysis of Fig. 8 it results that the trajectory of the first link of
branch a tends to elliptical like attractor [9], furthermore the first link of branch
b also tends to elliptical attractor (Fig. 9). However, the trajectory of bough seeks to
shape resembling an isosceles triangle (Fig. 7). In contrast, the quite different
characters take on the trajectories for driving first joint of a branch at frequency
fa2 = 0.7325 Hz and amplitude τea2 = 0.25 N·m (Figs. 10, 11 and 12). The
waveforms trajectory of the first joints of branches a and b resemble the shape of
deformed conchoid or Pascal snails [10–12] (Figs. 11 and 12), wherein, in the upper
part of the trajectory shown in Fig. 11, it is delaminated as well the lower part of the
trajectory presented in Fig. 12. This proves to double or even to fourfold periods of

Fig. 7 Trajectories of speed
versus angular displacement
of bough
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Fig. 8 Trajectories of speed
versus angular displacement
of branch a

Fig. 9 Trajectories of speed
versus angular displacement
of branch b

Fig. 10 Trajectories of speed
versus angular displacement
of bough
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trajectory. The waveforms in Figs. 10, 11 and 12 show the evolution in time of the
branched manipulator trajectory in the interval of 25,000–55,000 s.

The further evolution of the system in time results in conversion of a trajectory
to form presented in Figs. 13, 14 and 15. The trajectories of the first joint of
branches are divided into two loops, mutually intertwined. Presented waveforms
show the evolution over time in the interval from 95,000 to 1,05,000 s.

In the analysis of these waveforms it can be seen the striving to generate motion
in branch joints (in this case in branch b), in branch which are not subject to
external forcing, but as result of motion in the other branches (which are subjected
to external driving torque—in this case, in the first joint of branch a). It can be
concluded that the motion of branch is synchronized. In order to demonstrate that
components of Eq. (21) are responsible for foster mutual synchronization

Fig. 11 Trajectories of speed
versus angular displacement
of branch a

Fig. 12 Trajectories of speed
versus angular displacement
of branch b

Examination of Chaos Occurring in Selected Branched Kinematic Chains … 121



Fig. 13 Trajectories of speed
versus angular displacement
of bough

Fig. 14 Trajectories of speed
versus angular displacement
of branch a

Fig. 15 Trajectories of speed
versus angular displacement
of branch b
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(couplings between branches and the transmission of vibrations), assume that the
bough is brake, so x1 = 0 rad/s, and se1 = 0 N·m.

In such conditions Eq. (21) may be transformed to the following two models:

• the first model—in which there is a component present in the matrix of inertia
block, having the form:

a�1aTkk1bkb
�1 ð24Þ

• the second model—in which above mentioned component is eliminated.

Mathematical model of branched manipulator takes, after simplification, the
following matrix form:

• the first model:

€qa ¼ k1aka
�1G1 þ a1ðsa � Ba _qa �GaÞ

� a�1aTkk1bkb
�1ðBb _qb þGbÞ

€qb ¼ k1bkb
�1G1 � b1ðBb _qb þGbÞ þ ða�1aTkk1bkb

�1ÞTsa
� ða�1aTkk1bkb

�1ÞTðBa _qa þGaÞ

ð25Þ

• the second model:

€qa ¼ k1aka
�1G1 þ a1ðsa � Ba _qa �GaÞ

€qb ¼ k1bkb
�1G1 � b1ðBb _qb þGbÞ

ð26Þ

In Figs. 16 and 17 the Poincare sections is presented for motion trajectories related
with branches a and b, obtained results came from solving the second model repre-
sented by Eq. (26). In the first joint of branch a the sinusoidal driving torque was
applied with frequency fa2 = 0.5 Hz and amplitude τea2 = 1 mN·m (bough joint was
stopped). Presented in Figs. 16 and 17 the trajectories are not synchronized, vibration
has all the time an accidental character and the synchronization does not occur.

Figures 18 and 19 show the trajectories of motion joints of the first branch a and
b, as in the above case—joint of bough was stopped, and the first joint were applied
this same time curve of torque, as in the case above. Even a cursory analysis of the
trajectory of motion in the joints of the first branch of it time evolution reveals a
similar nature during the motion; the trajectories converge to a point—the socket
type attracting attractor.
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Fig. 16 Trajectories of speed
versus angular displacement
of branch a

Fig. 17 Trajectories of speed
versus angular displacement
of branch b

Fig. 18 Trajectories of speed
versus angular displacement
of branch a
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6 Summary

The inverted inertia matrix block structure for the manipulator tree reveals (to a
much greater extent than the block matrices shown in Figs. 4, 5 and 6) the elements
responsible for the internal dynamic coupling between his links. Submatrix asso-
ciated with internal dynamic couplings can be classified into three groups:

1. submatrix responsible for a “negative” feedback dynamic:

�k1aka�1; ð27Þ

2. submatrix responsible for a “positive” feedback dynamic:

a�1aTkk1bkb
�1; ð28Þ

3. matrix elements g1 (for g ∈ {a, b,…})—located outside the main diagonal—are
responsible for a dynamic coupling between the individual members within the
branch.

Analysis of the structure of matrix (28) shows that the components responsible
for the excitation of movement in the joint branch b are the elements of matrix b1.
The elements of matrix (22) can be written as:

b1 ¼ ðb� bTk ðk� aka�1aTk Þ�1bkÞ�1: ð29Þ

They depend on the matrix elements of branch a or an matrices ak and a. Sets in
motion branch a change the parameters of mentioned matrices, which in turn causes
the changes in the parameters b1 matrices. A similar change will tend to be element
k1. Hence the conclusion that the reason for motion the first joint of branch b by the

Fig. 19 Trajectories of speed
versus angular displacement
of branch b
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action of the first branch joint a under driving torque are elements b1 and k1,
responsible for coupling in this model. Joins are not intended to synchronize motion
between branches, generated motion have definitely a random character. Taking
into account in the model type of block sub-matrix:

a�1aTkk1bkb
�1; ð30Þ

results in a synchronization between the links branches a and b. This phenomenon
is well illustrated in Figs. 18 and 19.

Presentation of the inverse matrices of inertia in the form of a block is a con-
venient tool to analyze the impact of its components on the dynamic properties,
including the term of components involved in the transmission of vibrations
between links of manipulator branched tree. This allowed the determination of the
role of the matrix elements .
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An Estimation of the Geothermal Energy
Sources for Generating Electricity

Roman Szostek

Abstract The purpose of the paper is to estimate the power of a geothermal source
when the energy is obtained by means of a heat exchanger. It has been assumed that
the temperature of the rocks at large distances from the heat exchanger is the same
regardless of the direction and that the exchanger is sphere-shaped. Owing to this it
is possible to estimate the power of the system without having to study the
dynamics of the heat propagation in the rocks. The system has been analysed in
steady state. The model and all the calculations are the author’s results.

1 Introduction

It is expected that the source of the thermal energy inside the Earth is mainly
different kinds of radioactive disintegration [1]. The current exploitation methods of
the energy make use of the water of above 65 °C that is in deep rock crevices.
A closed circulation is forced where the water carries heat from the inside of the
Earth up to the surface. The energy obtained may be used to warm buildings,
produce electricity or in technological processes [2].

Making use of the water that is in direct contact with rocks is chiefly responsible
for the failures in the geothermal heating systems as the rocks dissolve in water.
That sort of water may show high chemical aggression. Besides, there occurs
precipitation of minerals in the pipes, exchangers, valves and pumps of the system,
which considerably increases the cost of its exploitation and is responsible for its
breakdowns. That is why such systems have a limited energy efficiency since they
can tap thermal energy only from relatively small depths at which water filled
crevices can be found.

An alternative, at present prospective source of renewable energy is the heat con-
tained in waterproof rocks, mainly in granites that are found at a depth below 5,000 m.
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The rock temperature at that depth may reach even 300 °C. Owing to sealed
heat exchangers placed at a great depth under the surface of the Earth it will be possible
to acquire great amounts of energy via water fed from the surface which will have no
direct contact with rocks. The water may circulate in a closed system and it may be
treated before use. The nowadays applied technologies allow drilling down to 6,000 m,
with holes of a few meters in diameter that will enable the fitting in of effective heat
exchangers.

The installations for acquiring energy at great depths will undoubtedly be
expensive. Therefore, it seems advisable to make models of the whole system and
then perform a simulation of their operation to minimize possible losses resulting
from faulty installations.

2 Model and Its Analysis

Let us assume that an exchanger, closely fitted into the rocks, has been put at a great
depth under the Earth. It is sphere-shaped, of radius R1. The water flow is con-
trolled in such a way that the rocks directly at the exchanger have a temperature of
T(R1), constant in time. To make things simpler, let us assume that the temperature
at a distance R2 ≫ R1 from the centre of the exchanger is the same in any direction
of the exchanger and is T(R2) > T(R1). It is these distant hot rocks that are the
source of thermal energy. The situation is presented in Fig. 1.

An operating heat exchanger cools the rocks in its environment. Heat reaches the
exchanger through a thick layer of rocks. In steady state, the temperature of the
rocks at any point is steady in time t. Thus, heat ΔQ flawing towards the exchanger
through each sphere will be steady in time t. It follows from the law of conservation
of energy that the flowing heat ΔQ will not depend on the radius R of the sphere.
Consequently we have

R1

R

R+ΔR

ΔQ

Fig. 1 Exchanger of radius
R1 placed in rocks
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DQðR; tÞ ¼ constðR; tÞ ¼ DQ ð1Þ

The heat flowing through the sphere within the Δt time interval is

DQ ¼ cp
SðRÞ � ½TðRþ DRÞ � TðRÞ�

DR
� Dt ð2Þ

where:

• S(R) sphere surface of radius R,
• T(R) temperature at distance R from the centre of the exchanger,
• cp½ W �m

m2��K� thermal conductivity for rocks (rocks are assumed to be homogenous).

Then the power of the system is

M ¼ DQ
Dt

¼ 4pcp � R2 ½TðRþ DRÞ � TðRÞ�
DR

¼ constðR; tÞ ð3Þ

If Δt → 0, then, based on (3), we obtain

M ¼ 4pcp � R2 dTðRÞ
dR

ð4Þ

4pcp � dTðRÞ ¼ M � 1
R2 dR ð5Þ

4pcp �
ZTðRÞ

TðR1Þ

dTðRÞ ¼ M �
ZR
R1

1
R2dR ð6Þ

4pcp � ½TðRÞ � TðR1Þ� ¼ M � 1
R1

� 1
R

� �
ð7Þ

Finally, we arrive at

TðRÞ ¼ M
4pcp

� 1
R1

� 1
R

� �
þ TðR1Þ ð8Þ

Within the R2 ≫ R1 distance from the centre of the exchanger the rock tem-
perature is steady and is T(R2). Based on this boundary condition and Eq. (8) it is
possible to determine the power of the system, M, after the substitutions of T(R) = T
(R2) and R = R2 in (8). Then, we obtain

M ¼ 4pcp � ½TðR2Þ � TðR1Þ�
1
R1
� 1

R2

ð9Þ
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After putting (9) into (8) we obtain

TðRÞ ¼ TðR2Þ � TðR1Þ
1
R1
� 1

R2

� 1
R1

� 1
R

� �
þ TðR1Þ ð10Þ

Thus, the temperature distribution for the rocks, T(R), does not depend on the
thermal conductivity for rocks cp. An example of the T(R) temperature graph is
shown in Fig. 2.

As R2 ≫ R1, then, based on (9), it can be assumed that

M ffi 4pcp½TðR2Þ � TðR1Þ� � R1 ð11Þ

Hence, it follows that the power M of the system is proportional to the radius R1

of the exchanger.

M�R1 ð12Þ

3 Estimation of the Geothermal Source Power

Let us assume that the thermal conductivity of rocks (sandstone, quartzite, granite,
anhydrite) is

cp ffi 3
W � m
m2 � �K ð13Þ

the temperature of the rocks at a large distance from the exchanger is

TðR2Þ ¼ 900 �C ð14Þ
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T(R1) =200

300
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°C
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R [m]

Fig. 2 Exchanger of radius
R1 placed in rocks
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and the temperature of the rocks at the exchanger is stabilized to

TðR1Þ ¼ 200 �C ð15Þ

Then, based on (11), the power of the system is

M ffi 12p½900� 200� � R1 ¼ 26376 � R1½W � ð16Þ

The power of the system for the adopted values is shown in Fig. 3.
Thus, in order to obtain 2, 6 MW, it is necessary to use an exchanger with at

least a 100 m radius.

4 Model with the Heat Exchanger

The following presents an analysis of the heat flow, taking into account thermal
conductivity heat exchanger ch½ W

m2��K�. The inner radius of the exchanger is R0, the
external R1. (R0 ≈ R1). The situation is presented in Fig. 4.

In analogy to Eq. 3 we have in heat exchanger environment

Mh ¼ DQh

Dt
¼ 4pch � R2

1½TðR1Þ � TðR0Þ� ð17Þ

so we have

TðR1Þ ¼ DQh

Dt
� 1
4pch � R2

1
þ TðR0Þ ð18Þ

0 100 200 300 400
0

2

4

6

8

10

R1[m]

M
[x

10
6 W

]

Fig. 3 Dependence of the
power of the system on radius
R1
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After inserting to 11 we have

DQ
Dt

¼ 4pcp � ½TðR1Þ � DQh

Dt
� 1
4pch � R2

1
� TðR0Þ�R1 ð19Þ

Because in steady state we have

DQ
Dt

¼ DQh

Dt
ð20Þ

so the Eq. 11 takes the form

Mh ffi 4pcp½TðR2Þ � TðR1Þ� � R1

1þ cp
ch
� 1
R1

ð21Þ

Since if R1 is large, then

cp
ch

� 1
R1

! 0 ð22Þ

thus thermal conductivity of heat exchanger does not affect the power of the system.

5 Conclusions

In [3] are shown the solution of the equation of heat to the central symmetry of the
system for different boundary conditions. This equation is a model of transient
processes in the system, which is analyzed in this paper. Since these solutions have
a complex form, so it is difficult to estimate on the basis of the method of analysis

R0

R1

ΔQ

R2

Fig. 4 Model with the heat
exchanger
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power of the system. Presented in the paper steady state analysis allows the esti-
mation of geothermal power source analytical methods.

In [4] and [5] presented information on the energy stored in hot rocks and the
prospect of obtained the energy in the future. The recovery of energy from deep hot
rock involves the need to resolve a number of technical problems [6] and modeling
of differential equations [7]. In the [8] and [9] presented finite element method and
system applicable to the calculation of Matlab.

The power of a geothermal source of energy depends, in steady state, on the
radius of an exchanger in a linear way. That explains why it is essential to apply
relatively large exchangers in order to acquire considerable powers.

A k-enlargement of the radius of the exchanger results in a k2-enlargement of its
surface. It might seem that the power of the system should be proportional to the
exchanger surface. However, it follows from the analysis of the adopted model, that
the power of the system is not proportional to the surface of the exchanger but to its
radius. This is due to the effect of large rock layers which form a barrier for the
inflowing heat.

The model under investigation assumes that the rock temperature is the same
irrespective of the direction. In fact, high temperatures will occur in the rocks
situated below the exchanger, from where heat energy will flow. The rocks located
above the exchanger will not be a source of energy. Thus, the power of a real
system will be lower than that estimated by means of the model under consider-
ation. That is why the power presented by Eq. (11) must be treated as the upper
estimation of the power that is attainable in a real system
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Thermal Coupling Analysis
of the Permanent Magnet Synchronous
Generator

Lesław Gołębiowski, Marek Gołębiowski and Damian Mazur

Abstract The construction and thermal analysis of the 2 KW generator designed
for a small wind power station with vertical axis of rotation was presented in this
article. The analysis is required in order to determine temperature distribution inside
the machine to avoid magnets demagnetization and insulation damage. The pre-
sented thermal analysis of synchronous generator prototype was made using
Computational Fluid Dynamics (CFD) Ansys Fluent analysis. In order to determine
losses at the machine components Ansys Maxwell system was used. The analysis
was made for three variants of the air flow speed around the generator frame. The
lowest speed corresponds to the conditions of air flow during the study at the test
stand, while higher speeds simulate the normal generator operation.

1 Introduction

The electromagnetic analysis plays the main role in the process of designing electric
generators. New constructional solutions, high demands imposed on designed
machines, application of new materials and attainment of higher efficiency have
oriented research at thermal problems. A large number of publications are dedicated
to the thermal problems. Nevertheless a small number of them is devoted to the
electric generators as well as not many of them make use of the Computational
Fluid Dynamics (CFD) method for thermal analysis of the generator [1–6]. The
losses generated by windings, magnets and other components of generators have an
influence on their efficiency assessment.
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The thermal analysis is required to determine a temperature distribution inside a
generator because too high temperature may cause magnets to demagnetize as well
as to damage winding insulation. There are two distinct methods among thermal
methods applied to electric machines.

The first method is so-called the Thermal Scheme method and the other one is
the numerical method. The numerical method is also divided into thermal calcu-
lations with the use of the Computational Fluid Dynamics (CFD) and the Finite
Element Method (FEM) based on setting values of heat transfer coefficients. The
thermal analysis that is based on the numerical fluid mechanics is more precise and
enables to study complex flow processes.

The presented thermal analysis of three-phase synchronous generator prototype
was performed with the aid of the computerized fluid mechanics by the Ansys-
Fluent computational scheme. The losses for each machine component have been
determined by using the Ansys Maxwell computational tool.

2 Description of the Generator Structure
and the Computational Model of Losses

The Ansys Maxwell software is applied to analyse electromagnetic phenomena. It
allows to design and analyse 2D and 3D models based on the Maxwell equations.
This software provides a lot of capability to model electric machines with the use of
the RMxprt system library which was used to make a computational model of the
generator analysed. The generator prototype has 34 magnets in the rotor corre-
sponding to 17 pairs of poles. The magnetic circuit data of the stator and rotor are
gathered in Table 1 while the generator rating are gathered in Table 2.

In the analyzed model the rotor was modelled as a steel pipe on which the
N38SH fixed magnets were mounted. The CAD model of the generator analyzed
with disks is shown in the Fig. 1.

For the preliminary loss analysis the Maxwell system with the use of the
Magnetostatic computational solver was used. Applying of this solver can deliver
good results for the winding. To evaluate better loses results for other parts of the
generator steady-state solver for harmonic current excitation needs to be used.

The computed loss values are shown in Table 3. The loss values obtained from
the rotor and the stator are much lower than the coil losses. The losses generated in

Table 1 Magnetic circuit
data

Stator Rotor

Dz Outside diameter 209 mm 140 mm

Dw Inside diameter 137 mm 111 mm

Q Number of grooves 36 –

g Air-gap 1.5 mm

Dl Length of generator pack 150 mm
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the coils decide then how heat is propagated in the generator. The loss resistance
values are shown in the Fig. 2 while the magnetic induction distribution of the
studied generator is shown in the Fig. 3.

3 CFD Computational Model—Numerical Fluid Mechanics

The Ansys program allows integrating various computational environments such as
FLUENT, Maxwell, Thermal, Structural and so on. The ANSYS FLUENT program
was used for thermal analysis. This program enables to model fluid flow around a

Table 2 Generator rating

PN Rated power 2,000 W

Un Rated voltage 230/400 V

In Rated current 2.89 A

N Rated speed 176.5 rpm

Fig. 1 CAD model of the
analyzed generator

Table 3 Loss values
computed by the Maxwell
system

Losses (W)

Stator 2.499E-14

Rotor 5.14E-15

Disks 2x 4.14E-17

Shaft 3.38E-17

Frame 1.92E-18

Winding 74.48863

Magnets 4.43E-08
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body. The CFD analysis requires making its own computational model to which the
losses computed by the Maxwell software will be introduced. The CFD model is
shown in the Fig. 4.

The generator frame ambient air was modeled in the form of cylinder 600 mm in
diameter and 1,500 mm in length. Apart from the outer air flow the entrapped air
inside the electric machine was taken into account in the model.

This air is able to circle inside the machine towards coils and air-gap between the
rotor and the stator. A very precise mesh is required for the CFD analyses. The
Ansys Workbench program was used for the mesh generation. The mesh of
the whole model including the area surrounding the generator consists of 8,917,767
elements and 15,945,598 nodes. The mesh of the total model is shown in the Fig. 5.
The generator view is shown in the Fig. 6 while the Fig. 7 depicts a fragment of the
generator inner model.

Fig. 2 Winding loss
resistance values

Fig. 3 Magnetic induction
distribution
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Fig. 4 CFD analytical model

Fig. 5 Mesh of the CFD
computational model

Fig. 6 Mesh of the generator
model
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4 Material Data Assumed for Calculations

Material properties for different generator parts have been given in Table 4.

5 Boundary Conditions

The following boundary conditions were used to make calculations with the use of
the ANSYS FLUENT program:

• working pressure 101325 Pa
• inlet speed 0.2; 2.5; 5 m/s
• viscosity 1.8421 kg/(m·s)
• density 1.225 kg/m3

• type of turbulence model k-є (RNG)
• ambient temperature 300 K

Fig. 7 Mesh of the generator inner fragment

Table 4 Material properties for thermal model

Material Density
(kg/m3)

Specific
heat
(J/kg-K)

Thermal
conductivity
(w/m-K)

Winding Copper 8,978 381 387.6

Shaft + 2x disks Steel 8,030 502.48 16.27

Frame Aluminium 2,719 871 202.4

Stator and rotor Carbon
electrical steel

7,872 448 45

Magnets N38SH 7,500 460 6.4
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The CFD analysis was carried out for three variants of the inflow velocities onto
the generator frame. The lowest speed corresponds to the air flow round conditions
during examination on a stand while higher speeds simulate the generator operation
under service conditions. The very essential element to obtain correct results pro-
vides the right input values such as: turbulent kinetic energy and turbulent energy
dissipation.

The program based on the wind inlet value, turbulence intensity and hydraulic
diameter value computes the turbulent kinetic energy and the turbulent energy
dissipation values [7].

The values assumed to make calculations are as follows:

• turbulence intensity—0.5 %
• hydraulic diameter—0.23 m = the studied object diameter—in our case it is a

frame diameter

The reduced computational algorithm of the thermal analysis is shown in the
Fig. 8.

6 Results of Calculations

The Ansys program allows integrating various moduli including CFD-Post envi-
ronment. The CFD-Post is a postprocessor that provides possibility to review Ansys
Fluent results. The Fig. 9 depicts temperature distribution for a temperature dis-
tribution of the 3D model for the inflow speed 0.2 m/s.

From the thermal analysis for three different inflow speeds temperature values
were specified for the individual elements of the electric machine. The Figs. 10, 11
and 12 show temperature diagrams of the machine elements. Their maximum
values were assumed as temperature values and determined by a sampling method.

Fig. 8 Computational algorithm of the thermal analysis within the ANSYS computational system.
Design Modeler is responsible for geometry preparation, Ansys meshing—mesh construction,
Maxwell—electromagnetic analysis—loss determination, Ansys FLUENT—solver, CFD-post—
postprocessor
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Fig. 9 Temperature distribution of the 3D model for the inflow speed 0.2 m/s

Fig. 10 Diagram of the
machine element temperatures
for the air inflow
speed 0.2 m/s

Fig. 11 Diagram of the
machine element temperatures
for the air inflow
speed 2.5 m/s
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7 Thermal Analysis of the Diagnostic Cases

Thermal analysis was also carried out for two diagnostic cases. The analysis of the
diagnostic cases covers the analysis of the generator with winding asymmetry and
also with short circuit of one of the generator winding. The winding asymmetry was
simulated by giving different number of conductors in coils for every phase.
Characteristics of the induced voltages and currents with winding asymmetry versus
the angle of rotor position (mechanical angle) were presented in the Figs. 13 and 14.
The temperature distribution of the machine for winding asymmetry was presented
in the Fig. 15.

The calculations for the second case are carried out for the short circuit in one of
the winding phases. The short circuit was simulated by low value of the equivalent
resistance in one of the winding phases. Characteristics of the current versus the
angle of rotor rotation (mechanical angle) was presented in the Fig. 16. The tem-
perature distribution of the machine with the short circuit in one of the winding
phases was presented in the Fig. 17.

Fig. 12 Diagram of the
machine element temperatures
for the air inflow
speed 5.0 m/s

Fig. 13 Characteristics of the
induced voltages values
versus the angle of rotor
rotation (mechanical angle)
for winding asymmetry
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8 Experimental Investigation of the Generator

Measurement experiment was conducted to evaluate the temperature of the frame
generator using of the thermo-graphic camera (Fig. 18). The image of the frame
generator taken by camera is presented in the Fig. 19.

Fig. 14 Characteristics of the current values versus the angle of rotor rotation (mechanical angle)
for winding asymmetry

Fig. 15 The temperature distribution of the machine for winding asymmetry
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Fig. 16 Characteristics of the current values versus the angle of rotor rotation (mechanical angle)
with the short circuit in one of the winding phases

Fig. 17 The temperature distribution of the machine with the short circuit in one of the winding
phases
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9 Conclusions

The Ansys Fluent analysis allows specifying temperature distribution of the
machine elements without having to determine heat exchange coefficients. Differ-
ence of temperatures between the warmest element and the coolest element depends
on the air inflow speed and is about 19 °C for the flow round 0.2 m/s and decreases
to 12 °C for the speed 5 m/s. Under normal operating conditions the generator is
flown round by air and its temperature is much lower than temperature under
laboratory conditions at the inflow speed 0.2 m/s. Information about the magnet

Fig. 18 View of the test rig with the 2 kW generator

Fig. 19 The temperature distribution of the frame generator (the image taken by thermographic
camera)
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temperatures allows to assess the magnet operation properly preventing from
exceeding temperatures at which they lose magnetic properties. An advantage of the
CFD method is its accuracy. The correct computational results are practically
limited just by requirements concerning a hardware capacity. A disadvantage of the
numerical computations is the fact that it requires a considerable experience in the
problems that make use of the numerical fluid mechanics as well as the right
division of the model into finite elements. The Ansys software provides a lot of
capability for model formation as well as performing all types of coupled analyses.
Due to this type of analyses models can be already optimized at the stage of
designing in order to increase their efficiency.

The Magnetostatic solver was used in the presented analysis. The next stage in
the thermal analysis will be making calculations with the aid of the Ansys Maxwell
computational system within the transient solver which enables to determine the
time function losses and later temperature distribution.

Preliminary measurements performed with a use of thermographic camera
delivered similar values of the temperature as they were evaluated by analytical
software.
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Universal High Speed Induction Motor
Driver

Tomasz Binkowski

Abstract The article describes the concept of a universal driver of three branches
voltage inverter supply three-phase or two-phase induction motors. It shows the
assumptions of driver and describes the identification process of engine type based
on an analysis of the changes of spatial vector output currents. The whole article
closes the presentation of selected research results of universal driver held for two-
and three-phase high-speed motor.

1 Introduction

Electric drives with inductive engines are getting wider use in the industry,
appliances and cordless power tools. This situation arises primarily from the reli-
ability of this type of engines and higher efficiency compared to drives with
commutation. In addition, increasing the frequency of induction motors work is
associated with a reduction of the overall dimensions of the engine. This, on the
other hand, leads to a reduction in the cost of production [1]. The universality of
inductive motors drive forces needs to develop electronic drivers whose function-
ality depends mainly on the number of stages of induction motor and its tasks. The
most used engines are two-and three-phase induction motors. Tasks are primarily
the current control and the speed control. Number of phases of the motor supply
determines the type of inverter, and how our control strategy implements the
modulation waveforms. Power control and speed control tasks are the control
algorithms.

The article is about a universal induction motor driver. It’s versatility is auto-
matic to use two-phase motors and three-phase. Assuming that both the two-phase
motors and three-phase, are powered via a three branches voltage inverter. Power
inverter topology limits the control strategy of supported engines for variants with
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three-phase three-wire induction motor and two-phase motors with derived com-
mon point. The power electronic switches of inverter are turned on as a result of the
implementation of pulse width modulation (PWM) resulting from the comparison
between the carrier wave and modulation waves. Set modulation function waves
can be represented in different coordinate systems and realized by the natural or
vector modulation. The advantages and disadvantages of vector and natural mod-
ulation are shown in many publications [2–5].

Inductive motor control algorithms depend on the established tasks of electric
drives. The primary and main task is to control the current. It requires precise
measurement of load current in all phases of the load or the current of DC-link. The
versatility of the machine requires a driver to distinguish situations described above.
Current control is carried out by the controller based on the reference value that
originates from a move further regulatory parameters governing the degrees
expected from electric drive. It may be speed, acceleration, and even spurt con-
trollers. These controls require in addition the reference value of current value of
controlled quantity. In the case of speed controller it is the value of the measured
speed for example by speed sensor or approximate value. The value of the
approximate speed may be the result of calculations or observers estimated the
value of the output current control [5–7]. The number of options presented must be
configurable in the driver.

Given the number of possible job configuration, driver control device must have
the appropriate computing power coupled with large hardware resources. Therefore,
to implement the universal driver for induction motors the programmable device
FPGA of EP3C40 type is used.

2 Driver Concept

2.1 Configuration Parameters and Assumptions

Universal driver for induction motors has been limited to the choice of the
appropriate configuration options. These options are summarized in Table 1. The
configuration parameters are set by the driver operator and reflect the expected
driver tasks.

Working with the motor drive variants of two- or three-phase power, speed
measured or observed are determined automatically. In the case of incorrect
determination of configuration, automatic driver corrects it to the correct value. This
situation takes place for example if operator configures the driver to work with
speed control and with speed measurement when the speed sensor is not connected
or is damaged.

Taking into account the automatic work of the driver, in addition to the established
configuration parameters, it realizes other functions arising from the assumptions.
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These features make the maintenance work of the drive in the case of a temporary
power outage or shut it in a secure way.

Additional features implemented by the driver:

• weight of swirling energy recovery;
• the measurement of active current component;
• decreasing the value of the error fixed speed proportional control;
• reducing the sensitivity of speed controller on small errors;
• safe start;
• safe shutdown;
• expandable.

2.2 Flowchart of the Driver

General block diagram of a generic driver for induction motors is shown in Fig. 1. It
takes into account the functional blocks, performing the functions of the driver and
the connection between them, with an indication of the impact of configuration
parameters.

Driver parameter Sm = 1 (speed measurement) decides to join the block mea-
suring signal to the speed regulator, entered from the external port. In case of
Sm = 0, the information about current speed the speed controller approximates via
an internal feedback from the output signal current regulator. Automatic identifi-
cation of a number of phases takes place as a result of the procedure implementation
described in Chap. “Transient Analysis of Interstitial Microwave Hyperthermia
using Multi-Slot Coaxial Antenna”. After identification of the receiver type in the
case of a three-phase motor the parameter Pn is set to zero. The value of the
parameter Pn = 1 corresponds to the two-phase machine.

If case of need to change the direction of the motor spin the engine is set up Sd
parameter (Sd = 0 for clockwise or Sd = 1 for unclockwise). The change of the
direction of spin is performed by replacing the appropriate control signals for the
different branches of the inverter voltage depending on the value of the parameter Pn.

Table 1 The configuration parameters

Parameter Description

Sc Speed control

Sm Speed measurement

Pn Automatic identification of a number of phases

Sd Spin direction

As Additional security automation

Ci Automatic identification of the point of current measurement

Sp Type of speed controller
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In many applications, such as driver in kitchen appliances, this parameter is not used
in relation to the nature of the load.

Additional security automation (As) is a parameter determining joined network
actions to special driver safety procedures. They prevent dropping information by
regulators as a result of the disappearance of the supply voltage, the power sup-
porting during temporary/casual voltage drop, or inserting the inertia to the work of
proportional controls. Further information regarding the operation of these proce-
dures are described in the publication [1].

i
p
2

� �
¼ Im sin

p
2
� u

� �
¼ Im cosu ð1Þ

Fig. 1 Block diagram of the
universal driver for induction
motors
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Specifically, the universal driver implements scalar control induction motors.
Vector control is the future option and will not be considered in the current
publication.

One of the most important factors determining the correct operation of the drive
is the correct current measurement. It is assumed that the error term which is the
input signal power regulator is calculated relatively to the component of the active
current component of a load. Therefore, depending on the parameter Ci another
measurement strategy is activated. The value of the parameter Ci depends on the
identification of a number of measurement points. This identification is based on the
observation of two measurement signals.

In case of the three output currents in the system there are two non-zero mea-
surement signals on the basis of which the currents spatial vector is calculated and
its active component in the references related to the voltages. In case of measure-
ment of DC-link current an information about the active component is latched in
discrete moments of passing through maximum voltage in each phase (1). This
procedure is described in paper [1].

Depending on the driver application, it is possible to determine the type of speed
controller. For applications, in which the value of the speed is not important, it is
enough to use proportional controls. This reduces the controller transfer function,
which can result in a reduction of parasitic oscillation of the entire drive system. For
applications that require conducting a drive after drive preset trajectory, it is nec-
essary to use the regulator wit proportional and integral terms. A change in the type
of speed control can be achieved by setting up the appropriate parameter Sp. For
Sp = 0 the proportional control algorithm is made and for Sp = 1 an algorithm with
integrator.

3 Structure of the Modulator Block

Automatic load detection in induction motors driver puts the modulator block
between the parts of driver which controls the two-phase or three-phase motor. In
case of diagnosis of three-phase load natural modulation is conducted. As a result of
the implementation of the natural three-phase modulation algorithm three signals
are produced (usk, where k = −1, 0, 1) that control the three branches of the inverter.
The waves of a modulating function describes pattern (2). Using the same inverter
unit for two-phase and three-phase motor, connector topology forces the three
control signals usage, as in case of a three-phase motor. Natural modulator remains
in the same configuration, therefore, the modulation functions must be changed in
relation to the number of phases [8, 9].

usk tð Þ ¼ cos xt þ k
2p
3

� �
: ð2Þ
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One way to transform three sine functions shifted relatively to each other
symmetrically about 1/3 of the full angle to the three functions modulating
waveforms of the two-phase inverter powered by three-branches inverter is con-
verting data patterns by Eqs. (3), (4) and (5).

uAM ¼ ua þ u0 ð3Þ

uBM ¼ ub þ u0 ð4Þ

uCM ¼ u0 ¼ � 1
2

ua þ ub
� � ð5Þ

where uAM and uBM-modulating function for the two branches of the inverter,
which connects the winding engine with converter, and uCM is a function which
describes the modulation process for branch of the inverter which is connected to a
common point.

These equations require an earlier natural coordinate system transformation (ABC)
to the stationary coordinate system α-β in accordance with the model (6) and (7).

ua ¼ uA ð6Þ

ub ¼ 1ffiffiffi
3

p uBC ð7Þ

The waveforms of modulating functions for two-phase load and three branches
of the inverter are shown in Fig. 2. Figure 3 shows the result of simulation of two-
phase load output currents supplied from the three-branch inverter. A block diagram
of a portion of the driver responsible for the modulation process of the driver is
shown in Fig. 4.

Fig. 2 Modulation signals waveforms of A, B, C inverter branches for two phase load
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4 Structure of Regulator Block

The induction motor drive regulation process in case of established uses, for
example kitchen appliances and electric equipment’s must satisfy two fundamental
requirements. The first of them and most important is the full control of motor
currents. Second requirement is the motor speed control or voltage control. When
motor exceeds current limit the switches in an power converter can be destroyed.
Such a situation forces usage of regulator with the error integration with output

Fig. 3 Output currents of two phase load connected with three branches voltage inverter

Fig. 4 Block diagram of the
natural modulator with
switching system between
three- and two-phase motor
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value limitation. In many cases the motor speed isn’t very important. Such a sit-
uation implicates the usage of master regulator of voltage without the integral. In
the experimental researches the controller with integral in voltage regulator was
tested. In the final drive the integral in voltage regulator was removed. Regulator
settings were accepted as a heuristic data. The gain of current regulator was less
then unity value and its integral constant was 2–3 times of time constant in voltage
pulses of DC-link. A gain of voltage regulator was taken from 20 to 40 values.
Among the main assumptions of elaborated drive is a drive cost minimization. This
economical criterion causes in a mechanical and electrical sensors limitation and
causes in a DC-link capacitance limitation. In the considered drive the voltage/
speed sensor of motor can be eliminated by the internal feedback (Fig. 5).

If in the regulation process the speed value is unknown, the accuracy of speed
regulation is saddled with error. This is insignificant in considered fields of usage.
Failure situations were serviced by proper block with regulator tracking, which
detects situations when the regulator works in a saturation range. When regulator is
saturated longer then set value, the motor drive is stopped.

Figure 3 shows the block diagram of considered structure of voltage and current
regulator. The output regulator value m is scaled in the range 0–1. As a result of this
scaling the regulator output is equal to the voltages gain of inverter. Based on m
value the controller calculates the frequency of voltages supplied motor. The value
of voltages frequency is the result of assumed scalar control strategy which the
constant u/f value is keeping. Taking into account the motor resistance, u/f char-
acteristic is modified by proper shift in discrete points. It is a result of different
values of voltage drop of motor resistances in relation to the voltage vector at
different voltage frequencies. In the control algorithm the characteristic u = f(f) has
different directivity factors in different frequency ranges. Assumed frequency range
was divided into three parts. In the first part the supply voltage is equal zero. This
range begins at zero frequency and ends at the frequency when begins a rotation of
the motor [1, 5]. The second part of characteristic refers to the start-up process. It
was calculated based on motor measurement in the saturation boundary. The

Fig. 5 Block diagram of drive regulator; mref—voltage reference, m—value of inverter gain,
Δm—voltage error, kiiref—scalled current, kii—current set value, kiΔi—current error, Sp—speed
control parameter, Sm—speed measurement parameter
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limitation of current in this range is bigger than limitation in the range of normal
drive work (third part of characteristic). In the second part of u-f characteristic the
assumed current limitation and motor operation in saturation increase a torque in
dynamical part of motor operation. The third part of considered characteristic refers
to the normal motor operation. In this range it was assumed that motor is not in the
start-up state and the frequency changes are a consequence of regulator operation.
In this part the u-f characteristic is most steep and current limitation is smaller than
limitation in second part [1, 5].

The control values in the two-stage regulator are motor speed and motor torque.
These quantities are indirectly controlled. The speed control is realized indirectly by
motor voltages control. The motor torque control is realized using current con-
troller. In order to torque control the current controller must control only the current
active component. The value of active component of motor current is measured by
current sampler synchronization in the moment when supply voltages are crossing
the zero value. In relation to the active inverter state measured current is equal with
their active component and their value is proportional to the torque value. Then the
measured current is converted to the digital form. This process is characterized by
transient state, which in case of sampling five times per period can provide the bad
work of drive. The proper current measurement cannot be provided in transient state
of measured current. In the elaborated controller the measure is synchronized with
carrier wave. The active current measurement is proper only when the voltages
crossing zero value and carrier wave achieve extreme values. In real motor oper-
ation these two events practically take place in different moments.

5 Main Machine Driver

Universal induction motors driver implements control tasks connected to an inverter
motor according to the given parameters and the identification of the motor, and
security from no typical situations. One of the developed driver assumptions is
loading the control electronics of the drive circuit from DC-link. This assumption
forces the development of safe work procedures in cases of unusual operation and
when connecting it to the power supply voltage. A solution based on the depen-
dence of voltage values on a DC-link circuit capacitor was adopted. It is assumed
that the power control circuits are working correctly when a voltage is greater than
the value Uc0. When the circuit voltage is insufficient for proper supply unit
operation, the inverter does not have the ability to produce voltages in the motor
winding. It was also assumed that during normal operation of an intermediate
circuit voltage drive may vary in terms of the value of the Ucmin do Ucmax. In
normal operation area the scalar control regulators are used. In a situation where the
DC-link voltage is in the range of Uco to Ucmin, the output value of the regulator is
resized proportionally to the value of the voltage of the DC-link. As a consequence
of the erroneous exclusion of drive, or loss of supply voltage a motor is stopped
through the drive controllers. Momentary loss of input voltage in this situation may
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not always end by stopping the engine, because the energy needed to obtain correct
operation of electronic regulatory circuits is supplied with an DC-link capacitor, in
addition supplied as a result of the work of the engine in generator mode. If the
voltage of power supply is proper on the input terminals, the drive automatically
will return to normal operation. Connections between the work of regulators with
voltage in DC-link are shown in Fig. 6. There are three slave slots. The first of them
(slot 1) depending on the value of the voltage in a DC-link sets the value of the
speed restrictions, indirectly affecting the reduction of excess voltage on the DC-
link capacitors. The machine at the same time, adjusts the speed reference value in
order to bring the engine to a halt in case of disconnection from the inverter supply
voltage.

This machine may also limit the impact of ripple voltage in a DC-link through
parallel correction (Δu) of the output value of a controller by static electricity
regulator amendment saved in ROM memory.

The second slot (slot 2) switches the current limitation between two paramet-
rically set values depending on the relationship between the expected frequency of
operation of the engine, and the reference frequency. Third slot, represented by a
block of delay, stops the drive, depending on the state of controller output and the
measurement of currents. Its main task is to identify the status of a short circuit of
the engine and disconnecting it from the power supply as a consequence. These
machines work during the driver operation with electrical motor as compared to the
entire electric drive configuration initialization. Driver initialization phase takes the
configuration depending on the static parameters of the automatic identification and
measurement points and number of phases of the induction motor.

The correct selection of the measuring points shall be decided by the rough rules
described in Sect. 2. Identification of induction motor phase is carried out through
the observation of the behavior of the currents space vector. The basis for proper
identification is to check the scope changes of the space vector with three phase

L1 L2
Isp

RU RI

m
ROM

Delay

Δu

(u >u )?offset:0c cmin

(U >u )?u :0c cmax c

U/f Modulator

(f>fr)?1:0
LIMIT1

0

LIMIT2

mref

Fig. 6 Relation between drive regulators and DC-link voltage (Uc)

158 T. Binkowski



natural modulation process. If the space vector module within the generated six
active inverter states causing the rising trajectory of a circular field is fixed—in
accordance with the model (8)—then the natural three-phase modulation algorithm
is run. If minor changes of the space vector currents are observed, it may indicate a
three-phase load asymmetry, in accordance with the formula (9). In this case, the
three phase modulation algorithm is activated and can optionally be turned on the
corrector of vector trajectory. This module provides a future option, and its oper-
ation is described in [10]. The condition of the identification of the two phases of
the load is given in Eq. (10).

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i2A þ

1
3

iB � iCð Þ2
r

¼ const ð8Þ

Iasym �D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i2A þ

1
3

iB � iCð Þ2
r

� I2ph ð9Þ

D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i2A þ

1
3

iB � iCð Þ2
r

� I2ph ð10Þ

In Eqs. (8), (9) and (10) the symbols are introduced: iA, B, C—the current
values for load currents, Iasym—adopted maximum value of the space vector
currents changes for three phase modulation, I2ph—the value of the space vector
currents changes in the case of connecting the two-phase motor, Δ—the symbol of
the vector space currents calculated with respect to the previous measuring point.
Graphical interpretation of number of the load phases identification is shown in
Fig. 7.

Fig. 7 Graphical interpretation of number of phases identification
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6 Laboratory Investigations

Laboratory investigations of a universal induction motors driver have been carried
out by implementing the algorithm in the programmable device FPGA EP3C40
embedded in base tab DBM_C3XX. This driver has been connected by a fiber
interface with the three-branches inverter, (power to 5 kW), which is connected to
the three-phase or two-phase induction motors. These engines were high speed
motors intended to be installed in equipment or kitchen appliances.

The identification and implementation of the given configuration parameters
were carried out successfully. In Fig. 8 is show an example of a three-phase motor
currents. Figure 9 shows the waveforms of currents flowing in a two-phase load. In
addition, there is the efficiency of the power converter for three-phase and two-
phase motor variant. The results of the measurements are shown in Fig. 10.

Fig. 8 Output currents in case of three phase motor
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Fig. 10 Relation between
efficiency and line-to line
voltage for different values of
u/f constant

Fig. 9 Output currents in case of two phase motor
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7 Conclusion

The developed universal driver for induction motors may have wide application,
especially in the field of electric drives of small power, where a large precision
control isn’t expected. After the extension of its functionality it can also be used in
case of BLDC motors. The versatility of the concept and the hardware platform
gives the ability to use other than natural methods of modulation and control
algorithms, including acting in other than the natural reference systems. Additional
features and algorithms are planned to be implemented in future versions of the
driver.
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Improvement of Immunity of Adjustable
AC Drives with Induction Motors
on Voltage Sags

Z. Głowacz and H. Krawiec

Abstract This paper presents a proposal to modify the induction motor vector
control system in order to provide the required torque and the reference speed of
drives during voltage sags. Based on the simulations, the immunity improvement of
adjustable AC drives with induction motors on voltage sags has been confirmed.

1 Introduction

Voltage sags are considered one of the most important problems in the field of power
quality. They are a threat to vulnerable machines and power supply voltage distur-
bances can lead to very high costs associatedwith downtime of industrial plants [1–4].

Voltage sags have a short, abrupt decrease in the effective value of voltage at a
given point in the network, after which in a short time, the voltage increases to a
value before the sag.

Previous solutions presented in the available literature [5–7], involving the
improvement of immunity of adjustable AC drives with induction motors against
voltage sags mainly focus on power electronics—improved immunity through the
expansion of power supply or expansion of the inverter.

Assessing the impact of regulation and control methods:

• scalar-controlled (V/Hz),
• rotor-field-oriented (RFO),
• direct-torque-controlled (DTC)

on the behavior of the drive system with an induction motor during voltage sags is
presented in [7].
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2 Drive System

Drive system (Fig. 1) consists of:

• the net in which the voltage sag occurs, (70 %, 0.5 s),
• voltage inverter VSI (diode bridge, indirect LC circuit, inverter),
• the converter control system, V/f control or vector control in coordinates in

relation to the rotor flux vector [1],
• an induction motor, J (moment of inertia), k (elasticity),
• implementing the technology requirements the speed and the load torque.

The following cases of power were considered:

• directly from the network—including the voltage sag (70 %, 0.5 s) between time
10.0–10.5 s,

• by inverter VSI, with higher capacity in the intermediate circuit, so as to ensure
in the case of voltage (70 %, 0.5 s), linear reduction uC voltage in the range of
0.1 s of the drive controlled by V/f,

• by inverter VSI, with higher capacity in the intermediate circuit, so as to ensure
in the case of voltage sag (70 %, 0.5 s) linear reduction voltage uC for 0.1 s of
the drive system with vector-controlled coordinate related of the rotor flux
vector [8].

The necessary torque Te = TN and the required motor speed ω = ωN can be
achieved by supplying a reduced voltage induction motor, with a higher frequency
of about 5 %, consequently the current rises to about 80 %, and the rotor flux is 0.6
of the nominal value at nominal conditions (400 V, 50 Hz) (Fig. 2).

Fig. 1 Adjustable AC drive with a frequency inverter VSI
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3 Analysis of Simulation Results

The simulation was performed using MATLAB from the available SIMULINK
library.

Below are the results of the simulations with the direct connection of the cage
induction motor at the power supply net.

Relative units referenced to the rated three-phase induction motor: 15 kW,
400 V, 1460 rpm were used (Fig. 3).

When the voltage sag occurs the current fluctuations are nearly fivefold and
fluctuations of torque nearly threefold—reduced turnover of 12 % (Fig. 4).

Fig. 2 Changing the amplitude/frequency of the supply voltage to sustain the TN and ωN in the
steady state
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Fig. 3 Simulation of the drive system with the induction motor connected directly to the network
during the voltage sag (70 %, 0.5 s)

Fig. 4 Simulation of the drive system with the induction motor supplied with the VSI (U/f) during
the voltage sag (70 %, 0.5 s)
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Voltage sag immunity of drive systems can be significantly improved by
increasing the capacity in the intermediate circuit in order to ensure that the uC
linear voltage is reduced to 70 % for 0.1 s in case of a voltage sag.

During the voltage sag the current is doubled, fluctuations of torque 60 %—there
is a reduction of speed by only a few percent.

In summary, there has been a significant improvement in system dynamics,
reduced turnover by 3 % may allow the technological process to continue in a
limited way.

By analogy to the DC drive it is proposed the motor flux be reduced as a
function of the supply voltage (Fig. 5).

In order to be able to have a flow of energy and manipulate drive control, the
SEM must be smaller than the voltage to frequency converter.

The proposed method is—in case of a voltage sag—regulated reduction of the
motor flux, which can reduce the SEM enabling effortless adjustment of the current
(Fig. 6).

At a reduced rotor magnetic flux in order to provide the required torque and to
maintain the selected reference speed, it is necessary to increase the corresponding
component of the stator current.

The voltage sag causes the increase of currents (up to 50 %), small variations of
torque—consequently virtually constant speed.

In this case another frequency of voltage and a more favorable setting current
vector Is and rotor flux vector Ψr occurs.

In Fig. 7 there are waveforms of stator currents Is and rotor fluxes Ψr as well as
rotor angles υ between the current vector Is and rotor flux vector Ψr during the
voltage sag (70 % of 0.5 s), for the three different kinds of supply:
D direct supply from the network,
L linear decrease of the amplitude of the output voltage,
R adjustable output power (weakening of the motor flux).

Fig. 5 Reference value and actual value of rotor flux during the voltage sag (70 %, 0.5 s)
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Fig. 6 Simulation of the drive system with induction motor supplied from VSI with the rotor flux
control during the voltage sag (70 %, 0.5 s)

0.5

1

1.5

2

9.9 10 10.1 10.2 10.3 10.4 10.5 10.6

t[s]

IsD

IsL

IsR

0.6

0.7

0.8

0.9

1

1.1

t[s]

ΨrD

ΨrL

ΨrR

-2

-1.5

-1

-0.5

t[s]
R

D

L

[rd]

9.9 10 10.1 10.2 10.3 10.4 10.5 10.6

9.9 10 10.1 10.2 10.3 10.4 10.5 10.6
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4 Discussion and Conclusions

Carried out simulations confirm the effectiveness of the proposed method to
improve the immunity of controlled AC drives with induction motors against
voltage sags (Fig. 8).

The presented method can be used to improve the immunity of drive systems
with synchronous motor against voltage sags.

It is proposed to use the PID regulator of motor flux which monitors voltage
sags.

It is likely that a control system, an algorithm based on the weakening of the
motor flux can be developed in the future for convenient, practical use.

Acknowledgments The work was carried out under the project KIC CIPOWER.

Fig. 8 Determination of the period (frequency) of the voltage usR
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Investigation of End Winding Proximity
Losses in a High-Speed PM Machine

Adrian Młot, Mariusz Korkosz and Marian Łukaniszyn

Abstract This paper presents three- and two-dimensional finite element analyses
(2D, 3D FEA) of the proximity losses in brushless AC permanent magnet motor
with concentrated windings operating at high speed. The proximity effect only
occurs if the examined conductor is penetrated by an external magnetic field, which
is caused by adjacent conductor currents. To reduce the proximity effect several
alternative winding layouts including rectangular wires are used. The calculated
results of the eddy current losses within end-winding regions are significant and
must be considered in the design of stator windings. 3D calculations are compared
with 2D ones to show the behaviour of the eddy-current into the conductors and
also compared with respect to the power loss and AC resistance. The calculations
are in a good agreement with measurements on a prototype high-speed motor.

1 Introduction

This paper focuses on the AC cooper loss caused by circulating current effects
within multi-strand concentrated windings in a high speed permanent magnet (PM)
AC brushless motor. There are two different phenomena that lead to additional AC
losses. The first one is the skin effect which is a tendency for high-frequency
currents to flow on the surface of a conductor, which can be mitigated through the
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use of smaller conductor strands. The second one is the proximity effect in windings
which is caused by the presence of AC magnetic fields that are generated by
adjacent conductors or external sources in high-frequency AC motor [1–12]. In
most winding designs, the losses increase toward the air-gap due to the skin and
proximity effects. Since the air-gap region has worse cooling than the other parts of
the coils, additional losses close to the air-gap can cause extremely high temper-
atures in the copper [2, 3]. Heat generated by a high-speed machine must be known
to accurately predict an amount of the proximity effect. Heat flow in the motor
winding is present in the axial, radial and circumferential directions [13–15]. The
axial conduction provides a flow path for heat dissipated in the end-windings and in
the coil sides. Dissipated heat from the end-winding enters the slot via the con-
ductors. As the end-winding reaches the slot, heat starts to flow into the stator core,
therefore the end-winding effect must be taken into account which provides reliable
information of copper loss amount. Heat is also dissipated in the coil sides due to
resistive losses. As the hot spot temperature is crucial for the determination of the
maximum output power, it is decisive to calculate the loss in detail. The proximity
effect can be significantly reduced with an appropriate arrangement of conductors
and can be minimised by locating the conductors towards the rear of the slot and by
minimizing height in the radial direction of the parallel conductor bundle forming
each turn [1–3, 10–12]. The skin and proximity effects are well-known current-
displacement effects within electrical machines, transformers and inductors. Less
attention has been paid to considering proximity effects in the end-region of these
electrical devices.

This paper extends the author’s previous research [1] to give some insight into
the AC loss generated in the end-winding of a high speed traction motor. A seg-
mented stator topology used in the motor design allows for various winding layouts
to be analysed using a simplified approach [1]. They have used the most common
numerical approach employing a 2D FE analysis, which allows an accurate rep-
resentation of the winding and magnetic circuit cross-section. Nevertheless, the
two-dimensional approach omits the end-winding effect on the stator and rotor
cores, therefore the whole amount of eddy current losses within conductors are
incompletely known. Furthermore, in papers [2, 3] authors have presented copper
loss prediction in power inductor using 2D and 3D FEA for the active-length and
end-winding regions. The obtained results have shown that to account for the end-
winding effect when using results from 2D FEA a correction should be introduced
to account for the true path length of AC circulating currents within the conductors.
Additionally, the presented results clearly demonstrate that the high frequency AC
copper loss varies with temperature in a different manner depending on the DC
winding resistance. Accurate prediction of power loss distribution within an elec-
trical device is highly desirable as it allows for thermal behavior to be evaluated at
the early design stage.

In this paper, the authors investigate the end-region proximity loss generated in
machines operating at high speeds. The winding used in the presented machine can
suffer from significant bundle-level proximity losses. The AC copper loss predic-
tions including the end-winding are compared with data from more conventional
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two-dimensional approaches where the active length only is accounted for. The
discrepancies between the results are presented and discussed. This paper also
includes experimental validation of the theoretical findings. Also, several winding
structures are analyzed and compared with respect to the loss and AC resistance.
Depending on a winding structure, the amount of winding losses and ratio of AC to
DC loss within end-winding under high frequencies have a tendency to be higher or
lower with respect to the standard winding, and that is also affected by a connection
of conductors.

2 High-Speed PM Motor Prototype

The research has been applied to the design of a highly efficient (97 % peak
efficiency) and compact (2 kW/kg continuous rated) water jacket cooled PM motor
designed for a large vehicle application. Additionally, the prototype motor was
designed to operate at high frequency up to 800 Hz in order for minimize the
overall system weight. The motor comprises 8 poles and 12 slots with a two-layer
concentrated winding, Fig. 1. The segmented stator core is cooled via an outer
water jacket and the laminated stator segments are made of 0.35 mm silicon iron.
These kinds of drives are tested by several companies to evaluate benefits of the
hybrid electric drive technology, e.g. reduced mass/volume/weight; improved
efficiency; fault tolerance; improved acceleration. In the original design, a high
copper packing factor is realized through the use of a multi-stranded parallel
winding. The standard winding is made of seven strands of sixteen parallel con-
ductors wound uniformly around the tooth with a 50 % copper fill factor.

Fig. 1 Cross section of the
AC motor used in the
investigation
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3 Experimental Validation

To evaluate the AC copper loss within the analyzed machine a simplified approach
has been adopted utilizing the segmented stator topology. The segmented stator
allows for simple and inexpensive winding test before a complete prototype motor
is built [1]. Two further stator segments were placed on each side to replicate the
true slot profile and the influence of the rotor was assumed to be negligible, Fig. 2.
To understand the behavior of circulating eddy-currents in the solid conductors
along active length and in the end-winding regions the mutual coupling between
phases which affect the proximity loss is not taken into account.

Figure 3 presents the three-teeth test rig including an AC and/or DC power
supply, a thermally insulated test chamber emulating adiabatic boundary condition,
thermocouples and the tooth assembly. To improve the thermal path between the
single-tooth with wound coil and aluminum cold plate, the aluminum plate and
external core surfaces were impregnated with a high thermal conductivity liquid.
An external coolant circuit is used to maintain the temperature of the cold plate at a
fixed temperature of 20 °C.

The first DC test required energizing the winding from the experimental bench
with a DC current of 40 A. In the next test the winding was energized with
ac sinusoidal current of RMS 40 A at 400 Hz. In both tests input voltage, current,

Fig. 2 Three-tooth sector of
the stator with standard
wound coil and cold plate
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power and temperature at various points in the chamber and in the winding are
monitored continuously.

4 Finite Element Analysis

The theoretical investigation of the AC copper loss within the winding according to
the Joule law, loss has been carried out using a 3D FEA with steady state AC
magnetic application in the harmonic state for a given frequency (sinusoidal steady
state). The magnetic field results from the presence of time varying electric currents.
This application takes into account the current induced in the conducting regions
called eddy currents within solid conductors. It also considers the skin and prox-
imity effects in the conducting regions.

Fig. 3 Experimental setup
for a three-teeth thermal test
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Due to the relatively short active-length of the presented models, the contribu-
tion of the conductors forming the end-winding will be significant. In the analysis
and discussion of the loss distribution within the solid conductors, both 2D (within
active-length only) and 3D FE methods are used, see Fig. 4. The end-winding
region for the motor 3D FE model with standard round conductors is shown in
Fig. 4a, whereas Fig. 4b depicts the 2D FE model of investigate motor, in which the
proximity and skin effects in end-winding region are totally omitted.

The discretization mesh within the cross-section is the same for both 2D and 3D
models and the same for both calculation methods assuming a constant winding
reference temperature, set arbitrarily to 20 °C. Due to the symmetry, the study
domain for FE stator models can be limited to half (the symmetry in the XY plane).

5 AC Copper Loss Results

The stator’s winding is represented as separate solid conductors linked together via
an external circuit and energized from a sinusoidal current source. Figure 5 presents
three physical winding arrangements for DC and AC power loss investigations.
Different numbers of turns and the equivalence between the winding versions are

Fig. 4 Three-tooth sector of
the machine with wound coil
used in the investigation: 3D
(a) and 2D (b) model of
standard round conductor
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presented to demonstrate various phenomena of proximity effects. The baseline
configuration, winding version I, is representative of mush winding comprising
7 parallel conductor strands with 16 turns series random wound onto the tooth
‘in hand’ (50 % copper fill factor). The second winding arrangement was manu-
factured using 14 turns with 7 parallel conductor strand (44 % copper fill factor),
where the location of conductors is precisely defined by banding them in the
defined position in the slot. This allows the arrangements of conductors in the slots
for winding version II to be accurately reproduced in the FE model. The third
winding version comprised 10 turns of a rectangular conductors connected in series
with 6.7 % copper fill factor. Again for winding III the distribution of the con-
ductors could be accurately represented in the FE model.

Position of each conductor placed into the slot is shown by labels, Fig. 5. The
rectangular windings layouts described by version III located on the rear slot can be
expected to decrease the ac losses in the machine [1].

Table 1 compares experimental results with FEM calculation of total loss
including iron loss (PFe) and copper loss (PCu) for the winding version I under DC

Fig. 5 The experimental winding layouts: 16 turns in 7-strands of parallel conductors (a), 14 turns
in 7-strands of parallel conductors precisely defined (b) and 10 turns in series rectangular
conductors (c)
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(57 °C) and AC (76 °C) current supply at 400 Hz, winding version II at average
temperature working for copper equal to 50 °C under DC and 88 °C under AC at
400 Hz, and average temperature working for winding version III was equal to
49 °C under DC and 71 °C under AC current supply at 400 Hz.

Winding version I to FEA was not taken into account because of the difficulty to
allocate accurately the conductor strands in the slot. In fact, Table 1 and Fig. 7
shows that the 3D FEA prediction obtained with winding version II is more con-
sistent with the experimental results than the 2D FEA prediction. However, the 2D
FEA prediction is in better agreement with measured values in case of winding
version III. This happened because the difference between the FE model and
physical coil. Semicircular profile of end-winding in all cases of FE models was
used as presented in Fig. 4a. In fact, end-winding for the prototype of winding
version III is closer banded to stator core. An accurate reproduction of the
arrangement of conductors in the slot in the FE model is always a challenge. And
prediction of the impact of eddy-current from end-winding region on the laminated
steel-sheet can be less insignificant, and total loss prediction can be calculated less
accurately.

Figures 6, 7 show experimental and numerical results of DC and AC power
losses for both winding versions II and III. FE calculation of power losses consist of
copper and iron losses only.

Figure 7 demonstrates the AC copper loss effects at high speed operation for two
versions of winding arrangements in respect to the power loss.

Eddy-current calculations are realized at high range of rotor speed and calculated
for 40 RMS current representing 40 % of maximal thermal rating of the stator core.
The copper power loss within the solid conductors is determined from the Joule
loss:

PCu ¼
ZZZ

V
E � JdV ¼ q

ZZZ
V
J2dV ¼ lq

ZZ
S
J2dS ð1Þ

Table 1 Theoretical prediction of Rac/Rdc and total power loss measurement with FEA prediction
at 400 Hz and 40 Arms

Winding version I II III

Copper fill factor 50 % 44 % 6.7 %

Rac/Rdc (3D FEA prediction) – 2.1 1.8

Rac/Rdc (2D FEA prediction) – 2.2 1.8

Power loss (PCu + PFe) Measurements 54.4 W 61.5 W 38.5 W

3D FEA – 68 W 47 W

2D FEA – 44.3 W 42.3 W
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Fig. 6 Measurements and FE
calculation of power loss for
different dc current: winding
version II (a), winding
version III (b)

Fig. 7 Measurements and FE
calculation of power loss
versus frequency for
Irms = 40 A: winding version
II (a), winding version III (b)
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where E is the electric field strength, J is the current density within the conductors,
ρ is the resistivity of copper (0.1564 × 10−7Ω·m at 20 °C) and l is the active length
of the conductors. From (1), an equivalent bulk value of the winding AC resistance
is found:

Fig. 8 3D calculation of the magnetic flux density in the motor winding version II at 40 Arms and
800 Hz: cut planes (a), in the half of active length—plane A (b), the end of the active length—
plane B (c) and end-winding—plane C (d). The legend of magnetic flux density for each plane is
the same
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Rac ¼ PCu=i
2
rms ð2Þ

where irms is the RMS current.
This bulk value of resistance (2) determines the increase of resistance under AC

excitation as compared to DC operation. The ratio of the equivalent AC resistance
to the ideal DC value Rac/Rdc is a commonly used figure of merit to assess high
frequency effects.

The end-winding region is exposed to the flux patterns that are different from
these within the winding active length. As a consequence of this, the loss distri-
bution for the end active regions of the winding differs too. Moreover, the end-
winding region is usually where the greatest ‘hot-spot’ temperatures occur as a
result of relatively poor heat transfer from the end-winding to the surrounding

Fig. 9 Rac/Rdc ratio versus
conductor number at
Irms = 40 A for a winding
version II at 20 C (a) 2D
model, (b) 3D model
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environment. To illustrate the behavior of the proximity losses the distribution of
the magnetic flux obtained from the planes (see Fig. 8a) causes eddy-currents as
illustrated in Figs. 8b–d for winding version II at 40 Arms and fe = 800 Hz. The
average temperature of winding is increased to 152 °C and that value was con-
sidered in FEA (Fig. 8b–d). Parts (b–c) show the vector of magnetic flux from the
planes A and B in the middle and the end of active-length. Part (d) shows the vector
of magnetic flux density from the plane C on the top of end-winding. In the planes
A and B there can be observed an increased density of magnetic flux within the
conductors close to the tooth opening. This leads to elevated proximity losses in
these conductors. The magnetic flux obtained from the plane B indicates higher
values due to a higher flux linkage than observed in the plane A. In the plane C,
higher flux densities can be seen for the conductors placed near the stator core than
for the others.

Figure 9 presents the ratio of the equivalent AC to DC resistance for the separate
conductors of the winding version II, obtained from both 2D and 3D FEAs. The
localized losses concentration (resistance ratio) for the model including end-

Fig. 10 Comparison of Rac/Rdc ratio for different regions and calculation method for Irms = 40 A:
winding version II (a), winding version III (b) at constant copper temperature 20 °C
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winding regions in turns 9–14 is particularly visible at high excitation frequencies
with relatively high magnetic flux as seen from planes A and B. The highest eddy-
currents are induced close to the open slot, in particular within strands 13–14.
Additionally, there can be seen slightly increasing copper losses in the strand 1 in
the corner of a rear slot (Fig. 9b).

Since the copper fills the slot and the wires are very close to each other, the
proximity effect can be prominent. The half of the slot filled by copper close to slot
opening has large amount of proximity loss (Figs. 8, 9), therefore the winding
versions I, II and III were designed with the conductors placed in the rear slot in
order to reduce proximity loss.

The diameter of each conductor within the strand for winding versions I and II is
low and equal to 1.6 mm. The skin effect can be insignificant since the diameter of
copper is low and lower than proximity loss within conductors [1]. These two
effects also strictly depend on a shape of the strands.

Fig. 11 Variation winding loss versus frequency at Irms = 40 A: winding version II (a), and
winding version III (b) at constant copper temperature 20 °C
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Results of the ratio of the equivalent AC to DC resistance versus frequency are
depicted in Fig. 10 for various calculation methods. The resistance ratio for rect-
angular conductors (dimension of each bar conductor is 1.5 × 3 mm) obtained from
the 3D models within both active-length and end-winding regions is approx. 3 times
lower relative to version II for the highest frequency range. According to 3D FEA,
the proximity effect for the end-winding region is 5.4 % (version II) lower than that
predicted within the active-length, and 32 % lower relative to version III.

Figure 11 shows distribution of copper power loss in the active and end winding
regions. At frequencies higher than 100 Hz, power losses are rapidly growing. The
profile of losses at high frequencies for version III is decreasing exponentially, and
that phenomenon is opposite to winding version II. Copper losses generated by
winding version II produce a higher temperature because more conductors are
placed close to the slot opening where more flux linkages are crossing the slot
opening region. In the machine with round conductor winding, the total copper
losses in the active length obtained from 2D FE calculations are higher than from
the 3D FE calculations. A different behaviour of the proximity loss is demonstrated

Fig. 12 3D calculation of power losses versus frequency for Irms = 40 A: winding version II (a),
and winding version III (b) at constant copper temperature 20 °C
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from bar conductor layouts where the 2D FE results of total proximity loss are
lower than for 3D FE calculation.

Figure 12 shows the standard round winding (version II) compared to the
designed bar conductors which can significantly reduce the copper loss. Also, the
amounts of iron and copper losses are demonstrated.

6 Conclusions

New generations of high-speed PM machines can result in significant amounts of
AC losses in the stator windings. An analysis of the AC proximity effects has been
carried out using 3D FEA and has accounted for both the active length and end-
winding regions. To demonstrate the inaccuracies that can occur when the end-
winding effects are neglected, 2D calculations have been performed. Unsurpris-
ingly, 3D calculations give more accurate knowledge of a total copper loss amount
produced in high-speed motor and it can be concluded that this loss analysis method
has to be taken into account. Three winding versions have been considered. The
calculated 3D total copper losses in the standard round winding at a 800 Hz
machine have been compared with those for the designed bar conductors, The latter
ones have been found to be significantly lower due to the conductors placed aloof
from the opened slots. The end-winding loss within the investigated winding lay-
outs has been found some 20 % lower than the loss produced within the active-
length regions.

Experimental verification and calculation results for DC and AC excitations
present a good study of the proximity effect in the end-turn, with a good agreement. In
particular measurements and 3D FEA predictions obtained with winding version II
are very close to each other. However, the 2D FEA prediction is in a better agreement
with measured values in case of winding version III, which may result from incorrect
3D modeling of end-windings. It can be preliminary concluded that influence of a
shape of end-windings on power losses at high frequencies may be remarkable, the
statement to be magnified by the forthcoming results of our current research work.
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Modeling of the Squirrel-Cage Induction
Motor Having Symmetrically Distributed
Groups of Broken Cage Bars

Damian Krawczyk

Abstract This paper deals with the topic of modeling of the squirrel-cage induc-
tion motor, in which the rotor cage bars are broken. Consideration is given to the
special nature of distribution of the broken bars in the cage. Namely the distribution
of broken bars on the circumference of the rotor is symmetrical and in particular it is
considered the case as the number of groups of broken bars is equal to the number
of motor poles. This type of rotor asymmetry occurs in the induction motors
synchronized by reluctance torque. There is a universal model that allows analysis
of both monoharmonic and poliharmonic phenomena presented. The paper also
includes the results of simulation and qualitative conclusions from these studies.

1 Introduction

The issue of broken cage rotor bars in the squirrel-cage induction motors is con-
sidered primarily in relation to the diagnostics investigations of this type of elec-
trical machines [1]. This is particularly important in the case of high power electric
motors, where the occurrence of this type of failure can lead to very serious eco-
nomic effects and also to danger of people and equipment safety. Diagnostic
methods are based on the analysis of measurable waveforms such as the phase
currents, which frequency spectrum may contain information about rotor failure
involving the lack of continuity of one or more bars of the cage rotor. In general,
any number of randomly distributed bars of the cage rotor can be broken what
makes the investigations quite complex.

A special group of induction motors for which the subject of broken rotor bars
seems to be interesting are the induction motors synchronized by reluctance torque.
This interest stems from the need of qualitative analysis of main physical phe-
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nomena determining the basic performance and parameters of this type of motor. It
is especially important from start-up analysis point of view because for some design
solutions it is difficult or even impossible to start up and reach the synchronous
velocity of the rotor.

1.1 The Induction Motor Synchronized by Reluctance Torque

The induction motors synchronized by reluctance torque are interesting cost-effec-
tive solutions for constant speed applications. Such motors have some advantages of
both induction motors and synchronous (reluctance) motors. An example of four-
pole induction motor synchronized by reluctance torque is presented in Fig. 1.

The main advantage of the motors having the construction shown in Fig. 1 is
ease of their manufacturing. It results from the fact that these motors are manu-
factured using the technology for the standard squirrel-cage induction motors. The
stator of the motor is identical to the one used in the standard induction motor,
whereas the rotor is manufactured by changing the shape of the rotor lamination.
Namely, a number of small teeth along to the rotor circumference is removed to
make “big teeth”. Each “big tooth” is composed of a number of the small teeth.
Next all the slots (small and big) of the rotor are filled by liquid aluminium to form
asymmetrical starting cage. The number of removed small teeth influences both
magnetic asymmetry of the rotor (synchronous reluctance torque) and electric
asymmetry of the starting cage (asynchronous torque) of the motor.

During designing the asynchronous motors synchronized by reluctance torque
two main aims are to be reached:

Fig. 1 The cross-section of
four-pole asynchronous motor
synchronized by reluctance
torque
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• Reluctance (steady-state) torque should be as high as possible,
• Starting up properties should be very good (torque Te vs. velocity n curve should

be as close as possible to the curve of the symmetrical induction motor).

In this paper the second aim will be considered.

1.2 The Structure Decomposition of the Induction Motor
Synchronized by Reluctance Torque

From qualitative point of view it is very convenient to use a heuristic approach to
analyze the phenomena related to the asymmetrical design of the cage. Such an
approach is illustrated in Fig. 2 [2–4].

The decomposition of the induction motor synchronized by reluctance torque is
based on artificial division of the motor into three motors mechanically coupled to
each other (in other words, placed on a common shaft) with distinct operating
characteristics: the first one (marked as R) determines the average value of reluc-
tance torque, while the other two (marked with symbols As1 and As2) have a
dominant influence on motor start-up properties. The motor R is “purely” reluctance
(the rotor has no windings). The induction motor As1 is an induction motor with a
cage rotor consisting of four large rods (the number of rods is equal to the number
of poles) and the induction motor As2 is an induction motor with a cage having
symmetrically distributed four (generally equal to the number of poles) groups
consisting of small bars (spaced by pole pitch) with a span of the groups of bars
smaller than the pole pitch.

In this paper the motor As2 as presented in Fig. 3 will be investigated in more
detail.

Fig. 2 The structure decomposition of the induction motor synchronized by reluctance torque into
three separate motors (R reluctance motor, As1 induction motor having a number of big rotor bars
equal to the number of poles, As2 induction motor having symmetrically distributed groups of
broken small bars)
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2 The Mathematical Model of the Induction Motor

2.1 The Symmetrical Machine

The general mathematical model of the squirrel-cage induction motor given in the
machine coordinates is composed of the following equations [5, 6]:

us½ �
0½ �

� �
¼ Rs½ � 0½ �

0½ � Rr½ �

� �
is½ �
ir½ �

� �
þ Lrs½ � 0½ �

0½ � Lrr½ �

� �
d
dt

is½ �
ir½ �

� �

þ d
dt

Mss½ � Msr #ð Þ½ �
Mrs #ð Þ½ � Mrr½ �

� �
is½ �
ir½ �

� �� � ð1Þ

J
dxm

dt
¼ is½ �T d

d#
Msr #ð Þ½ � ir½ � � Tm ð2Þ

xm ¼ d#
dt

ð3Þ

where: [Rs], [Rr]—windings resistance matrices for the stator and the rotor
respectively; [Lσs], [Lσr]—leakage inductance matrices for the stator and the rotor
respectively; [Mss], [Mrr]—main inductance matrices for the stator and the rotor
respectively; [Msr(ϑ)], [Mrs(ϑ)]—mutual inductance matrices for the stator-rotor and
the rotor-stator respectively; ϑ—the angle between the rotor and the stator; [us]—
the stator supply voltage vector; [is], [ir]—the stator and rotor currents vectors
respectively; Te—the electromagnetic torque; J—the mass inertia; Tm—the
mechanical load torque.

After transforming the Eqs. (1–3) to αβ coordinates which makes the model
easier to handle, the model is as follows:

Fig. 3 The induction motor
As2 (having symmetrically
distributed groups of broken
small bars)
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d
dt

iabs
� �
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� �
" #
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� �
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ss
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Mab
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rr

� �
" # !�1

� uabs
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0½ �

" #
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s

� �
0½ �

0½ � Rab
r

� �
" #

þ d
dt

Mab
ss

� �
Mab

sr #ð Þ� �
Mab

sr #ð Þ� �T
Mab

rr

� �
" # !

iabs
� �
iabr
� �
" # !

ð4Þ

d
dt
xm ¼ 1

J
iabs
� �T d

d#
Mab

sr #ð Þ� �
iabr
� �� 	

� Tm

� 	
ð5Þ

xm ¼ d#
dt

ð6Þ

In general the Eq. (4) comprises 3 + Qr equations but usually quite many of them
can be neglected as ones giving solutions equal to zero [6]. So it is possible to
reduce significantly the complexity of the model before its implementation.

2.2 The Asymmetrical Machine

The mathematical model of the induction motor As2 as in Fig. 3 can be derived
from the standard model given by the Eqs. (4–6). The only modification which has
to be done is to find a new form for the rotor resistance matrix [Rr]. To find the form
the general structure of the motor As2 rotor cage (an example is presented in Fig. 4)
should be considered.

A broken bar can be included in the resistance matrix by assuming very high
increase of its resistance (of up to a thousand times) thereby it is as follows:

Rprk ¼ kprRpr ð7Þ

where: Rpr—the resistance of non broken (original) bar, kpr—the coefficient of the
bar resistance increase (in simulations it was equal to 1000).

Such an approach leads to the representation of the rotor resistance matrix in the
form of the following sum:

Rr½ � ¼ Rrs½ � þ DRpr
� � ð8Þ

where: [Rrs]—the symmetrical rotor resistance matrix; [ΔRpr]—the rotor resistance
increase matrix;

Thus, to obtain the modified form of the mathematical model of the As2 motor, it
is necessary to determine the general form of [ΔRpr] matrix in the αβ coordinates
which can be derived from the following formula:
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DRab
pr

h i
¼ Kr½ � DRpr

� �
Kr½ �T ð9Þ

where: [Kr]—the transformation matrix.
It turns out that this matrix has a predefined structure and its components change

in a regular way depending on the degree of asymmetry (the number of broken
bars). In Fig. 5 there is a general structure (fulfillment) of the matrix presented—the
gray cells designate non-zero elements. For the symmetrical squirrel-cage induction
motors the rotor resistance matrix transformed to αβ coordinates system is a

diagonal matrix. From Fig. 5 it results that the matrix DRab
pr

h i
is not a diagonal one.

Therefore there are additional linkages between the equations in the set (3) causing
activation of equations which give solutions equal to zero in the fully symmetrical
case (the standard squirrel-cage induction motor).

All the components of the matrix DRab
pr

h i
can be categorized into specific groups

(A, B, C, D, E, F) of components having similar properties as it is presented in
Fig. 6.

As an example, the detailed formula for the elements designated as B is given by
the following formula:

Fig. 4 The structure of the induction motor As2 rotor cage (the number of slots for the original
induction motor Qr = 32, the number of pole-pairs p = 2, the number of non broken bars per a
group of small bars Q′r = 4)

192 D. Krawczyk



B m1;m2ð Þ ¼ a1 cos m1 þ m2ð Þar � cosm1ar � cosm2ar þ 1ð Þ
XQr2p�1

h¼Q0
r

cos m1 þ m2ð Þhar
2
4

þ sin m1 þ m2ð Þar � sinm1ar � sinm2arð Þ
XQr2p�1

h¼Q0
r

sin m1 þ m2ð Þhar
3
5

þ a2

"
cos m1 � m2ð Þar � cosm1ar � cosm2ar þ 1ð Þ

XQr2p�1

h¼Q0
r

cos m1 � m2ð Þhar

sin m1 � m2ð Þar � sinm1ar þ sinm2arð Þ
XQr2p�1

h¼Q0
r

sin m1 � m2ð Þhar
#

ð10Þ

where: a1 = 2p for m1 + m2 = 2 bp; a1 = 0 for m1 + m2 ≠ 2 bp; a2 = 2p for
m1 − m2 = 2 bp; a2 = 0 for m1 − m2 ≠ 2 bp; b = 1, 2, 3,…

Fig. 5 The general structure of the rotor resistance matrix DRab
pr

h i
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3 Implementation of the Mathematical Model for the As2
Motor

The mathematical model given by the Eqs. (4–6) and (9) was implemented in
Matlab Simulink environment for a chosen motor (Qr = 32) for different numbers of
non broken bars Q′r in the rotor. There is the mechanical characteristic torque Te
versus rotational velocity n for different numbers (Q′r = 8, 5, 4 and 3) of non broken
bars per a group of bars presented in Fig. 7.

At the mechanical characteristic it can be noticed that the decline in the value of
the electromagnetic torque is greater if the value of the parameter Q′r is smaller

Fig. 6 The detail structure of the rotor resistance matrix DRab
pr

h i
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Fig. 7 Motor torque Te
versus rotor rotational
velocity n for different
numbers (Q′r = 8, 5, 4 and 3)
of non broken rotor bars
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(the degree of asymmetry is bigger). This decrease occurs in the neighborhood of
the point corresponding to half of the synchronous speed.

The explanation of this phenomena can be based on the analysis of the stator
current at steady state. The stator current waveform at constant speed n = 200 rpm
and for Q′r = 4 is presented in Fig. 8. Although the motor is supplied from sinu-
soidal voltage source the current is non sinusoidal.

It results from the presence in the current not only the basic harmonic of the net
frequency (50 Hz) but also the additional harmonic which frequency is dependent
on the rotor velocity. Both the harmonics are presented in Fig. 9.

The stator current harmonic of the net frequency is called positive sequence
component and is responsible for generating the main circular magnetic field
rotating in the same direction as the rotor. The stator current harmonic which
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Fig. 8 The steady state stator
current waveform for constant
rotational velocity
n = 200 rpm and for Q′r = 4

0 10 20 30 40 50 60 70 80 90 100
0

1

2

3

4

5

6

7

f [Hz]

fft
(ia

) 
[A

]

Fig. 9 The harmonic
spectrum of the stator current
waveform from Fig. 8
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frequency changes proportionally to the rotor velocity is called negative sequence
component and it generates the circular magnetic field which rotates in the direction
opposite to the rotation rotor.

The presented above phenomenon is known as Görges effect. It was observed
only in the biggest salient-pole synchronous motors until now. The effect reveals
itself during start up of the motor causing some problems. It sometimes is even
impossible to reach the synchronous speed.

4 Summary

The presented model resulting from a heuristic method of decomposition structure
is a good tool for qualitative research and allows to formulate general guidelines for
the design of the induction motors synchronized by reluctance torque. It will also be
useful in the development of the more detailed analysis of Görges phenomenon,
using more precise in quantitative sense numerical methods e.g. finite element
method.
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Analysis of Established Thermal
Conditions for Magnetorheological Clutch
for Different Loading Conditions

Zbigniew Pilch

Abstract This paper presents the results of simulation studies of thermal condi-
tions controllable magnetorheological fluid clutch. In the first part, the construction
of a prototype clutch, the CAD model and the results of measurements of the time
for a variety of power clutch, realized on the test bench. An analysis of power losses
in the clutch for the different states of operation. Describes the boundary conditions
for finite element calculations for steady state operation of thermal coupling.
Subsequently, the results of simulations carried out in the FEMM 4.2. The work
summarized statement of the simulation results and the conclusions.

1 Introduction

Magneto-Rheological (MR) fluids have been known for at least 50 years. MR fluid
consists of small particles of ferromagnetic material suspended (immersed) in dis-
persion fluid (organic solvent, oils, water). When external magnetic field is applied,
the fluid is subjected to strong magnetic polarization. Its viscosity may be increased
until it solidifies completely if the magnetic field is strong enough. If shear stress in
the fluid does not exceed yield strength τ0(B), then fluid does not flow and it
behaves as an elastic material. Thanks to this feature MR fluid is applied in brakes
[1], dampers and clutches [2, 3], cylindrical MR transmission driven by SMA
spring [4]. In these devices MR fluid is introduced between moving parts. The test
structures are also used where other materials SMART type [2].

On the base of the magnetic field distributions and catalogue values of yield
share stress in magneto-rheological fluids clutching torque values were determined.
Figure 1 shows two characteristics for two types of magneto-rheological fluids—
MRF–122EG and MRF–140CG [5, 6]. One of the major limitations to the appli-
cation of MR fluid is the maximum operating temperature. For the three available
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MRF-122EG fluid, MRF-132DG and MRF-140CG manufacturer claims it at
130 °C (403 K). Flash point for this liquid is above 150 °C (423 K) [7].

These temperature limits for the MR fluid can be a barrier to their use. This
applies in particular to devices in which there are heat sources that can lead to
overheating of the liquid. This effect causes a permanent loss fluid parameters.

• Proposal of coupling construction

For the proposed structure of the magnetorheological clutch magnetic field
models were made [8]. The models were different for the sake of number, thickness
and diameter of discs. MR fluids have been also successfully used in design of
electrically controlled clutches, where rotational torque and speed may be con-
trolled smoothly and the devices are not mechanically complex [9, 10]. Research
conducted in Faculty of Electrical Engineering on Silesian University of Tech-
nology within the framework of the project “An electrically controlled magneto-
rheological multi-plate cluth with permanent magnet for smoothly controlled
torque.” (project No. N N510 355337, financed since 2009–2011) [8, 9].

Magnetic field which changes viscosity of MR fluid is generated by the coil
carrying the current I and the permanent magnet. Thanks two sources of magnetic
field (coil and permanent magnet) the clutch generated clutching torque TC(I = 0)
without ecessity supplying the coil. The current I flowing the coil can decrease
clutching torque TC(I−) or increase TC(I+). A quantity disc was determined on the
basis of electromagnetic calculations.

The possible functions which multidiscs magnetorheological clutch can fulfil:
dynamometrical function (for example in the screwdriver), safeties clutch, for half-
active elimination of rotary vibrations, and for the system of the soft start-up.

The Fig. 2 shows test bench for multidisc clutch and view of real object.
The basic components of the measurement stand are:

• geared motor SKh71X-4C/XC40-7 production BESEL SA power of 0.55 kW.
Maximum speed on the gearbox output is 186 rpm;

• investigated magnetorheological clutch;

Fig. 1 Magnetization curves of different magnetorheological fluid types (figure left). Yield share
stress versus magnetic field intensity τ0(H) for different magnetorheological (figure right) [7, 8]
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• torque meter DATAFLEX—20/22 production KTR;
• electromagnetic break with powder VER-30H-20-6 production FUMO

Ostrzeszów;
• Inverter.

Figure 3 shows the characteristics of the clutch engaging torque coil and per-
manent magnet—blue curve with markers (Δ). This system has been called a hybrid
system excitation electromagnetic field. The red curve with markers (*) is the
torque characteristics of the clutch coupling of the coil only (no permanent
magnets).

These characteristics relate to the coupling of a liquid MRF-140CG.
The graph also indicates the characteristic points (date cursors). For example, a

point described as X:0.68, Y:7.16 means that it is worth the moment Ts = 7.16 N m
corresponding to the clutch coil supply current equal to I = 0.68 A.

• Operating states of clutch:

Status controllable operating parameters in a working drive system can be
described by the parameters of the transmitted power and the difference in the
power supplied and developed by the clutch.

Fig. 2 View of test bench for the MR fluid clutch (number 2) and real object [8]

Fig. 3 Coupling torque
characteristics for coupling
with the coil and the magnet
and the coil coupling only [8]
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As defined in [11], referred to as a clutch drive system machine for connecting
shafts and the torque transmission without changing its magnitude and direction.
The coupling member consists of an active (drive), and a passive member (driven)
and the connector. The coupling spacer is analyzed Magnetic Fluid and its
parameters change due to changes in the electromagnetic field allows you to control
the value of the torque capacity.

In the further considerations the following notation is:

• size associated with active coupling member are indexed number 1. These
values are the mechanical power input (Pm1), the rotational speed of the active
member (n1), the torque acting on the active element (T1).

• size associated with passive coupling member are indexed number 2. These
values are: mechanical output power (Pm2) speed passive member (n2), the
torque acting on the passive element (T2).

Size, which is related closely to the measure of loss of transmitted power is
slipping s. In general, the amount of slip is calculated from the formula (1) or (2):

s ¼ n1 � n2
maxðn1; n2Þ ð1Þ

s ¼ n1 � n2j j
maxðn1; n2Þ ð2Þ

where:

n1—speed active member clutch rpm,
n2—speed passive coupling member rpm.

The controllable clutches slip value calculated from Eq. (1) has a value in the
range −1 ≤ s ≤ 1 and the slip value is calculated according to Eq. (2) in the range 0
≤ s ≤ 1. For example, counting the slip of Eq. (1) are possible cases:

n1 [ 0; n2 ¼ 0 ) s ¼ 1 ð3aÞ

n1 [ 0; n1 [ n2 [ 0 ) 1[ s[ 0 ð3bÞ

n1 [ 0; n2 ¼ n1 ) s ¼ 0 ð3cÞ

n1 ¼ 0; n2 [ n1 ) s ¼ �1: ð3dÞ

n1 [ 0; n2 [ n1 ) 0[ s[ � 1 ð3eÞ

The image presented on the bench three states can be realized coupling load
dependencies described (3a, c). This allows for a built-in measuring system for
electromagnetic brake powder smoothly adjustable braking torque values.

Status operating parameters, which can be described by (3d, e) are possible if the
passive side of the clutch there is a pattern of high-value mass moment of inertia. In
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this case, inhibition of the active member or a stop may mean that the passive
coupling part has a higher rotational speed than the active member (n2 > n1). This
status will be short-lived state due to the thermal motion of the driven parts.

• Analysis of the sources of heat in the clutch

Thermal power dissipated in the clutch is the result of running various kinds of
effects which are dependent on the state. This state is described in the input and
output values for the member of the active and passive coupling, as described
above. Sources of heat generation in the clutch coupling indicated in Fig. 4a and the
power flow diagram form in the clutch in Fig. 4b.

Figure 4 indicates:

Pm1—mechanical power delivered to the entrance of the clutch,
Pm2—mechanical power output derived from the coupling,
Pfri11—power lost to friction in the bearing of one ingredient,
Pfri12—power lost to friction in the bearings of the two active,
Pfri2—power lost to friction in the bearings of the passive,
Pel—electrical power supplied to the clutch coil,
Pslip—lost power as a result of slip between the part of the active and passive
part of the clutch

Fig. 4 The flow of power and thermal power sources in the clutch
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Subsequently, determined by analysis, measuring the minimum and maximum
values of the individual components of power.

• Mechanical power supplied and derived from the coupling can be calculated
from Eq. (4):

Pm1 2ð Þ ¼ Pm1ð2Þmin ¼ T1ð2Þmin�n1ð2Þmin

9554

Pm1ð2Þmax¼ ¼ T1ð2Þmax�n1ð2Þmax

9554

(
ð4Þ

where:

Pm1(2)—mechanical power supplied to the clutch or mechanical power derived
from the coupling,
T1(2)min—minimum torque acting on the member active or passive element
coupling
T1(2)max—maximum torque acting on the member active or passive element
coupling
n1(2)min—minimum speed active member or member of passive coupling (n1(2)
min = 0 rpm)
n1(2)max—the maximum speed of the active member or member of passive
coupling (n1(2)min = 186 rpm).

The bearing system of the active part of the shaft consists of two bearings BE
7202. These bearings work when the slip s ≠ 0. For s = 0, the slip rotational speed
n2 passive member is equal to the rotational speed n1 of the active member, means
that the track speeds of both the external and internal bearings are equal.

Power related to the friction in the bearing system was determined by measuring
the friction in the system the moment the clutch bearing.

As shown in [10], friction bearings and seals for the active parts of the coupling
are Tfri11 + Tfri12 = Tfri1 = 0.078 N m.

Power associated with friction in the bearings of the active systems calculate the
formula:

Pfri1 ¼
Pfri1min ¼ 0 for s ¼ 0
Pfri1max¼ ¼ Tfri1max�n1max

9554 for s ¼ 1

�
ð5Þ

Thus, the slip s = 0 is the minimum power 0 W and the slip s = 1 maximum power
Pfri1max = 1.52 W.

For the passive measured torque friction bearing system of two low-profile series
30BNR 19HV1 V measuring 30 × 47 × 9 Tfri2 = 0.024 N m.

Power associated with friction in the bearings of the passive systems calculate
the formula:
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Pfri2 ¼
Pfri2min ¼ 0 for s ¼ 1
Pfri2max¼ ¼ Tfri2max�n2max

9554 for s ¼ 0

�
ð6Þ

Thus, the slip s = 1 is the minimum power 0 W and the slip s = 0 Pfri2max maximum
power = 0.47 W.

• Electrical power supplied to the clutch coil

The clutch used with a toroidal coil with 702 recipes of copper wire with a
diameter of 0.315 mm. Measured resistance of the coil is the same RCS = 44.9 Ω.
Resistance of the coil circuit (wires, brushes and slip rings, and coil) of 58.7 Ω.

Electric power Pel supply coil clutch calculate from the relation:

Pel ¼ Pelmin ¼ Rcs � I2min

Pelmax ¼ Rcs � I2max

�
ð7Þ

where:

RCS—clutch coil resistance RCS = 44.9 Ω,
Imin (max)—clutch coil supply current Imin = 0A, Imax = 0.68 A

Thus, the minimum electric power is Pelmin = 0 W (for Imin = 0 A) and maximum
power Pelmax = 20.8 W. This power is the total power supplied to the power of coils.
This power is independent of the actual value of the slip s.

Because the total loop resistance of the coil is 58.7 Ω, this means that 76.5%
((44.9/58.7) * 100) of the power is dissipated within the clutch in the form of heat.

• Power associated with slip s between the part of the active and passive coupling:

Power dissipation during clutch operation is the result of the occurrence of slip
between the member active and passive coupling. It is the power associated with
overcoming internal friction between particles of magnetorheological fluid and the
friction between the liquid molecules and the surfaces of the elements of active and
passive coupling of the MR fluid. Furthermore, there are power losses due to
friction in bearings and seals the system.

Total flow of mechanical power and electrical power supplied shown in Fig. 4
can be written as:

Pm2 ¼ Pm1 � Pfri2 � Pfri1 � Pslip ð8Þ

Thermal power, which is created in the clutch is the difference between
mechanical power brought to the clutch and the power derived. Additionally, you
should still take into account the electrical power supplied to the clutch coil.

PU ¼ Pm1 � Pm2ð Þ þ Pel ð9Þ

Equation (8) after the transformation takes the form:
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Pslip ¼ Pm1 � Pm2 � Pfri2 � Pfri1 ð10Þ

Power dissipation in the slip (internal impacts associated with MR fluid mole-
cules) will be dependent on the value of the slip s, consider three cases:

– the case for s = 1

For s = 1 we have: n1 6¼ 0; n2 ¼ 0;Pm2 ¼ 0;Pfri2 ¼ 0 Power flow diagram is
shown in the Fig. 5

Power dissipation in slip write the equation:

Pslip ¼ Pm1 � Pfri1 ð11Þ

– the case for s = 0

For s = 0 we have: n1 ≠ 0; n2 = n1; Pslip = 0; Pfri1 = 0
Power flow diagram shown in Fig. 6.
Power dissipation of the slip is equal to 0, which write the equation:

Pslip ¼ Pm1 � Pm2 � Pfri2 � Pfri1 ¼ 0

for Pfri1 ¼ 0

Pm1 � Pm2 ¼ Pfri2

ð12Þ

Fig. 5 The flow of power for
slip s = 1
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–the case for 0 < s < 1
For 0 < s < 1 we have: n1 6¼ 0; n2 6¼ n1; n2 6¼ 0;Pslip 6¼ 0;Pfri1 6¼ 0;Pfri2 6¼ 0
Power flow diagram correspond to the drawing 4b, and writing mathematical

equivalent of Eq. (10).

Fig. 6 The flow of power for slip s = 0

Fig. 7 CAD model and simplified CAD clutches model
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• 3D geometric model of the clutch

Thermal calculations using finite element method are associated with the prep-
aration of the computational model. For complex geometric objects are commonly
used to simplify the geometry, which allows you to generate a smaller number of
finite elements. Simplify the geometry and the preparation of the calculation model
should not have a material impact on the results and their compliance with the real
state of the thermal unit. During the formulation of the calculation model, the
following assumptions:

• The actual coupling model created in Autodesk Inventor modified to simplify
the geometry. An example of this type of treatment is shown in Fig. 7, where the
ball bearings with raceways and the rolling elements have been replaced by
solid rings. Same was in the case of seals and bolts.

• The calculations were carried out for axisymmetric thermal coupling model, the
drawing together with their assigned areas of media types are shown in Fig. 8.

Clutch the axisymmetric model shown in Fig. 8.
Table 1 summarizes the basic parameters for the thermal clutch used in con-

struction materials. In addition given the parameters of the air [6].
For air additionally assumed convective heat transfer coefficient h = 7.9 W/m2 K

[12].
Simulation was carried out for a fixed heat issues (steady-state heat), for different

operating conditions the coupling (slip values s are different). Heat outputs for each
sub-set of the Eqs. (14) ÷ (16):

Thermal power associated with friction in the bearing of the active systems
calculate the formula:

_qfri1 ¼ Pfri1

p � bb1 � ðr2b1a � r2b1iÞ
ð13Þ

Fig. 8 Axi-symetric model of the clutch (colors represent types of materials and numbers in the
circles corresponding with number in Table 1)
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where:

Pfri1—power lost to friction in the bearings for the active part of the clutch
rb1a—bearing outer radius of the active clutch (rb1a = 17.5 mm)
rb1i—inner radius of the active clutch bearings (rb1i = 7.5 mm)
bb1—the width of the active clutch bearings (bb1 = 11 mm)

Thermal power associated with friction in the bearings of reactive systems
calculate the relation:

_qfri2 ¼ Pfri2

p � bb2 � ðr2b2a � r2b2iÞ
ð14Þ

where:

Pfri2—power lost to friction in the bearings for the passive coupling
rb2a—bearing outer radius of the active clutch (rb2a = 23.5 mm)
rb2i—inner radius of the active clutch bearings (rb2i = 15 mm)
bb2—the width of the active clutch bearings (bb2 = 18 mm)

Separate heat output volume of the coil is calculated as the heat flux density in
the coil volume of the formula [13]:

_qel ¼ Pel

p � bcs � ðr2cz � r2cwÞ
ð15Þ

where:

Pel—electrical power supplied to the clutch coil
rcz—outer radius of the clutch coil (rcz = 46 mm)
rcw—inner radius of the clutch coil (rcw = 41 mm)
bcs—clutch coil width (bcs = 27 mm)

Table 1 The basic thermal parameters of structural materials used in the construction of the clutch
MR

Area Expansion
coefficient 1/K [5]

Thermal
conductivity
W/m K

Specific heat
J/kg K

Mass density
kg/m3

1 Air [6] 3.43e−3 0.0257 1,005 1.205

2 stainless steel 1.44e−5 16.26 502.1 8027.2

3 copper 1.66e−5 386 380 8,954

4 plastic 1.10e−4 0.25 1,260 1,014

5 carbon steel 1.34e−5 54 465 7,833

6 MR fluid 6.00e−4 0.8 680 3,640 [7]
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The heat output separated in the volume of the liquid MR is calculated as:

_qslip ¼ Pslip

VMR
ð16Þ

where:

Pslip—the power dissipated in friction in the volume of magnetorheological fluid
VMR—volume of magnetorheological fluid in the clutch (VMR = 4.58e−5 m3)—
the size determined from the CAD model

Table 2 summarizes the basic information about the geometry and thermal power
assigned to areas where there is loss of power.

• A fragment of a spatial model clutch limited to the identified sources of volu-
metric heat with the maximum heat values assigned to them are shown in Fig. 9.

• Axi-symetric thermal model of the clutch

Table 2 Parameter areas where there are power losses

Area Volume [m3] Heat power [W] Volumetric heat _q [W/m3]

1 Coil 3.69e−5 s = 0 16.16 4.38e+5

s = 1 16.16 4.38e+5

2 MR fluid 4.58e−5 s = 0 0 0

s = 1 157.0 3.43e+6

3 Bearing of the
driving part

8.64e−6 s = 0 0 0

s = 1 1.52 1.76e+5

4 Bearing of the
driven parts

1.85e−5 s = 0 0.47 2.54e+4

s = 1 0 0

Fig. 9 A sources of thermal energy in the coupling model
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On the basis of the calculation model was developed axisymmetric model clutch
in the FEMM 4.2. Model takes into account of heat conduction between the cou-
pling and convection to the environment.

In Fig. 10 shows a drawing of marking the boundary conditions adopted for the
calculation model.

2 Simulations Results

The simulation was performed for the various operating states of the clutch, which
determine the occurrence in the clutch at the different location and the heat source.
The results are presented below in Figs. 11–14 in the form of colored maps and
charts of temperature distribution of the temperature distribution along the four
selected sections. Locating segments along which shows the temperature distribu-
tion shown in Fig. 11. For example, section describes the points A and B indicated
by the solid line in green. The same type of line used in graphs 12–14.

• The temperature in clutch volume for long-term supply with a nominal value of
coil current—s = 0, n1 = 0, n2 = 0, the heating coil (heat source defined in
Table 1).

• The temperature in clutch volume for long-term operation of clutch slip s = 0,
n1 = 186 rpm, n2 = 186 rpm (heat source defined in Table 1).

• The temperature in clutch volume for long-term operation of clutch slip s = 1,
n1 = 186 rpm, n2 = 0 rpm (heat source defined in Table 1).

Fig. 10 Boundary conditions for the calculation model
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Figure 15 shows the results of computer simulations carried out for the
parameters: s = 1,500 ≥ n1 ≥ 0 rpm, n2 = 0 rpm, the coupling torque of 7.5
Nm ≥ T ≥ 0 Nm.

Fig. 11 Location of sections along which the temperature distribution is shown in the coupling

Fig. 12 Temperature distribution along the segments AB, CD, DE and FG
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Fig. 13 Temperature distribution along the segments AB, CD, DE and FG

Fig. 14 Temperature distribution along the segments AB, CD, DE and FG

Fig. 15 Available and not
available operation range for
clutch
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In accordance with data published by the manufacturer of the liquid [7] data, the
maximum temperature of the fluid is 130 °C (403 K). It was assumed that the
temperature in the steady state of the internal volume of the fluid coupling can not
exceed 400 K. Figure 15 contains isolines of temperature distribution for the
structure of the coupling coil and the permanent magnet (isolines dashed line) and
the coupling coil without permanent magnet (isolines drawn with a continuous
line).

3 Summary

The study calculated and obtained on the basis of their results allow for formulated
the following conclusions:

Long-term heat influence zone MR fluid as a result of current flow through the
coil can lead to an increase in temperature of the fluid above the temperature of
the liquid limit (provided by the manufacturer around 403 K). It can therefore be
considered as the state of operating parameters for safe.

Long term operation of clutch slip s = 0 and the maximum power supplied to the
clutch makes clutch temperature MR fluid are only slightly increased relative to the
thermal effects resulting from the current flow through the coil. It can therefore
be considered as the state of operating parameters for safe.

Long term operation of clutch slip s = 1 and the maximum, brought to clutch
strength, can lead to an increase in temperature that exceeds not only the loss of
temperature of liquids, but also to the ignition temperature (Fig. 14). The temper-
ature of the MR fluid zone reaches about 522 K, and the ignition temperature of
liquid provided by the manufacturer is approximately 423 K. It can therefore be
considered as the status of the clutch to be dangerous.

Developed a thermal model can be the basis for further analysis of the state
operating parameters, involving the determination of the limits between the trans-
mitted torque and slip (0 < s < 1) so that it can be long-term work with the data
parameters.

The simulation results presented in Fig. 15 allows the tolerable range long life
clutch can slip s = 1.

The use of permanent magnet excitation in the system of the magnetic field
makes the thermal power generated in the clutch volume is smaller. This means that
the coupling of hybrid excitation magnetic field is achieved higher, the permissible
operating parameters.

Perform calculations for transient heat will help to determine the timing between
the clutch thermal loading conditions and acceptable working time.
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An Analytical Model of an Electrical
Machine with Internal Permanent
Magnets

Tomasz Drabek, Andrzej Matras and Jerzy Skwarczyński

Abstract This paper presents an analytical model of the electrical machine with
permanent magnets submerged in ferromagnetic of rotor. This model has been
prepared as a circuit model of electrical machine. The model takes into account a
strong, local saturation of the magnetic circuit of the rotor. In the bibliography lacks
a comprehensive development, enabling a transparent transition from the geomet-
rical dimensions of the machine to a model useful to simulate its dynamic states.
This mathematical formalism can be created only as a circuit model. Created a
model not to be competitive against the finite element method. It allow to under-
stand the interrelationship between design parameters and their effect on the
properties and parameters of the machine. The verification of the model related to
electromotive force induced in the various circuits of the armature. Verification of
the parameters of the armature is planned in the future.

1 Current Knowledge and Destination of the Model

The literature on brushless permanent magnet machines is very extensive. A vast
majority of studies are based on FEM calculations due to the nonlinearity of the
medium. A number of valuable works on the theory and design of machines with
permanent magnets can be found in the literature, e.g. [1, 2]. Some of them also
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cover the design optimization problems, taking into account the properties of the
machine in transient states. The results are subjected to partial verification, such as
[3]. However, the applied calculation methods are generally formulated as frag-
mented (in that also field) models with a number of simplifying assumptions. As a
result, it is often difficult to assess the extent to which the particular, frequently very
important, effects and interactions and dependences have been taken into account.
There is no system development, allowing for a transparent transition from the
geometrical parameters to the model simulating dynamic states of the drive. Such a
mathematical formalism can be created only for a circuit model.

The applicability of circuit models of electrical machinery seems to be obvious.
They give a general picture of the relationship between the specific design and
properties of the machine and reduce the computation time, all of which in the case
of field methods depends on the applied structure. However, the applied circuit
models often did not provide the required accuracy of the results.

In circuit structure models of electrical machines, e.g. in brushless permanent
magnet machines, the fluxes coupled with circuitry are determined on the basis of a
radial component of induction in the air gap between the rotor and the stator, also
called “main gap”. In machines with additional structural gaps within the rotor core
the presence of these gaps is known to have a significant influence on the field
distribution in the “main gap” between the rotor and the stator. This is true when the
interior interstices are completely or partly filled with magnets, and also when they
only form a “flux barrier”.

The field in the “main gap” cannot be accurately determined with analytical
techniques. A similar method of determining the gap with analytical methods is
proposed in this paper. The accuracy of this approach should not be controlled
locally, but at the level of flux passing through the individual teeth of the armature.
In the authors’ opinion the degree of discretization of the machine’s cross section is
sufficient to provide the peripheral description. This model is an attempt at gen-
eralization of the semi-analytical approach presented in [4].

2 Basic Assumptions and Model Structure

Operation of machines with internal magnets in the rotor core is possible thanks to
the non-linear intensifying magnetization characteristics of steel. For this reason,
attempts to create a mathematical model of such machines based on a linear model
of the magnetic circuit are inherently wrong. However, one can extract only those
fragments of the machine, whose nonlinearity largely determines operation of the
machine, and try to reduce the need to account for the saturation only to those vital
parts. These are ferromagnetic bridges closing spaces filled with magnets and they
are necessary for structural reasons.

Figure 1 shows a cross section of one pair of poles in a model representing an
internal magnet in which the magnetic power in the iron of the rotor are not used

216 T. Drabek et al.



until the desired field distribution in the gap is obtained.1 The rotor model has four
radial gaps m1–m4, symmetrically arranged in pairs, and filled with magnets. The
angle between the radial axes of two adjacent gaps is π/2 < 2γ < π, another gap
between the plates is (π − 2γ), etc.—Fig. 1a. The gaps are closed both from the
main gap between the stator and the rotor, and from the shaft with narrow ferro-
magnetic bridges—the shaded rectangles in Fig. 1b, denoted as bz1–bz4 (“external”
bridges) and bw1–bw4 (“internal” bridges). The surfaces of cross section of these
fragments are generally much smaller than the remaining cross-sectional areas. The
small dimensions of bridges cause that they are easily saturated.

The external radius of rotor Rrz is half of the rotor’s actual diameter; the radius of
the internal bore dimension Rrw results from the size of magnets and is not deter-
mined by the radius of the shaft.

The stator is equipped with a typical symmetrical windings distributed on the
perimeter, the number of pole pairs is equal to the number of pole pairs of the rotor.
The model was based on the following assumptions:

• magnetic permeability of cores, except for ferromagnetic bridges closing the
internal spaces (dark rectangles lbz × bbz and lbw × bbw in Fig. 1), is infinitely great,

• four internal gaps of the rotor are filled with air or permanent magnets,
• stator windings and magnetic circuit are symmetrical,
• the outer surface of the rotor is a smooth cylinder with radius Rrz,
• the air gap between the stator and the rotor (“main” air gap) satisfies the con-

dition δ(α) ≪ Rsw, where Rsw is the inner radius of the stator,

kcz

lm bbz

lbz

Rrz

kcg

IN
bm

Rrw

kcw

lbw bbw

m1

m3m2

m4
bz1

bw1

bz2

bw2

bz3

bw3
bw4

bz4

(a) (b)

Fig. 1 The cross-section of one pair of poles of assumed machine model: a without armature,
b with armature and ferromagnetic bridges

1 Without further assumptions this model cannot be used for mapping systems where magnets in
each of the four internal spaces of the rotor need to be separated into at least two parts, or for
modifying their peripheral size (thickness).
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• paths of flow integration kcz,kcw include a trace the border inner surface of cracks
and bridges—Fig. 1a,

• path integral kcg:

– exceeds the “main” air gap along the radius with coordinates α = 0 and
0 < α < 2π,

– exceeds the “external” magnetic bridges in accordance with the predicted
course of magnetic pole lines,

– extend in the closure of the stator and rotor core, as in Fig. 1a.

By assuming very high magnetic permeability of yokes in practice one can omit
the magnetic tension in these yokes making the field in the gap, magnets and
bridges independent of the course and length of the force lines in the core. Magnetic
tensions in the magnets, bridges and gaps are calculated along the projected shape
of force lines in cylindrical coordinates.

3 Determining Magnetic Field in Air Gaps

Adopted rules for the description of the magnetic circuit model with internal rotor
gaps include both gaps filled with magnets and cases where the gaps are filled with
air and only winding of the stator generates the field.2 Magnetic field passing
through the main gap to the rotor, is closed by the bridges and inner rotor gaps
between the bridges. The flux distribution into these three parallel roads (for each
gap) is governed by the Ampere’s circuital law and Gauss’s law for magnetism.
Writing the Ampere’s law for the path of integration kcz, closing through the inner
gap lm and bridge bz between the gap and the “main” gap δ, the curvilinear integral
can be separated into three components of magnetic tension: in internal gap in
unsaturated parts of the core and in the “external” bridge:

Z
lm

Hdw dlþ
Z
lFe

HFe dlþ
Z
lb

Hb dl¼ 0 ð1Þ

If we ignore the magnetic tension of unsaturated parts of the core in (1), as being
much lower than other components, the absolute magnetic tension value of the gap
in the rotor Uδw and bridge Ubz must be equal. A similar conclusion applies to the
“internal” bridges:

Udwj j ¼ Ubzj j ¼ Ubwj j ð2Þ

2 Magnets determine an operating point of the bridges on the saturated part of the magnetization
characteristics, hindering the examination of the impact of stator windings on the value and
orientation of field strength in bridges, therefore the field produced by the stator only should be
analyzed separately.
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The magnetic tension in an “external” bridge can be expressed as a product of
replacement field strength in bridge Hbz and the representative length of bridge lbz:Z

lb

Hb dl ¼ Hbz � lbz ð3Þ

Accounting for (2), the left side of (1) can be written in the following form for
gaps of width lm, which are small in comparison to the spread bm (Fig. 1b):

�Hdw lm þ Hbz lbz ¼ 0 ð4Þ

where:
Hδw the average field strength in the gap along segment lm of paths of integration

kcz and kcw.

For a path of integration kcw, closing through the inner gap lm and “internal”
bridge, analogous relationships are obtained:

Hdw lm ¼ Hbw lbw ð5Þ

If the internal gaps of rotor contain permanent magnets, the field strength in the
Eqs. (4) and (5) becomes field strength in the magnet, and hence:

Hbz lbz ¼ Hm lm ð6Þ

and:

Hbw lbw ¼ Hm lm ð7Þ

where:
Hm the average field strength in the magnet along the segment lm of the

integration path kcz and kcw.

Vectors Hbz and Hm are positive if their direction is in line with the direction of
the angular coordinate of a cylindrical coordinate system. In fact, the direction of
vectors Hbz and Hm should be equal3 and opposite to the orientation of the polar-
ization vector of the magnet. To provide the symmetry and bipolarity of field, the
magnet polarization vectors m3 and m4 should be equal to the vector of magnets
polarization m1 and m2, though oppositely oriented.

3 In a magnet, the positive values of magnetic flux density correspond to the negative field
strength as far as demagnetization characteristic is concerned.
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The existence of a tangential component of field strength in outer bridges
(between the inner gaps and the “main” gap) is important when calculating the field
distribution in the “main” gap. Therefore, using the Ampere’s law for a path of
integration kcg passing the gap between the rotor and stator along the radius α = 0
and 0 < α < 2π, we get the following equation:

Hgð0Þ dzð0Þ � HgðaÞ dzðaÞ � UbzðaÞ ¼ HðaÞ ð8Þ

where:
Hg(α) field strength in the main gap;
δz(α) width of the replacement gap (for main gap only);
Θ(α) ampere-turns covered by path of integration kcg (Fig. 2);
Ubz(α) magnetic tension resulting from the transition of integration path kcg

through “external” bridges—the sign “minus” in the Eq. (8) refers to the
positive sign of vector Hbz.

Magnetic tension of individual bridges, regardless the position of the rotor with
respect to the stator, must meet the conditions resulting from the assumed symmetry
of the windings and magnetic circuits and infinite magnetic permeability of cores
beyond the bridges: Ubz1 = −Ubz3, Ubz2 = −Ubz4.

4 This ensures compliance with the
condition of symmetry of the field B(α) = −B(α + π). An example of the functional
sequence Ubz(α) is shown in Fig. 3, for Ubz1 > Ubz2 > 0.

( )

2IN

IN

Fig. 2 Ampere-turns function of armature windings

4 Magnetic connection bridge Ub ¼
R
lb

Hbdl. The positive direction of the vectors is consistent

with the orientation of cylindrical coordinates. In the bridges bz1,bz2 vector intensity þHb is
oriented oppositely to vector þdl, whereas tensios in bridges bz3, bz4 are equal to tensions in bz1
and bz2 (distant by an angle of π) respectively and oppositely directed, due to the condition of
symmetry. Negative magnetic tension of bridges bz1 and bz2 for positive Hb was included in the
Eq. (6).
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On the basis of (8) the gap field distribution can be represented by the formula:

Bg að Þ ¼ lo
dz að Þ Hg 0ð Þdz 0ð Þ � Ubz að ÞH að Þ� �

¼ K að Þ Hg 0ð Þdz 0ð Þ � Ubz að ÞH að Þ� � ð9Þ

The unitary permeance of the air gap (FJPM) should consider opening slots on
the side of stator and magnetic bridges, which in a state of deep saturation will act
as zones between the pole pieces separated by stumps of an additional pole. The
replacement gap will be similar to the classic commutator machine. The function
FJPM can be determined as in [5] or [6]. According to [6]:

KðaÞ ¼ l0 � H1ðaÞ ð10Þ

where:
H1(α) the value of a radial component of the magnetic field strength vector on the

circle located in the middle of the air gap, measured with unit magnetic
scalar tension between the borders of the air gap, i.e. between unsaturated
parts of ferromagnetic stator and rotor

The unknown magnetic tension Hg(0) · δz(0) can be determined from the Gauss’s
law for magnetism:

RslFe

Z2p
0

BgðaÞ da ¼ 0 ð11Þ

Assuming initially5 that the replacement air gap δz(α) is constant and equal to δz
and performing integration by (11) the following is obtained:

bzU ( )

Ubz2

Ubz1

Fig. 3 Magnetic tensions of “external” magnetic rotor bridges

5 The adoption of a fixed gap between the rotor and stator is not a prerequisite for the applicability
of the proposed description.
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Hg 0ð Þdz 0ð Þ ¼ 1
2p

Z2p
0

H að Þ daþ 1
2p

Z2p
0

Ubz að Þ da ð12Þ

Magnetic tension means that Hg(0) · δz(0) is a sum of the average function Θ(α)
and Ubz(α). The function Ubz(α) can be expressed as a sum of two functions:

Ubz að Þ ¼ Ubz1 að Þ þ Ubz2 að Þ ¼ Ubz1
1
2
þ uzm1 að Þ

� �
þ Ubz2

1
2
þ uzm2 að Þ

� �
¼ 1

2
Ubz1 þ Ubz2ð Þ þ Ubz1 � uzm1 að Þ þ Ubz2 � uzm2 að Þ ¼ Ubsr þ Ubzm að Þ

ð13Þ

Functions uzm1(α) and uzm2(α) are shown in Fig. 4. The angle γ is the location of
the inner radial gap axis (Fig. 1a).

The average value of function Ubz(α) is:

1
2p

Z2p
0

Ubz að Þ da ¼ Usr ¼ 1
2

Ubz1 þ Ubz2ð Þ ð14Þ

Because of its dependence on rotor position φ, function Θ(α, φ) is most con-
veniently represented as a Fourier series:

HðaÞ ¼ Hsr þ
X1

q¼1;3;5...

Hmq cos q aþ /ð Þð Þ ¼ Hsr þHzm að Þ ð15Þ

Harmonic amplitudes Θmρ are calculated for a specific winding (or a windings
system) and the current value of the electric current in this winding.

Field distribution in the air gap can now be represented by the formula:

Bg að Þ ¼ � lo
dz

Ubzm að Þ þHzm að Þf g ð16Þ

u ( )zm1
0,5

u ( )zm2

-0,5

Fig. 4 Components of a distribution function of magnetic tensions in “external” bridges
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The specific locations of the rotor: / ¼ 0; p and / ¼ 1
2p;

3
2p magnetic tensions

Ubz1, Ubz2 must ensure zeroing of a flux passing through the “main” gap in the
angular intervals: ða1; a4Þ for / ¼ 0; p and �a1; a1ð Þ for / ¼ 1

2p;
3
2p. These fluxes

are:

Us a1;a4ð Þ ¼ lFeRsw

Za4
a1

Bg að Þ da ¼ �lFeRsw
lo
dz

Za4
a1

Ubzm að Þ daþ
Za4
a1

Hzm að Þ da
8<
:

9=
;
ð17Þ

Us �a1;a1ð Þ ¼ lFeRsw

Za1
�a1

Bg að Þ da ¼ �lFeRsw
lo
dz

Za1
�a1

Ubzm að Þ daþ
Za1
�a1

Hzm að Þ da
8<
:

9=
;

ð18Þ

The calculation of definite integrals leads to the results:
for / ¼ 0; p:

Us a1;a4ð Þ ¼ �lFeRsw
lo
dz

Ubz1
1
2

a4 � a2ð Þ � Ubz2
1
2

a3 � a1ð Þ
� �

¼ 0 ð19Þ

for / ¼ 1
2p;

3
2p:

Us �a1;a1ð Þ ¼ lFeRsw
lo
dz

Ubz1a1 þ Ubz2a1ð Þ ¼ 0 ð20Þ

In both cases, the definite integral from a function of Ampere-turns equals to
zero. In the first case the following must occur: Ubz1 = Ubz2 (because
(α4 − α2) ≈ (α3 − α1)), and in the second one: Ubz1 = −Ubz2. The condition
Ubz1 = Ubz2 also applies to the induced magnet fields, since the axis of the field in
this case should be such as induced by the stator in position φ = 0, π.

For any position of the rotor the parameters Ubz1 and Ubz2 can be determined
using the Gauss’s law for magnetism twice:

• covering the surface of the stator inner space contained between the angles (−α1,
α1), the inner surface of the rotor with the same interval and the inner layers of
the rotor and bridges, with adjacent surfaces,

• the surface of the stator comprising an inner space contained between the angles
a1; a4, the inner surface of the rotor with the same interval and the inner layers
of the rotor and bridges, with adjacent surfaces.
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For magnetic fluxes passing through the surface of limiting these spaces the
following equation should be satisfied:

Us þ Ubz þ Ubw þ Um ¼ 0 ð21Þ

where:
Φs flux passes through the corresponding piece of inner surface of the stator;
Φbz flux passes through “external” ferromagnetic bridges;
Φbw flux passes through “internal” ferromagnetic bridges;
Φm flux passes through inner surfaces of rotor gaps Sm.

Calculating magnetic fluxes, the orientation of normal vector to the surface
“outside” the zone enclosed in the area was assumed.

The balance of fluxes passing through a surface covering the space between
angles can be represented by the equation:

Usð�a1;a1Þ þ Uðbz1;bz4Þ þ Uðbw1;bw4Þ þ Uðm1;m4Þ ¼ 0 ð22Þ

The magnetic flux Φs(–α1, α1), passing through the inner surface of the stator,
bounded angles –α1, α1, can be calculated from the equation:

Us �a1;a1ð Þ ¼ lFeRsw

Za1
�a1

BgðaÞ da ¼ �lFeRsw
lo
dz

Za1
�a1

UzmðaÞ daþ
Za1
�a1

HzmðaÞ da
8<
:

9=
;

¼ �lFeRsw
lo
dz

Ub1

Za1
�a1

u1zmðaÞ daþ Ub2

Za1
�a1

u2zmðaÞ daþ
Za1
�a1

HzmðaÞ da
8<
:

9=
;

¼ �lFeRsw
lo
dz

� Ub1 þ Ub2ð Þa1 þ 2
X1

q¼1;3;5...

Hmq
sinqa1

q
cosq/

( )

ð23Þ

Flux Φ(bz1, bz4) through the “external” ferromagnetic bridges bz1, bz4, located
between the angles α1, α2 and (–α2), (–α1) is:

Uðbz1; bz4Þ � lFe bbz Bbz1 � Bbz4ð Þ ¼ lFe bbz Bbz1 þ Bbz2ð Þ ð24Þ

Flux Φ(bw1, bw4) through the “internal” ferromagnetic bridges bw1, bw4, located
between the angles α1, α2 and (–α2), (–α1) is:
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Uðbw1; bw4Þ � lFe bbw ðBbw1 � Bbw4Þ ¼ lFe bbw ðBbw1 þ Bbw2Þ ð25Þ

It can be judged from equal magnetic tensions in bridges (“internal” and
“external”) that identical average value of the field strength can be assumed in these
bridges; as a consequence the same substitute length and flux density: Bbz1 = Bbw1,
Bbz2 = Bbw2 are obtained:

Uðbz1;bz4Þ þ Uðbw1;bw4Þ � lFe bbz þ bbwð Þ Bbz1 þ Bbz2ð Þ ¼ lFebbc Bbz1 þ Bbz2ð Þ ð26Þ

The symbol bbc denotes the total width of bridges: bbc = bbz + bbw.
Flux Φ(m1, m4) through the inner surfaces Sm of the rotor gaps m1, m4 between

the bridges situated between the angles α1, α2 and (–α2), (–α1):

Uðm1;m4Þ ¼
Z
Sm

Bdw1 dsm þ
Z
Sm

Bdw4 dsm lFebm Bdw1 � Bdw4ð Þ

¼ lFebm
lo
lm

Hbz1lbz1 þ Hbz2lbz2ð Þ
ð27Þ

When the internal gaps of the rotor are filled with permanent magnets, the
magnetic flux will be further labeled as “*”. The flux U�

m1;m4ð Þ is:

U�
ðm1; m4Þ ¼ lFe bm Bdw1 � Bdw4ð Þ ¼ lFe bm Bdw1 þ Bdw2ð Þ ¼ lFe bm Bm1 þ Bm2ð Þ ð28Þ

In the neodymium permanent magnet, magnetic flux density Bm is related to the
magnetic field strength Hm which in practice has a linear demagnetization
characteristics:

Bm ¼ Br þ lmHm ð29Þ

where: μm = Br/(–Hc) = μ0 · μmr > 0 and Hc < Hm ≤ 0 and Hc < 0.
By substituting Eq. (29) in (28) the following formula is obtained:

Uðm1;m4Þ ¼ lFebm Br1 þ Br2ð Þ þ lFebm lm Hm1 þ Hm2ð Þ
¼ lFe2bmBr þ lFebm

lm
lm

Hbz1lbz1 þ Hbz2lbz2ð Þ ð30Þ

The comparison of (30) with (27) brings about the formula:

U�
ðm1; m4Þ ¼ lFe 2bmBr þ lm

lo
Uðm1;m4Þ ¼ lFe bm Br1 þ Br2ð Þ þ lmrUðm1;m4Þ ð31Þ
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Equation (30) is the more general form of equation for magnetic flux and it will
be used further in this paper.

After introducing the expression for the magnetic fluxes to the Eq. (22) and
taking into account that: Hbz1 · lbz1 = Ubz1, Hbz2 · lbz2 = Ubz2 and Br1 = Br2 = Br, then
we get:

� 2
bm
bbc

Br þ 2
lo
bbc

Rsw

dz

X1
q¼1;3;5...

Hmq
sinqa1

q
cosq/þ� lo

bbc
a1

Rsw

dz
þ lmr

bm
lm

� �
Hbz1lbz1

� lo
bbc

a1
Rsw

dz
þ lmr

bm
lm

� �
Hbz2lbz2 ¼ Bbz1 Hbz1ð Þ þ Bbz2 Hbz2ð Þ

ð32Þ

If the internal gaps of the rotor do not have magnets, we assume in (32) that:
Br = 0 and μmr = 1.

The balance of magnetic fluxes to the surface covering the space between the
angles is expressed by the equation:

Usða1; a4Þ þ Uðbz1; bz2Þ þ Uðbw1; bw2Þ þ U�
ðm1; m2Þ ¼ 0 ð33Þ

The magnetic flux Φs(α1, α4) passing through the inner surface of the stator,
limited by angles α1, α4 is:

Us a1;a4ð Þ ¼ lFeRsw

Za4
a1

Bg að Þ da ¼ �lFeRsw
lo
dz

Za4
a1

Uzm að Þ daþ
Za4
a1

Hzm að Þ da
8<
:

9=
;

¼ �lFeRsw
lo
dz

Ub1

Za4
a1

u1zm að Þ daþ Ub2

Za4
a1

u2zm að Þ daþ
Za4
a1

Hzm að Þ da
8<
:

9=
;

¼ �lFeRsw
lo
dz

1
2
Ub1 a4 � a2ð Þ � 1

2
Ub2 a3 � a1ð Þ

�2
X1

q¼1;3;5...

Hmq
sin q p

2

q
sin q

1
2

a4 � a1ð Þ sinq/

8>>><
>>>:

9>>>=
>>>;

ð34Þ

The magnetic flux Φ(bz1, bz2) passing through the “external” ferromagnetic
bridges bz1, bz2, situated between angles α1, α2 and α3, α4, is:

Uðbz1; bz2Þ � lFe bbzðBbz2 � Bbz1Þ ¼ lFe bbzðBbz2 � Bbz1Þ ð35Þ
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The magnetic flux Φ(bw1, bw2) passing through the “internal” ferromagnetic
bridges bw1, bw2, situated between the angles α1, α2 and α3, α4, is:

Uðbw1; bw2Þ � lFe bbw ðBbw2 � Bbw1Þ ¼ lFe bbw ðBbw2 � Bbw1Þ ð36Þ

On the basis of above assumptions, the sum of (35) and (36) can be written as:

Uðbz1; bz2Þ þ Uðbw1; bw2Þ � lFe ðbbz þ bbwÞ ðBbz2 � Bbz1Þ ¼ lFe bbc ðBbz2 � Bbz1Þ
ð37Þ

The magnetic flux U�
m1;m2ð Þ passing through the surface Sm of the rotor’s inner

gaps m1 and m2, is:

U�
ðm1;m2Þ ¼

Z
Sm

Bdw1dsm þ
Z
Sm

Bdw2dsm � lFe bm Bdw2 � Bdw1ð Þ

¼ lFe bm Bm2 � Bm1ð Þ
¼ lFe bm Br2 � Br1ð Þ þ lmlFebm Hm2 � Hm1ð Þ ¼ lFe bm

lm
lm

Hbz2lbz2 � Hbz1lbz1ð Þ
ð38Þ

If the magnetic field is produced only by the winding, it must assumed on the
right side of (38) that μm = μo.

After introducing the expressions for the magnetic fluxes to the Eq. (33),
assuming that Hbz1 · lbz1 = Ubz1 and Hbz2 · lbz2 = Ubz2 and finally arranging Eq. (33),
we get the following form of Eq. (39):

2Rsw
lo

bbcdz

X1
q¼1;3;5...

Hmq
sinq p

2

q
sinq

1
2

a4 � a1ð Þsinq/� lo
bbc

1
2

a4 � a2ð ÞRsw

dz
þ lmr

bm
lm

� �
Hb1lbz1

þ lo
bbc

1
2

a3 � a1ð ÞRsw

dz
þ lmr

bm
lm

� �
Hb2lbz2 ¼ Bb1 Hb1ð Þ � Bb2 Hb2ð Þ

ð39Þ

Equations (34) and (39) form a system of equations, defining the point of work
of bridges. To solve this system it may be advantageous to add them and subtract.
In this way a new system of equations is obtained. After ordering it assumes the
following form:
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� bm
bbc

Br þ lo
bbc

Rsw

2dz
�

X1
q¼1;3;5...

Hmq
2
q

sin qa1½ � cosq/þ sin qp
2
sin q1

2
a4 � a1ð Þ

h i
sin q/

n o

� lo
bbc

a1 þ 1
2
a4 � a2ð Þ

� �Rsw

2dz
þ lmr

bm
lm

� �
Hbz1lbz1 � lo

bbc

Rsw

2dz
a1 � 1

2
a3 � a1ð Þ

� �
Hbz2lbz2

¼ Bbz1 Hbz1ð Þ
ð40Þ

� bm
bbc

Br þ lo
bbc

Rsw

dz
�

X1
q¼1;3;5...

Hmq
1
q

sin qa1½ � cosq/� sin qp
2
sin q1

2
a4 � a1ð Þ

h i
sin q/

n o

� lo
bbc

a1 � 1
2
a4 � a2ð Þ

� �Rsw

2dz

� �
Hbz1lbz1 � lo

bbc
ða1 þ 1

2
ða3 � a1ÞÞRsw

2dz
þ lmr

bm
lm

� �
Hbz2lbz2

¼ Bbz2 Hbz2ð Þ
ð41Þ

Since (α4 − α2) ≈ (α3 − α1), the system (40), (41) can be written in a more
illustrative manner:

�Wm þWs1 � c1 Hbz1 � c2 Hbz2 ¼ Bbz1 Hbz1ð Þ ð42Þ

�Wm þWs2 � c2Hbz1 � c1Hbz2 ¼ Bbz2 Hbz2ð Þ ð43Þ

where:

Wm ¼ bm
bbc

Br ð44Þ

Ws1 ¼ lo
bbc

Rsw

2dz
�

X1
q¼1;3;5...

Hmq
2
q

sin qa1½ � cos q/þ sin qp
2
sin q1

2
a4 � a1ð Þ

h i
sin q/

n o
ð45Þ

Ws2 ¼ lo
bbc

Rsw

2dz
�

X1
q¼1;3;5...

Hmq
2
q

sin qa1½ � cos q/� sin qp
2
sin q1

2
a4 � a1ð Þ

h i
sin q/

n o
ð46Þ

c1 ¼ lo
bbc

a1 þ 1
2
a4 � a2ð Þ

� �Rsw

2dz
þ lmr

bm
lm

� �
lbz1 ð47Þ

c2 ¼ lo
bbc

Rsw

2dz
a1 � 1

2
a3 � a1ð Þ

� �
lbz2 ð48Þ
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The system of equations defining the operating point of bridges (Eqs. 40 and 41),
refers to a two-pole machine. For a number of pole pairs pb the indicators summing
up the series are ρ = pb, 3pb, 5pb, 7pb, …. In contrast, the dimensions and angles
referring to the cross-sectional geometry are actual values.

If the magnetic field is excited only by permanent magnets, the Ws1 = Ws2 = 0; if
the required equality Ubz1 = Ubz2 is to be met, then Hbz1 = Hbz2 = Hbz should hold
true. Hbz value can be obtained from Eq. (40) or (41), optionally (42) or (43):

� bm
bbc

Br � lo
bbc

a1
Rsw

dz
þ lmr

bm
lm

� �
Hbzlbz ¼ Bbz Hbzð Þ ð49Þ

Typically, permanent magnets introduce the operating point of bridges to the
nearly-saturated zone. In this range, the magnetization characteristics can be
approximated by a straight line:

Bbz ¼ Bbo þ lbHbz ð50Þ

Then the magnetic tension of the bridge takes the form:

Hbzlbz ¼ � lm
lo

Br þ bbc
bm
Bbo

a1Rsw
bm

lm
dz
þ lmr þ lbr

lm
lbz

bbc
bm

ð51Þ

The field strength of the magnet is:

Hm ¼ Hbzlbz
lm

¼ � 1
lo

Br þ bbc
bm
Bbo

a1Rsw
bm

lm
dz
þ lmr þ lbr

lm
lb

bbc
bm

ð52Þ

It should be noted, that to obtain a positive sense of vector Hm requires a
negative sense of vector Br and polarization vector, whereas induction Bbo is a value
at which a straight line approximating the characteristics of rotor’s steel magneti-
zation cuts the vertical axis (axis of induction). According to (16) and (13), the field
distribution in the air gap can now be represented by the formula:

BgðaÞ ¼ � lo
dz

Ubzm að Þ

¼ � lo
dz

Ubz uzm1 að Þ þ uzm2 að Þð Þ ¼ Bgmax uzm1 að Þ þ uzm2 að Þð Þ
ð53Þ

The maximum value of induction in the air gap Bgmax can be found on the rotor
axis (α = 0) and equals to:
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Bgmax ¼ Bgð0Þ ¼ � lo
dz

Ubzm 0ð Þ ¼ � lo
dz

�Hmlmð Þ

¼ � lm
dz

Br þ bbc
bm
Bbo

a1Rsw
bm

lm
dz
þ lmr þ lbr

lm
lb

bbc
bm

ð54Þ

Without bridges (bbc = 0) it will be:

Bgð0Þ ¼ � lm
dz

Br
a1 Rsw
bm

lm
dz
þ lmr

ð55Þ

It would be advantageous to replace the waveform of function uzm(α) assumed in
Figs. 3 and 4 as a straight line, with a cosine section. This provides, among others,
the continuity of the derivative. Assuming the same conditions in all “external”
bridges when only permanent magnets excite to field, the following assumptions
were made (α2 − α1) = (α4 − α3) = 2κ. Functions uzm1(α), uzm2(α), presented as a
Fourier series, now have the form:

uzm1 að Þ ¼
X1

q¼1;3;5...

Umqsinq a� cð Þ ð56Þ

uzm2ðaÞ ¼
X1

q¼1;3;5...

Umqsinq a� p� cð Þð Þ ð57Þ

Umq ¼ 2ppb
q

cos qj

p2 � ð2qjÞ2 ð58Þ

The sum of both functions (56), (57) can be represented by the formula:

uzm1 að Þ þ uzm2 að Þ ¼ �
X1

q¼1;3;5...

2Umq sin qc cos qa ¼
X1

q¼1;3;5...

Uwmq cos qa ð59Þ

Uwmq ¼ �2Umq sin qc ð60Þ

According to (53) and (59), the distribution of the magnetic field caused by
magnets, has the final form:

BgðaÞ ¼
X1

q¼1;3;5...

Bmq cos qa ð61Þ

Bmq ¼ � 4ppb
q

sinqc cos qj

p2 � ð2qjÞ2 Bgmax ð62Þ
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Magnetic flux coming from this field, coupled to a single coil with a span of 2υc
angle, and placed on a surface of the stator (circle at the air gap/stator border) can be
calculated from the following formula:

wc /ð Þ ¼ zcRsw lFe

Zðncþ #cÞ

ðnc� #cÞ

BgðbÞ db ¼ zcRsw lFe
X1

q¼1;3;5...

Zðncþ #cÞ

ðnc� #cÞ

Bmq cos q b� /ð Þ db

¼ 2zcRsw lFe
X1

q¼1;3;5...

Bmq
1
q
sin q#c cos q /� ncð Þ

ð63Þ

where:
zc number of turns of coil;
ξc position of coil axis.

While the rotor rotates, the changing magnetic flux (coupled with the coil)
induces voltage which can be calculated from the below formula:

ecðtÞ ¼ � d
dt
wc ¼ 2xzcRswlFe

X1
q¼1;3;5...

Bmq sin q#c sinq /� ncð Þ

¼
X1

q¼1;3;5...

Ecmq sin q xt � ncð Þ
ð64Þ

Ecmq ¼ 2xzcRsw lFeBmq sin q#c ð65Þ

4 Comparison of Measurements and Calculations

The object of the test was a four-pole synchronous machine with permanent
magnets, arranged in the rotor core, as shown in Fig. 5.

The stator is equipped with a symmetrical three-phase winding, single-layer,
slots without skew. Additionally, for the purpose of measurements, two six-turn
measuring coils, covering 1 and 8 stator teeth are installed in the machine. The cross
sections of the coil sides are negligibly small as compared to other dimensions of
the machine.

The first step of the verification of the model was focused on the unloaded stator
voltage waveforms. Figure 6 shows the recorded waveform phase EMF and the
waveform created as a sum of respectively shifted and multiplied, recorded EMF-
waveforms from a tooth-coil. All waveforms recorded as a function of time are
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shown as a function of the rotor position angle, expressed in degrees. The rotational
speed of the rotor during the measurements was ω = 61.3 s−1.

A large alternating component of EMF in phase is the result of changes in
magnetic flux when passing successive stator teeth on the “external” magnetic
bridges. A quick change of the radial component of the induction place in these
parts of the magnetic circuit of the rotor. The existence of teeth in the stator exposes
these changes, resulting in a large derivative of the flux in the tooth as shown in
Fig. 7. This plot illustrates the recorded waveform of EMF tooth-coil and the
integral of this EMF.

The high content of higher harmonics and at the same time full transparency
EMF waveforms in the present case makes them particularly useful in the verifi-
cation process. As the filtering effect of higher harmonics is expected to increase,

R
wz

bbw

lm
bm

bbz
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Fig. 5 The cross-section of
one pole of the rotor
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decision was made to compare the calculated and measured EMF single coils,
instead of only EMF phase winding. To calculate these waveforms it was enough to
take into account the slotting of the stator in the average value of the substitute air
gap: δz = δ · kCs = const. The following design parameters were assumed in the
calculations: pb = 2, Rsw = 67 mm, lFe = 100 mm, δ = 0.75 mm, kCs = 1.134,
lm = 4 mm, bm = 35 mm, Br = 1.12T, HC = –8.92e5 A/m, zc1z = zc8z = 6, υc1z = 3.75°,
υc8z = 38.75°.

Parameters of substitute bridges have a major impact on the simulated wave-
forms. Initially, these parameters were assumed as in Fig. 5: α1 = 35.1°,
α2 = 37.95°, γ = 0.5 · (α1 + α2), κ = 0.5 · (α2 − α1), bbz = 2 mm, lbz = 2κ · (Rsw – δ),
bbw = 1 mm, lbw = lm.
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As expected, the direct use of dimensions of cross-section could not produce any
satisfactory results. Figures 8 and 9 show the EMF waveforms in coils and cal-
culated ones, using above bridge parameters.

The causes of differences between the curves should be sought primarily in the
predetermined length of the “external” bridge lbz and the corresponding values of
angle κ. Sensitivity induced by EMF in the coils on the “external” bridges
parameters κ, γ, bbz is relatively high. This allows one to easily find out the simi-
larity of calculated and recorded waveforms. Figure 10 shows a graphic solution of
Eq. (49). Figures 11 and 12 illustrate EMF-waveforms induced in coils: recorded
and calculated, for: α1 = 30.8°, α2 = 40.6°, bbc = 2.8 mm.

180 210 240 270

0

0.5

1

1.5

2

2.5

3

3.5

rotor position [deg]

em
f 

[V
]

measured
calculation

Fig. 9 EMF in a coil around
eight teeth

0 2 4 6 8 10

x 10
4

0

5

10

15

H[A/m]

B
[T

]

Fig. 10 Determination of the
operating point of the bridge

234 T. Drabek et al.



5 Conclusions

Verification calculations based on the proposed model prove the applicability of
this method as a support when designing a magnetic circuit for a machine with
internal magnets. Of course, this method is not competitive in relation to MES in
terms of accuracy of the results, but it seems that it allows you to easier understand
the interrelationship between design parameters and their impact on the induced
voltages. For a full evaluation of the model it is necessary to verify the effects on
waveforms of the machine’s armature. It is expected to be done in further studies.
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Supplement 1

An important, but controversial assumption of the proposed model is to introduce
the concept of magnetic bridges. Magnetic bridges are fragments of the rotor, where
the magnetic field Hb is constant and dependent on the dimension lb. It was assumed
that the product of these two values is constant and equal to magnetic tension of the
magnet Hm · lm. For comparison’s sake, the real situation versus the model cal-
culations were determined using the FEM 2D field distribution in the machine cross
section with only permanent magnet excitation. Figures 13 and 14 shows:

• field distribution on the axis of the “internal” bridge—Fig. 13. Position of
magnet on the x-axis corresponds to the interval 0–4 mm (see Fig. 5),

• distribution of the tangential component of the field strength on a piece of a
circle containing centers of the “external” magnetic bridges, for four different
positions of the stator tooth, to the bridge—Fig. 14. “External” bridge predicted
position is within the range 35°–38°.

As a result of integration for magnetic tension fragments of the magnetic circuit
the following is obtained: for “internal” bridge: Ubw = 540 A, for “external” bridge:
548 A. Magnetic tension of permanent magnet is Um = 552 A, the field strength
Hm = 13.2e4 A/m. Magnetic tensions are therefore similar, but the distribution of the
magnetic field strength depends on the shape of the edges of a constriction of the
magnetic circuit, that creates the bridge.

The graphs and values allow us to assess the level of approximation to reality
and the importance of the assumptions. It would be unacceptable if the purpose of
the calculations was mapping of the fields in the machine’s cross section. However,
the degree of discretization of space is limited to a single slot of the stator, and the
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comparison value is the average value of induction in the teeth. So it seems, that the
problem boils down to the choice of criteria for the selection of Hb field strength
and length lb bridges, especially the “external” ones, and establish the position of
the radial axis of the magnet (angle γ). In this study, the major criterion was to make
the best representation of the tooth-coil EMF waveform, i.e. changes in the mag-
netic flux passing through the tooth.

Supplement 2

For the magnetic circuit, as shown in Fig. 15, we have:

Hm lm þ Hb lb ¼ 0
Hg dþ Hm lm ¼ 0
Um ¼ Ub þ Ug

8<
:

9=
;
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Fig. 14 Distributions of the
tangential component of the
field strength on a piece of a
circle containing centers of
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where:

Um ¼ BmbmlFe
Ug ¼ Bga1RswlFe
Ub ¼ BbbblFe
Bmbm ¼ Bbbb þ Bga1Rsw

Bg ¼ loHg ! Hg ¼ Bg

lo

Bb ¼ Bbo þ lbHb ! Hb ¼ 1
lb

Bb � Bboð Þ; lb ¼
dBb

dHb
Hb

Bm ¼ Br þ lmHm ¼ Br þ Br

�HC
Hm ! Hm ¼ 1

lm
Bm � Brð Þ

lm ¼ Br

�HC
;HC\Hm � 0

Combining above dependences we get the circuit equation as shown in Fig. 15.
Their matrix form is presented below:

lb
lb
Bbo þ lm

lm
Br

lm
lm
Br

0

2
4

3
5 ¼

lb
lb

0 lm
lm

0 d
lo

lm
lm

bb a1Rsw �bm

2
4

3
5 Bb

Bg

Bm

2
4

3
5

Hence:

Bb

Bg

Bm

2
64

3
75 ¼ 1

D

� dbm
lo

� a1Rswlm
lm

a1Rswlm
lm

� d
lo

lm
lm

lmbb
lm

� lbbm
lb

� lmbb
lm

� lb
lb

lm
lm

� dbb
lo

� a1Rswlb
lb

d
lo

lb
lb

2
664

3
775

lb
lb
Bbo þ lm

lm
Br

lm
lm
Br

0

2
64

3
75

D ¼ � dbm
lo

lb
lb

� a1Rswlm
lm

lb
lb

� bb
lm
lm

d
lo

¼ � lmdbmlb þ loa1Rswlmlb þ lbdlmbb
lolblm

After arranging the equations we obtain:

Bm ¼ � lm
d

Br � bb
bm
Bbo

a1Rsw
bm

lm
d þ lmr þ lbr

lm
lb

bb
bm

Bg ¼ � lm
d

Br � bb
bm
Bbo

a1Rsw
bm

lm
d þ lmr þ lbr

lm
lb

bb
bm
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The Bg induction corresponds to the maximum value of induction in the air gap
between the rotor and the stator, according to formula (51). The differences in signs
arise from the assumed character of customization. The formulas may be helpful in
the selection of substitute parameters of “external” magnetic bridges.
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Modeling of Repetitive Ignitions
in Switching Devices: Case Studies
on Vacuum Circuit Breaker and GIS
Disconnector

Marcin Szewczyk, Tomasz Kuczek, Piotr Oramus
and Wojciech Piasecki

Abstract Repetitive ignitions of electric arc during switching operation may result
in generating Fast and Very Fast Transients (FT and VFT) and thus require analyses
to ensure reliable system operation. The paper presents a common approach for
modeling and simulation of such phenomenon for two types of switching devices:
Vacuum Circuit Breakers (VCB) and GIS disconnectors. In each case, the asso-
ciated (VFT) are modeled with the use of a case-specific Breakdown Voltage
Characteristic (BDV), characterizing the switching process, and with the use of
case-specific power system conditions. Two case studies are presented. For Vac-
uum Circuit Breaker, a switching operation of un-loaded transformer is presented.
For GIS disconnector, switching of short bus-bar during the disconnector type
testing is presented.

1 Introduction

Very steep wavefront transients in power networks characterized by high dU/dt are
often a result of switching events using various types of HV and MV switching
apparatus. The transients overvoltage is often of a repetitive nature, which means
that multiple overvoltages may be generated during a single switching operation.
Those repetitive overvoltage characterized by high rate of rise values may pose
significant risks as they can destroy motors, transformers, and other electrical
equipment due to highly non-uniform potential distribution and internal resonant
phenomena resulting in local voltage amplification. Overstressing the insulation
system reduces significantly the equipment lifetime and often leads to an internal
short-circuit.
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The existing standards specifying testing procedures for HV and MV equipment
do not cover the phenomena mentioned above as the nature of the generated
transients depends very strongly not only on the specific parameters of the given
piece of equipment, but also on parameters of the network and the physical pro-
cesses within the switching device. Therefore the analysis of the transients which
occur during the switching operation often requires case by case studies, for which
are needed.

Two types of Very Fast Transients (VFT) are recognized in power system [1] as
requiring high attention to ensure the system reliable operation: (1) VFT originating
from operation of Vacuum Circuit Breakers (VCB), and (2) VFT originating from
operation of Gas Insulated-Switchgear (GIS) disconnectors.

Despite of the fact that the two types of VFT are associated with physically
different switching devices and operating conditions, repetitive ignitions of the
electric arc in a contact gap can be analyzed in a similar way. The ignitions occur
when voltage across the gap is higher than dielectric withstand characteristics of the
gap (Breakdown Voltage Characteristics, BDV). In each case the transients asso-
ciated with the switching operation are characterized with high frequency and have
repetitive character. As such, they can pose a threat to power equipment insulation
system, such as when they interact with resonant frequencies of power transformers
[2]. In some cases this requires mitigation methods [2, 3], the first evaluation of
which being done with the use of modeling and simulation approach.

In this paper a common approach is presented for modeling and simulation of
two different types of switching operations: VCB and GIS disconnector. In the two
cases a method is used which was initially proposed for modeling of Vacuum
Circuit Breakers, as described e.g. in [4, 5].

The paper is organized in the following way. After introduction in Sect. 1,
Sect. 2 follows with description of the method originally proposed for modeling of
Vacuum Circuit Breakers, with indicated differences between modeling of VCB
and GIS disconnector. In Sect. 2.2 and Sect. 2.3, application of the method is
presented for typical VFT-related system studies: Sect. 2.2 presents VCB operation
when switching of an unloaded transformer and Sect. 2.3 presents GIS disconnector
operation when switching of a short bus-bar during the disconnector type testing.
Finally, the summing-up section with conclusions is given.

The system studies presented in this paper are typically performed as a part of
the system configuration analyses in the course of insulation coordination studies or
for the design process related to the insulation system design of the switching
device and power equipment. The objective of such analyses is to evaluate reliable
power system operation in presence of VFT.
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2 Modeling of Repetitive Re-Ignitions in Switching Devices

2.1 General Approach

The approach for modeling of repetitive ignitions was first presented for modeling
of Vacuum Circuit Breakers operations, e.g. in [4, 5]. The approach is to use a
controlled switch which is switched on and off after specific criteria are checked.
This approach is illustrated in Fig. 1. As it can also be used to simulate GIS
disconnectors, additional capacitor was applied as indicated in a green frame in
Fig. 1.

In this approach, after the opening operation of the breaker’s contacts starts, the
dielectric withstand voltage between the contacts increases as a function of time.
When the Breakdown Voltage Characteristics is exceeded by Transient Recovery
Voltage (TRV), a control signal is generated to close the switch. In this way the
ignition is simulated, being called a re-strike for the opening operation and a pre-
strike for the closing operation. When quenching capability of the contact gap is
high enough, the arc is effectively extinguished, which is simulated by means of a
control signal generated to open the switch in Fig. 1. The theme is repeated during
the switching device operation until the dielectric strength of the contact gap is
higher than the TRV for the opening operation, or until contacts mating for the
closing operation.

The model can be further advanced by considering the arc voltage characteris-
tics. This is modeled with the use of a variable resistor which value is changed in
each simulation step. This approach is illustrated in Fig. 2 [4]. The variable arc
resistance is implemented according to the model assumptions, based on the switch
voltage, switch current and other model-specific parameters [5].

The approach presented in Figs. 1 and 2was used to perform simulations presented
further in this paper. The models were implemented in EMTP-ATP software [6].

Fig. 1 Model of vacuum circuit breaker based on ideal switch; capacitor for GIS disconnector
modeling marked with green frame
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2.2 Modeling of Vacuum Circuit Breaker

Several specific phenomena are implemented in a mathematical model of a Vacuum
Circuit Breaker, among which the major ones are: arcing time, current chopping,
dielectric strength of the contact gap, and quenching capability of high frequency
current.

Arcing time is an interval between the first and the last occurrence of the arc
ignition in the process of contacts separation for opening and contacts mating for
closing. Typical values of the arcing time are in the range of hundreds microsec-
onds. A Gaussian distribution is used to represent the random nature of this
phenomena.

Chopping current is also a random phenomenon. The mean value of the chop-
ping current in the Vacuum Circuit Breaker can be estimated by dependence [4, 5]:

Ich ¼ x � i � a � bð Þq ð1Þ

where: ω = 2∙ π∙50 Hz, i—amplitude of the 50/60 Hz current, α—constant (e.g.
α = 6.2∙e-16 in [5] ), β—constant (e.g. β = 14.3 in [5] ), q = (1- β)-1.

The value of the chopping current depends on the contact material properties, but
also on the separation time of the contacts and is lower for the situation when the
contacts start to separate in a closer vicinity of a current zero crossing.

For modeling of Breakdown Voltage Characteristics, the two breakdown
mechanisms are considered. The first one is the breakdown of a cold gap, which is
for when the arc ignites for the first time during an opening or a closing operation
process. The second breakdown mechanism is related to the gap which has already
ignited. In that case, a residual charge carriers exist near a cathode. The charge
causes that the breakdown occurs at lower voltage values. A typical relation of the
breakdown voltage for the cold gap is given by the linear formula:

U ¼ A � t � topen
� �þ B ð2Þ

where: A, B—values of constants, given e.g. in [4], topen—time of contact
separation.

Fig. 2 Model of arc ignition
based on variable arc
resistance
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When Transient Recovery Voltage exceeds the dielectric strength of the
breaker’s contact system, the reignition occurs. The reignition is characterized with
the high frequency current related to the arc stability and to the external circuit
parameters (inductance and capacitance and associated energy balance).

2.3 Modeling of GIS Disconnector

In principle the same approach as described above for modeling of Vacuum Circuit
Breakers is utilized for modeling of GIS disconnectors. Specific conditions include:
(1) Breakdown Voltage Characteristic, being specific to the breakdown in SF6 gas
and to the design of the disconnector contact system, and (2) simulated circuit
diagram, being specific to a typical disconnector configuration within the test set-up
and substation. As the disconnector is installed together with an associated circuit
breaker, and during the disconnector operation the circuit breaker has opened
contacts, an additional voltage condition at the load side of the disconnector is
associated with the Trapped Charge accumulated on the busbar between and dis-
connector and the circuit breaker, represented by capacitor C in Fig. 1. The
capacitor serves to simulate the voltage condition associated with a Trapped Charge
in the busbar between the operated disconnector and an open contact system of an
associated circuit breaker. Also, the disconnector specific Breakdown Voltage
Characteristics is in use, which in its basic form is given by a linear function, having
zero value at the time of the contacts mating and the power system withstand
voltage at the time of full contact separation.

The breakdown time in SF6 is even shorter than in vacuum, which leads to even
higher frequencies of transients when interaction between the disconnector and the
system elements occurs. In the presence of very high frequencies, shorter elements
have to be considered as lines with distributed parameters.

The arc resistance is modeled by the exponential formula with a time constant
leading to the arc duration which is specific to the breakdown time in SF6 gas [7]:

R ¼ Ra þ R0 � e�t=t; ð3Þ

where: Ra—arc static resistance, R0—resistance of the gap while disconnector is
opened, τ—time constant.

2.3.1 Case Study: Switching of Un-Loaded Transformer with Vacuum
Circuit Breaker

In this section an exemplary case study is presented which involves Vacuum Circuit
Breaker switching off event in a medium voltage (MV) network. The studied circuit
consists of an external grid which supplies the MV/LV distribution transformer
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through HV/MV power transformer, as presented in Fig. 3. Medium voltage cables
are also considered in the network diagram.

The goal of the study was to illustrate the effect of the Vacuum Circuit Breaker
opening operation on transient behavior for the following conditions:

• Breakdown Voltage Characteristic (BDV): simulations performed for 20 and
5 kV/ms

• Cable length between VCB and MV/LV transformer: simulations performed for
15 m and 200 m

The objective was to present the impact of the above listed parameters on
transient overvoltages at the MV/LV transformer terminals (see Fig. 3). Based on
simulation results it was presented that in order to achieve credible simulation
results, detailed input data has to be assumed, both in terms of the system (cables
lengths in the case presented) and switching device (BDV of the Vacuum Circuit
Breaker in the case presented).

In the studied case the medium voltage network is at 15 kV voltage level. Single-
core cables with cross sectional area equals to 95 mm2 were modeled by means of
surge impedance Z = 30 Ω and wave propagation speed v = 200 m/µs (lossless
distributed line). The unloaded MV/LV transformer was modeled according to the
data in Table 1.

Four scenarios were simulated. The simulation results are presented in Figs. 4, 5
and 6 in the form of voltage waveforms presenting phase-to-ground voltages at the
operated transformer’s primary side according to Fig. 3. The results are presented for
the assumed BDV (20 and 5 kV/ms) and for the two cable lengths (15 and 200 m).

grid
HV/MV

transformer cable cable
MV/LV 

transformer
VCB

MV SA

voltage 
probe

Fig. 3 Vacuum circuit breaker switching study—network diagram

Table 1 MV/LV transformer
input data

Parameter Value

Power, S 630 kVA

Voltage ratings, UN1/UN2 15/0.4 kV

Short circuit voltage, uk% 6 %

No load current, I0 1 %

Load losses, ΔPCu 7 kW

No load losses, ΔPFe 0.8 kW

Primary side capacitance (phase to phase) 0.9 nF

Primary side capacitance (phase to ground) 1.35 nF
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As it is illustrated in the Figs. 4, 5 and 6, the system configuration as well as the
rate of rise of the assumed VCB’s dielectric withstand strength have significant
influence on the simulation results. At longer cables multiple arc re-ignitions do not
occur due to the highly capacitive component of the switched off circuit, which
decreases the TRV (see Fig. 6). In the case of short cable connections, for the BDV
with lower rate-of-rise value, arc re-strikes last longer and their count number is
significantly higher.
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Fig. 4 MV side voltage; BDV = 20 kV/ms, 15 m cable
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Fig. 5 MV side voltage; BDV = 5 kV/ms, 15 m cable
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Fig. 6 MV side voltage; BDV = 5, 20 kV/ms, 200 m cable
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2.3.2 Case Study: Switching of Short Bus-Duct with GIS Disconnector

In this section an exemplary case study is presented which involves GIS discon-
nector opening operation in type test set-up. The studied circuit, as presented in
Fig. 7, consists of an AC 50 Hz voltage source, a DC voltage source, and two
disconnectors: DS—disconnector under test, and DA—auxiliary disconnector. The
AC voltage rms value is equal to the rated voltage of the disconnector under test,
multiplied with factor 1.1. The DC voltage value is -1.0 p.u., where p.u. is the
amplitude of the phase-to-ground rated voltage.

The type test procedure according to IEC 62271-102 [8] assumes that initially a
short bus-duct d2 is charged to the DC value with the use of auxiliary disconnector
DA. During the operation of the disconnector under test DS, the auxiliary dis-
connector DA remains opened.

During the disconnector DS operation, the voltage on the disconnector source
side changes with the AC 50/60 Hz frequency, while the voltage on the load side
remains at a certain DC level, as presented in Fig. 8. In Figs. 7 and 8, the

uS uL

d1

AC

DS

=
DC

d2

~

DA

C1

Fig. 7 Test Duty 1 set-up according to IEC 62271-102 [8]
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Voltage

Fig. 8 Very fast transient process during type testing according to Fig. 7; uS—source side voltage,
uL—load side voltage, for disconnector opening operation
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disconnector source and load side voltages are indicated as: uS—the source side
voltage (sinusoidal waveform in Fig. 8, in green), and uL—the load side voltage
(step-wise waveform in Fig. 8, in blue). A breakdown occurs every time when the
voltage between the disconnector contacts exceeds the breakdown voltage related to
the actual contact gap length, as presented in Fig. 8. Due to the very short break-
down time in SF6 (few ns), transients originating from arc ignitions in GIS have
very steep fronts (Very Fast Transients).

When the disconnector opening operation is completed, after the occurrence of
the last re-strike, Trapped Charge Voltage (TCV) remains on the load side of the
disconnector. The Trapped Charge Voltage is an initial condition for the closing
operation of the disconnector, which starts after the opening operation is completed.
The relation between the overvoltage and the voltage drop across the contact system
at the time of the arc ignition is linear and thus depends on the Trapped Charge
Voltage at the time of the arc ignition [9] (Fig. 9).

For design of the disconnector insulation system, it is thus important that the
value of the Trapped Charge Voltage reflects the real conditions during type testing.
It is visible in Fig. 8 that none of the re-strikes reaches the most unfavorable
condition of −2.0 p.u. voltage drop on the contact system at the time of the arc
ignition. Also, for the first arc ignition during the closing operation, the Trapped
Charge Voltage is significantly lower than the most severe condition of −1.0 p.u.

In Table 2 the values of Trapped Charge Voltages are calculated for four rates-
of-rise of Breakdown Voltage Characteristic assumed for calculation. The BDV are
related to the speed of the disconnector moving contact, which was varied from 0.1
(low speed disconnector) to 3.0 m/s (high speed disconnector). It is shown that for
low speed disconnectors the Trapped Charge Voltage conditions are lower.
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Fig. 9 Breakdown voltage characteristics, source side voltage uS, load side voltage uL, voltage
across the contacts uS-uL during disconnector opening operation
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3 Conclusions

Although Vacuum Circuit Breakers (VCB) and GIS disconnectors are governed
with different physical principles and are operating in different network conditions,
the repetitive process of the arc ignition during operation of both switching devices
can be modeled based on a common approach.

In the paper the approach was presented together with two simulation case
studies: the VCB operation of an un-loaded transformer, and the GIS disconnector
operation during the disconnector type testing.

Parameters associated with the internal switching process can be modeled with
the use of Breakdown Voltage Characteristics (BDV). It was presented that the
BDV has an impact on time instances when the breakdowns occur. However, for a
given breakdown (strike event), the associated voltage waveform depends on the
external circuit (here energy oscillation takes place).
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Table 2 Trapped charge
voltage calculated for
different speed of
disconnector moving contact

Contact speed (m/s) Trapped charge Voltage (p.u.)

0.1 −0.24

1.0 −0.55

1.5 −0.68

3.0 −1.00
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The Use of Statistical Signatures to Detect
Anomalies in Computer Network

Marek Bolanowski and Andrzej Paszkiewicz

Abstract This article presents a new approach for detecting anomalies in the
computer network. The approach is based on the determination of the network
traffic statistical parameters in case of normal condition. When network anomaly
happens, usually more than one statistical parameter is change. A set of parameters
that have changed can be used to identify threats. Currently, anomaly detection
mechanisms used in the network traffic are computationally complex and cannot be
used in case of high speed connection. The presented method does not guarantee
the anomaly identification but can be used as one of the indicators used for the
isolation of suspicious flows (through ongoing modifications the routing or
switching rules). Separated flow is subjected to further analysis with use of classical
methods for anomaly detection. With this approach it is possible to make a rough
anomaly identification in the core of high speed computer network.

1 Introduction

Today high throughput connection become an immanent component of the com-
puter systems used to support business operation, emergency services, media
(television VoD, Radio, VoIP), households, home office. One of the main problems
associated with the popularization of network access is to provide users with an
appropriate level of security. This is especially important from the point of view of
critical infrastructure systems. Modern security systems are based mainly on sys-
tems IPS and IDS [1–4] often built in the topology of the demilitarized zone. Their
Fig. 1 shows the classification of method used to anomaly detection. This approach
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works very well for relatively low bandwidth, but has encountered two main
problems:

• Attacks detection based on static signatures, which are updated when new threat
is detected, usually with use of non-automatic procedure, allows only to detect
existing attacks.

• It is impossible to filter all traffic in the case of high speed links.

In the second case, with use of pseudo automatic or statistical methods, ports,
addresses, services etc. are selected and used as a parameter specifying the stream
filtered deeply with IDS probe. In effect, only a statically separated fragment of
network traffic is filtered, this raises specific risks in the network. Later in this
article the authors propose a new model which allows to dynamically define the
range of traffic (e.g. set of network flows defined with source and destination
address in layer 2) subjected to a extended inspection (up to layer 7 of the OSI
model) [4]. In the literature many works can be found describing new methods of
real time threat detection, starting from the signature-based methods, through the
self-similarity analysis, entropy, or a probability distribution [5–8]. Computer
network is an example of a complex system [9], and using non-extensive statistics
to analysis some of its parameters (intensity of TCP packets, the ratio of TCP/UDP,
the overall volume of traffic, etc.), the abnormal behavior of the system can be
identified which is a symptom of an attack on the network assets [6, 7, 10, 11].
Analysis of a traffic parameter or group of its parameters can only identify a
transition a communication channel from a state of equilibrium to non-equilibrium
and do not specify the exact type of identified attack. It seems appropriate to
introduce non-extensive analysis of a group of network parameters and statistical
descriptors in order to determine not only the fact of the attack, but also identify its
type or accurate identification of danger.

Threats detection

Fraud detection

Anomaly detection

Patterns comparison

Analysis of states changes

Based on machine 

learning

Based on descriptive 

statistics

Fig. 1 Classification of
methods for threats detection
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In the second chapter the authors present the results on the sensitivity of selected
statistical parameters on the occurrence of specified network threats.

The third chapter will present a model of threat detection using the method of
determining the signatures presented in the second chapter.

2 Detection of Network Threats Using Statistical Signatures

In order to examine the traffic the following statistical parameters were selected
[12]:

• The arithmetic mean �x ¼
Pn

i¼0
xi

N , where: x—variant of the measured character-
istic, N size of the set;

• median: me ¼ xNþ1
2
; for even N and me ¼ 1

2 xN
2
þ xN

2þ1

� �
, for odd N;

• variance and standard deviation, described respectively as: s2 ¼
1
N

PN
i¼1 ðxi � �xÞ2 and s ¼

ffiffiffiffi
s2

p
;

• kurtosis: K ¼ m4
s4 where: m4—central moment of the fourth order, specifying the

average size of the fourths powers deviations of features from the arithmetic
mean, s4—fourth power of the features deviations from the arithmetic mean.

• skewness: Am ¼ 3 �x�m
s and range: R ¼ xmax � xmin

• H parameter was estimated using the fallowing methods: residual regression,
aggregate variance method, absolute values method and periodogram-based
method [13].

Methodology of the research assume two main steps:

1. In the first step, sample of network traffic without anomalies was tested,
2. In the second step, sample of network traffic with anomalies was tested.

Anomalies where generated with use of the specialized software dedicated to
security and penetration test (e.g. Metasploit).

For both steps the statistical parameters of traffic where determined (for normal
traffic as well as disturbed traffic). The following types of time courses were tested:
traffic in packets per second (p/s), TCP segments per second (TCP/s), UDP data-
grams per second (UDP/s), ICMP/s, the average size of packets (ASP). Scheme of
the research shows Fig. 2.

Table 1 summarizes the data for a few selected network attacks in order to
present the rules for creating statistical signatures. In the table these parameters that
were changed in the case of the attack was shown in bold:

The data presented in Table 1 are only sample data for a number of attacks. A
total test was made for more than 30 types of threats. It should be noted that the
sensitivity analysis of statistical parameters for the given attack should be done with
use of multi-dimensional approaches. For example, at the first level we should
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precisely define the method to create a time series for given anomaly because we
can use a different data: p/s, TCP/s, UDP/s, APS.

We can choose one time series or analyze them several at a one time. For each of
the time series statistical parameters may show sensitivity for the same anomaly
(example: Table 1, the type of attack “Port scanning Nmap”). The graphs from
Figs. 3 to 4 time series are presented for the same kind of attack (“Nmap port
scan”). As we can see all the time series clearly show the moment of the attack. In
case of DoS attack presented in Fig. 5 we can see moment of attack looking at the
time series presented in p/s and TCP/s. When we look at the time series presented in
UDP/s (Fig. 6) its shows a lack of sensitivity to DoS attack.

The time series present themselves differently depending on the traffic param-
eters selected for its creation.

The authors also made tests in which the same kind of attack was simulated,
and the character of normal traffic was changed (for example, a typical traffic
LAN- > WAN, dominance of Video and VoIP traffic, transmission of large files). It
showed that, despite the changes in the character of traffic, the same statistical
parameters showed a sensitivity for a given attack.

The last type of tests focused on examining linear cross-correlation [14]
parameters for normal traffic and traffic test. For example, in case of attack “Port
scanning Nmap” correlation UDP/s to p/s, changed from 0.03 to 0.35, as well as the
correlation between the APS to p/s from 0.30 to −0.20. Similar changes (other sets
of parameters) occurred in the remaining cases.

Multidimensional approach to threat detection in network not only allows for
anomaly detection in traffic but also allows you to estimate the type of the threat or
even determine a specific type of attack. Another important factor is the possibility
of individual tuning of the value of parameter changes for a given groups of attacks,
by which it becomes possible to eliminate a greater number of false alarms.

LAN

Internet Anomaly generator

Network switch

Data collector

Port mirroring 
session

Fig. 2 Diagram of test stand
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Table 1 Sensitivity of statistical parameters on the occurrence of an attack

Type of attack The value of the parameters
before the attack

The value of the parameters after
the attack

Winamp Buffer
Overflow p/s

�x ¼ 202:56; me = 64.00;
s = 300.41; K = 5.75; Am = 2.54;
Z = 1472.00; Min = 42.00;
Max = 1514.00; H = 0.995

�x ¼ 79:43; me = 60.00; s = 87.10;
K = 117.49; Am = 9.27;
Z = 1454.00; Min = 60.00;
Max = 1514.00; H = 0.999

Binary payload
p/s

�x ¼ 202:56; me = 64.00;
s = 300.41; K = 5.75; Am = 2.54;
Z = 1472.00; Min = 42.00;
Max = 1514.00; H = 0.995

�x ¼ 94:10; me = 74.00; s = 79.85;
K = 71.82; Am = 6.22;
Z = 1454.00; Min = 60.00;
Max = 1514.00; H = 0.999

Port scanning
Nmap p/s

�x ¼ 284:09; me = 292.50;
s = 143.00; K = −0.55 Am = 0.14;
Z = 571.00; Min = 2.00;
Max = 573.00; H = 0.557

�x ¼ 296:38;me = 296.50;
s = 153.23; K = −1.61 Am = 0.60;
Z = 982.00; Min = 4.00;
Max = 986.00; H = 0.622

Port scanning
Nmap TCP/s

�x ¼ 283:75; me = 292.50;
s = 142.98; K = −0.55
Am = = 0.14; Z = 570.00;
Min = 2.00; Max = 572.00;
H = 0.557

�x ¼ 288:11; me = 293.50;
s = 144.40; K = 0.56; Am = 0.27;
Z = 920.00; Min = 55.00;
Max = 922.00; H = 0.615

Port scanning
Nmap UDP/s

�x ¼ 0:11 = 0.11; me = 0.00;
s = 0.39; K = 14.48; Am = 3.87;
Z = 2.00; Min = 1.00;
Max = 21.00;

�x ¼ 7:23; me = 0.00; s = 56.24;
K = 103.50; Am = 9.96;
Z = 686.00; Min = 1.00;
Max = 686.00;

Port scanning
Nmap APS

�x ¼ 991:25; me = 998.00;
s = 26.79; K = 46.76; Am = −5.84;
Z = 295.00; Min = 732.00;
Max = 1027.00; H = 0.446

�x ¼ 963:23; me = 997.00;
s = 131.94; K = 27.31;
Am = −5.12; Z = 975.00;
Min = 52.00; Max = 1027.00;
H = 0.540

DoS (type 1) p/s �x ¼ 460:56;me = 513.00;
s = 131.40; K = 1.36; Am = −1.28;
Z = 567.00; Min = 18.00;
Max = 585.00; H = 0.474

�x ¼ 676:25; me = 567.00;
s = 305.65; K = −0.80;
Am = 0.88; Z = 1002;
Min = 252.00; Max = 1254.00;
H = 0.485

DoS (type 1)
TCP/s

�x ¼ 459:63;me = 513.00;
s = 131.40; K = 1.36; Am = −1.28;
Z = 562.00; Min = 18.00;
Max = 580.00; H = 0.480

�x ¼ 676:25; me = 567.00;
s = 305.66; K = −0.80; Am = 0.88;
Z = 1001; Min = 252.00;
Max = 1253.00; H = 0.485

DoS (type 1)
UDP/s

�x ¼ 0:53;me = 0.00; s = 1.67;
K = 26.58; Am = 4.83; Z = 12.00;
Min = 1.00; Max = 12.00;
H = 0.480

�x ¼ 0:18; me = 0.00; s = 1.23;
K = 33.41; Am = 8.99; Z = 12;
Min = 1.00; Max = 12.00;
H = 0.485

DoS (type 1) APS �x ¼ 996:42;me = 1002.00;
s = 23.11; K = 52.88; Am = −6.55;
Z = 239.00; Min = 769.00;
Max = 1008.00; H = 0.376

�x ¼ 847:12;me = 1001.00;
s = 249.50; K = −0.87;
Am = −1.03; Z = 681;
Min = 328.00; Max = 1009.00;
H = 0.460

Internet Explorer
DHTML attack p/s

�x ¼ 629:37; me = 352.00;
s = 632.88; K = −1.54; Am = 0.48;

�x ¼ 620:98; me = 85.00;
s = 658.00; K = −1.63; Am = 0.49;

(continued)
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Table 1 (continued)

Type of attack The value of the parameters
before the attack

The value of the parameters after
the attack

Z = 1454.00; Min = 60.00;
Max = 1514.00; H = 0.559

Z = 1472.00; Min = 42.00;
Max = 1514.00; H = 0.539

AFP “newfunc-
tion” p/s

�x ¼ 155:31; me = 60.00;
s = 243.45; K = 11.41; Am = 3.32;
Z = 1454.00; Min = 60.00;
Max = 1514.00; H = 0.995

�x ¼ 423:93; me = 60.00;
s = 458.00; K = −0.93;
Am = 0.78; Z = 1454.00;
Min = 60.00;Max = 1514.00;
H = 0.863

Internet Explorer
attack (type 2) p/s

�x ¼ 202:56; me = 64.00;
s = 300.41; K = 5.75; Am = 2.54;
Z = 1472.00; Min = 42.00;
Max = 1514.00; H = 0.995

�x ¼ 469:83; me = 60.00;
s = 505.96; K = −1.38;
Am = 0.62; Z = 1460.00;
Min = 54.00; Max = 1514.00;
H = 0.947
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3 Detection of Network Threats with Use of Statistical
Signatures

Using the previously described methods in systems of threat detection allows for a
two-step traffic analysis. Diagram of such a system is presented in Fig. 7.

In the first phase, traffic incoming to the router is sampled using the probe and
the sample is sent using a protocol Tprot (e.g. sFlow, NetFlow, RMON) to the
network processor which create the corresponding time series and sent them for
analysis in the module SA, the results are compared with the data in SD. Then MM
module compares the results from AS with set thresholds. If a threat is detected,
MM using a communication protocol (e.g. SSH) sends a message to the router and
creates a new access list, which redirects suspicious traffic or flow to the module of
advanced inspection AFI. In the AIF traffic can be analyzed up to 7th layer of OSI
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Fig. 6 DoS attack: traffic without anomaly (solid line), with anomaly (dotted line) in UDP/s
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model including the use of classical methods of threat analysis. If the alarm turns
out a false alarm, traffic is switched back to the LAN, in the other case is dropped.

Especially noteworthy are the following aspects of the model:

• Unlike the classical methods described in the introduction of this article,
administrator of the system can set separate sensitivity levels for different groups
of attacks which makes proposed model much better to avoid false alarms.

• Commercially available modules of advanced flow inspection are not able to
analyze the whole traffic in real time in case of links characterized by high
throughput (100 Gb/s and more). Often the types of flows or services are chosen
statically to be checked by AFI. Presented model allows for dynamic selection
of flow (using the Access List), which are forwarded to the AFI. This improves
the security of the system because it can reacts rapidly in case of new threats.

• The present system does not add delay to the network because it works like a
normal IDS probe [15] (Intrusion Detection System), and when it detects an
attack redirects only selected network flows for the analysis. The slight delay
can be provided only in case of flows redirected to AFI.

• This system can be deployed on existing devices using the existing open net-
work protocols.

4 Summary

The article presents a method for the detection of threats in the network based on
descriptive statistics. On its basis the sensitivity of specified statistical parameters
for selected types of attacks are determined. This approach allows to create database
of statistical signatures of threats in computer networks. Study results show the

Network 
processor

Statistical analysis 
SA

Signature 
database SD

p1

Tprot

Router 
sonda

p3

p2

Management 
module MM

Advanced flow inspection AFI

D
R

O
P

Internet LAN

Fig. 7 Diagram of proposed model for anomaly detection in network traffic

258 M. Bolanowski and A. Paszkiewicz



relationship between sensitivity of statistical parameters and elements describing
the network traffic which were taken into consideration when creating a time series.
Different types of threats are more easily identifiable (greater changes in certain
statistical parameters) from the point of view of different time series. Use of pro-
posed model for network anomaly detection allows for more precise identification
of specific attacks. Thanks to this configuration of security system can be made
more precise, and allows to avoid false alarms easier.

The implementation model of the intrusion detection system was proposed using
the existing commercial hardware and protocols. The main disadvantage currently
used statistical intrusion detection system is the difficulty in determining the
threshold value of the statistical parameter which trigger actions connected with the
given attack type. Incorrect assumptions will result in a large number of false
alarms. The authors propose a departure from such threats identification and pro-
poses identification which based on fact of changing the specified set of statistical
parameters within a given range.
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Wireless Networks Environment
and Complex Networks

Franciszek Grabowski, Andrzej Paszkiewicz and Marek Bolanowski

Abstract Models describing the wireless network environment in most cases are
based on the assumption that they are simple systems. However, the parameters
describing this type of networks are particularly sensitive to the volatility of the
operating conditions. Simple systems take only two operating states into account
apart from an overload state, i.e. underload state and a state of equilibrium at the
limit of the system. However, the overload state is normal and acceptable by actual
natural systems. Wireless networks often operate on the border of a balance
between available resources and expectations for the implementation of commu-
nication tasks. Therefore, the paper will introduce wireless network especially
WLAN in terms of complex systems moving away from the current reductionist
paradigm. In addition, there will be presented the method of the dynamic allocation
of resources (bandwidth) that is based on properties of complex systems.

1 Introduction

Wireless networks, especiallywireless local area networks (WLANs) can be treated as
simple systems only from the physical topology point of view, as they are charac-
terized by a little complex topological structure in comparison to interconnection
systems used in the design of supercomputers. On the other hand, processes associated
with the traffic occurring in them meet conditions imposed complex systems [1]
such as non-linearity, thermodynamic disequilibrium, non-extensiveness, nonsta-
tionarity of processes, sensitivity to congestion and infection, emergence, dynamic
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load leveling, fractional Brownian motion, the law power law, small worlds. Pro-
cesses taking place in these networks are scale free, form short-term to long-term ones.
These features enables us to treat real wireless networks as complex systems.

One of the basic and very important characteristics of complex systems is the
inclusion of three operating states: underload state, a state of equilibrium at the limit
of the system and overload state. In contrast, simple systems take only the first two
states into account, apart from an overload state. However, this condition is normal
and acceptable by the actual natural systems. Local wireless networks often operate
on the border of a balance between available resources and expectations for the
implementation of communication tasks. Therefore, during analyzing the perfor-
mance of WLAN systems, the state of overloading system should be taken into
account as an acceptable condition.

Analyzing the available literature we can find publications about analysis or
modeling of wireless networks in perspective of complex systems, but mostly in
relation to sensor networks [2, 3]. However, these networks are different, and the
amount and method of exchanging information is much more limited than in tra-
ditional data networks. Therefore, this paper is focused only on wireless networks
WLAN (Wireless Local Area Network).

2 WLAN Networks Versus Complex Systems

Beginnings of complex systems science should be found in biology [4]. Mechanisms
and processes in natural systems make it impossible to treat them as simple systems.
The precursor of this theory was Ludwig von Bertalanffy. The development of
systems theory [5] and systems engineering allowed to take into account elements of
complex systems in technical sciences and economics. The social sciences such as
sociology had active participation in this. At the same time new theories occurred
and slowly formed foundations for complex systems. At that moment, the fractal
geometry and chaos theory should be mentioned, that were introduced and dis-
seminated by Benoit Mandelbrot and Edward Lorenz. These papers were one of the
pillars of dynamic systems theory.

One of the way to describe complex systems is fractal geometry [6]. This
geometry is easily reflected in natural systems [7], but it is also used for modeling in
computer graphics [8], network design [9], etc. Of course, the WLAN architecture
hardly responds to the fractal geometry (Fig. 1). However, traffic statistics, as in
wired networks, fit into the formula of the fractal geometry (Fig. 2).

Using e.g. Hurst exponent to the analysis of the traffic, it can be shown that the
traffic inWLAN networks is a self-similar [10]. Thanks to that it is possible to analyze
the level of self-similarity. This information may be useful in the design and analysis
of the computer network operation both in terms of total traffic and its individual
components (i.e., selected protocols, conversation, etc.). This phenomenon keeps the
statistical similarity regardless of the scale and thus they are part of the further
complex system feature, namely the long-term nature [1].
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Another important feature of complex systems, and strictly relating to the
WLAN is chaos theory [11]. Edward Lorenz is considered to be the creator of this
theory. It assumes the high sensitivity of solutions for arbitrarily small disturbance
parameters. Originally it was applied to describe natural phenomena in weather
forecasting. However, it soon was found out that other phenomena characteristic of
other fields of science similarly run.

Analyzing WLAN it should be remembered that it is especially hostile envi-
ronment from the point of ensuring the stability of data transmission view. This is
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Fig. 1 WLAN in the context of fractal geometry—spatial approach

Fig. 2 WLAN in the context of fractal geometry—space-time approach
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because, e.g. interference, high sensitivity to various types of attacks, signal
attenuation, problems with steady coverage area, etc. From this perspective, small
changes of parameters describing the WLAN operation (e.g. number of users, the
amount of transmitted data, roaming, etc.) can lead to a significant deterioration of
its operation. Of course, the opposite situation is also possible, i.e. a small change of
parameters can result in significant improvement of network performance. For
example, for testing WLAN used VoIP traffic. Figure 3 presents the influence of the
maximum delay difference (called jitter) in relation to an increase of the number of
calls. Of course, these values may vary for different types of used codecs, the
amount of transmitted remaining data, interference, etc.

This situation results from the obvious fact that WLANs, like any other natural
or artificial system is characterized by limited resources. Therefore, you must
change the approach to the analysis of system performance based on reductionist
Malthus equation [12] for adaptive.

In the approach proposed by Malthus XM system performance is expressed by:

XM ¼ dN
dt

¼ rN; ð1Þ

where: r is the growth parameter and N the number of tasks in the system.
This equation refers to a system that has infinite resources, while network traffic

is a laminar flow. Such situation in real systems can be treated as an exception to the
rule, and not universally applicable rule.

It may be noted that the equation is an integral member of Malthus logistic
equation proposed by Verhulst. The condition of limited resources e.g. external
conditions is applied to the equation of Malthus by the logistic equation. Therefore,
the performance of the system as a whole can be used as proposed by [13] the
general logistic equation for the whole family complex systems including computer
networks:

X ¼ rN 1� N
K

� �f

¼ XMð1� uÞf ; ð2Þ
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where K—is the available resources, N—refers to a collection of current data
transmission tasks, u = N/K, r—is a constant gain factor and f is self-organization
parameter of heterogeneous complex system, that describes a trajectory X(N) which
are associated with sensitivity of the internal system.

The trajectory of optimal operating points of the system (Fig. 4) can be defined
on the set X(N), with r, K, f, as parameters by given Eq. (2).

The results show that it is impossible to determine a single optimal solution, as
well as solutions in underload and overload are natural solutions and should be
acceptable. It follows that it is necessary to apply adaptive mechanisms, which
would allow to react under conditions of limited resources. The above statements
are a response to the results obtained and presented in Fig. 4. System, and its
performance considered in terms of reductionist does not allow for adaptation to the
conditions of overload. This approach is typical for simple systems, and under
overload conditions usually leads to degradation of the system expressed by buffer
overflow, discarding packets, large delay times. Taking these observations into
account, it is important for the wireless networks that are particularly sensitive to
the variability of functioning parameters.

The complex system is a fractal structure, where global parameters self-emerge
at the local level as a result of feedback. The gain factor of the system with rf
feedback is well known particularly in electronic circuits and control theory and
based on the Kirchhoff’s second law in the field amplitude is defined as:

rf ¼ r
1� br

ð3Þ

where r is the gain factor of the system without feedback, and β is the feedback
factor of the system. Comparing Eqs. (2) and (3) we get:

1� uð Þf¼ 1
1� br

ð4Þ

Above statements explain problems with the performance of the system, which
depends not only on the current state but the previous states as well.

Fig. 4 The trajectories of
matching points for value of
X and N
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Another feature of complex systems applies to a free-scale network. This con-
cept was introduced by Barabàsi and other authors [14]. This means that the system
(in our case WLAN) has scale-free degree distribution characterized by a Poisson
distribution whose tail decays according to the power law. The degree distribution
often called connectivity indicates the number of connections of a given node to
other nodes. On this basis, the probability of a connection between the new node
and each node belonging to the network depends very much on the number of edges
held by the nodes and for given k-th node is:

P kð Þ� k�c: ð5Þ

The exponent depends on the type of considered network. The consequence of
these assumptions was that most new nodes are connected to nodes that already
have many neighbors. Created in this way connections are called preferential
connections.

Analyzing selected WLAN networks it can be seen that the load of individual
access points is not uniform and depends on their location (Fig. 5). Analysis of the
selected WLAN was carried out on local networks.

Figure 5 shows that only certain access points are particularly loaded. You can
also find the ones that are largely underload. This property is common in the
WLAN infrastructure. Referring to the power law and a free-scale network, the
probability of connecting new users to the access point is P(k) and is expressed by
Fig. 6a, b.

According to that, network nodes are having one attached element, but also a
few nodes that accumulate large part of the traffic from the entire network. These
nodes at the same time are characterized by the fact that the probability of

5

10

15

20

25

3 AP

2 AP

2 AP

1

 AP

The number 
of Access Points

Fig. 5 Examples of the load
on each access point

266 F. Grabowski et al.



connecting new users e.g. by roaming is greatest. On the other hand, a classic
Poisson distribution is characteristic for structure such as the road network. In such
structure, there are very rare situations where the majority of connections would
pass through the same nodes.

Figure 7 shows the selected graph showing the number of attempts to associate
new customers with existing access points. Access points are divided into groups
depending on the currently supported number of active users. Obtained results
confirm that the behavior of WLAN’s users is part of a distribution corresponding
to the power law. Thus, this type of network should be treated as a free-scale
network.
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Fig. 6 The probability distribution of connecting to the node: a the distribution corresponding to
the power law; b the distribution corresponding to the power law in a double logarithmic scale

Fig. 7 The request association clients with access points
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Based on the above information it seems to be reasonable to use the algorithm of
modeling free-scale network for modeling WLANs. Our proposed algorithm is a
modification of the classical approach [15] and includes the following activities:

1. Initially, we create the relatively small number of nodes (corresponding APs)
m0.

2. We introduce another new node (representing a client) mi. Probability that the
new node (client) is connected with the i-th node (access point) depends on the
degree of node (ki):

P kið Þ ¼ ki=
X
j

kj: ð6Þ

3. We continue to add new nodes (clients), until requested quantities.

3 Bandwidth Reservation

Results presented in the paper confirm that local wireless networks are part of the
theory of complex systems. This information can be the basis for creating of, among
others, new algorithms of designing these networks, load balancing mechanisms in
traditional WLANs, mesh networks as well [16], and proposing new solutions to
ensure an adequate level of service (QoS).

As an example of such application, we propose a new approach to the man-
agement of available bandwidth within the individual access points. The capacity of
each node is closely related to the actual, available transmission band. Classical
solutions are either associated with a competition mode or guaranteed one. In the
first, each of the potential users must compete for access to the medium. However,
in the guaranteed mode there is a sequential query of each client and assign them
appropriate bandwidth. Both of these approaches, in the case of a large mobile user
migration (roaming) or a completely new appearance, are inefficient and conse-
quently may result in the termination of already existing communication sessions. A
kind of antidote are indirect mechanisms that statically reserve some bandwidth for
new or switched users with other access points [17].

Static resource reservation is not effective enough and in the case of the mis-
configuration can lead to degradation of connection quality. Therefore, more
complex mechanism should be introduced that will be corresponding to properties
of complex networks. Such a mechanism should use, among others, power law,
clustering and dynamic resource reservation (bandwidth reservation) on a given
transmission path. This solution would be beneficial from the point of video con-
ferences, broadcasts classical VoIP, online games view, etc.

The first element of this system is based on the power law in the context of
bandwidth reservation on the access point. Taking the power law into account,
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reserved band with Ci (on the i-th node) should be dependent on the probability of
connecting new customers to it at a given moment of time tj:

Ci tj
� ��P ki tj

� �� �
; ð7Þ

where: Ci tj
� ��Cmax

i . The limitation on the maximum value of Ci prevents the
entire resource reservation. However, such a situation would be beneficial in some
cases, for example, in the case of very high mobility of end users. This would
require additional research and analysis, which are not the subject of this article.

The above mechanism dynamically reserves bandwidth depending on proba-
bility appearance of new users in a given access point. This system does not classify
existing and potential users but all of them throws into one bag. In times of creating
of community and group profiles, this solution is not sufficient. Therefore, the next
step is the further improvement of communications processing through the use of
clustering groups based on free-scale networks features. Let define a set of groups
G ¼ gi; i 2 Nf g. Each group can be represented by members that communicate
together within the group chat, video conferencing, play the game. Therefore,
reserving bandwidth for the group should be introduced:

Cgi
i tj
� ��Pgi k

gi
i tj
� �� �

; ð8Þ

where: gi denotes i-th group. Thus, Cgi
i tj
� �

refers to the capacity for the group gi-th
on i-th node in the time tj.

Remember to introduce limitations on the maximum bandwidth for each group:

Cmax
i ¼ Ck

i ;C
d
i ;C

g1
i ; . . .;Cgn

i

� �
; ð9Þ

where: Ck
i represents the remaining available bandwidth on a given node that is not

participating in the dynamic reservation, Cd
i is associated with dynamic bandwidth

reservation for the other users not using the group reservation, Cg1
i ; . . .;Cgn

i means
the bandwidth reserved for individual groups.

The next step may be the bandwidth reservation on the whole transmission path
to ensure proper transmission parameters, for example videoconferences. However,
due to the scope of this publication and the complexity of such solution it should be
presented in a separate paper.

4 Conclusions

Analyzing the local wireless networks should move away from the reductionist
paradigm describing them as simple systems. Phenomena occurring in them clearly
indicate that they should be treated as complex systems.
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The problem of limited resources applies to all technical systems, and more. It
has particular importance in the case of wireless networks, where very often appears
a competition for access to bandwidth, interference, etc.

The results are just the beginning of work over the new algorithms bandwidth
allocation, traffic prioritization, load balancing, selection of alternative paths, or any
other kind of models for network traffic generated for WALN.
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Network Anomaly Detection Based
on the Statistical Self-similarity Factor

Paweł Dymora and Mirosław Mazurek

Abstract The actual network traffic is self-similar or long-range dependent.
Self-similarity analysis and anomaly detection in networks are interesting field of
research and scientific work of scientists around the world. Simulation studies have
demonstrated that the Hurst parameter estimation can be used to detect traffic
anomaly—the Hurst values are compared with confidence intervals of normal
values to detect anomaly in few kinds of traffic: TCP, UDP. The dramatic expansion
of applications on modern networks gives rise to a fundamental challenge to net-
work security. Therefore, it is important to reduce the burstiness for better network
performance, and thereby detect traffic anomalies.

1 Introduction

Statistical analysis of network traffic measurements shows a clear presence of the
fractal or self-similar properties in computer network [1, 2]. The statistical char-
acteristics of computer network traffic have been on interests to scientists for many
years, not least to obtain a better understanding of the factors that affect the per-
formance and scalability of large systems such as the Internet. Research on network
anomaly detection is very challenging and has started many years ago. Network
traffic is inherently fractal or long-range dependent (LRD). The normal network
behavior is used to detect network anomalies. That fact leads to question the extent
to which the results of these studies are applicable in practice. Is it possible to
diagnose network traffic and provide congestion risk. At the time being, there is
mounting evidence that LRD is of fundamental importance for a number of engi-
neering problems, such as traffic measurements [3, 4] and queuing behavior [5].
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The similar processes have been observed and analyzed in a number of other areas
like, for instance hydrology, economics, biophysics. A self-similar phenomenon
represents a process displaying structural similarities across a wide range of scales
of a specific dimension. Recent measurements of network traffic have shown that
traffic exhibits variability at a wide range of scales.

The reference structure is repeating itself over a wide range of scales of diverse
dimensions (geometrical, statistical or temporal), and the statistics of the process do not
change with the time. In reality, the simple systems don’t exist. In the case of real,
complex systems, in contradiction to the simple systems, one can indicate the fol-
lowing features of processes: thermodynamic non-equilibrium, heterogeneous topol-
ogies, small-worlds phenomenon, long-range dependencies, bursty and self-similar
traffic, scale-free (power law) distributions, packet switching, structure hierarchy,
percolation, clustering, self-organization, parameters degradation and collapse [2, 6].

The approaches used to address the anomaly detection problem are dependent on
the nature of collected data. Network data can be obtained at multiple levels of
granularity such as end-user-based or network-based. End-user-based data contains
information which characterize the end application (refers to the transmission
control protocol TCP and user datagram protocol UDP). Network-based data
describe the functioning of the network devices and includes information gathered
from network equipment’s (routers, switches). Traffic counts obtained from both
types of data can be used to generate time series to which statistical signal pro-
cessing techniques can be applied. Statistical data analysis makes it possible to
quantify network behavior and, therefore, describe network anomalies [7].

2 Self-similarity Statistical Factor

Self-similarity and fractals are notions pioneered by Benoit B. Mandelbrot. Self-
similarity can be associated with “fractals”, which are objects with unchanged
appearances over different scales. Estimating the Hurst exponent for a data set
provides a measure of whether the data is a pure white noise random process or has
underlying trends. Brownian walks can be generated from a defined Hurst expo-
nent. If the Hurst exponent is 0.5 < H < 1.0, the random process will be a long
memory process. Data sets like this are sometimes referred to as fractional
Brownian motion. Fractional Brownian motion can be generated by a variety of
methods, including spectral synthesis using either the Fourier transform or the
wavelet transform. In the case of statistical fractals it is the probability density that
repeats itself on every scale. On the other hand a dynamical fractal is generated by a
low-dimensional dynamical system with chaotic solutions. Self-similarity means
network traffic displays shape similarity in a very wide time scale. Hurst parameter
(abbreviated as H) is an important index to measure the similarity which is often
used in traffic congestion control and access control. Therefore, to estimate Hurst
parameter accurately and rapidly has significance in network management and
control.
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A self-similar time series has the property that when aggregated (leading to a
shorter time series in which each point is the sum of multiple original points) the
new series have the same autocorrelation function as the original.

That is, given a stationary time series X = (Xt; t = 0, 1, 2…), we define the m-

aggregated series x mð Þ ¼ x mð Þ
k : k ¼ 1; 2; 3; . . .

� �
by summing the original series

X over no overlapping blocks of size m. Then if X is self-similar, it has the same
autocorrelation function r kð Þ ¼ R xt � lð Þ xtþk � lð Þ½ � as the series X(m) for all
m. This means that the series is self-similar: the distribution of the aggregated series
is the same (except changes in scale) as that of the original [2, 4].

A process with long-range dependence has an autocorrelation function
r kð Þ� k�b as k ! 1 where 0 < β < 1. Thus the autocorrelation function of such a
process decays hyperbolically (as compared to the exponential decay exhibited by
traditional traffic models). Hyperbolic decay is much slower than exponential
decay, and since β < 1, the sum of tile autocorrelation values of such a series
approaches infinity. This has a number of implications. First, the variance of
n samples from such a series does not decrease as a function of n (as predicted by
basic statistics for uncorrelated datasets) but rather by the value n−β. Second, the
power spectrum of such a series is hyperbolic, rising to infinity at frequency zero-
reflecting the “infinite” influence of long-range dependence in the data.

The main advantage of using models of self-similar patterns of the time series is
that the degree of self-similarity of the series is expressed by only one parameter.
The parameter expresses the speed of decay series autocorrelation function. The
fractal dimension is directly related to the Hurst exponent for a statistically self-
similar data set. A small Hurst exponent has a higher fractal dimension and a
rougher surface. A larger Hurst exponent has a smaller fractional dimension and a
smoother surface (Fig. 1). For historical reasons, the parameter used is the Hurst

Fig. 1 Fractional Brownian
Motion and the Hurst
exponent [8]
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parameter H = 1–β/2. For self-similar series, 1/2 < H < 1. As H → 1 the degree of
self-similarity increases. Thus, the main criterion for a series of self-similarity
reduces the question of whether H is significantly different from the 1/2.

There are many ways determine the variance. We can use the variance-time plot,
relies on the slowly decaying variance of a self-similar series. The variance of X
(m) is plotted against m on a log-log plot; a straight line with slope (β) greater than
−1 is indicative of self-similarity, and the parameter H is given by H = 1−β/2. We
can use R/S method. The R/S plot, uses the fact that for a self-similar dataset, the
rescaled range or R/S statistic grows according to a power law with exponent H as a
function of the number of points included (n). Thus the plot of R/S against n on
a log-log scale has a slope which is an estimation of H. The last approach, the
periodogram method, uses the slope of the power spectrum of the series as fre-
quency approaches zero. On a log-log plot the periodogram slope is a straight line
with slope β−1 = 1–2H close to the origin [9].

These methods are not resistant to faulty assumptions (such as non-stationarity in
the dataset) and they do not provide confidence intervals. The fourth method, called
the Whittle estimator does provide a confidence interval, but has the drawback that
the form of the underlying stochastic process must be supplied.

3 Network Architecture and Subject of Analysis

The scope of this paper is to describe the problem of IP network anomaly detection
in a single administrative domain, in a private computer network (small company).
The collected data were the result of the normal operation of programming during
the work hours. The company has an 8 h working time in two hourly intervals from
7:00 to 15:00 and from 9:00 to 17:00. It is possible that employees remained after
hours. At night, all computers should be turned off, but this is not strictly adhered
to. Table 1 shows the detailed network traffic parameters.

The network uses 19 computers and network devices. All the computers were
located in the same subnet and were connected via a switch to one of the server
ports. The Server was connected to the Internet through a router. The analyzed
network topology was shown in Fig. 2.

Table 1 Network traffic
parameters

Background traffic One working day

Start time 7:00 am

Duration 24 h

Working time 10 h

Free time 14 h
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To collect the data we used one of the sniffer programs to capture packets—
Wireshark (Fig. 3). This program can save the movement from the level of the data
link layer [2]. Captured traffic samples contain information such as the location of
the file, its size, format, type of encapsulation and packet size limit, time of the first
packet that is the start time of the test procedure and its completion, the total length

INTERNET

195.205.118.139/25192.168.1.0/24

192.168.1.xxx/25

195.205.118.129/25

Fig. 2 Analyzed network architecture model

Fig. 3 The sample packets flow in Wireshark sniffer
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of the work. In addition, provides information about the number and type of
packets. Through 24 h the analyzed network recorded 7 818 848 packets, the
average speed was 90.447 packet per second.

4 Framework of Network Traffic Anomaly Detection

The scheme of network traffic anomaly detection based on self-similarity may
consist of few modules. We suggest scheme based four modules: traffic collection,
statistical analysis, Hurst factor estimation and anomaly detection (Fig. 4).

In order to reduce the impact on normal use of network, when collecting LAN
traffic, traffic on router is mirrored to traffic collection server. Packets received from
router are processed. We can extract some traffic metrics like number of packets, the
total length of the packet. The study aimed to observe network traffic and to
determine whether there are long-term dependencies in the all network working
time and above-hour intervals. In order to carry out the work of all captured packets
we isolated ones that had the greatest impact on the network. They were divided in
the terms of services and protocols on five main groups:

• Web—HTTP;
• E-mail—POP3, IMAP, SMTP;
• SSL;
• Unknown—IPSec, DG Gryphon;
• ICMP;
• IPv6.

Traffic collection

Orginal traffic

HTTP

Email
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Unknown

ICMP

IPv6
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Fig. 4 Network traffic anomaly detection scheme
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Next Hurst values of selected traffic metrics are calculated. The values can be
used to detect traffic anomaly. The current calculated Hurst value is compared to
normal traffic model. If the value deviates from normal model, current traffic is
thought to be anomalous and normal otherwise. The assumption is that the Hurst
parameter will remain relatively stable.

5 Anomaly Traffic Detection

Network anomalies typically refer to circumstances when network operations
deviate from normal network behavior. Network anomalies can rise due to various
causes such as network overload, failure network devices, distributed denial of
service attacks (DDoS), network intrusions, SYN floods, etc. These anomalous
events will disturb the normal behavior of analyzed network [3, 10].

In this paper we propose to identify self-similarity anomalies based on the multi-
time scaling nature and heavy-tailed distribution. Multi-time scaling nature means
that the time series X and its time scaled version x(m), after normalizing must follow
the same distribution. The self-similar process also obeys the heavy-tailed distri-
bution, under which it exhibits extreme variability. In the other word, a heavy-tailed
distribution gives rise to very large values with a distribution results in content of
the values being small but with a few samples having very large values [7, 9]. We
note that each data set in the self-similar aggregated traffic appears to have different
burstiness characteristics. Under normal circumstances network traffic shows daily
pattern. To reduce the impact on Hurst estimation caused by periodicity of network
traffic whole time series is divided into 24 data sets. For each data set, the histogram
of 24 equivalent time bins is computed. For each group number of packets, the total
length of the packet and the average packet length in hourly intervals was calcu-
lated. There were also the largest and the smallest size packet. The next step was to
calculate the Hurst factor by earlier estimation of β using the method of Benoit and
Power Spectrum.

In practice, firstly a day of normal traffic is collected and traffic metrics men-
tioned before are extracted. When starting real time detection, the calculated Hurst
factor is compared to normal traffic model for each metrics.

Exemplary power-spectrum density for the selected metrics at the same time
operation of the network (14:00–5:00) shown in Figs. 5, 6, 7, 8, 9, and 10.

6 Results of Investigations

In the following analysis, we collected a real trace from the private network with
duration of 24 h. The remaining flows during network (company) working time are
treated as the “normal” traffic. First we studied the HTTP protocol. The HTTP is the
most commonly used protocol that supports the Internet. The data are used only
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Fig. 5 Power-spectrum
density of HTTP traffic for
hours 14:00–15:00

Fig. 6 Power-spectrum
density of email packets for
hours 14:00–15:00

Fig. 7 Power-spectrum
density of SSL protocol for
hours 14:00–15:00
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with TCP protocol and the default configuration uses port 80. Each object (e.g.
website, video, audio) downloaded from a Web server sends through a single
session.

Detailed test results for the HTTP protocol are shown in Table 2. The gray in the
table indicates the company’s work time. The average Hurst parameters estimation
of HTTP traffic were shown in Fig. 11.

An essential element of communication and business users is the e-mail. Mes-
sages that are send may use traffic spam. We send a text messages using standard
protocols (POP3 and SMTP) which does not significantly affect network traffic.

Fig. 8 Power-spectrum
density of Unknown traffic for
hours 14:00–15:00

Fig. 9 Power-spectrum
density of ICMP packets on
hours 14:00–15:00
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However, if the message contains a large attachment, sending and retrieving it may
have a significant impact on the operation of the entire network. We analyzed the
total traffic generated by the company’s employees within 24 h (Fig. 12). With the
analyzed samples of traffic packets we estimate the exchange of electronic mail
2.52 % of the total. In total, using protocols responsible for the correspondence sent
up to 878.44 MB. The largest increase occurred in the traffic business hours.

The average value of Hurst exponent for e-mail traffic is 0.799, with a maximum
value of 0.976 and 0.513 minimum. It can be seen that in the case of reducing the
flow in the network (for example, overnight) causes the large fluctuations of Hurst
exponent, which tends to a value of 0.5.

The third analyzed service is a Secure Sockets Layer (SSL). SSL technology was
originally developed by Netscape Communications to ensure the safety and privacy
on the Internet compiled session. Enters data stream encryption. In 1999 the
Transport Layer Security (TLS) standard was published, which provides security at
the transport layer and solves some of the problems SSL. It is used to encapsulate
higher-level applications traffic such as HTTP, Lightweight Directory Access
Protocol (LDAP), FTP, SMTP, POP3 and IMAP. It provides authentication and
integrity through certificates and digital signatures. Hourly detailed distribution
Hurst factor for SSL was shown in Fig. 13.

For SSL average Hurst exponent is 0.721. In the entire traffic range of the test it
oscillates in the range of 0.54–0.98. Analysis by Hurst exponent for the flow of
packets marked as unknown shows that this traffic does not shows a large variation.
Even in the event of fluctuations in the number of packet the results are very similar
in each hour. Its nature is self-similar, and the value audited Hurst exponent is in the
range of 0.5–0.7.

Programs for the analysis of traffic networks are not always able to recognize all
the protocols that exists in the captured files. Groups of such unrecognized packets
are described as unknown (Fig. 14). Typically, the data are send by the programs

Fig. 10 Power-spectrum
density of IPv6 traffic for
hours 14:00–15:00
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Table 2 Simulation of the http services

Time
clock

Number of
packets

The total length of the packets [b] β H

7:00–8:00 108370 133943057 −0.575 0.7875

8:00–9:00 100086 121579982 −0.559 0.7795

10:00–11:00 123748 154772543 −0.532 0.766

11:00–12:00 99778 121724775 −0.523 0.7615

12:00–13:00 83546 98390225 −0.593 0.7965

13:00–14:00 78579 41128195 −0.573 0.7865

14:00–15:00 187423 249432486 −0.548 0.774

15:00–16:00 48763 53698411 −0.633 0.8165

16:00–17:00 17940 21589341 −0.743 0.8715

17:00–18:00 6064 3951190 −0.164 0.582

18:00–19:00 8211 6451138 −0.596 0.798

19:00–20:00 10754 9900788 −0.576 0.788

20:00–21:00 17989 18185640 −0.609 0.8045

21:00–22:00 11229 8600740 −0.577 0.7885

22:00–23:00 5430 3136815 −0.327 0.6635

23:00–00:00 4958 3100426 −0.247 0.6235

00:00–1:00 4982 3131088 −0.287 0.6435

1:00–2:00 4933 3086660 −0.178 0.589

2:00–3:00 4990 3151512 −0.021 0.5105

3:00–4:00 4855 2974499 −0.084 0.542

4:00–5:00 4865 3017560 −0.046 0.523

5:00–6:00 21652 27088116 −0.747 0.8735

6:00–7:00 33960 41251848 −0.741 0.8705
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that have their copyrights protocols recognized as unknown. But they can also be
sent by recognized data protocols, but the port numbers must be changed. In the
case of an enterprise network tests packets marked as unknown are the largest share
of traffic which is 51.2 % and 17.88 GB of data sent within 24 h.

ICMP test shows high volatility exponent H, in spite of a large number of
packets and their length. The average value of Hurst exponent is 0.595 and has a
ratio of 0.5–1 (Fig. 15).
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The last analyzed protocol was IPv6. Studies have shown that a new version of
the Internet protocol is very good in a LAN environment. Even in the case of large
fluctuations in the number of packets, the Hurst exponent does not change much
and is stable (Fig. 16).

The analysis for IPv6 traffic presents the calculated value of the Hurst exponent
at the level of 0.665 and shows a self-similar nature to the degree of self-similarity
in the range of 0.5–1.
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The obtained results of this experiment show that in contradiction to so far
existing belief the traffic can have a self-similar nature. As it can be seen such a
property is well visible. Power spectral density can be used not only for proposal of
analytical model but also to confirm the validity of proposed model basing on
experiment. We compare the Hurst factor estimation of each data set with the Hurst
factor of the normal reference model (HT, HW—Table 3).

The analysis of selected protocols shows that network traffic is self-similar. The
degree of self-similarity Hurst exponent is specified by the range 0.5–1. The shorter
the average length of packet including Hurst exponent tends to 0.5 (white noise).

Any deviation from the mean value demonstrates some anomalies in the oper-
ation of the network (equipment failure, collisions) or anomalies in the behavior of
users who are responsible for the generation of network traffic (absence of
employees, slowness of employees, purposefully running services at night, etc.).
The bottom line of the analysis is the value of allowable deviations from the
reference value. In this paper we assume a single acceptable percentages, as shown
in Table 4.
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Fig. 16 Hourly detailed distribution of Hurst factor for IPv6 protocol

Table 3 The average values of selected metrics of Network traffic

Traffic metric The average Hurst value

HTTP Email SSL IPsec ICMP IPv6

Total HT 0.729 0.799 0.721 0.577 0.595 0.665

Network busy time HW 0.791 0.849 0.826 0.589 0.603 0.712

Free time HF 0.686 0.764 0.646 0.567 0.590 0.631
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The table shows the deviation of the total value and the value in working hours.
As we can see in operation time (7:00–18:00) the deviations are of the order of
5–8 %, while outside working hours significantly increased. It can be seen as an
anomaly in the operation of the network, but on the other hand the situation is
normal because nobody is working after 18:00. Anomaly are increasing factor H
during the night, where the network should not work. This may indicate a network
intrusion attempts, or other hazards. Aberrance for other traffic metrics are shown in
Table 5.

Percentage changes in the Hurst parameter in relation to the reference values in
the range of 24 h is shown in Fig. 17.

Examination of the results shows high degree of H parameter stability during
operation of the company. Approximately at 10 am we can see a significant increase
in the metric labeled Unknown. This can be data sent by well-known protocols, but
with changed by the administrator port numbers.

Table 4 Detailed analysis of variation for HTTP protocol

Hour HTTP

H HT –H % HT HW –H % HW

1 0.589 0.140 19.20 0.202 27.71

2 0.511 0.219 29.97 0.281 38.48

3 0.542 0.187 25.65 0.249 34.16

4 0.523 0.206 28.26 0.268 36.76

5 0.874 −0.145 19.82 −0.083 11.32

6 0.871 −0.142 19.41 −0.080 10.91

7 0.788 −0.059 8.02 0.004 0.48

8 0.780 −0.051 6.93 0.012 1.58

9 0.766 −0.037 5.01 0.026 3.50

10 0.766 −0.037 5.08 0.025 3.43

11 0.762 −0.033 4.46 0.030 4.05

12 0.797 −0.068 9.26 −0.005 0.75

13 0.787 −0.058 7.89 0.005 0.62

14 0.774 −0.045 6.17 0.017 2.33

15 0.817 −0.088 12.00 −0.026 3.50

16 0.872 −0.143 19.55 −0.081 11.04

17 0.582 0.147 20.16 0.209 28.67

18 0.798 −0.069 9.47 −0.007 0.96

19 0.788 −0.059 8.09 0.003 0.41

20 0.805 −0.076 10.36 −0.014 1.85

21 0.789 −0.060 8.16 0.003 0.34

22 0.664 0.066 8.98 0.128 17.49

23 0.624 0.106 14.47 0.168 22.98

24 0.644 0.086 11.73 0.148 20.23
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Table 5 Variation for selected traffic metrics

Hours Email Unknown ICMP

% HT % HW % HT % HW % HT % HW

1 18.15 11.89 10.49 12.56 0.84 2.18

2 18.65 12.39 1.56 3.64 4.29 5.63

3 11.64 17.90 11.27 13.34 4.03 5.38

4 29.47 35.73 1.56 0.52 0.25 1.09

5 12.02 5.76 5.57 7.65 2.86 4.20

6 7.01 0.75 1.30 0.78 9.92 8.57

7 5.57 0.69 2.34 0.26 6.55 7.90

8 7.20 0.94 4.59 6.67 21.93 20.59

9 6.70 0.44 3.12 5.20 6.05 4.71

10 2.94 3.32 18.46 16.38 2.02 3.36

11 10.45 4.19 8.06 5.98 5.29 6.64

12 7.45 1.19 3.99 1.91 9.75 8.40

13 11.01 4.76 6.85 4.77 4.20 5.55

14 8.89 2.63 6.61 8.69 3.53 4.87

15 4.07 2.19 2.43 0.35 3.87 2.52

16 2.07 8.32 5.49 7.57 6.81 8.15

17 15.08 21.34 0.69 2.77 5.63 6.97

18 22.15 15.89 4.82 6.90 4.96 6.30

19 21.84 28.10 4.90 6.98 5.63 6.97

20 2.75 3.50 9.97 7.89 8.07 6.72

21 35.79 42.05 5.81 3.73 3.03 4.37

22 25.34 37.36 3.29 1.21 7.14 8.49

23 17.40 38.74 3.38 5.46 5.04 3.70

24 20.34 68.71 3.38 5.46 2.52 1.18
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Fig. 17 Percentage changes of the Hurst factor in 24 h period for selected services
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7 Conclusion

The objective of presented research was to investigate the potential of using effi-
cient classifier based on approximation function to estimate the Hurst parameter for
network traffic self-similarity measurements. The results confirmed that the ana-
lyzed traffic has a self-similar nature to the degree of self-similarity in the range of
0.5–1 and can be used to detect the anomaly-behaved traffic efficiently. The
parameter H is larger when network utilization is higher. The degree of self-simi-
larity is dependent of the volume of traffic and the type of service. In the case of
minor traffic approaching the value of the exponent equal to 0.5 (white noise), is
characterized by the complete randomness and lack of correlation between packets.
By improving the capability of predicting impending network failures, it is possible
to reduce network downtime and increase network reliability. The results of ana-
lytical considerations and experiment shows that self-similarity factor can be suc-
cessfully used in the computer network traffic analysis, and eventually lead to more
efficient methods for both failure and intrusion detection.

The future work is to define some parameters for differentiate abnormal com-
munities from normal communities. In addition, we simulate some specific types of
network anomalies in a laboratory environment and trace them.
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Analysis of Static Characteristics
of a Switched Reluctance Motor

B. Jankowski, D. Kapelski, M. Karbowiak, M. Przybylski
and B. Ślusarek

Abstract Operating parameters of electric motors depend on a type of a magnetic
circuit. In this paper, we consider an influence of the type of magnetic circuit on
static parameters of switched reluctance motor with power of 450 W. In the
research we considered constructions of magnetic circuits made respectively of
laminated steel, Fe-based composite and mixed structures. A static electromagnetic
torque as function of an angular position of a rotor has been computed based on a
finite element method. Experimental measurements have been conducted in order to
confirm the result of computations.

1 Introduction

Switched Reluctance Motor (SRM), in recent years, are increasingly used in a broad
range of applications because of its features. Among many advantages of the SRM
should be mentioned, first of all, a robust construction, a low cost in mass pro-
duction, reduced maintenance requirements, fault tolerance, a high efficiency and a
large torque output over very wide speed range. Furthermore these motors do not
need permanent magnets with high price.
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Switched reluctance motors are more likely to be used in electric and hybrid-
electric vehicles [1, 2]. They are also applied in Neptune washing machines pro-
duced by Maytag company.

The expanding interest in the introduction of Fe-based composite materials, also
called the Soft Magnetic Composite (SMC), in electrical devices, such as electrical
motors, is in obvious ways connected with their properties. The principle feature of
these materials is that iron particles are insulated by a thin organic or inorganic
coating. SMC offers several advantages over laminated steel sheet, e.g. isotropic
magnetic properties, the opportunity to tailor their physical properties, very low
eddy current loss, relatively high resistivity, high magnetic permeability [3].

Fe-based composite materials are used in the manufacture of electrical devices
owing to their physical properties. The most common use of these materials is in
various electrical motors, e.g. a high speed permanent magnet motor [4], a syn-
chronous motor [5], an axial-flux permanent magnet synchronous motor [6], a claw
pole permanent magnet motor [7]. Furthermore, soft magnetic composites were
used in an electromagnetic actuator [8].

An application of soft magnetic composites in switched reluctance motors can be
found in scientific literature [9]. Authors in work ([10] in Polish) reported com-
parison of two motors in which the magnetic circuit have been made of the classical
laminated silicon steel sheet and Fe-based composite materials. Results confirmed
that it is possible to manufacture these kind of motors from magnetic composites.
Moreover, it has been presented that the motor made of magnetic composite has a
higher efficient compared to the motor with laminated core, especially at high
frequencies of magnetic flux in the motor’s magnetic circuit. Nonetheless, it seems
that it is necessary to undertake further work in order to describe differences and to
determine limits of motors.

2 Soft Magnetic Composites

Soft Magnetic Composite (SMC) consist generally of ferromagnetic particles dis-
tributed in a matrix of binding agent. Metal powder is produced by atomization
techniques; a stream of molten metal is atomized by inert gas or water under high
pressure, leading to formation of fine liquid metal droplets which then solidify
resulting in fine powder particles. The nature of impact media determines shape of
powder particles. Particles of iron powder called Somaloy produced by Swedish
company Höganäs for soft magnetic composites are covered chemically by thin
inorganic insulation layer-phosphate glass with a thickness of a few nanometers.

Magnetic composites are prepared by compression molding technique; a die is
filled with magnetic powder and it is compacted. Then the ‘green compact’ is cured
in a furnace at melting temperature of binding agent. In the case of compression
molding techniques frequently an air atmosphere is used during the curing.
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Figure 1 shows magnetization curves of composites made of Somaloy 700 and
Somaloy 700 HR (high resistivity) powders manufactured and measured in Tele
and Radio Research Institute.

3 Field Model of Switched Reluctance Motor

The structure of the considered motor is shown in Fig. 2. The stator and rotor have
respectively 12 and 8 poles. The three-phase concentrated winding has been
applied. Each phase consists four coils. Configurations of magnetic circuits of
motors and windings are presented in Table 1.

In the paper field models of SRM have been elaborated in FEMM 4.2 software
environment. Elaborated models allows us to compute steady state operation. The
model is based on the Eq. (1)

r� 1
lðBÞr � A

� �
¼ J ð1Þ

where: μ(B) is the magnetic permeability depended on magnetic induction B, A is
magnetic vector potential, J is the current density in windings of a SRM motor.
Electromagnetic torque was calculated by an usage of the function torque via
weighted stress tensor.

Fig. 1 Magnetization curves
of Somaloy 700 and Somaloy
700 HR
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4 Experimental Details

This article deals with comparison of measurements of SRM motor with different
magnetic circuits. As a motor it was chosen switched reluctance motor produced by
Emerson Electric Company model H55BMBJL.

Laboratory test include following models of motors with a different
configuration:

(a) stator and rotor made of the Fe-based composite material,
(b) stator and rotor made of the laminated silicon steel sheet,
(c) stator made of the Fe-based composite material and rotor made of the lami-

nated silicon steel sheet,
(d) stator made of the laminated silicon steel sheet and rotor made of the Fe-based

composite material.

The stator and rotor made of the laminated silicon steel sheet come from a
commercially available motor H55BMBJL with power of 450 W and rotational
speed of 14,000 rpm. In turn, the stator and rotor made of the Fe-based composite
material have been manufactured in Tele and Radio Research Institute. Somaloy
700 and Somaloy 700 HR powders have been used to produce an intermediate

Fig. 2 The structure of switched reluctance motor
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product (cylindrical parts and ring segments). Components of motor with given
shape have been obtained using an electrical discharge machining (EDS) and a
traditional machining. Then, components of motor have been glued using two-
component epoxy adhesive Araldite 2014-1 from Huntsman brand.

Basic parameters of the switched reluctance motor are summarized in Table 1,
whereas, the stator and rotor made of soft magnetic composites are presented in
Fig. 3.

The programmable DC supply to restrict currents in the motor windings has been
used to produce electromagnetic torque. Torque characteristics have been con-
ducted for 1-phase control mode (ia ≠ 0, ib = 0, ic = 0) and different values of
current ia.

Static torque has been measured using torque sensor MT-3Nm. The AC motor
with gearbox generates the rotational speed of 0.8 rpm. The measured data has been
transferred to PC using a data acquisition system MW 2006—3 s. Torque sensor and
data acquisition system were produced by Pracowania Elektroniki—R. Pomianowski
Company.

Table 1 Parameter of motors and their kinds of stators and rotors

Outer stator’s diameter 140 mm

Inner stator’s diameter 83.5 mm

Outer rotor’s diameter 83 mm

Back iron thickness 13 mm

Length of the air gap 0.25 mm

Axial length of magnetic circuit 46.6 mm

Number of phases 3

Number of stator poles 12

Number of rotor poles 8

Stator’s materials soft magnetic composite—Somaloy 700

Configuration of phases 4 coils in series

Number of turns of a coil 140

Diameter of copper wires 0.60 mm

Resistance of a phase 6.20 Ω

Rotor’s material soft magnetic composite—Somaloy 700 HR

Stator’s materials Non oriented electrotechnical steel

Configuration of phase 2 coils in series connected parallel to 2 coils in series

Number of turns of a coil 170

Diameter of copper wires 0.56 mm

Resistance of a phase 2.16 Ω

Rotor’s material Non oriented electrotechnical steel
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5 Results and Discussion

5.1 Comparison of Experimental Results with Computational
Simulations of Switched Reluctance Motor Made of Soft
Magnetic Composites

Figures 4, 5 and 6 show some results of simulations conducted for switched
reluctance motors with a magnetic circuit made of soft magnetic composites in
FEMM 4.2 software.

Figure 4 shows distribution of magnetic flux density in the motor at current in
phase A equal 1.7 A. Rotor and stator position is set to be 15° between them. In this
position a motor produces maximum electromagnetic torque which derive from
computations.

As it can be seen from map of magnetic induction (Fig. 4) in the motor in stator’s
core average induction is about only 60 mT whereas in stator’s pole induction about
200 mT at the time of maximum torque (angle between stator and rotor poles 15°).
Magnetic induction in rotor’s pole is about 150 mT for the same moment of time.
This situation can indicate that cross section of magnetic circuits are too large for
these inductions. However during rotation of rotor with nominal rotational speed
equal 14,000 revolutions/min frequency of stator’s currents is calculated from
Eq. (2)

Fig. 3 The stator and rotor of
the switched reluctance motor
made of soft magnetic
composites
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Fig. 4 Magnetic flux density in the motor at the current in phase A I = 1.7 A

Fig. 5 Distribution of
magnetic flux density in the
air gap of motor at the current
1.7 A, 1—poles of stator and
rotor displaced by an angle of
15°, 2—poles of stator and
rotor aligned
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fs ¼ xmech

2p
� Pr ð2Þ

where ωmech is angular speed of rotor, Pr is number of poles of a rotor.
Frequency of stator’s current is equal 1,867 Hz and frequency of magnetic flux

density in the stator is fflux = m·fs = 3·1,867 = 5,601 Hz (m-number of phases of the
motor). That’s why the magnetic core loss can be quite large because of frequency
of flux density.

During work of a motor it is assumed that the switched reluctance motor is
supplied by three phase system. Sequence of supplying currents is as following:
phase A for 1/3 of a current period, then phase B for 1/3 of a current period, then
phase C for 1/3 of a current period and again phase A and so on. Supply currents are

Fig. 6 Distribution of magnetic flux in the switched reluctance motor at the current in phase A
I = 1.7 A
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unipolar and always flow in the same direction. Figure 5 shows distribution of
magnetic flux density in the air gap at the current in phase A equal 1.7 A.

Figure 6 shows distribution of magnetic flux in the motor at the current of 1.7 A
in phase A.

Experimental and computational results are very similar in shape (Fig. 7). It is
confirmed by studies of the higher harmonic content (Fig. 8). Fundamental har-
monics have almost the same values, the difference between them is less than
3.5 %. In turn, the second harmonic for computation is almost three times higher
than this harmonic for experimental results.

Results in Table 2 also confirmed the concordance between measurements and
computations. Average and RMS electromagnetic torque are very similar. Visible
are only differences between maximum values of electromagnetic torque.

The electromagnetic torque waveform have been computed in order to determine
an influence of a relative magnetic permeability on their shape. Computations have
been conducted assuming a constant value of the magnetic permeability—linear
relationship between a magnetic flux density B and a magnetic field strength
H. Results of these computations are depicted in Fig. 9. Comparison is based on
harmonic analysis (Fig. 10). Obviously, with the increase in magnetic permeability
also increases the fundamental harmonic. Furthermore, second and fourth harmonic
increase significantly, at the same time, third harmonic decrease. With the increase
of the magnetic permeability the waveform of electromagnetic torque changes from
triangular to rectangular.

Fig. 7 Comparison of
measured and computed
waveform of electromagnetic
torque for currents equal: 1.0,
1.25 and 1.70 A
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5.2 Comparison of Experimental Results of Motors
with Different Structures

Comparison between laminated and powder magnetic circuits of motors were
conducted by assuming the same current linkages Θ. This assumption enables a
comparison of torques values and characteristics of switched reluctance motors with
different combinations of stator’s and rotor’s magnetic materials.

Fig. 8 Comparison of
measured and computed
higher harmonic distribution
of electromagnetic torque at
current 1.7 A

Table 2 Comparison of electromagnetic torque at different currents for SMC stator and SMC
rotor

I = 1 A I = 1.25 A I = 1.70 A

Maximum electromagnetic torque

Measured 0.335 0.511 0.944

Calculated 0.294 0.459 0.846

Average electromagnetic torque

Measured 0.162 0.250 0.450

Calculated 0.155 0.242 0.445

Root mean square electromagnetic torque

Measured 0.193 0.297 0.533

Calculated 0.183 0.287 0.522
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In the first part, the investigation focused on two configurations. First, under
consideration it has been the motor with magnetic circuits made entirely of the soft
magnetic composite (SMC /SMC). The second configuration under consideration
has been the motor with the stator made of the soft magnetic composites and rotor
made of the laminated silicon steel sheet (SMC /laminated steel).

Fig. 9 Computed waveform
of electromagnetic torque at
the Θ = 980 A for relative
magnetic permeability equal:
100…2,000

Fig. 10 Comparison of
harmonic contents of
electromagnetic torques at the
Θ = 980 A relative magnetic
permeability equal: 100…
2,000
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The electromagnetic torque generated by considered motors is very similar in
shape as shown in Fig. 11. Presented waveforms, measured at 1,700 mA, have
different root mean square (RMS) and average values. The construction made
entirely of the soft magnetic composites has the RMS value of the torque less about
4 % and the average less about 4.5 % than the mixed construction. In turn, the
difference between the maximum torque in both constructions does not exceed
value of 3 %.

Characteristics of root mean square (RMS) and average rectified values (AVG)
of electromagnetic torque for different configurations of motors is depicted in
Fig. 12.

In the second part of the investigation authors focused on two following con-
figuration: the motor with magnetic circuit made entirely of the laminated steel
(laminated steel /laminated steel) and the motor with the stator made of the lami-
nated steel and the rotor made of the soft magnetic composites (laminated steel /
SMC).

The electromagnetic torque generated by considered motors is very similar in
shape as is shown in Fig. 13. Presented waveforms, measured at 2,500 mA, have
different RMS and average values. The construction made entirely of laminated
steel has the RMS value of the torque about 1.4 % higher and the average higher
about 1.5 % than mixed construction.

Characteristics of root mean square (RMS) and average rectified values (AVG)
of electromagnetic torque for different configurations of motors is depicted in
Fig. 14.

The distribution of higher harmonics in waveforms of electromagnetic torque of
four motors is depicted in Fig. 15. Decisive contribution has following harmonics:

Fig. 11 Measured
characteristics of two
configurations of switched
reluctance motors at the
current in phase A I = 1.7 A
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1, 2, 3, 4, 7 and 8. In case of the motor with magnetic circuits made entirely of the
soft magnetic composite (SMC /SMC) are decisive, except the fundamental har-
monic, following harmonics: third and fourth. In the motor with magnetic circuits
made entirely of the laminated steel (laminated steel /laminated steel), the second
harmonic is decisive. In constructions with the stator made of the soft magnetic

Fig. 12 RMS and AVG
characteristics of torque as a
function of current linkages
for SMC stator and SMC and
laminated rotors

Fig. 13 Measured
characteristics of two
configurations of switched
reluctance motors at the
current in phase A I = 2.5 A
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composite visible is constant component of electromagnetic torque. The value of
these components is about 0.7 % of relative to the fundamental harmonic. Occur-
rence of this component is likely related to the practical realization of the magnetic
circuit.

Fig. 14 RMS and AVG
characteristics of torque as a
function of current linkages
for laminated stator and
laminated and SMC rotors

Fig. 15 Comparison of
harmonic contents of
electromagnetic torques at the
Θ = 980 A for all
configurations of magnetic
circuits
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6 Conclusion

The research showed that it is possible to build switched reluctance motors with soft
magnetic composite magnetic circuit.

The research also shows that soft magnetic composite material is not worse
magnetically in static measurements than laminated core. The switched reluctance
motor with a magnetic circuit made entirely of soft magnetic composites generates
the RMS torque of 0.53 Nm. The motor with the same dimensions but made of a
laminated steel generates the RMS torque of 0.48 Nm (assuming the same current
linkages). Laminations have better magnetic properties than iron soft magnetic
composites but their processing such as cutting, connecting in core significantly
decreases magnetic properties. That is why these two kinds of magnetic materials as
magnetic circuits are almost the same.

Experimental results and computational simulations showed that the magnetic
permeability of the magnetic circuits influences on the shape of electromagnetic
torque waveform.

It appears that it is possible to improve parameters of the switched reluctance
motor made of soft magnetic composites by applying the compaction in one step of
the magnetic circuit instead of gluing it with several elements. This will prevent the
occurrence of additional air gap in the magnetic circuit.
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Robust Integral Sliding Mode Tracking
Control of a Servo Drives with Reference
Trajectory Generator

Stefan Brock

Abstract In the paper robust control of speed and position of servo drives is
analysed. A modified approach to the design of a robust speed and position con-
troller is proposed, in which the trajectory of motion is invariant to load torque and
system parameter variations. The proposed controller structure consists of a refer-
ence trajectory generator and a sliding mode controller with output integrator,
operating with the reference model. Simple structure of reference signal generator is
based on discrete model of an ideal drive system with cascade control. The obtained
experimental results verify the proposed method and prove good quality of control.

1 Introduction

High dynamic performance of servomotor drives is required in modern automati-
cally controlled machines to achieve high quality and high productivity in industrial
applications. Robustness against parameter variation and load disturbances in
accurate trajectory tracking system is a prerequisite to fulfil these requirements. One
of the methods to achieve robustness is sliding mode control (SMC). However,
SMC creates some problems in practical applications due to chattering effects, such
as high frequency oscillation of motor torque, additional mechanical stresses and
noise during operation [1].

Many solutions have been proposed to circumvent the chattering problem. The
most common is the boundary layer method, which introduces a continuous
approximation of the switching characteristic. Also the replace of the saturation
function by a linear one, without a limiter, called continuous SMC, is reported. One
of the methods that ensures a significant reduction of chattering is based on the

S. Brock (&)
Institute of Control and Information Engineering, Poznan University
of Technology, Poznan, Poland
e-mail: Stefan.Brock@put.poznan.pl

© Springer International Publishing Switzerland 2015
L. Gołębiowski and D. Mazur (eds.), Analysis and Simulation of Electrical
and Computer Systems, Lecture Notes in Electrical Engineering 324,
DOI 10.1007/978-3-319-11248-0_23

305



introduction of an output integral block to SMC. The using of integrator leads to a
reduction of both the steady state error and the amplitude of high frequency
oscillations in the controller output signal [2]. Similar chattering reduction can be
obtained by introducing a first order low-pass output filter instead of an integrator.

In industrial robots and machine tools it is desired that their speed and accel-
eration are constrained in certain values for safety, while they should work as fast as
possible from the point of working efficiency. Furthermore, from restrictions on
hardware, especially maximal current limit, drives cannot speed-up faster than
certain acceleration. If step reference is given for such actual systems, high dynamic
controller, which gives good performance in some senses, cannot be used for the
systems because of safety. The step signal is an unachievable trajectory, therefore,
wind-up and overshoot may occur, furthermore, the system becomes unstable in the
worst cases [3–5].

A generation of the optimal trajectory for any reference signal is difficult. The
minimum time motion of a servo drive along specified path was extensively studied
by many researchers. Typical the task can be reduces into calculating the maximum
and minimum acceleration along the trajectory in each step, and to find the
switching points. Recently developed methods made it possible to compute the
maximum and minimum acceleration on-line, but switching points needs off-line
computation. This paper presents the original reference signal generator, working
on-line, without pre-calculation.

2 Reference Signal Generator

In the paper, a tracking control system of a servo drive shown in Fig. 1 is analyzed.
In such a system, a step change of position set values (θset) can be applied to its
input. The response to such an input function should be the drive motion of ape-
riodic character (without overshoot) with a limited value of acceleration and its
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Fig. 1 Block diagram of
tracking control system
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derivative (jerk) and without the steady state control error. While designing motion
trajectories one needs to take into account the existing and introduced limitations as
well as the expected range of parameter and load torque variation. This is usually
solved by applying a reference signal generator, which produces more or less ideal
reference trajectories. The control system must follow the references.

A typical one-axis reference trajectory generator set is shown in Fig. 2. Based on
the initial values of position, velocity and acceleration, and given set position
switching times for each interval are determined. This part of the calculation is
carried out on demand, when it is read the position setpoint change. During motion,
on the basis of look up table a reference jerk is determined on-line. The jerk signal
is integrated three times, and thus are calculated the reference acceleration, the
reference speed and the reference position. Determined reference signals do not
exceed the taken limits value. In this way, as quickly as possible the desired
position is reached. The disadvantage of this method is the need of the calculation
before the move.

The structure of the proposed reference signal generator is presented in Fig. 3. In
this generator the discrete model of an ideal drive system with cascade control was
used, calculated every sampling time τs. Drive model consists of a cascade of two
digital integrators forming part of the mechanical model and the model of a closed
torque (or motor current) control loop. Model of a closed–loop torque control is
replaced with an appropriate delay block with sd ¼ k � ss, where τd is a total delay
time in drive control system. Model of the controllers consists of integrating
acceleration controller, proportional speed controller and non-linear static position
controller.

The first step in the procedure for selection of the reference signal generator
parameters is to determine the cutoff frequency fs for acceleration control loop.
Based on the stability criterion

fs\
1

4 � sd ; ð1Þ

but in order not to excite mechanical vibrations in the drive frequency can be
reduced. In order to achieve accepted frequency fs parameter kε is defined as

+

refω
setθ Interwal
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maxω
maxε

s

1
s

1
maxϕ±

s

1

−

refε

refθ

Fig. 2 Block diagram of classical reference signal generator
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ke ¼ p � fs: ð2Þ

Gain speed controller kω was assumed as

kx ¼ fs � Jmin

2 � Jmax
; ð3Þ

where values Jmax and Jmin define the range of variability of the total moment of
inertia of the drive. Such gain selection ensures that the damping factor of speed
closed-loop is at least equal to

ffiffiffi
2

p
.

Master, non-linear position controller provides near-optimal trajectory, accord-
ing to the formula

x ¼ sgn hset � href
� � � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 � emax � hset � href
�� ��q

; ð4Þ

where emax is the limit of acceleration. For small values of the error hset � href
�� ��

characteristics (4) leads to a large gain value dx
�
dðhset � hrefÞ, therefore, it must be

replaced by a block proportional with gain kh:

x ¼ kh � hset � href
� �

: ð5Þ

Selecting the value

kh ¼ kx
4

ð6Þ

guarantee, that there will be no reference position overshoot.
Sample waveforms for the case of a slight step change of the desired position are

shown in the Fig. 4. Reference waveforms consists of six phases: increase of
acceleration with jerk limit (A), constant acceleration (B), continuous change of
acceleration to negative value (C), constant negative acceleration (D), time-optimal
braking (E) and finally exponential breaking (F) to avoid any overshoot. In case of
large desired position change the additional phase with constant speed will be
present.
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3 Integral Sliding Mode Controller

Classical sliding mode controller output is discontinuous in nature. Direct use of
such signal as reference torque will result in large torque chattering and may excite
high frequency mechanical resonance. In order to achieve smooth torque control an
integral block is introduced. The 2nd order integral sliding mode control approach
is used [6]. The starting point for the synthesis of the sliding controller is to define
the sliding surface. The proposed solution surface is specified in the position error
e relative to the reference value

e ¼ h� href ;

_e ¼ x� xref ;

e
:: ¼ e� eref :

ð7Þ

The generalized error σ on the sliding surface is equal to 0.

r ¼ e
:: þ 2 � k � _eþ k2 � e: ð8Þ

During the sliding motion generalized error σ disappears with a time constant
1/λ. The control signal υ is chosen so that the state vector to bring the switching
surface, and then keep it at the surface.

tSMC ¼ �Ks � sgnðrÞ;

sgnðrÞ ¼
�1 for r\0

0 for r ¼ 0

1 for r[ 1

8><
>: :

ð9Þ

Fig. 4 References signals:
top reference position, set
position and reference speed;
middle reference acceleration;
bottom gravitation torque
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Constant Ks is chosen so as to ensure stable operation the whole range of
variation of objects parameters. The output υSMC of the proposed sliding mode
controller is not reference current signal, but the first derivative of this current:

irefq ¼
Z t

0

tSMCdn: ð10Þ

In this configuration, the sliding mode controller with the output block inte-
grator, chattering phenomenon does not occur. Additionally, the function sgn() is
replaced by a continuous function sat() of the width Φ.

tSMC ¼� Ks � satðrÞ;

satðrÞ ¼ r=U for rj j\U

sgnðrÞ for rj j �U

�
:

ð11Þ

4 Laboratory Stand

Figure 5 presents the structure of the laboratory stand. The system consists of three
main parts: the motor with load construction, a PWM converter and the control
algorithm implemented in DSP. The data of the investigated drive are presented in
the Appendix. A set of metal plates fixed to the arm mounted on the motor shaft
enables us to vary the moment of inertia. The disc brake with four adjustable brake

Fig. 5 Block diagram of laboratory stand with and vector controlled PMSM direct drive
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pads is fixed to the motor shaft. This adjustable brake can be used to model dry
friction, typically for cutting processes [7].

The sampling time of the floating point DSP is set to 100 μs. An incremental
optical encoder tests the rotor position. The speed is calculated by differentiation of
rotor position with respect to time. It is very important to filter the speed signal
adequately, to exclude the mechanical resonance amplification. The digital biqua-
dratic multi-band filter was designed and tested [8].

Field-oriented control of currents in the axes d and q is performed by applying a
robust PI control algorithm. The closed current control loop is much faster than
mechanical dynamics.

5 Experimental Results

The research was carried in two phases: simulation and laboratory. Figure 6 pre-
sents the results of tests on an accurate simulation model. The reference trajectory,
as presented in Fig. 4 was applied. Three cases were tested: small load inertia,
middle load inertia with large load torque and big load inertia. The figure shows the
reference current and the difference between the reference trajectory and the real
signals. The dynamic position error is small then ±0.012 rad, and the dynamic speed
error is small then ±0.11 rad/s. Reference currents are within the acceptable range
±5.5 A. There is no chattering in reference current.
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Fig. 6 Simulation results for low, middle and high inertia. Top reference current in q-axis. Bottom
the tracking error of reference trajectory. a low inertia b middle inertia, active load torque c high
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In the second phase of the study tests were repeated in the laboratory. Collec-
tively the results are shown in Fig. 7. For technical reasons, only position error was
registered. Experimental studies confirmed the results of the simulation. The
tracking positioning error is less then ±40 mrad, the tracking speed error is less then
±70 mrad/s. The final position error in steady state is less than ±0.25 mrad. There
are small oscillations of the current (for the low inertia) due to incomplete sup-
pression of the elastic properties of the load. The oscillation are caused by finite
position sensor resolution (0.025 mrad).

6 Conclusions

A modified structure of the robust speed and position controller was proposed. This
structure is decomposed into a reference signal generator, based on model of cascade
control system and a sliding mode controller with output integrator.. The proposed
controller ensures good robustness. Filtering the output signal controller by integrator
block eliminates chattering phenomena. Simple structure allows easy implementa-
tion in real time system. Computer simulation and experimental studies verify the
validity of the approach and prove good quality of control for the proposed structure.
Further work makes it advisable to use a hybrid control structure that combines the
advantages of the sliding mode control and cascade control P–PI [9].

Fig. 7 Experimental results for low, middle and high inertia. Top reference current in q-axis.
Bottom the tracking error of reference trajectory
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Table 1 Data of investigated drive

Parameters of PMSM Unit Value

Minimum moment of inertia kg m2 0.75

Maximum moment of inertia kg m2 5.83

Torque constant Nm/A 17.5

Rated load torque Nm 50

Rated value of speed rev/s 2.41

Rated current in q axis A 2.85

Rated voltage V 310
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Dynamic Modeling of the Skin Effect
in Rotor Bars with Optimized Ladder
Networks

C. Schmülling and A. Conradi

Abstract Modelling of induction machines with deep-bar rotors requires precise
consideration of the skin effect. In search for an efficient method to be applied in
established transient models based on systems of differential equations, an approach
of defining a ladder network by means of optimization on the basis of steady-state
characteristics of the inductance and resistance of the rotor bar is presented and
compared to other approaches. Transient characteristics are investigated for a
representative set of signals and compared to finite-element simulations in order to
prove its applicability.

1 Introduction

Consideration of the skin effect in the rotor bars of induction machines within
mathematical models can be applied in a variety of ways. Basically most approaches
can be divided into two main steps, the determination of the frequency-depending
characteristics of the resistance and inductance of the rotor bars and subsequently the
implementation into machine models for the calculation of dynamic transients.

Most methods published so far start by solving the differential equation of
Ampère’s circuital law. Assuming sinusoidal currents and fields, for basic slot
geometries gives the well-known formulae first derived by Field [2]. A similar
approach [4] can be used in order to derive an electric network containing multiple
circuits for the rotor by applying a Taylor series approximation for solving.
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A method for the analytical calculation of more generally shaped bars can be
found in [3]. The rotor bar is therefore separated into several sections which are free
of skin effects. Both methods can be illustrated as ladder networks with sets of
constant resistances and inductances. The circuits obtained can subsequently also be
used in transient models as given in [5].

Still, the number of sub conductors used for dividing the slot is equivalent to the
number of additional circuits in the system of differential equations, and therefore
having a significant influence on the calculation time, especially for consideration
of high frequencies, as the height of the sub conductors is dependent on the skin
depth.

As for all methods presented so far the frequency dependency is only calculated
under the assumption of sinusoidal fields and currents, there have been approaches
[1] to include the simultaneous calculation of eddy currents in the system of dif-
ferential equations, so that for each rotor circuit there will be two additional
equations in the system of differential equations, but being able to account for
arbitrary current shapes.

Therefore a different method for setting up a ladder network to be used in
transient models is proposed by using an alternative approach, where the network
components are not directly linked to a particular sub conductor as the physical
approach in [3], but instead determined by using an optimization procedure to fit the
frequency-dependant characteristics of the bar resistance and inductance on a given
network structure, whereby the number of differential equations can be reduced
significantly.

As all methods except [1] are based on the assumption of sinusoidal currents it is
further important to show, that modeling the ladder network from precalculated
steady-state values also yields correct transients when used in dynamic models.

2 Mathematical Model

To take account of the skin effect in the rotor bars, a ladder network as shown in
Fig. 1 is used, giving a set of voltage equations

uðtÞ � ½1� ¼ ½R�½i� þ ½L� d
dt
½i� ð1Þ

Given known frequency-dependent characteristics R(f) and L(f), which can be
calculated by using FEA or one of the methods mentioned in Sect. 1, the network
components used in the resistance matrix R and the inductance matrix L of (1) can
be calculated by solving an optimization problem using the method of least squares:

min
~R;~L

XN
i¼1

Ri;ref � Ri

Ri;ref

� �2

þ xi
Li;ref � Li

Li;ref

� �2

ð2Þ
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For common deep bar shapes using between four to eight constant components (2–4
differential equations) in the ladder network gives good accordance between the
equivalent impedance Z fð Þ of the network and the given functions of R and L.

3 Results

In order to test the applicability of the method proposed, a number of typical
dynamic sequences which similarly occur in the transient operation of induction
machines has been simulated by using FEA and numerically solving the ODE-
system in (1), feeding both with the same dynamic voltage.

Figure 2 shows the bar current after switching on a voltage source producing a
50 Hz signal by using a carrier frequency of 1,000 Hz, thus simulating transient
inverter-fed operation. It can be seen, that using constant dc-values for R and L (red)
as well as ladder network parameters only optimized up to the fundamental fre-
quency of 50 Hz (pink) produce a visible deviation whereas the ladder network with
parameters optimized up to carrier frequency (blue) gives exact accordance with
FEA results (green).

Figure 3 shows a sudden switch from a voltage frequency of 4–50 Hz, which
similarly happens to the induced voltage in the rotor in the case of a three-pole short
circuit. Again, the results from FEA and the ladder network show no deviation,

Fig. 1 Ladder network with 2n components
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while using constant dc-parameters gives smaller currents due to neglecting the skin
effect and Xbar > Rbar, so that decrease in inductance dominates increase in resis-
tance on consideration of the skin effect.

As can be seen from the voltage switch-off shown in Fig. 4, it is not necessary to
determine the ladder network parameters in the range above the maximum fre-
quency occurring in the feeding voltage, as both optimization up to fundamental
frequency as well as to a frequency of 20 times fundamental frequency give
according results for the current answer to the step-function of the voltage, even
though the time constant was chosen particularly small (deep and thin bar) in order
to stress the influence of high frequencies within the exponential decay.

4 Conclusion

Consideration of the skin effect in deep bar rotors of induction machines can be
applied in transient machine models based on a system of differential equations by
adding additional rotor circuits with constant parameters.
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It has been shown, that determination of the parameters by using the assumption
of sinusoidal currents gives the same results as transient simulation with FEA. Still,
using the model for inverter-fed operation, the optimization used to calculate the
parameters of the ladder network with a given number of elements has to be
performed up to the carrier frequency in order to give good accordance.

Especially for machines of small power, usually having smaller rotor time-
constants, sudden switches in voltage as in the case of motor-startup (cf. Fig. 2) or
three-pole short circuit (cf. Fig. 3) will produce a considerable share of current
frequencies in the range above 50 Hz during the transients. Nevertheless, simulation
results clearly show that optimization up to the maximum frequency occurring in
the feeding voltage is sufficient for usage in dynamic models. This observation is of
particular importance as optimizing the ladder network over a larger spectrum
generally requires more additional circuits.

Another advantage of using optimization for the determination of the ladder
network parameters instead of the methods of [4] or [3] is the possibility of using a
smaller number of circuits, especially for high frequencies.

By covering these frequencies in the determination of the ladder network, the
method proposed can therefore equally replace the method proposed in [1], yet
using an approach simpler to be implemented and faster to be calculated on
numerically solving the system of differential equations as only one additional
equation is used for each rotor circuit instead of two.
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Using BALSA Environment
for the Asynchronous Microprocessor
Design

Dariusz Stachańczyk

Abstract The article discusses selected issues related to the design of complex
asynchronous systems. The asynchronous implementation of the complex elec-
tronic system can bring potentially several advantages over synchronous circuits
like low power consumption, less emission of electromagnetic noise and high
operation speed. In a practice however, such systems are not very popular because
of the limited choice of an efficient EDA tools supporting asynchronous circuits
design. The example of an EDA tool for asynchronous circuits design is the
BALSA environment that has been presented and discussed in this paper. This
environment was used to design the exemplary microprocessor with an asynchro-
nous architecture. The results and experience obtained during the experiments are
presented within this paper.

1 Introduction

The substantial complexity of the synthesis problem and limited selection of EDA
tools supporting asynchronous circuit design caused that for many years the vast
majority of electronic systems was realized in the synchronous form. However, in
the last few years there has been also increasing interest in the digital circuits
designed in an asynchronous form. This is due to the potential benefits deriving
from the use of asynchronous architecture, which typically are difficult or impos-
sible to achieve in the case of the synchronous system [1]. The most important
asynchronous circuit advantages are low power consumption, low emission of
electromagnetic noise and high operation speed. Therefore, despite an increased
design complexity, more and more research and design groups are interested in
asynchronous circuit design nowadays. The results obtained by both research
bodies and commercial design centers dealing with asynchronous circuits confirms
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the possibility of obtaining tangible benefits arising from the use of asynchronous
technology. The carried out research is focused mainly on the design of asyn-
chronous processors, that could have a performance equal or better then synchro-
nous equivalents and consume much less energy at the same time. The most
important, existing implementations of the different asynchronous processors are
discussed in [2]. Unfortunately, the limited availability of EDA tools that supports
the asynchronous systems design means that the implementation of such systems
requires extensive experience designers, and a considerable amount of time.
Additionally, to achieve desired results most of described asynchronous circuits had
to be designed almost manually, often at transistor level. Thus, despite the potential
advantages of asynchronous circuits, the complexity of their design significantly
reduces designers’ interest in systems of this type. This problem can be solved
through the introduction of widely acceptable and efficient hardware description
language and appropriate synthesis tools. Although there are already some tools
supporting asynchronous circuits design [2] available but in most cases these are
commercial tools with limited accessibility. Therefore, there is still a need for
affordable tools that would also allow individual engineers or small design centers
to design and research asynchronous electronic systems. The one of such tools is a
freely available BALSA environment developed by the APT research group at the
University of Manchester [3, 4].

2 BALSA Design Environment

The traditional design methods based on an asynchronous finite-state machine
graph describing the operating cycle of the entire system are quite inefficient for the
asynchronous circuits of high complexity. In a case of such circuits the whole
system is built rather from asynchronous components that exchange data with use
of a selected handshake protocol. The one of most popular solutions for handshake
data exchange is so-called bundled-data protocol that uses two additional lines
Request (Req) and Acknowledge (Ack) to synchronize data flow. The data flow
control system in such system is usually built with use of Muller C-element [1] that
controls the enable signal of latch registers storing output and input data of the
constituent functional blocks of the system (Fig. 1).

The necessity to implement additional mechanisms for controlling the data flow
between particular components of the system complicates the synthesis process and
a complete system is usually more complex than its synchronous counterpart.
However, designer creating a project in BALSA does not need to focus on the data
transfer details for the selected protocol, because the complete data flow is modeled
through abstract channels. The BALSA hardware description language and synthesis
tools allow designers to compile behavioral description of an asynchronous circuit to
a form of constituent system components that communicate using the selected
handshake protocol. During the design implementation the abstract communication
channels are converted to the corresponding logical structures depending of the
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selected data transfer protocol. BALSA environment supports three different data
exchange protocols: bundled-data, dual-rail and transmission using one-of-four
encoding. The compiled design can be verified within environment through
behavioral simulation and the estimated hardware resources use can be calculated.
During the last step of the asynchronous circuit implementation the Verilog netlist
for the selected technology is generated. This netlist can be then used to simulate a
design using any HDL simulator or to implement the circuit in a selected technology,
for example in a Xilinx FPGA or CPLD device.

3 Asynchronous Microprocessor

In order to verify the usefulness of the BALSA environment for asynchronous
circuit design it has been used to design a simplified microprocessor model. The
main goal of the experiment was to verify if BALSA can be used to introduce and
research the aspects of asynchronous circuits design for novice designers or uni-
versity students. The designed microprocessor, despite a number of simplifications,
had most of the characteristics of real processors that allowed testing the usefulness
of BALSA environment for more complex designs or research and education
purposes.

The architecture of the microprocessor (CPU) consists of a four 8-bit working
registers (R0–R3), 8-bit accumulator and zero and carry flags. To control a program
execution the 8-bit program counter and instruction register were also implemented.
The I/O interface has been also simplified and includes only lines necessary to
connect a read/write memory, which is used for program and user data storage.
There are an 8-bit wide data and address busses and a 1-bit read/write control line.
The data bus consists of a two separate 8-bit ports for data read and write. The part
of a balsa code describing a microprocessor I/O interface is presented in Fig. 2a.
The interface of asynchronous CPU seems to be simpler then interface of an

Fig. 1 The example of an asynchronous architecture using data transfer protocol with
handshaking [1]
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equivalent synchronous CPU written in Verilog (Fig. 2b). It should be however
noted that, for bundled-data protocol, after the implementation Req and Ack control
lines will be added for each I/O channel of asynchronous model. Additionally the
2-wire activate control signal will be also added to control operation of
microprocessor.

The complete balsa description of a microprocessor consists of several proce-
dures that define phases of the system operation. These procedures can be seen as
the equivalent of the “always@” blocks used in Verilog description but obviously
there are some differences between them. In a case of microprocessor “always@”
Verilog blocks describe usually the parallel working circuit components synchro-
nized by common system clock signal. The balsa procedures also describe the
functional hardware blocks but they are not event triggered and they can be invoked
sequentially or parallel. The order of procedures invocation depends on the operator
separating them within the main procedure describing the circuit. There are two
operators specific for a balsa language—the sequence operator (;) and the parallel
composition operator (||) [5]. The first one separates operations that have to be
invoked one after another while the second composes commands that can be per-
formed in parallel. An example of the use of sequence and parallel operators within
asynchronous CPU design is presented in Fig. 3. In the main loop of the CPU
description (Fig. 3a) the sequence operator is used to set the order of procedures
responsible for fetching data from memory (Fetch()), decoding and executing CPU
instructions (DecodeExecute()) and program counter incrementing (incPC()). The
Fig. 3b presents the use of parallel composition operator in data fetching procedure.
In this case the data transfers on different memory channels can be performed
simultaneously since they are then synchronized by appropriate sequence of the Req
and Ack signals.

The CPU instruction set comprises sixteen instructions for the data transfer,
typical arithmetic and logic operations as well as some instructions for program
execution control. The implementation of particular instructions is made in a similar

Fig. 2 The CPU interface described in balsa (a) and its synchronous equivalent described in
Verilog HDL (b)
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way as in a case of synchronous CPU described in Verilog. For example for
arithmetic and logic unit (ALU) operations the value of variable representing an
accumulator is modified accordingly to instruction code stored in the instruction
register (ireg variable). The exemplary code describing the ALU operations is
presented in Fig. 4.

To verify the designed CPU the inbuilt BALSA simulator was used. The
included libraries contain also simulation model of a memory that can be use to
create a top level architecture and to store a microprocessor program. Although the
simulator is quite simple it enables defining required input stimulus and generates a
detailed output file with the signals waveform. This allows verifying if the program
is executed correctly and the correct values are written to registers and interfaces.

Fig. 3 The CPU interface described in balsa (a) and its synchronous equivalent described in
Verilog HDL (b)

Fig. 4 The procedure describing the ALU operations
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When a more thorough verification is required then the generated by BALSA
compiler netlist can be used to simulate the design in any HDL simulator. In a case
of asynchronous CPU design the generated netlist was used to implement the
project in the Xilinx FPGA device and the results were compared to the results
obtained for the analogous synchronous microprocessor (Table 1).

Comparing the results it can be seen that for the implementation of an asyn-
chronous system twice more flip-flops and a few I/O blocks more were used. This is
due to the need to implement additional data buffers and the Req and Ack signals.
Attention should also be paid to significantly greater number of LUT resources
used, which results from the fact that the additional data flow control logic has to be
implemented in the asynchronous system. This additional logic uses a lot of con-
nected in cascade NOT gates to achieve the desired delays in request and
acknowledge lines. The Fig. 5 presents the example of the Req and Ack signals
implementation for the dataOut channel.

The circuit generated by BALSA for FPGA uses flip flops to store data while the
delayed by two NOT gates appropriate input Req signal is used as a latch clock. The
latch clock signal delayed through a further two gates is then passed on as an output
Ack signal. This NOT gate cascades have to ensure that data on register inputs will
be stable before Req signal will latch the data. Similarly, the Ack signal is delayed to
ensure that data have been before properly saved in the registers.

Since there is no clock signal in the asynchronous implementation it is hard to
compare the operation speed of both circuits using just data from implementation
report. For the objective assessment of the asynchronous circuit speed the further

Table 1 FPGA implementation results

CPU model Asynchronous Synchronous

Flip-Flops 163 74

LUT 526 174

I/O 36 27

Fig. 5 FPGA implementation of the asynchronous output data buffer
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simulation and signal delays analyse is required. However, it can be assumed that
the speed of the asynchronous CPU implemented in FPGA will be much lower due
to the delays on Req and Ack lines of the circuit.

4 Conclusion

Although the implementation of the electronic system in the asynchronous form can
bring potential benefits but it should be noted that most of these benefits applies
only ASICs implementations. The limitations of available EDA tools as well as the
limitations of programmable structure itself prevent effective implementation of
asynchronous circuit in CPLDs and FPGAs. Summarizing the experiments in the
BALSA environment and the results obtained during the CPU implementation it
can be seen that asynchronous circuits implemented in FPGA use more resources
and are slower than their synchronous counterparts. Of course, the lower operating
speed and the greater system complexity should not to be factors determining the
validity of the implementation of asynchronous circuits in the programmable
structures. It appears that, despite the increased complexity and a lower speed,
asynchronous circuits implemented in FPGA and CPLD should generate low EMI
noise and have low power consumption like in the ASICs case. Therefore, in the
further research the author will continue work on verification the potential advan-
tages of programmable structures use for the asynchronous circuits implementation.
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Random Dynamical Systems of the First
Order

J. Walczak and S. Mazurkiewicz

Abstract The article discusses the method of solving random differential equations
of the first order. Random factors cause that only some methods for solving sto-
chastic differential equations enable to obtain efficient results . In addition to the
differential equation (together with the initial condition) the output equation should
be given. If the output equation is not given, solution of the differential equations
are not useful from the viewpoint of the moments of the output process (as opposed
to stochastic differential equations in which the coefficients are not random vari-
ables). It was assumed that the coefficients are functions of two random variables
(A and B) and the force does not contain irregular processes (Winner processes,
white and colored noise). The considered equations describe electrical dynamical
systems of the first order. The expected value of response of the system, cross-
correlation function of the force process and response process and the correlation
function of the system response have been determined. It was considered RL series
circuit as an example of a solution the problem, where the response is the voltage at
the resistance. An example of the problem solution has been presented for a series
RL circuit assuming that the voltage across the resistor is the response of the
system.

1 Introduction

The article discusses the method of solving random differential equations of the first
order [1, 2]. The considered equations describe the first order dynamic electrical
systems [3]. The expected value of the system response, the cross correlation
function of the response and the force and the correlation function of the response
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have been determined [4, 5]. The example of a solution to the problem for a series
RL circuit where the response is defined as the voltage across the resistor has been
shown. In the same way, other systems of the first order can be considered [6, 7].
The article is a continuation of the previous works on stochastic models of lumped
elements RLMC [8, 9] as well as stochastic dynamical systems including these
elements [10].

2 Formalization of the Problem

Let us consider be the differential equation [1]:

dXðtÞ
dt

þ pðA; BÞXðtÞ ¼ qðA; BÞFðtÞ; ð1Þ

and the output equation:

YðtÞ ¼ rðA; BÞLt½XðtÞ�; ð2Þ

where X(0) = X0, A, B are the random variables, whereas p(·,·), q(·,·) and r(·,·) are
the continuous deterministic functions. Lt[·] is the linear operator. F(t) is a sto-
chastic process representing the system excitation.

3 Solution of the Problem

The analytical solution of Eq. (1) is given by the formula [1]:

XðtÞ ¼
Z t

0

qðA; BÞFðsÞ expðpðA; BÞðs� tÞÞdsþ X0 expð�pðA; BÞtÞ: ð3Þ

It is assumed that the random variables A, B, X0 and the stochastic process F
(t) are mutually independent. Using the expected value operator E[·] to the both
sides of Eqs. (2) and (3) the expected value of the output process and the cross-
correlation function has been obtained:

lYðtÞ ¼ Lt

Z t

0

E½rðA; BÞqðA; BÞ expðpðA; BÞðs� tÞÞ�E½FðsÞ�ds
2
4

3
5

þ Lt E½X0�E½rðA; BÞ expð�pðA; BÞtÞ�½ �;
ð4Þ
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RFY ðt1; t2Þ ¼ Lt2

Zt2

0

W1ðs; t2ÞW2ðt1; sÞds
2
4

3
5þ Lt2 E½X2

0 �E½Fðt2Þ�W3ðt2Þ
� �

; ð5Þ

where:

W1ðs; t2Þ ¼ E rðA; BÞqðA; BÞ expðpðA; BÞðs� t2ÞÞ½ �; ð6Þ

W2ðs1; s2Þ ¼ E Fðs1ÞFðs2Þ½ �; ð7Þ

W3ðt2Þ ¼ E rðA; BÞ expð�pðA; BÞðt2ÞÞ½ �; ð8Þ

In the same way, one can obtain the autocorrelation function:

RYðt1; t2Þ ¼ Lt1Lt2

Zt2

0

Zt1

0

W4ðs1; s2; t1; t2ÞW2ðs1; s2Þds1ds2
2
4

3
5

þ Lt1Lt2 E½X0�
Zt1

0

W5ðs1; t1; t2ÞE½Fðs1Þ�ds1
2
4

3
5

þ Lt1Lt2 E½X0�
Zt2

0

W5ðs2; t1; t2ÞE½Fðs2Þ�ds2
2
4

3
5

þ Lt1Lt2 E½X2
0 �W6ðt1; t2Þ

� �
;

ð9Þ

where:

W4ðs1; s2; t1; t2Þ ¼ E r2ðA;BÞq2ðA;BÞ expðpðA;BÞðs1 þ s2 � t1 � t2ÞÞ
� �

; ð10Þ

W5ðs; t1; t2Þ ¼ E r2ðA;BÞqðA;BÞ expðpðA;BÞðs� t1 � t2ÞÞ
� �

; ð11Þ

W6ðt1; t2Þ ¼ E r2ðA; BÞ expð�pðA; BÞðt1 þ t2ÞÞ
� �

: ð12Þ

If RL or RC circuits are described by random variables, general equations
describing all of the above cases are given by Eqs. (1) and (2). The random variable
A becomes the random variable R and the random variable B becomes the random
variable C or L. The random functions p(·,·), q(·,·) and r(·,·) depend on the system
structure. The operator Lt[·] is the identity or the derivative with respect to time.

The following chapter illustrates the method of determining the expected value
and the correlation functions of the voltage across the resistor in the series RL
circuit.
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4 Example

Let us suppose that a series RL circuit is given and the response of the system is
defined as the voltage across the resistor (X(t) = IL(t)). The random variable
A represents the resistance (A = R) and the random variable B represents the
inductance (B = L). In this case, the functions p(·,·), q(·,·), r(·,·) and operator
Lt[·] have the form:

pðA;BÞ ¼ A
B
; qðA; BÞ ¼ 1

B
; rðA; BÞ ¼ A; ð13Þ

Lt½�� ¼ idð�Þ: ð14Þ

For simplicity of calculations, it has been assumed that the inductance (variable
B) and the initial condition X(0) = X0 are the real numbers (B = 1, X0 = 0). In
contrast, the resistance (variable A) is the random variable with the uniform dis-
tribution A = U(a = 2, b = 4). Excitation is equal to F(t) = D·1(t), where D is the
random variable with known moments E[D] = 2 and E[D2] = 8 (the variance is
equal to σD

2 = 4).
Using Eq. (4) one can determine the expected value of the response:

lYðtÞ ¼ 2� expð�2tÞ � expð�4tÞ
t

: ð15Þ

The zero initial condition causes that after switching the system on at the time
t = 0 no current flows through the coil, and the voltage across the coil is equal to the
supply voltage. Together with increase of the current, the voltage across the coil
decreases (increase across the resistor) and reaches the zero value after the end of
the current rise (the voltage across the resistor reaches the supply voltage value).
The expected value of the system response, which has been shown in Fig. 1 is
consistent with the above reasoning.

Using formula (5) the cross-correlation function of the force and the response
can be determined:

RFYðt1; t2Þ ¼ 8� 4ðexpð�2t2Þ � expð�4t2ÞÞ
t2

: ð16Þ

The cross-correlation function (Eq. 16) depends only on the time t2. This is
caused by the fact that the force (each realization of the process F (t)) for the time
t > 0 is a constant function (change of the time t1 does not affect the cross-
correlation of the force and the response processes).

Using formula (9) the autocorrelation function of the response can be
determined:
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RY ðt1; t2Þ ¼ �8
ðt1 þ t2Þt1t2 ð�t1ðt1 þ t2Þ expð6t1 þ 2t2Þ þ t1ðt1 þ t2Þ expð6t1 þ 4t2Þ

þ ðð�t1 � t2Þ expð6t2 þ 2t1Þ þ ðt1 þ t2Þ expð6t2 þ 4t1Þ þ t1Þ � 2ðt1 þ t2Þ expð6t1 þ 6t2Þ
þ expð2t1 þ 2t2Þ � expð4t1 þ 4t2ÞÞÞt2Þ expð�6t1 � 6t2ÞÞ:

ð17Þ

Fig. 1 The expected value of
the response (voltage across
the resistor)

R
F
Y

(t
1,
t 2

)

Fig. 2 The cross correlation
of the force and the response
(RFY(t1, t2))
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The correlation function of the response (Eq. 17) depends in the complex way on
the both of the times t1 and t2. Formula (17) cannot be represented as a function of
the difference of the times t1 and t2, which means that the output process is not
stationary (also the expected value is not constant, see formula (15)).

Figure 2 shows the cross correlation of the force and the response, while Fig. 3
shows the autocorrelation of the response.

5 Conclusions

Equation (1) describes the broad class of electric dynamical systems of the first
order with random coefficients. It has been assumed that the equation depends on
two random coefficients (A and B). However, the extension to the larger number of
the random coefficients is not a problem (using the method analogous to described
in the article). The solution of Eq. (1) is given by the Eq. (3). However, the
randomness of the coefficients (and the method) causes that it is necessary to know
the output Eq. (2). The moments of the solution of the differential equation (E[X(t)]
and E[X2(t)]) are useless for the calculation of the moments of the system response
as opposed to the stochastic differential equations in which the coefficients are not
the random variables. For these equations, usually knowing the moments of the
solution, one can calculate the moments of the stochastic process defined by the
output equation using the methods of the classical mathematical analysis.

R
Y

(t
1,
t 2

)

Fig. 3 The correlation of the
response()
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Analysis of the Distribution of Air Flow
Rate Through Stator End Winding
of Turbo Generator

K. Zhao and C. Kreischer

Abstract This paper presents a combined method of FEM and 1-D fluid network
theory to model the distribution of the air flow rate in the stator end winding of an
air cooled turbine generator. The model of the end winding can be integrated into a
1-D fluid network of the whole cooling system. Thus, the result of simulation can
be directly used for further studies of the cooling system.

1 Introduction

In this paper the stator end winding is modeled by the use of fluid mechanics theory.
The end winding is analyzed under different boundary conditions and the simula-
tion results are used to derive a simplified model for system simulations using a 1-D
fluent network.

Before the mathematical model is set up the geometric structure of the end
winding has to be introduced.

2 Geometric Structure

Every stator coil distributes on a conic section. The two-layered coils of the end
winding are electrically connected in the front. The inner and outer coils are bent
reverse and cross each other.
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In order to protect the coils during operation and in the case of a fault the end
windings have to be banded. To stiffen the structure additional banding rings are
often used (Fig. 1).

In Fig. 1 a piece of the whole binding is shown. The whole end winding forms a
complex porous structure. In operation the coolant (in this case air) flows through
the porous structure. The coil ends are brazed together to form bar conductors for
the electric current. The series loop cap blocks stiffen the front of the end winding to
reduce vibrations.

The whole structure of the end winding is shown in Fig. 2.

Fig. 1 Coils at end winding with bindings [1]

Fig. 2 Assembly of end winding with bandages [2]
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Besides bandages there are several supports used in order to stiffen the structure.
Because of the resulting highly porous structure it is impossible to model the air
flow through the end winding directly with a discrete network like the internal flow
in pipes. To treat the whole end winding as a compact object, the presented method
leads to a simplified model in which the end winding can be treated as a single
component to be integrated into the whole fluid network of a turbine generator. For
the study the influence of the rotor has to be considered.

The model of the end winding has to be set up from a mechanical CAD model
before detailed 3D finite element simulations can be made. As mentioned previ-
ously the stator bars are bent and twisted in 3D.

Figure 3 shows the bars of the end winding without support elements. The other
components include the stiffening elements, retaining ring of rotor, pressure plate
and environment with boundary conditions. In the simulation only 1/6 part is be
considered under the assumption that the distribution of coolant is regularly.

3 Simulation

In the observed region, the simulation object (coil) is totally inversed with the help
of Ansys® Workbench. This means the observed object is the coolant, which flows
through the meshed region, not the coil. Thus the negative picture is shown in
Fig. 4. After setting up the boundary conditions the simulation is implemented as
follows:

The distribution of flow rate can be also calculated through the simulation with
Ansys® Workbench as shown in Fig. 5.

Fig. 3 End winding without
other components

Analysis of the Distribution of Air Flow Rate … 339



According to the fluid mechanical theory [3] the following equations hold true:

DPV ¼ q:n:
1
2

_V
A

� �2

ð1Þ

and

R ¼ q � n
2 � A ð2Þ

With:
DPV : Pressure drop
_V : flow rate
A: area
q: density of coolant
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n: friction coefficient
R: resistance

The inlet velocity is set as boundary condition for each simulation. Through the
simulation the pressure drop and flow rate can be measured. Both results are used to
calculate the fluent resistance of the end winding.

After simulation with different inlet velocities the following characteristic curves
can be depicted as:

The resistance decreases very slowly as the flow rate increases and can be treated
as a constant of 0.088 m−4 (Fig. 6).

With the help of the software Flowmaster® [4] the complex geometric object is
abstracted as one component and can be integrated into the whole cooling network.
A part of the resulting network is shown in Fig. 7.

Fig. 6 Nonlinear characteristic curves after simulation

Fig. 7 A part of cooling
network built up with
Flowmaster®
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Other complex elements of the cooling system have to be investigated in a
similar way to build up the whole network model which allows the prediction of
flow rate and pressure drop in each component of the system. This can be used for
optimization purposes of the cooling system.

4 Conclusion

The presented combination of two simulation tools (Ansys® and Flowmaster®)
combines the advantages of the finite element method and the network theory. As
Flowmaster® bases on a flow network, the standard components are not suitable for
the modeling of the cooling channel in the generator. But on the other hand the
components in the network affect each other. Only utilizing FEM cannot solve the
whole variation of flow rate in acceptable time. The network model allows the
exploration of the global coolant distribution and additionally is flexible to inves-
tigate in different input conditions.
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Two-Directional Two-Pole Single Phase
Line Start Permanent Magnet
Synchronous Motor

M. Gwoździewicz

Abstract The paper deals with constructions of two-directional two-pole single-
phase line start permanent magnet synchronous motor. Circuit-field single-phase
line start permanent magnet synchronous motor models were applied in Maxwell
ver. 16 program. Various rotor constructions were taken into account. Influence of
the rotor construction on the motor properties was examined.

1 Introduction

The norm IEC 60034 part 30 orders the electrical motor producers to produce
electrical motors with minimum factor of the efficiency. The goal of this command
is to minimize electrical energy consumption by minimization of electrical motor
power losses. Nowadays this norm ranges low-voltage electrical motors with rated
power 0.75 kW ≤ Pn ≤ 375 kW and number of pole pairs 2p = 2; 4; 6. The new
project of the norm assumes widening of the electrical motor rated power range up
to 0.12 kW ≤ Pn ≤ 1,000 kW, number of pole pairs up to 2p = 2; 4; 6; 8 and
including multi-phase motors (single-phase motors in it).

Producers of electrical motors responded to the norm requirements by designing
and producing high-efficiency three-phase motors which fulfil the norm by
achieving the minimum factor of the efficiency. The electrical motor producers
respond did not include single-phase motors which are not included by the norm
yet.

If the new norm project IEC 60034 part 30 were valid no single-phase motor
produced nowadays would fulfil the norm requirements.

In articles [2, 8] possibility of building of single-phase line start permanent
magnet synchronous motor was proven. The single-phase line start permanent
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magnet synchronous motor would achieve much better running properties than
single-phase induction motor running properties. Taking into account the modern
electrical motor development we can suppose that in case of restricted new
requirements of producing electrical motors producers of single-phase motors will
be forced to design and produce single-phase line start permanent magnet syn-
chronous motors.

The price of permanent magnet is still going up. Due to this reason the goal of
modern designing of permanent magnet synchronous machine is to obtain good
running performances (efficiency, power factor) with simultaneously minimizing
the permanent magnet mass.

2 Construction of Two-Directional Two-Pole Single-Phase
Line Start Permanent Magnet Synchronous Motor

In Maxwell version 16 program sixteen circuit-field models of single-phase line start
permanent magnet synchronous motor were built. The models are based on the mass
production single-phase induction motor type SEh 80-2B with rated power
Pn = 1.1 kW supplied by the AC voltageUn = 230 V fn = 50 Hz. Neodymium magnet
N38SH with remanence induction Br = 1.24 T and magnetic field coercivity
Hcb = 990 kA/m was chosen for the excitation. Methodology of single-phase line
start permanent magnet synchronous motor designing was revealed in articles [1, 4].
The papers [3, 5–7, 9] were also helpful for the designer. All built models are shown
in Fig. 1.

Two-directional single-phase AC motor has the same main and auxiliary winding
with the same number of turns. Their endings are connected together in one node to
one phase (ground potential). The capacitors (running and starting) are connected in
parallel with the windings beginnings. To change direction of motor rotation the
supply phase must be reconnected from one winding beginning to one another.
Due to that tasks of these two windings changes each other (main↔auxiliary). The
schema of this connection is presented in Fig. 2.

3 Investigation

Influence of the number of rotor bars and permanent magnets shapes were inves-
tigated. The goal was to obtain the highest magnitude of the 1st harmonic of back
EMF and the lowest THD coefficient of the back EMF. Results of this investigation
are shown in Fig. 3. According to the obtained results the best solution for two-
directional two-pole single-phase line start permanent magnet synchronous motor
with number of stator slots QS = 24 slots are number of rotor slots QR = 17 slots and
W shape of permanent magnets.
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Next step was investigation of influence of the capacitor capacitance on the
single-phase permanent magnet synchronous motor on its efficiency curve. Results
of this investigation are presented in Fig. 4. For the assumed rated power of the

Fig. 2 Electrical scheme of
the two-directional single-
phase AC motor

Fig. 1 Models of two-directional two-pole single-phase line start permanent magnet synchronous
motor
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motor Pn = 1.5 kW the best solution is capacitor with capacitance C = 35 μF
because of the highest magnitude of the efficiency ηmax = 81.6 %.

The last step was comparison of two-pole single-phase induction motor and two-
pole line start permanent magnet synchronous motor. Both motors have the same
stator. Results of the comparison is shown in Table 1. PMSM has much better
running properties than IM.

Fig. 4 Influence of the
number of rotor bars and
permanent magnets shape on
the RMS value of the 1st back
EMF and its THD factor

Fig. 3 Influence of the number of rotor bars and permanent magnets shape on the RMS value of
the 1st back EMF and its THD factor

Table 1 Comparison of
single-phase IM and PMSM

Motor Type IM PMSM

Pn kW 1.1 1.5

nn rpm 2,780 3,000

ηn % 72.0 81.1

PF – 0.97 0.95

In A 7.0 8.2
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4 Conclusions

Two-directional two-pole single-phase line start permanent magnet synchronous
motor has much better properties in comparison with single-phase induction motor.
Moreover, rated power of the PMSM motor is higher from the same volume and
speed is constant.

To build two-directional single-phase AC motor numbers of stator windings
turns must be the same. The proper direction switch must be applied to avoid short-
circuit and burning of the motor during changing direction of the motor rotation.
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Overhead Lines in Power System
with Wind Power Plants and Photovoltaic
Power Plants

M. Zeńczak

Abstract Presented analysis takes into considerations the current carrying-capacity
as the function of temperature of the air, sun radiation and wind speed. The wind
creates the additional possibility of transmission of energy generated in wind power
plants, because the higher wind velocity the higher current-carrying capacity of
overhead lines and the higher generated power in wind power plants. On the other
hand the higher solar radiation and temperature, the lower current-carrying capacity
of overhead lines. The solar radiation and temperature change the level of gener-
ation in photovoltaic power plants. The paper presents exact analysis of relation
between current-carrying capacity of overhead lines and level of generation in wind
power plants and photovoltaic power plants for different conditions.

1 Introduction

The current-carrying capacity is the most important parameter of overhead lines
during analysis of possibilities of connection new sources of electrical energy to
power system. Among the all renewable energy sources mainly wind and sun can
be used for generation of electrical energy. Therefore the development of wind
power plants (WPP) and photovoltaic power plants (PPP) is quite high. Very often
current-carrying capacity of lines is some obstacle in this development.

The current-carrying capacity is treated by the transmission and distribution
operators as the constant parameter, at most dependent on season of the year. In fact
the current-carrying capacity is the function of temperature of air, sun radiation and
wind speed: the higher sun radiation or temperature the lower current-carrying
capacity but the higher wind speed the higher current-carrying capacity [1, 2].
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The wind speed is the main quantity which indicates level of generation of
electrical energy in WPP: the higher wind speed the higher level of generation of
electrical energy. The level of generation in PPP depends on sun radiation and
temperature: the higher sun radiation, the higher level of generation, but in single
cell the generation is higher, when temperature is lower.

The current-carrying capacity, generation of electrical energy inWPP and PPP are
strictly connectedwithweather conditions: temperature of air, sun radiation andwind.

2 Generation of Electrical Energy in Wind Power Plants

The power in moving air is the flow rate of kinetic energy per time unit. The power
coming in the upstream wind is given by relation:

P ¼ 1
2

qAvð Þv2 ¼ 1
2
qAv3 ð1Þ

The actual power extracted by the rotor blades is the difference between the
upstream and downstream wind powers. Macroscopically, the air speed is dis-
continuous from v to v0 at the plane of rotor blades, with an average of v and v0.
Multiplying the air density ρ by the average speed, gives the mass flow rate of air
through the rotating blades. The mechanical power extracted by the rotor, which
drives the electrical generator is expressed by the following relationship:

Po ¼ 1
2

qA
vþ v0
2

h i
v2 � v20
� � ð2Þ

Relationship (2) can be expressed in following form:

Po ¼ 1
2
qACPv

3 ð3Þ

where:

Cp ¼
1þ v0

v

� �
1� v0

v

� �2h i
2

ð4Þ

Cp is ratio of mechanical power which can drive the generator to power of wind.
For a given upstream wind speed relationship (4) shows that the value of Cp

depends on the ratio of downstream to the upstream wind speeds. Cp has maximum
value of 59 for v0/v ration equals to 1/3. In practical designs, the maximum
achievable Cp ranges between 0.4 and 0.5 for modern high-speed two blade tur-
bines, and between 0.2 and 0.4 for slow-speed turbines with more blades [3].
Generally the power output of the wind turbine in air, where ρ = const can be
expressed by the simple relationship:
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Po ¼ Const � v3 ð5Þ

It means, that power, which can drive the generator is proportional to the third
power of wind speed. Wind power plants are equipped in many control systems.
These control systems use many different algorithms. But generally the output
characteristic of wind power plant has following separate regions:

• v < vcut-in—speed of wind lower than speed, at which the turbine starts pro-
ducing power,

• v = vcut-in—speed, at which the turbine starts producing power,
• vcut-in < v < vn—region of constant Cp, where rotor speed varies with the wind

speed variation to operate at the constant tip speed ratio (TSR) corresponding to
the maximum Cp value,

• vn < v < vcut- out—region of constant power—the Cp is lower than the maximum
Cp,

• v = vcut-out—cut-out speed, at which the rotor is shut off,
• v > vcut-out—standstill of WPP.

The typical value of vcut-in is 5 m/s, while typical value for vn is 15 m/s and
typical value of vcut- out is 25 m/s. In point of view of current-carrying capacity two
regions are interesting: the region of constant Cp (increasing power) and region of
constant power. These regions are presented in Fig. 1.

Taking into account control systems of power plant, the power of WPP has the
form:

PWPP ¼
0 for v\vcut�in

K þ Lv3 for vcut�in � v\vn
Pn for vn � v� vcut�out

0 for v[ vcut�of

8>><
>>: ð6Þ

Fig. 1 Approximate output
characteristic of typical wind
power plant
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Currents in power lines connected to wind power farms depend on wind speed
only in some ranges. It means, that currents in power lines are increasing function
of wind speed for the range: vcut-in < v < vn. For the range vn < v < vcut- out currents
do not change.

3 Generation of Electrical Energy in Photovoltaic
Power Plants

The level of generation in photovoltaic plants is defined for the Standard Test
Conditions (STC): temperature tSTC = 25 °C, solar radiation QSSTC = 1,000 W/m2,
air mass AM1.5. In conditions other than STC the level of generation is different. In
point of view of current-carrying capacity the most essential is maximum generated
power in weather conditions, which are the basis for estimation of current-carrying
capacity.

The level of generation in single photovoltaic cell is the following function of
temperature [3]:

P ¼ I0 1þ bID#ð ÞU0 1þ bUD#ð Þ ð7Þ

For typical cells the relative increase of current bI is much more lower than
relative decrease of voltage bU. Therefore the function (7) is decreasing function of
temperature.

For typical photovoltaic plants coefficient of relative power bP changes in range
from −0.005 (for monocrystalic cells) to −0.00268 (for amorfic cells). Relationship
(7) can be written in following form:

PMPP ¼ PMPPSTC 1þ bPD#ð Þ ð8Þ

where PMPP—power in given temperature, PMPPSTC—power in standard condi-
tions. The level of generation in photovoltaic plants is the rising function of solar
radiation. If the efficiency of transformation of solar energy to electrical energy η is
constant in range from 0 to 1,100 W/m2, then the linear function between maximum
power point (MPP) and solar radiation can be assumed:

PMPP ¼ PMPPSTC
QS

QSSTC
ð9Þ

IMPP ¼ PMPPSTC
QSffiffiffi

3
p

UnQSSTC
ð10Þ

Relationships (9) and (10) enable calculation of power in maximum power point
PMPP for given value of solar radiation QS and the current IMPP flowing from
photovoltaic power plant to power system for the nominal voltage Un.
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4 Current-Carrying Capacity of Overhead Lines

The basic criterion of current-carrying capacity of overhead lines is maximum
permissible sag, which is connected with minimal distances between conductors
and ground or objects crossed by line. The design temperature is basis for esti-
mation of permissible sag and distances between conductors and crossed objects. In
Poland lines are designed mainly for 40 °C, although there are lines designed for 60
and 80 °C. Temperature of 80 °C is the highest permissible temperature of common
AFL conductors. The highest permissible temperature of new conductors achieves
even +250 °C [4]. Such the conductors create new chances of increasing of current-
carrying capacity of lines. Besides the high temperature conductors have very
profitable mechanical properties. Their sag is low. Therefore high temperature
conductors with low sag are called HTLS. They are suited for modernization of old
power transmission lines with low pylons and for building new power transmission
lines of high transmission capability.

The current-carrying capacity in power transmission or distribution companies is
defined for winter and summer. This may cause, that in very hot sunny weather,
without wind lines may be overload. On the other hand even in summer the same
lines during cold, cloudy days with strong wind have big margin of current-carrying
capacity, which can be utilized. Thus instead of application of new HTLS conductor
there is possibility of utilization common traditional AFL conductors with moni-
toring of temperature [1]. The temperature of conductor depends on current, wind
speed, temperature of air and sun radiation. Therefore temperature of conductor
dependent on weather condition changes in quite wide range. The thermal static
balance of conductor can be expressed by following relationship:

Pi þ Ps ¼ Pc þ Pr ð11Þ

where: Pi—power produced by current flow, Ps—power absorbed from sun radi-
ation, Pc—power of convection, Pr—power of radiation. The dynamic balance
should take into consideration energy used for heating up conductors to their new
temperature. Total thermal power absorbed from sun radiation Ps can be calculated
from the relationship:

Ps ¼ aSQSDw ð12Þ

where: αS—absorption coefficient of conductor surface, Qs—solar radiation, Dw—
external diameter of conductor.

Pc and Pr are functions of temperature of environment ϑEN and temperature of
conductor ϑw:

Pc ¼ pk #w � #ENð ÞNu ð13Þ

Pr ¼ pDwedB #w þ 273ð Þ4� #EN þ 273ð Þ4
h i

ð14Þ
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where: λ—thermal conductivity of air, ε—thermal emission factor, δB—Stefan-
Boltzmann’s constant.

Nusselts number Nu is related to Reynolds number Re

Nu ¼ B Reð Þn ð15Þ

where: B, n—coefficients, which are the function of Reynold’s number Re. Rey-
nold’s number is function of wind speed:

Re ¼ qvDw

m
ð16Þ

where: ρ—air density, ν—viscosity of air, v—wind speed.
Table 1 presents physical properties of air. The STC are marked in all tables as

bold letters. Table 2 presents values of coefficients B and n.
The load capacity as the function of weather conditions can be expressed by the

formula:

Pi ¼ Pc þ Pr � Ps ð17Þ

where Ps, Pc and Pr were estimated before.
Relationship (17) enables estimation of current—carrying capacity:

Icc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
R

Pc þ Pr � Psð Þ
r

ð18Þ

where: R—resistance of conductor in given temperature:

R ¼ R20 1þ aD#ð Þ ð19Þ

where: R20—resistance of conductor in temperature 20 °C.

Table 1 Physical properties
of air

T t ρ λ υ

K °C kg/m3 W/(m·K) m2/s

273 0 1.293 0.0244 0.00001328

278 5 1.270 0.0248 0.00001372

283 10 1.247 0.0251 0.00001416

288 15 1.226 0.0255 0.00001461

293 20 1.205 0.0259 0.00001506

298 25 1.185 0.0263 0.00001553
303 30 1.165 0.0267 0.00001600

308 35 1.147 0.0271 0.00001648

313 40 1.128 0.0276 0.00001696
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Roughness Rs can be estimated from the expression:

Rs ¼ dw
2Dw � 2dw

ð20Þ

where: dw—diameter of single wire in conductor.

5 Current-Carrying Capacity of Overhead Lines
for Different Situations

There are many kinds of conductors, which are used in Poland and other countries.
The most important parameter is diameter of conductors. The aim of presented
analysis is relation between current carrying capacity, generation of power in wind
power plants and photovoltaic plants. Table 3 contains the basic properties of
typical conductors.

Taking into consideration real wind power plants and photovoltaic plants, it may
be concluded, that nowadays the level of generation of electrical energy in both
plants may be quite different: there are big wind power farms with nominal power
about hundreds MW, while the highest power of photovoltaic plants is not higher
than a few MW.

Considering polish regulations the power of photovoltaic plants perhaps will be
not higher than 2 MW, because for the power not higher than 2 MW the connection
expertise is not required.

Therefore analysis is presented for two different conductors. The first analysis is
done for the overhead line with conductor AFL-6 120 mm2. Such the conductors
are mainly used for 110 kV line. The current carrying capacity is 415 A (80 MW). It
means that the wind power farm and photovoltaic plants are connected to 110 kV
grid. Of course in Poland such the situation is typical for wind power farms,
because there are many wind power farms with nominal power from range
10–40 MW. For PPP this situation nowadays in Poland is only theoretical.

The second analysis takes into consideration conductor AFL-6 35 mm2. Such the
lines are mainly used as the lateral of rural network 15 kV. The current carrying
capacity is 170 A (4,42 MW). It is typical solutions when there is necessity of
connecting new WPP or PPP to power system.

Table 2 Values of coefficient B and n

Roughness Rs Reynold’s number Re B n

from to

Any wire 100 2,650 0.641 0.471

Rs ≤ 0.05 2,650 50,000 0.178 0.633

Rs ≥ 0.05 2,650 50,000 0.048 0.800
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Analyses have been done for the wind speeds: 0.5, 5, 10 and 15 m/s. Values of
temperature: 10, 15, 20, 25, 30 and 35 °C. Values of solar radiation: 0, 100, 200,
300, 400, 500, 600, 700, 800, 900, 1,000 and 1,100 W/m2. Values of αS (absorption
coefficient of conductor surface) and ε (thermal emission factor) are 0.5.

5.1 Calculation for Conductor AFL-6 35 mm2

The results of calculations for conductor AFL-6 35 mm2 are presented in Tables 4,
5, 6 and 7.

Table 8 contains results of calculations of current-carrying capacity as the
function of αS and ε in STC

Table 3 Properties of
conductors

Conductor
AFL

Diameter Resistance
of 1 km for
t = 20 °C

Current- carrying
capacity

mm2 mm Ω/km A

525 31.50 0.0564 1030

240 21.70 0.1240 630

185 19.20 0.1593 540

120 15.65 0.2388 415

70 12.6 0.3835 255

50 9.6 0.6053 210

35 8.1 0.8522 170

Table 4 Current-carrying capacity of conductor AFL-6 35 mm2 for wind speed 0.5 m/s

v
0.5 m/s

ϑEN
10 °C

ϑEN
15 °C

ϑEN
20 °C

ϑEN 25 °C ϑEN
30 °C

ϑEN
35 °C

QS (W/m2) ICC (A) ICC (A) IC (A) ICC (A) ICC (A) ICC (A)

0 159.3 145.0 129.8 112.0 89.3 64.5

100 158.0 143.8 128.1 110.2 86.8 61.1

200 156.8 142.3 126.4 108.2 84.3 57.4

300 155.4 140.8 124.7 106.2 81.6 53.5

400 154.0 139.2 123.0 104.1 78.9 49.2

500 152.6 137.6 121.1 102.0 76.1 44.6

600 151.1 136.1 119.3 99.8 73.2 39.4

700 149.7 134.5 117.5 97.6 70.2 33.5

800 148.2 132.8 115.6 95.4 67.0 26.2

900 146.7 131.2 113.7 93.1 63.7 15.8

1,000 145.3 129.5 111.8 90.7 60.2 0.0

1,100 143.8 127.8 109.8 88.3 56.4 0.0
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Table 5 Current-carrying capacity of conductor AFL-6 35 mm2 for wind speed 5 m/s

v 5 m/s ϑEN
10 °C

ϑEN
15 °C

ϑEN
20 °C

ϑEN
25 °C

ϑEN
30 °C

ϑEN
35 °C

QS (W/m2) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A)

0 267.3 241.6 215.5 186.0 151.6 106.8

100 266.5 240.7 214.4 184.9 150.1 104.8

200 265.7 239.8 231.4 183.7 148.7 102.7

300 264.9 238.9 212.4 182.5 147.2 100.5

400 264.0 237.9 211.3 181.3 145.7 98.4

500 263.2 237.0 210.4 180.1 144.2 96.1

600 262.4 236.0 209.3 178.9 142.7 93.8

700 261.6 235.2 208.3 177.7 141.2 91.5

800 260.7 234.3 207.2 176.4 139.6 89.1

900 259.9 233.3 206.2 175.2 138.1 86.6

1,000 259.0 232.4 205.1 173.9 136.5 84.1

1,100 258.2 231.5 204.1 172.7 134.9 81.4

Table 6 Current-carrying capacity of conductor AFL-6 35 mm2 for wind speed 10 m/s

v
10 m/s

ϑEN
10 °C

ϑEN
15 °C

ϑEN
20 °C

ϑEN
25 °C

ϑEN
30 °C

ϑEN
35 °C

QS (W/m2) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A)

0 350.1 316.1 279.7 239.7 193.6 135.5

100 349.5 315.4 279.0 238.8 192.5 133.9

200 348.9 314.8 278.2 237.8 191.3 132.3

300 348.2 314.1 277.4 236.9 190.2 130.6

400 347.6 313.4 276.6 236.0 189.1 129.0

500 347.0 312.7 275.8 235.1 187.9 127.3

600 346.4 312.0 275.0 234.2 186.7 125.5

700 345.7 311.3 274.2 233.2 185.6 123.8

800 345.1 310.6 273.4 232.3 184.4 122.0

900 344.5 309.9 272.6 231.3 183.7 120.2

1,000 343.8 309.2 271.8 230.4 182.0 118.4

1,100 343.2 308.5 271.0 229.5 180.8 116.6
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5.2 Calculation for Conductor AFL-6 120 mm2

The results of calculations for conductor AFL-6 120 mm2 are presented in Tables 9,
10, 11 and 12. Table 13 contains results of calculations of current-carrying capacity
as the function of αS (absorption coefficient of wire surface) and ε (thermal emission
factor) in STC.

6 Wind Power Plants, Photovoltaic Power Plants
and Current-Carrying Capacity

The most interesting range of wind speed is vcut-in < v < vn. In this range currents
(powers) flowing from wind power plants are increasing function of wind speed:

PWPP ¼ Pn
v3 � v3cut�in

v3n � v3cut�in
ð21Þ

IWPP ¼ Pnffiffiffi
3

p
Un

� v
3 � v3cut�in

v3n � v3cut�in
ð22Þ

The level of generation in WPP is independent of solar radiation and temperature
of air, while the level of generation in PPP depends on solar radiation and tem-
perature of air, but not on wind speed. Of course meteorology knows perhaps

Table 7 Current-carrying capacity of conductor AFL-6 35 mm2 for wind speed 15 m/s

v
15 m/s

ϑEN
10 °C

ϑEN
15 °C

ϑEN 20 °C ϑEN
25 °C

ϑEN
30 °C

ϑEN
35 °C

QS (W/m2) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A)

0 410.6 370.7 328.0 281.0 226.9 158.8

100 410.1 370.1 327.3 280.2 226.0 157.5

200 409.5 396.6 326.7 279.4 225.0 156.1

300 409.0 369.0 326.0 278.6 224.0 154.7

400 408.5 368.4 325.3 277.8 223.1 153.3

500 407.9 367.8 324.7 277.1 222.1 151.8

600 407.4 367.2 324.0 276.3 221.1 150.4

700 406.9 366.6 323.3 275.5 220.1 148.9

800 406.3 366.0 322.6 274.7 219.1 147.5

900 405.8 365.4 322.0 273.9 218.1 146.0

1,000 405.3 364.8 321.3. 273.1 217.1 144.5

1,100 404.7 364.5 320.6 272.3 216.1 143.0
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Table 9 Current-carrying capacity of conductor AFL-6 120 mm2 for wind speed 0.5 m/s

v
0.5 m/s

ϑEN
10 °C

ϑEN
15 °C

ϑEN
20 °C

ϑEN
25 °C

ϑEN
30 °C

ϑEN
35 °C

QS (W/m2) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A)

0 358.6 327.3 302.9 252.9 206.2 145.7

100 354.4 322.7 297.9 246.9 198.8 135.0

200 350.1 318.0 292.8 240.7 191.1 123.4

300 345.8 309.2 287.6 234.4 183.1 110.6

400 341.5 304.4 282.4 227.9 174.7 96.0

500 337.0 303.6 277.0 221.2 165.9 78.9

600 332.6 298.6 271.5 214.3 156.6 56.8

700 328.0 293.5 265.9 207.2 146.7 14.8

800 323.4 288.4 260.2 200.0 136.1 0.0

900 318.7 283.1 254.4 192.2 124.6 0.0

1,000 314.0 277.7 248.4 184.2 111.9 0.0

1,100 309.2 272.3 242.3 175.9 97.6 0.0

Table 8 Current-carrying capacity of conductor AFL-6 35 mm2 as the function of αS and ε in
STC

v = 0.5 m/s v = 5 m/s v = 10 m/s v = 15 m/s

αS = ε ICC (A) ICC (A) ICC (A) ICC (A)

0.15 101.7 179.9 235.0 277.0

0.20 100.2 179.0 234.3 276.4

0.25 98.7 178.2 233.7 275.9

0.30 97.1 177.4 233.0 275.3

0.35 95.6 176.5 232.4 274.8

0.40 94.0 175.7 231.7 274.2

0.45 92.3 174.8 231.1 273.7

0.50 90.7 173.9 230.4 273.1

0.55 89.0 173.1 229.7 272.6

0.60 87.3 172.2 229.0 272.0

0.65 85.5 171.3 228.4 271.4

0.70 83.8 170.4 227.8 270.9

0.75 81.9 169.5 227.1 270.3

0.80 80.1 168.6 226.4 269.8

0.85 78.2 167.8 225.8 269.2

0.90 76.2 166.8 225.1 268.6

0.95 74.2 165.9 224.4 268.1
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relationships between wind speed, air temperature and solar radiation, but in point
of view of power system all these three weather factors may be independent of each
other. It means that in nature all of these weather factors may change in some ranges
separately. Therefore the wind speed, solar radiation and temperature of air should
be monitored the whole time, if this information is used in power system.

Table 10 Current-carrying capacity of conductor AFL-6 120 mm2 for wind speed 5 m/s

v
5 m/s

ϑEN
10 °C

ϑEN
15 °C

ϑEN
20 °C

ϑEN
25 °C

ϑEN
30 °C

ϑEN
35 °C

QS (W/m2) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A)

0 658.9 595.2 527.0 451.7 365.7 252.7

100 656.6 592.7 524.1 448.3 361.5 246.7

200 654.3 590.2 521.2 445.0 357.4 240.5

300 652.0 587.6 518.4 441.6 353.1 234.2

400 649.7 585.1 515.5 438.2 348.9 227.7

500 647.4 582.5 512.5 434.7 344.5 221.0

600 645.1 579.9 509.6 431.3 340.2 214.1

700 642.7 577.3 506.6 427.8 335.7 207.0

800 640.4 574.7 503.7 424.3 331.2 199.6

900 638.1 572.1 500.7 420.7 326.7 191.9

1,000 635.7 569.5 497.7 417.1 322.0 184.0

1,100 633.3 566.8 494.7 413.5 317.3 175.6

Table 11 Current-carrying capacity of conductor AFL-6 120 mm2 for wind speed 10 m/s

v
10 m/s

ϑEN
10 °C

ϑEN
15 °C

ϑEN
20 °C

ϑEN
25 °C

ϑEN
30 °C

ϑEN
35 °C

QS (W/m2) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A)

0 862.1 778.5 689.0 590.3 477.7 333.9

100 860.4 776.6 686.8 587.7 474.6 329.3

200 858.6 774.7 684.6 585.2 471.4 324.7

300 856.9 772.7 682.4 582.6 468.2 320.1

400 855.1 770.8 680.2 580.0 465.0 315.4

500 853.4 768.8 678.0 577.4 461.8 310.6

600 851.6 766.9 675.8 574.8 458.5 305.7

700 849.9 764.9 673.5 572.2 455.2 300.8

800 848.1 763.0 671.3 569.6 451.9 295.7

900 846.3 761.0 669.1 566.9 448.6 290.6

1,000 844.5 759.0 666.8 564.3 445.2 285.4

1,100 842.8 757.0 664.6 561.6 441.8 280.1
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Table 12 Current-carrying capacity of conductor AFL-6 120 mm2 for wind speed 15 m/s

v
15 m/s

ϑEN
10 °C

ϑEN
15 °C

ϑEN
20 °C

ϑEN
25 °C

ϑEN
30 °C

ϑEN
35 °C

QS (W/m2) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A) ICC (A)

0 1010.7 912.6 807.5 691.7 559.7 391.1

100 1009.2 910.9 805.6 689.5 557.0 387.2

200 1007.7 909.3 803.7 687.3 554.3 383.3

300 1006.2 907.6 801.9 685.1 551.6 379.4

400 1004.7 906.0 800.0 682.9 548.9 375.4

500 1003.3 904.3 798.1 680.7 546.2 371.4

600 1001.8 902.6 796.2 678.5 543.4 367.3

700 1000.3 901.0 794.3 676.3 540.6 363.2

800 998.8 899.3 792.4 674.1 537.9 359.1

900 997.3 897.6 790.6 671.9 535.1 354.9

1,000 995.7 896.0 788.7 669.6 532.2 350.6

1,100 994.2 894.3 786.7 667.4 529.4 346.3

Table 13 Current-carrying capacity of conductor AFL-6 120 mm2 as the function of αS and ε in
STC

v = 0.5 m/s v = 5 m/s v = 10 m/s v = 15 m/s

αS = ε ICC (A) ICC (A) ICC (A) ICC (A)

0.15 220.4 434.3 577.1 680.5

0.20 215.5 431.9 575.3 678.9

0.25 210.6 429.5 573.4 677.4

0.30 205.6 427.0 571.6 675.8

0.35 200.5 424.6 569.8 674.3

0.40 195.2 422.1 568.0 672.7

0.45 189.8 419.6 566.1 671.2

0.50 184.2 417.1 564.3 669.6

0.55 178.5 414.6 562.4 668.1

0.60 172.5 412.1 560.6 666.5

0.65 166.4 409.6 558.7 664.9

0.70 160.0 407.0 556.8 663.4

0.75 153.3 404.4 555.0 661.8

0.80 146.4 401.9 553.1 660.2

0.85 139.1 399.3 551.2 658.6

0.90 131.4 396.6 549.3 657.1

0.95 123.2 394.0 547.4 655.5
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If the total change of current-carrying capacity ΔIcc = f(v, ϑEN, Qs) or power
ΔPi = (v, ϑEN, Qs) is utilized, then the following equations should be fulfilled:

Icc þ DIcc � Igen þ DIMPP þ DIWPP ð23Þ

Pi þ DPi �PMPP þ DPMPP þ PWPP þ DPWPP ð24Þ

The current-carrying capacity Icc is raising function of wind speed, decreasing
function of temperature of air and decreasing function of solar radiation. Power
generated by PPP is decreasing function of temperature of air and rising function of
solar radiation. Power generated by WPP is raising function of wind speed. In order
to estimation the total change of current-carrying capacity and change of current
Igen caused by change of level of generation in WPP and PPP the following
expressions can be used:

DIcc ¼ oIcc
ov

Dvþ oIcc
o#EN

D#EN þ oIcc
oQS

DQS ð25Þ

DIgen ¼ oIWPP

ov
Dvþ oIMPP

o#EN
D#EN þ oIMPP

oQS
DQS ð26Þ

where:

oIcc
ov

¼ pkBn
2IccR

#w � #ENð Þ qDw

m

� �n

vn�1 ð27Þ

oIcc
o#EN

¼ �p
2IccR

kB
qvDw

m

� �n

þ4DwedB #EN þ 273ð Þ3
� �

ð28Þ

oIcc
oQS

¼ �aSDw

2IccR
ð29Þ

oIWPP

ov
¼ 3Pnv2ffiffiffi

3
p

Un v3n � v3cut�in

� � ð30Þ

oIMPP

o#EN
¼ PMPPSTCffiffiffi

3
p

Un
bp ð31Þ

oIMPP

oQS
¼ PMPPSTCffiffiffi

3
p

UnQSSTC
ð32Þ

For example the current carrying-capacity in STC of conductor AFL-6 35 mm2

rises from 173.9 A (v = 5 m/s) to 273.1 A (v = 15 m/s). It means, that in overhead
line 15 kV additional power ΔPi = 2,577 MW may flow.
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In overhead line 110 kV with conductor AFL-6 120 mm2 the current carrying
capacity rises in STC from 417.1 A (v = 5 m/s) to 669.6 A (v = 15 m/s). It means,
that in overhead line 110 kV additional power ΔPi = 48,108 MW may flow.

Information from Tables 8 and 13 shows the influence of state of surface of
conductor on current-carrying capacity.

The above analysis assumes, that the temperature of air, solar radiation and wind
speed is the same near line, wind power plants and photovoltaic power plants.

If there are many heat sensors on line, then the system is able to control the
functioning for places with different weather condition.

Using relationships (23)–(32) the control system for overhead line connected
with WPP and PPP can be introduced. The Fig. 2 presents block diagram of this
control system.

The algorithm of the system from Fig. 2 should keep the whole time the con-
dition (23) and (24).

7 Discussion and Conclusions

Presented analysis shows, that control of weather conditions creates the possibilities
of better utilization of current-carrying capacity of overhead power lines.

Such the solutions may be used in short lateral of rural network 15 kV or in
power transmission lines 110, 220 and 400 kV. But the system in long lines will
be much more complicated because of necessity of using many sensors in quite
different places.

Fig. 2 Control system for
overhead line connected with
wind power plants and
photovoltaic power plant
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An Analysis of a Brushless DC Motor
with a Cup-Rotor

M.P. Ciurys, I. Dudzikowski and G. Bogusz

Abstract In the paper the designing of a brushless DC motor excited by NdFeB
magnets with a cup-rotor, with the driven machine that can be built inside this motor
is described. A field-circuit computation model of the motor with a supplying
converter was developed. This model takes into account, i.e. the effect of the tem-
perature on the value of the magnetic flux, the winding resistance, and the parameters
of the converter semiconductor elements. As a result of the computations the
magnetic circuit of the motor was developed in such a way that the magnetic flux did
not penetrate the driven device which can be mounted inside the cup-rotor of the
motor. The resultant waveforms of the electrical and mechanical parameters of
the brushless DC motor are presented in the paper.

1 Introduction

The development of electronic and hard magnetic materials (in particular NdFeB
magnets [1]) as well as the tendency to use energy-efficient drive systems makes
brushless DC motors (BLDC motors) more and more attractive. These machines,
also known as electronically commutated motors, exhibit many advantages in
comparison to the other electrical motors. They are characterized by [2–4] high
efficiency, high torque and power per mass unit ratio as well as high overload
torque, which results in good dynamic properties of these motors. The overload
capability of these machines mainly depends on the permissible value of the con-
verter current and the permanent magnets resistance to demagnetization. Another
advantage of the internal-rotor motors is a small moment of inertia.
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Magnetic flux in the rotor of a BLDC motor closes mainly in the area of the
surface. As a result, the internal space is not used magnetically. The implementation
of a cup-shaped rotor enables the use of this space for a driven machine, e.g. a
pump. At present cup-rotors are mainly utilized in motors used in automation,
where the small value of the moment of inertia is important. Such a solution is
rarely used for permanent magnets machines, which can be found in the double-
stator machines designed to operate as an integrated-starter-generator (ISG) [5] or
for wind power generation [6].

The aim of this work is to develop a brushless DC motor with a cup-rotor for a
driving device (e.g. pump), which can be mounted in the interior of the motor rotor
and to determine waveforms of the electrical and mechanical parameters of the
motor. The scope of the work is as follows:

• developing a field-circuit model of the BLDC motor with the converter,
• analyzing the impact of the rotor dimensions (angle and height of the magnets as

well as rotor yoke thickness) on the cogging torque and the value of magnetic
flux,

• determining waveforms of the electrical and mechanical parameters of the
brushless DC motor.

2 Field-Circuit Model of the BLDC Motor
with the Converter

An analysis was carried out on a designed motor with the following parameters:
voltage Un = 220 V, power Pn = 2 kW, rotational speed nn = 2,650 rpm, pole pairs
p = 2.

NdFeB magnets with the coercivity BHc = 844 kA/m and the remanent magnetic
flux density Br = 1.17 T were used. A steel sheet typical for an induction three-
phase motor was used for the stator. In the Maxwell software a field model of the
BLDC motor and a time stepping finite element field-circuit model of the BLDC
motor with a converter were developed. A cross-section with flux lines of the motor
is shown in Fig. 2. The circuit part of the model (Fig. 1) includes the power supply,
the converter and the BLDC motor. The end leakage inductance and resistance of
the winding as well as the influence of the temperature on the permanent magnets
parameters, the converter diodes and transistors parameters and the armature
winding resistance were taken into account.

The circuit model of the BLDC motor with the converter is shown in Fig. 1,
where the symbols stand for RA, RB, RC—the resistance of the motor winding
phases, while EA, EB, EC are the summary electromotive force induced in the
motor winding phases (including the emf of self and mutual induction and the emf
of rotation). LAp, LBp, LCp are the end leakage inductance of the motor winding
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phases and SA1, SB1, SC1, SA2, SB2, SC2 stand for transistor switches of the
converter; D1–D6 are feedback diodes (model of an ideal p-n junction) of the
converter, and R1–R6—the internal resistance of the converter feedback diodes,
V_Uzas—supply voltage. The circuits with the VA, VB, VC, VnA, VnB, VnC, RA1,
RA2, RB1, RB2, RC1, RC2 elements are used to control the transistor switches
operation as a function of the rotor position.

3 An Analysis of the Dimensions of the Magnetic Structure
on the Cogging Torque and Magnetic Flux Value

To choose the dimensions of the magnetic structure of the motor that ensures the
largest magnetic flux value with a small cogging torque the FEM field computations
were performed for the changes of:

Fig. 1 Circuit model of the BLDC motor with the converter
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• the magnets angle αm = 65°–76°,
• the magnets height hm = 3–4.5 mm,
• the rotor yoke thickness hj = 4–12 mm.

The most important results of the computational analyses are shown in Figs. 2, 3,
4, 5, 6, 7, 8, 9, 10, 11 and 12.

Fig. 2 Flux lines of the
motor; αm = 75°; hm = 4 mm;
hj = 12 mm

Fig. 3 Flux density
distribution in the motor;
αm = 75°; hm = 4 mm;
hj = 12 mm
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Fig. 4 Magnetic flux versus
rotor yoke thickness at the
different magnets angle;
hm = 4 mm

Fig. 5 Magnetic flux versus
rotor yoke thickness at the
different magnets height;
αm = 75°

Fig. 6 Magnetic flux versus
magnets height at the different
magnets angle; hj = 12 mm
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Fig. 7 Magnetic flux versus
magnets height at the different
rotor yoke thickness; αm = 75°

Fig. 8 Magnetic flux versus
magnets angle at the different
rotor yoke thickness; hm = 4
mm

Fig. 9 Magnetic flux versus
magnets angle at the different
magnets height; hj = 12 mm
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Fig. 10 Cogging torque
amplitude versus magnets
angle at the different rotor
yoke thickness; hm = 4 mm

Fig. 11 Cogging torque
amplitude versus magnets
angle at the different magnets
height; hj = 12 mm

Fig. 12 Cogging torque
versus angle of rotation at the
different magnets angle;
hm = 4 mm; hj = 12 mm
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4 Waveforms of the Electrical and Mechanical
Parameters of the Motor

By the use of FEM field computations the dimensions of the motor magnetic
structure were selected (hj = 12 mm, αm = 75°, hm = 4 mm). The magnetic flux does
not penetrate the driven device, which can be mounted in the rotor. Moreover, a
high magnetic flux value and resistance to magnets demagnetization are ensured.

For the chosen final magnetic structure dimensions waveforms of the electrical
and mechanical parameters of the motor were computed. The computations were
performed for a system without a converter current limit and for a system with the
limit at Imax = 3In. Examples of the computation results are shown in Figs. 13, 14,
15, 16, 17 and 18.

Fig. 13 Waveforms of the
phases currents at the motor
start-up; To = Tn

Fig. 14 Waveforms of the
phases currents at the motor
start-up with the converter
current limit at Imax = 3In;
To = Tn
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Fig. 15 Transient of the
torque at the motor start-up;
To = Tn

Fig. 16 Transient of the
torque at the motor start-up
with the converter current
limit at Imax = 3In; To = Tn

Fig. 17 Rotational speed at
the motor start-up; To = Tn
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5 Conclusion

A computational analysis of the impact of magnetic structure dimensions (rotor
yoke thickness, magnets angle and height) on the cogging torque and the value of
the magnetic flux of the brushless DC motor with a cup-rotor was carried out. The
analysis shows that the most important factor during the rotor yoke thickness
determination is the value of magnetic flux (Figs. 4, 5, 7 and 8). For the analyzed
motor only when the rotor yoke thickness was 12 mm (Figs. 3, 4 and 5) its
saturation was small enough for the magnetic flux not to penetrate the driven
device, which can be mounted inside the motor. The value of magnetic flux is
practically proportional to the magnets angle at different rotor yoke thickness
(Figs. 6 and 8). The height of the magnets must provide the resistance to magnets
demagnetization at the overcurrent states. It also affects the value of magnetic flux
(Figs. 5, 6, 7 and 9). This effect depends on the rotor yoke thickness (on the rotor
saturation). The height of the magnets hm = 4 mm was selected to ensure high
resistance to magnets demagnetization. The value of the cogging torque at the used
rotor yoke thickness (hj = 12 mm) and the magnets height (hm = 4 mm) is the
smallest at the magnets angle of αm = 72° (Figs. 10, 11 and 12). The performed
field-circuit computations shows that at αm = 72° and αm = 75° the electromagnetic
torque pulsations are effectively at the same level (0.45 Tn at the load torque of Tn).
In order to achieve a higher value of the magnetic flux, the permanent magnets
angle of αm = 75° was chosen. The performed FEM field-circuit analysis for the
final magnetic structure shows that the maximum current during start-up is almost
15 times greater than the maximum value at steady state (Fig. 13) and the maximum
torque is 11.5 times greater than the rated torque (Fig. 15). Thus, the high values of
the current are not recommended due to the semiconductor elements of the con-
verter. Waveforms of the electrical and mechanical parameters were determined
also with the converter current limit (Figs. 14, 16 and 18). For the rated load the
start-up process in such a case is four times longer and the maximum torque is
limited to the value of 2.8 Tn. The start-up time of 40 ms and torque overload of
kT = 2.8 meet the requirements of the industrial practice.

Fig. 18 Rotational speed at
the motor start-up with the
converter current limit at
Imax = 3In; To = Tn
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Description of the Cross Saturation
in an IPMSM for Electric Vehicles Using
Bicubic Splines

Patrick Seibt and André Fischer

Abstract In this paper an approach to calculate the cross saturation effect in an
interior permanent magnet synchronous machine for the use in automotive appli-
cations is described. The machine equations for dynamic simulations were modified
and the necessary parameters for the flux linkage and inductances are described by
bicubic splines, which guarantee consistency for fast simulations.

1 Introduction

The emission standards of motorcars are getting more and more strict [1]. Therefore
many automobile manufacturers are offering hybrid cars (HEV), to reduce the fuel
consumption of their combustion engines.

The dominating type of electrical machines in the drive chains of electric
vehicles (EV) and HEV is the interior permanent magnet synchronous machine
(IPMSM), where the permanent magnets are buried inside the rotor iron core. The
advantages of this motor type are high efficiency and power density.

Traction motors in automotive applications have to ensure a constant high torque
over a wide operating range. Because of the constraint given by the battery voltage
the revolution speed is limited [2]. Above a cut-off speed, the machine reaches the
field weakening area.

To make objective surveys a model based simulation library of the electric drive
chain in Matlab/Simulink was built. For the precision of the simulation, parameter
identification for the electrical drive chain is essential. Depending on the operating
point, machine parameters are changing.
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To describe the dynamics of drive chains, several parameters of the electrical
machine have to be known. The dynamic behavior of the IPMSM depends on the
distribution of the magnetic flux density. One of the biggest influences is given by
the nonlinear saturation effect.

2 Cross Saturation Model

The voltage equations are including the derivatives of the direct- (d) and quadra-
ture- (q) axis flux linkage, which both are dependent on the d-, and q- currents [3]

ud ¼ Rid þ dwdðid ; iqÞ
dt

� pwwqðid ; iqÞ; ð1Þ

uq ¼ Riq þ
dwqðid ; iqÞ

dt
þ pwwdðid ; iqÞ: ð2Þ

The direct-axis flux linkage is separated into two parts, wdðid ; iqÞ ¼ Ldid þ wp;
where Ld is the direct-axis inductance and wp the flux linkage due to the permanent
magnets. The quadrature-axis flux linkage can be described as wqðid; iqÞ ¼ Lqiq. All
parts ðLd; Lq;wpÞ are functions of the d-, and q currents. To take the cross saturation
effect into account, differential inductances are defined as [4, 5]

dwdðid; iqÞ
dt

¼ wdðid; iqÞ
id|fflfflfflfflffl{zfflfflfflfflffl}
Ldd

did
dt

þ wdðid; iqÞ
iq|fflfflfflfflffl{zfflfflfflfflffl}
Ldq

diq
dt

; ð3Þ

dwqðid ; iqÞ
dt

¼ wqðid ; iqÞ
id|fflfflfflfflffl{zfflfflfflfflffl}
Lqd

did
dt

þ wqðid ; iqÞ
iq|fflfflfflfflffl{zfflfflfflfflffl}
Lqq

diq
dt

: ð4Þ

The voltage equations, containing the cross saturation effect, are given by

ud ¼ Rid þ Ldd
did
dt

þ Ldq
diq
dt

� pwwq; ð5Þ

uq ¼ Riq þ Lqd
did
dt

þ Lqq
diq
dt

þ pwwd : ð6Þ
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3 Calculation of the Flux Linkages with FEM

To obtain the flux linkages and differential inductances a Finite-Element-Model of
an IPMSM was created in FLUX 2D. The magnetic conditions were solved at
different locked-rotor positions and values for the d- and q- currents (Fig. 1).

The nonlinear permeability of the stator and rotor material is expressed as l ¼
B=H from the magnetization curve. The results of this multistatic calculation were
the phase flux linkages for each pair of ðid ; iqÞ, whose fundamental waves had to be
transformed with the d; q-transformation into the direct- and quadrature-axis flux
linkage.

4 Description of the Flux Linkages with 2D-Splines

For the dynamic simulation of the behavior of the IPMSM the calculated param-
eters have to be described with an adequate function. It is very difficult to define
single functions with coefficients fitting the flux linkages for the whole operating
range of the motor. The functions derivatives must also be consistent to avoid
numerical errors during simulation. By using the bicubic spline interpolation
method a two-dimensional polynomial function for every section is created [6, 7].
Their derivatives are consistent at any of the corner points and border lines. The
results are smooth functions for the flux linkages and differential inductances. For
example the direct-axis flux linkage is given by

wd;sðid; iqÞ ¼
X3
n¼0

X3
m¼0

cs;n;m ind i
m
q : ð7Þ

Then the differential inductance Ldd results of the derivation with respect to id

quadrature- 
axis

direct- 
axis

Fig. 1 Distribution of
magnetic flux in an IPMSM
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Ldd;s ¼
wd;sðid ; iqÞ

id
¼

X3
n¼0

X3
m¼0

n cs;n;m in�1
d imq ; ð8Þ

and Ldq of the derivation with respect to iq (Figs. 2 and 3)

Ldq;s ¼
wd;sðid ; iqÞ

iq
¼

X3
n¼0

X3
m¼0

mcs;n;m ind i
m�1
q : ð9Þ

Fig. 2 Direct-axis flux
linkage

Fig. 3 Differential
inductance Ldd
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The same method is used to describe the quadrature-axis flux linkage wq and the
differential inductances Lqd and Lqq. The equation for the motor torque is
approximately the same as in the linear case.

T ¼ 3
2
p wdiq � wqid
� �

: ð10Þ

5 Conclusion

To simulate the dynamic behavior of electrical drive chains at the whole operating
range, the knowledge of machine parameters, especially the inductances, is indis-
pensable. Describing these parameters in sections through bicubic polynomial
functions ensures consistency during simulation. In addition it will be possible to
integrate this method into the control algorithm for the drive chain to gain adaptive
controllers for high efficiency operations.
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Method for Diagnosing the Vacuum
Conditions Using Pulses Voltage
Generator

W. Chmielak and Z. Pochanke

Abstract Diagnostic testing of vacuum inside the closed chamber of vacuum
circuit breaker is needed to estimate the switching capacity and dielectric strength.
It is also extremely difficult because of the inability to direct measurement. This
paper presents a preliminary study on a new way to diagnose the state of the
vacuum in the vacuum breakers. Presents a proposal of diagnostic system and the
results of tests carried out on the model vacuum chamber and several factory
vacuum chambers. Initial research gives hope to the possibility of detecting the
level of vacuum pressure well below 1 Pa.

1 Introduction

Vacuum switching devices are used worldwide in all kinds of medium-voltage
distribution systems. Their obvious advantage is that they have dominated the
power distribution market [1]. The development at higher voltages will continue to
be driven by the need for environmentally benign interrupting systems [2, 3]. This
is supported by more than 8,000 circuit breakers installed in Asia in transmission
networks which have excellent operating characteristics [4]. The factor influencing
on the dielectric strength and switching capability of the vacuum chambers is the
pressure inside the chamber. Treating the vacuum, that is always imperfect, as a
special condition of the gas characterized by shifting operating point on the Paschen
curve far to the left from the minimum. There the strength of the system is deter-
mined by the properties of electrodes—mainly the material and surface condition
[1]. From Paschen curve, it appears that the strength of the gas will grow to infinity
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with decreasing pressure to zero. However, even in theory, the residual gas effect
ends at the pressure where the free path of electrons exceeds the distance between
contacts. In the air, for a distance between electrodes d = 1 cm the pressure is
approximately 15 Pa (0.15 mbar) [5]. At the lower pressures (product value pd)
when the avalanche mechanism practically does not occur, reveal a variety of
processes related with emission of charge carriers from the electrodes, their
movement and exchange. These processes bring into the space between contacts
free charge carriers and neutral particles and cause the avalanche build-up of charge
carriers as a result of the collision ionization of neutral particles by free electrons,
and (to a lesser extent) ions are accelerated in an electric field. Reducing the level of
vacuum inside the circuit breaker carries a risk of deterioration of both the dielectric
properties of the insulation system as well as the weakening of the current breaking
capacity. Loss of vacuum may be due to outgassing of materials inside the chamber,
leaks welded or brazed joints arising as a result of stress or the transfer of gases
through the chamber housing materials [1]. Leakage may occur after a large number
of operations by fatigue of the metal bellows. The vacuum quality may also by
reduced after negligible number of operations by long term diffusion, intercrys-
talline corrosion or deactivation of the getter material [6].

There are many methods that can be used by producers, mainly Magnetron and
Penning methods, but they are not suitable for use in the exploitation [7]. Power
supply owners and consumers want to have a simple and accurate method to check
the vacuum condition of the vacuum circuit breaker in service. Diagnostic apparatus
already exists on the market with a simple indication good-bad, however their
effectiveness is poor. They can detect only the fully-sealed chamber, and may
indicate that the chamber is bad due to conditioning breakdown. There are many
different methods and solutions patents [6, 8–10], which are usually able to catch
only a state in which a vacuum breaking mechanism for gas discharge changes,
above a few Pascals. The expected detection level is 10−4, or at least 10−2 Pa, that is
the maximum permissible pressure in the chamber.

It was observed that all voltage studies on vacuum chambers are extremely
sensitive to the current state of the contact surface is manifested by a huge dis-
persion of recorded values. The result is very little plausible interpretation of these
results. Therefore to reliably investigate the vacuum chamber it is necessary to have
the previous conditioning. Among the methods for conditioning, it appears that the
most effective is the pulse spark conditioning.

2 Test Circuit

It was built impulse conditioning set-up capable of vacuum diagnostics inside the
vacuum chamber. Proposed testing system, (Fig. 1) generates high voltage pulses in
the resonant system of two capacitors connected in parallel with a capacity of
C1 = 0.1 µF each with inductance of pulse transformer TI. Generated signals are
attenuated by serial resistance of R2 = 780 Ω limiting a capacitor discharge current,
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so that when a breakdown occurs, it is rapidly disappearing and it does not warming
and excessive eroding of the contacts. Rated voltage of capacitors C1 is equal to
30 kV and with a similar level of transformer isolation TI is a limit on the amount of
the allowable generator voltage. Activation of the testing system is done by ISK
spark gap. One electrode of spark gap can be approached to a second by stimulating
the electromagnet drive, and also has the ability to adjust the distance between the
electrodes. During the test the distance between the electrodes was adjusted so that
the spark between electrodes followed roughly every 1 s. The time constant of
charging capacitor C1 has been chosen at the level of a few milliseconds. In parallel
with the primary winding of a pulse transformer the non-inductive impedance
elements R0 = 30 MΩ, C0 = 3 nF are plugged. Along with the inductances of the
leads it forms a low pass filter designed to attenuate high frequency noise. A similar
function is performed by capacitance voltage divider DN1.

On the Fig. 2 the waveform of generated voltage from proposed impulse gen-
erator is presented. The voltage pulse is quickly disappearing. Its peak value is
about 24 kV and a voltage steepness of 1.6 kV/µs. During the tests the voltage at

Fig. 1 Impulse conditioning set-up for vacuum chamber diagnostics

Fig. 2 Voltage from impulse
generator set-up
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the test chamber using a capacitive voltage divider, and the current in the test
chamber using a Rogowski coil were measured.

3 Experimental Results of the Model Chamber

The study was carried out on an industrial made vacuum chamber (Un = 24 kV,
In = 630 A) adapted for regulating pressure inside it. Research was carried out at
pressures in the range of 10−3–102 Pa. Due to low value of the generated voltage, all
tests was performed at a distance between contacts equal to 0.1 mm. The first tests
on the test chamber showed well known from the literature conditioning process.
Next tests were performed at different pressures inside the chamber. For each
pressure series of 100 tests were performed. It has been observed relatively stable
level of withstand voltage for each of the test pressures. Tests were carried out for
the pressure in the range of 10−3–54 Pa. The average values of breakdown voltage
and its standard deviation for the different pressures are shown in Fig. 3. Another
form of presentation of the same results shown in Fig. 4.

For the pressure in the chamber equal 9 Pa or higher the breakdown voltage for
all 100 samples were practically constant with very small dispersion. With the
increase of the pressure the voltage decreased while maintaining a very low dis-
persion in the individual trials. Moreover, in each of the observed samples (100
samples for pressures 9, 12, 25, 30, 40 and 54 Pa), the same type of high-voltage
glow discharge during breakdown (a few hundred volts) providing avalanche
mechanism appeared. Below 9 Pa was observed change of discharge mechanism.
Under these conditions occurred single and multiple breakdowns, rapidly or long
term disappearing, always with negligible voltage. For pressures below 6 Pa the
greater dispersion of recorded breakdown voltage but at higher levels was observed.
In addition at lower pressures, voltage and current waveforms show the different

Fig. 3 Measured breaking
voltage and its standard
deviation as a function of
pressure
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mechanisms of breakdown-both long-time above 200 µs and a multiple pulsed fast
disappearing. At significantly lower pressures (10−3 Pa), it was observed that the
long-term breakdown are similar steepness of the current decay that at higher
pressures, but much lower discharge voltage of 20 V—characteristic of the dis-
charge in a vacuum. It has been observed also that at pressure range of 10−3–6 Pa
breakdown character remains unchanged.

A surprising observation was the increase in value of braking voltage for a
pressure of about 10 Pa. Under these conditions, the voltage was even higher than at
high vacuum. In addition, the breakdown voltage for pressures above 9 Pa has a
very stable value depending on the pressure. This observation was so surprising that
the attempts for the pressure around 9 Pa were repeated. A second series of
experiments were carried out by changing the pressure in the chamber from high
vacuum (10−3 Pa) to about 50 Pa and back again in the direction of low pressures.
As before, for the pressure of about 10 Pa withstand voltage of chamber was much
higher than for the lower and higher pressures. Also, the nature of recorded
breakdown was identical to the earlier—for the 10 Pa and higher pressures
breakdowns occurred at a specific voltage dependent on the pressure. Dispersion of
breakdown voltages were very low (≪10 %) and always appeared only one type of
breakdown—lasting glow discharge with voltage level of several hundred volts—
about 300 V for 10 Pa and a little higher voltages for the higher pressures.

4 Experimental Results of Industrial Chambers

Research was carried out on 13 closed vacuum chambers from different manu-
facturers. Chambers have different stories and were on the resources of a research
laboratory. Mostly they were not connected to the voltage and didn’t work for many
years. Some of them were previously used in the operation, but recently were used
only for demonstration purposes, occasionally performing mechanical operations
without load. Some of them has completely unknown story. Initially, tests were

Fig. 4 Measured breaking
voltage in different
presentation as eUb = f(p)
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performed on first 9 chambers with fully open contacts. For each chamber a series
of 30 samples of the impulse voltage with magnitude Ug = 22 kV were performed.
Under these conditions did not show any breakdowns. Further attempts were made
on all chambers at different smaller distances between contacts. Summary of the
study is shown on the Table 1.

In most cases, for the distance between contact greater than 0.1 mm breakdowns
occurred only in the initial trials. Later withstand voltage of a chamber became
higher than the pulse generator voltage. In his early attempts were mostly fast
extinguishing breakdowns, which often led to the re-ignition during voltage
rebuilding. With the increase in breakdown voltage occurred a rise in the share of
individual discharges remaining in the long term. This is probably the more energy
discharge leading to ionization of surface contacts.

There were various levels of breakdowns for the individual chambers. Some of
them have recovered very quickly high strength in others the process was more
time-consuming. The reason for this can be both: state of the contacts and the level
of vacuum inside the chamber. The chamber in which the conditioning process took
longer studies were performed at distance between contacts d = 0.1 mm. The
conditioning process of two similar chambers (4 and 5) with identical parameters
are shown on Fig. 5.

Table 1 Summary of measurements in real vacuum chambers

Chamber Un (kV) d (mm) Number of
attempts

Ub (kV) Number of
breakdowns

1 24 1.00 10 >22 2

0.50 30 4

2 0.40 30 >21 18

0.10 200 >23 180

3 0.10 500 *20 600

4 17.5 0.25 180 *20 210

0.10 500 10.5 1,300

5 0.25 350 >23 220

0.10 400 12 850

6 0.25 130 >23 70

7 0.25 30 >23 15

8 12 0.17 300 >23 420

0.10 400 *12 900

9 2.00 10 >23 0

0.25 50 >23 2

10 6 0.30 30 3.8 30

0.50 150 3.8 150

11 0.25 500 14 1,360

12 0.25 500 18 920

13 3.00 500 17 1,200
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Comparing the results of the research with the distance between contacts
d = 0.1 mm, for the chambers 4, 5 and 8 of rated voltage less than 20 kV, it can be
concluded a relatively similar characteristics of strength, where the average value of
the breakdown voltage at a distance of 0.1 mm is slightly above 10 kV. The highest
breakdown voltage has youngest chamber (about 10 years difference), and this may
be associated with a higher level of vacuum in its interior but it is at a much larger
dispersion. However, given the distance between contacts should be careful with
this inference because recorded differences may be due to the inaccuracy of the set
distance. Research on such a short distance was also made for 24 kV chambers.
Their withstanding voltage values was significantly higher than 20 kV. Such a
situation can be explained by a higher quality of contacts performance.

An interesting conditioning process was observed for the chamber 8. Initially
proceeded in such a way: there were both single long-term breakdowns with low
voltage (*20 V) as well as multiple pulse breakdowns. But it happened also a
couple of glow discharge, where the discharge voltage was at the level of a few
hundred volts. It is probably resulted from the release of larger amounts of adsorbed
gas from the cathode (clouds), which was reflected also in the process of condi-
tioning by local weakening of the dielectric strength—between 200 and 300, and
320 and 370 breakdowns (Fig. 6).

Last four chambers had the poorest results. The chamber 10 has been produced
in the 70 s of the last century, about 40 years ago and for the last more than 20 years
has not been used at all, was used as a demonstration prop. During the trials were
registered one type of discharge—they were long lasting with the average break-
down voltage of about 3.8 kV and during the tests the voltage was relatively
constant. During discharge the voltage across the chamber had a value of about
200 V, which proves the existence of some form of gas discharge. According to the
characteristics shown on Fig. 4 can be calculated that the pressure inside the
chamber is about 100 Pa. Chambers 11, 12 and 13 are relatively new and have been

Fig. 5 The conditioning
process of the vacuum
chambers (4 and 5) at the
distance between contacts
d = 0.1 mm
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installed on the device that do not have a quality certificate. Studies have shown the
voltage range is significantly lower than the other the chambers that have these
certificates.

5 Conclusions

Definitely, this method can diagnose the level of vacuum inside the chamber from
the pressure level above few Pascal’s. Diagnostic testing using a pulsed system
have the advantage of quickly and effectively conditioning the test chamber. It
makes the recorded withstand voltage of the chamber under study reliable because
conditioning the vacuum chambers with the voltage pulse is shown as the most
effective method.

Observed increase in breakdown voltage with decreasing pressure in the vacuum
chamber to the level 10−3 Pa gives hope that this method can be used to diagnose
the level of vacuum pressure in a wider range than existing methods applied in
operation. From the obtained results it can be set straight relationship between
breakdown voltage and the pressure in the pressure range above 10−3 Pa.

Fig. 6 The conditioning
process of 8-th vacuum
chamber at the distance
between contacts
d = 0.17 mm

Table 2 Estimates of pressure inside the chamber on the basis of the reference characteristics
plotted in Fig. 4

Chamber Un (kV) d (mm) Number of attempts Ub (kV) eUb p (Pa)

2 24 0.10 200 >23 97,000 ≪10−3

3 24 0.10 500 *20 5,000 ≪10−3

4 17.5 0.10 500 10.5 0.36 *2.0

5 17.5 0.10 400 12 1.63 *10−2

8 12 0.10 400 *12 0.44 *1.5
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Ideological example of such a relationship is given on Fig. 4, where the eUb = f(p).
Of course, it can be questionable the credibility of obtained results due to the very
small distance between contacts.

However, assuming that the distance between contacts in the test chambers were
set precisely, with high accuracy, and that the dielectric characteristics obtained for
a model chamber are reference for investigated commercial chambers could be
tempted to infer the status of vacuums inside these chambers, by the pressure
according to the characteristics shown in Fig. 4. The pressure within the test
chamber defined by this method shows Table 2.
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The Group and Individual Connection
to the Rail System Modelling
in a Lightning Discharge Analysis

Zofia Wróbel

Abstract The modelling of group connection to the rail system in an open lay-out
and individual connection to the rail system under conditions of surges endanger-
ment of atmospherical origin with the use of numeric methods, demands creations
of components elements models: contact line, rail return, tower, insulator, short
circuiting switch and surge. In the analysis, one section of a group railed containing
54 fragments was taken into account. In the report an example—results of the
modelling of impulse—electromagnetic disturbances caused by statics atmospher-
ical for both railed systems at a current extortion of 5/320 µs and 8/20 µs and with a
voltage of 10/700 µs 1.2/50 µs were represented.

1 Introduction

The direct surge into the traction wires-net of galvanic coupling causes an increase
in the potential of one rail course in relation to another. The connection to the rail
system should assure an efficient protection against the shock in the case of short-
circuits. The connection to the rail system is a metallic connection of a steel—
construction supporting the traction wires-net with a rail. Nowadays two connection
to the rail systems are used: group or individual connection to the rail. The group
connection to the rail depends on the connection of several supporting constructions
by a railing thin line, and then by short circuiting switches the connection of this
thin line with track choking-coils or with the rail. The individual railing depends on
a metallic connection of the supporting construction with the rail.

Quoad hoc simulatory research with the utilization of computers fulfil an
important part helping in the analysis of electromagnetic influences on the given
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device. Using in simulatory programmes checked mathematical models of scheme
elements and electric devices as well as physical occurrences can be supplemented
or replaced by laboratory research and real lay-out terrain.

2 Damageability of Railway Devices

Analysis of different types of railway devices damages as a resulted from various
reasons are performed at the PKP (Polish State Railways). These informations are
gathered by different services. It allows the assessment of the repair costs, the
frequency of damage occurrence and their distribution in the country. These data
supplemented with informations pertaining to the producers of devices and over-
voltage precautions, constitute an extremely vital analytical base for PKP Polish
Railway Lines JSC. Its compilation involves the work of many researchers.

Table 1 presents a number of unit traction system damage as a result of atmo-
sphere originating surges in the chosen Railway Lines Establishment of PKP Polish
Railway Lines JSC on the terrain of the country in the summers of 2007 and 2012.
The average numbers of impulse waves per km2 in year 2008 were taken from the
materials and put in the upper unit of the table [1].

3 The Group Connection to the Rail System
in the Open Layout

The connection to the rail system in an open lay-out consists of a section of a length
about 2.5 ÷ 3.5 km. The general schema of accepted to calculations of the model of
feeding and return network—is represented in Fig. 1 [2]. In this lay-out all con-
structions supporting of the traction net-wires are electrically joint with a rail. Ends
of lines across low-voltage limiters of repeated I-action (Fig. 1: the short circuiting
switch) and lines in the isolation are joint to the rail. Supporting constructions of the
grouped railed section are earthed severally.

In the state of limiters (short circuiting switch) normal work, they proclaim the
isolation among the group connection to the rail line and rails of the railway track.
If the carriageable network isolation become damaged, then limiters get down to
work, passing into the state of conductivity closing the short-circuit loop [2].

4 The Modelling of the System

In the analysis, one section of the group connection to the rail 54 fragments, was
taken into account. The accepted length of fragments (suiting the distance among
towers) equals 64 m.
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In the modelling, five lines representing: the line of group connection to the rail,
the catenary wire, the traction net-wires and two lines representing rails were taken
into account. The cross-tying of rails by around 300 m were also introduced [3, 4].

4.1 The Modelling of Loss-Free Multi-wires Lines

The basic assumption in the analysis of the multi-wires line is the acceptance of the
dispersal of the electromagnetic field line in the form of the transverse wave TEM
(eng. Transverse Electro-Magnetic) [5]. This means that vectors of electric and
magnetical fields intensity are perpendiculars to themselves and lie in the surface
(xy) and are perpendiculars to the direction of the dispersal of the wave (z). Losses
in the line arise as a result of two mechanisms: of losses in lines (oblong losses) and
losses in the circumjacent centre (transverse losses). In the target of parameters
delimitation of the inductive and capacitive adjugate, losses in multi-wires long line
equalizations formulating (MTL—Multiconductor Transmission Lines) can be
skipped. This simplifies the solution and gives bases to the exact delimitation of the
coupling parameters. To receive equalizations of the multi-wires long line I marked
the individual, equivalent arrangement of the section lay-out about the length Δz, as
it is represented in Fig. 2. Mutually conjugate lines (G) and (R) have the same
individual parameters: inductances LG and LR and the mutual unitary inductance
Lm. As assumptions simplifying to the analysis I accepted, that the speed of the
dispersal of waves is equal the speed of the light and I did not take into account
the reflect current waves.

Longitudinal currents produce a magnetic flux, penetrating every loop formed by
the line and the gaining line as well as the inductance arising from the Faraday’s
law. Voltages among every line and the gaining line produce loads in lines. This
generates electric field among every pairs of these lines. This effect mark capacities
of the line. Unitary self-capacities of lines (G and R) in relation to the gainings line
are defined properly by CG and CR and the unitary mutual capacity by Cm. The
delimitation of parameters L and C of the long line with the use of unitary

Fig. 1 The schema of the group connection to the rail system in the open lay-out [2]
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parameters at the use of equalizations of the electric circuits analysis, as well as to
the assumption that Δz > 0, is presented in [5].

Equalizations MTL in the matric form have an identical form, as equalizations
for two wires of the line. Hence the solution of these equalizations gives similar
results, but in a matrix form. This propriety permits the modelling and the solution
of the lines system folding of more than two wires [5].

The model of the line section in SPICE for two wires is represented in Fig. 3.
Equalizations describing this model of the line section, can be resolved through the
elimination of the coupling among lines, what gives the diminution of the pair of

Fig. 2 The individual elementary section of the loss-free two-wire line [5]

Fig. 3 The complete SPICE model for a two-conductor line with the utilization of controlled
source [5]
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lines to the circuit of two wires, without interplays. Zero-volt voltage sources
are necessary in SPICE to sample the controlling current for current-controlled
sources [5].

4.2 The Model of the Substation

To the analysis of the model of the substation (Fig. 4) I accepted parameters taking
into account: the voltage of the substation Up = 3,450 V, the inductance of the
substation and of the power supply system Lp = 4.774 mH [4].

Parameters of the cable return—and feeding I presented in compliance with the
results of measurements placed in the paper [4] for the frequency 10 kHz and cable
lengths 200 m as: RKz = RKp = 3 Ω, LKz = LKp = 0.3 mH, CKz = CKp = 0.4 μF.

4.3 Towers

For the analysis of atmospheric discharges, model of the tower can be represented
by the arranged in rows connection of the inductance and resistance. Accepting the
unitary inductance L0 = 1.67 μH/km calculated from the following formula:

L0 ¼ 0:2 l r ln
2 h
r
½lH=km� ð1Þ

where:
μr the relative magnetic permeability (for air μr = 1)
h height of the tower
r cable radius

the received inductance of the tower L = 13.7 µH.

Fig. 4 The Simplified
scheme of the traction
substation and cable
connections [4]
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For the group connection to the rail, the resistance of earthing of the tower
carries out R = 50 Ω [2].

For the individual connection to the rail, the tower inductance was accepted as
L = 13.7 μH and tower impedance as R = 10 Ω. As the connection to rail of the
tower inductance L = 5 μH was accepted [6].

4.4 Lightning Conductors, Spark Gaps and Short
Circuiting Switches

In the analysis as a model of the insulator I took into account in the model of the
tower the switch voltage-controlled 90 kV. As a model of short circuiting switches I
took into account the switch current-controlled 15 kA and the switch voltage-
controlled 120 V [2].

The model of the corner lightning conductor I introduced as a switch voltage-
controlled of a jump voltage value 23.8 kV and of brake aerial of the resistance
100 MΩ. Applied to the protection of the trolley wires corner lightning conductors
are installed every 1,200 m or 600 m (for terrains of large stormy intensity, more than
30 days in a year). In the analysis I took into account distances 600 m [1, 6]. Applied
short circuiting switches in the group connection to the rail can be modelled as
properly voltage switch of the voltage 120 V and current of the value 15 kA [2].

5 Surge Currents in the Analysis of the Ground
Lightning Discharges

The levels of the resistance on surges of rts (railway traffic system) devices are definite
in the norm PN-EN50121-4 (Railway applications—Electromagnetic compatibility.
Part 4: Emission and immunity of the signalling and telecommunications apparatus).
One of the proposed surges to research for devices in telecommunication and sig-
nalling networks in the norm PN-EN 61000-4-5 (2010) (Electromagnetic Compati-
bility (EMC)—Part 4-5: Testing and measurement techniques- Surge immunity test
(IEC 1000-4-5:2005)) is the voltage surge 10/700 µs.

The shape of the voltage surge 10/700 µs which was brought near with the two-
exponential course which is appointed in formula [7]:

u tð Þ ¼ 0:10113Um exp � 0:10068� 104 t
� � � exp � 0:64766� 106 t

� �� � ð2Þ

and the voltage surge 1.2/50 μs in formula:
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u tð Þ ¼ 1:0354 Um exp � 1:478� 104 t
� � � exp � 1:635� 106 t

� �� � ð3Þ

In the state of the short-circuit from the voltage surge generator 10/700 µs I
received a course of the current 5/320 µs (PN-EN 61000-4-5 (2010), IEC 62305:
Protection against lightning Part 1: General principles, Part 2: Risk management,
Part 4: Electrical) and electronic systems within structure and for the voltage surge
generator 1.2/50 μs I received a course of the current 8/20 µs.

Parameters of the surge current 5/320 µs is definite by the formula [7]:

i tð Þ ¼ 1:012845 I m exp � 2205:969 tð Þ � exp � 1273948 tð Þ½ � ð4Þ

The waveform 8/20 μs suggested by [8] were assigned by the relationship:

i tð Þ ¼ 2:18 I m exp � 0:065� 106 t
� �

sin 0:107� 106 t
� �� � ð5Þ

On LTspice, the model of the surge described by the dependence (3) was written
down with the instruction.subckt. The surge as a current source that is controlled by
the voltage g.

The modelling of the surge any time, makes possible the remarking of the time
decay Td = to [9]. The surge can be brought with the form xudar to any node of the
modelled system.

Example 1

.subckt UDAR wy Params: to = 0.1 us
epior2 1 0 value = 1012.845 * 25 * (exp (−2205.969 * time)-
+exp (−1273948*time))
Top 1 0 1f 0 0 = 100 Td = {to}
Rc 1f 0 100
g wy 0 1f 0 1
.ENDS UDAR
xudar a UDAR

For the surge, the value of an impedance equal 400 Ω was accepted to the
analysis. At such value of impedance, the voltage that can act in a given (certain)
system may reach the value of 10,000 kV. To the analysis I accepted a surge
impedance of 400 Ω.

6 Chosen Results of the Modelling

The represented above elements of the analysed system that grouped in the section
form of the type Π, creating three models of the section containing a section of the
traction wires net and a track of the length 64 m and:
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1. the tower with the insulator
2. the tower with corner discharger
3. the tower, from which the surge was brought.

In the analysis, for the reduction I put a metallic short-circuit on the switch of the
tower. To the modelling I accepted the sector (fragment) containing 54 sections.

Such written down of the subprogram for the five-wires line model (group
connection to the rail lay-out in an open system) and four-wires line model (indi-
vidual connection to the rail systems) is very complex and because of voluminal
considerations cannot be represented here.

The model of the surge that was brought to the node 23 of the catenary wire. To
the example—analysis for the current surge model of the shape 5/320 µs and 8/20 µs

Fig. 5 Current surge 5/
320 µs (the full line) and 8/
20 µs (the dashed line) for
Im = 25 kA

Fig. 6 Group connection to
the rail system: Courses of
voltages on a catenary wire
for tower with a current stroke
of 5/320 µs for Im = 25 kA led
to the catenary wire (the full
line) and the following in the
distance of 64 m (the dashed
line) and 128 m (dotted—
dashed line)
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(Fig. 5) I accepted the top—value of the current Im = 25 kA. For the voltage surge
model of the shape 10/700 µs and 1.2/50 µs I accepted the maximum value
Um = 15 kV (Fig. 22).

Fig. 7 Individual railed system: Courses of voltages on a catenary wire for tower with a current
stroke of 5/320 µs for Im = 25 kA led to the catenary wire (the full line) and the following in the
distance of 64 m (the dashed line) and 128 m (dotted—dashed line)

Fig. 8 Group connection to the rail system: Courses of voltages for a tower with a current stroke
of 5/320 µs for Im = 25 kA led to the catenary wire; the rail 1 (the black full line) and the following
in the distance of 64 m (the black dashed line); the rail 2 (the grey full line) and the following in
the distance of 64 m (the grey dotted—dashed line)
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The represented on Fig. 5 shapes of current surges 5/320 µs and 8/20 µs of the
maximum value 25 kV led to the messenger wire on the chosen tower of analysed
systems of the catenary wires with group and individual connections to the rail gave
interesting results. In the accepted observation time 4 µs for the group connection of
the rail, higher maximum voltages values of 460 kV (Fig. 6 for the surge 5/320 µs)

Fig. 9 Individual connection to the rail system: Courses of voltages for a tower with a current
stroke of 5/320 µs for Im = 25 kA led to the catenary wire; the rail 1 (the black full line) and the
following in the distance of 64 m (the black dashed line); the rail 2 (the grey full line) and the
following in the distance of 64 m (the grey dotted—dashed line)

Fig. 10 Group connection to
the rail system: Courses of
voltages on a catenary wire
for tower with a current stroke
of 8/20 µs for Im = 25 kA led
to the catenary wire (the full
line) and the following in the
distance of 64 m (the dashed
line) and 128 m (dotted—
dashed line)
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and 240 kV (Fig. 10 for the surge 8/20 µs) of observed on the messenger wire of
three following columns were ascertained. In the case of individual connections to
the rail, values of these voltages carried out about 380 and 120 kV (Figs. 7 and 11
properly for surges 5/320 µs and 8/20 µs). Quoad hoc, these results confirm passed
{realized} and described on the research [10] measurements. Values of these
voltages are significantly lower for group connections of the rail (about 4.5 kV for
the surge 5/320 µs—Fig. 8 and about 3.7 kV for the surge 8/20 µs—Fig. 12) than
for individual connections of the rail (about 95 kV for the surge 5/320 µs—Fig. 9
and about 7.5 kV for the surge 8/20—Fig. 13).

Fig. 11 Individual railed
system: Courses of voltages
on a catenary wire for tower
with a current stroke of
8/20 µs for Im = 25 kA led to
the catenary wire (the full
line) and the following in the
distance of 64 m (the dashed
line) and 128 m (dotted—
dashed line)

Fig. 12 Group connection to
the rail system: Courses of
voltages for a tower with a
current stroke of 8/20 µs for
Im = 25 kA led to the catenary
wire; the rail 1 (the black full
line) and the following in the
distance of 64 m (the black
dashed line); the rail 2 (the
grey full line) and the
following in the distance of
64 m (the grey dotted—
dashed line)
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In realized measurements described in the research works [10] to researches the
voltage surge 1.2/50 µs was also used. For surges of the shapes 10/700 and 1.2/50 µs
(Fig. 14) and the maximum value 15 kV, for group and individual connections of the
rail properly on Figs. 15 and 16 as well as 19 and 20, voltages courses on the

Fig. 13 Individual connection to the rail system: Courses of voltages for a tower with a current
stroke of 8/20 µs for Im = 25 kA led to the catenary wire; the rail 1 (the black full line) and the
following in the distance of 64 m (the black dashed line); the rail 2 (the grey full line) and the
following in the distance of 64 m (the grey dotted—dashed line)

Fig. 14 Surge voltage of
10/700 and 1.2/50 µs for
Um = 15 kV
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messenger wire for three following columns were represented. On Figs. 17 and 21,
results of the modelling for two rails in the case of group connections of the rail were
represented. Maximum voltages values are the line 250 V for the surge 10/700 µs
(Fig. 17) and about 400 V for the surge 1.2/50 µs (Fig. 21). For individual con-
nections of the rail, they carry out, about 7.5 kV (Figs. 18 and 21) properly for the
surge 10/700 µs and 1.2/50 µs.

Fig. 15 Group connection to
the rail system: Voltage
courses for tower with the
surge voltage of 10/700 µs for
Um = 15 kV led to the
catenary wire (the full line)
and the following in a
distance of 64 m (the dashed
line) and 128 m (dotted—
dashed line)

Fig. 16 Individual
connection to the rail system:
Voltage courses for tower
with the surge voltage of
10/700 µs for Um = 15 kV led
to the catenary wire (the full
line) and the following in a
distance of 64 m (the dashed
line) and 128 m (dotted—
dashed line)
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Fig. 17 Group connection to the rail system: Courses of voltages for a tower with the surge
voltage of 10/700 µs for Um = 15 kV led to the catenary wire; the rail 1 (the black full line) and the
following in the distance of 64 m (the black dashed line); the rail 2 (the grey full line) and the
following in the distance of 64 m (the grey dotted—dashed line)

Fig. 18 Individual connection to the rail system: Courses of voltages for a tower with the surge
voltage of 10/700 µs for Um = 15 kV led to the catenary wire; the rail 1 (the black full line) and the
following in the distance of 64 m (the black dashed line); the rail 2 (the grey full line) and the
following in the distance of 64 m (the grey dotted—dashed line)
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From realized analysis, it results that a group connections of the rail limit in a
greater degree, the voltage that appear in the track. This has a large meaning from
the regard on installed in the track railway traffic control device and in the isolation
co-ordination.

Fig. 19 Group connection to
the rail system: Voltage
courses for tower with the
surge voltage of 1.2/50 µs for
Um = 15 kV led to the
catenary wire (the full line)
and the following in a
distance of 64 m (the dashed
line) and 128 m (dotted—
dashed line)

Fig. 20 Individual
connection to the rail system:
Voltage courses for tower
with the surge voltage of
1.2/50 µs for Um = 15 kV led
to the catenary wire (the full
line) and the following in a
distance of 64 m (the dashed
line) and 128 m (dotted—
dashed line)
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Fig. 21 Group connection to the rail system: Courses of voltages for a tower with the surge
voltage of 1.2/50 µs for Um = 15 kV led to the catenary wire; the rail 1 (the black full line) and the
following in the distance of 64 m (the black dashed line); the rail 2 (the grey full line) and the
following in the distance of 64 m (the grey dotted—dashed line)

Fig. 22 Individual connection to the rail system: Courses of voltages for a tower with the surge
voltage of 1.2/50 µs for Um = 15 kV led to the catenary wire; the rail 1 (the black full line) and the
following in the distance of 64 m (the black dashed line); the rail 2 (the grey full line) and the
following in the distance of 64 m (the grey dotted—dashed line)
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7 Discussion and Conclusions

In the paper I spoke components of the model describing the accepted to the analysis
system of the traction wires net with the group connection to the rail in an open
system at an extortion current 5/320 µs, 8/20 µs and voltage’s 10/700 µs, 1.2/50 µs.
I represented possibilities of the simulation at the utilization of the programme
LTspice and I based the necessity of the treat of the problem of the lightning
protection efficiency of railways devices.

Analysed possibilities of the programme have the cognitive character and will be
put-upon to further analysis and estimations of the threat of feeding parley of the rts
devices caused by short-circuits and by surges of the atmospherical origin.
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Gearless Pedaling Electric Driven Tricycle

K. Zawirski, K. Nowopolski, B. Wicher, D. Janiszewski,
B. Fabiański and K. Siembab

Abstract In the paper the general conception and real construction of a three-
wheel bicycle with auxiliary electric propulsion is presented. Each of the vehicle
wheels is driven by an electric motor (BLDC) controlled by the central system of
power distribution. The generator that charges a battery pack is driven by pedals.
The vehicle speed is proportional with adjustable ratio to the pedaling velocity,
whereas the power delivered to the motors is appropriately increased to the pedaling
power with adjustable degree. Description and analysis of the selected modules of
the vehicle are documented with prototype research results.

1 Introduction

The idea of the electric bicycle has being developed for several years, however
various countries law legislated exact electrically assisted bicycle. An important
feature of them should be natural propel pedal drive system with electric motor
(power less than 200 W) regarded only as a support. The formulation of conception
and prototype building has been developed. The amount of research work per-
formed under the Polish Agency for Enterprise Development project. The following
purposes have been considered:

• construction of eco-tricycle adapted to getting around the city held in accor-
dance definition of an electric bicycle, a fully electric drive mounted in the
wheels of the vehicle, without mechanical coupling (i.e. no shaft, chain, gear)
between pedals and wheels,

• possibility of charging the power battery pack by pedaling,
• chance to transport 1–3 people or small load carriage.
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The paper describes the concept of vehicle, the construction of its main com-
ponents with results of research and testing of the prototype.

2 Concept of the Drive and Control System

The bike is equipped with three BLDC motors, which individually drive three
wheels. The energy conveyed to the motors, which are controlled by the Central
Power Distribution system, is proportional to the power of pedaling (with an
adjustable ratio, so the motors power may be several times larger). Pedals driven
shaft of the generator produces energy, that charges the battery pack. Vehicle
velocity is proportional to the angular speed of pedaling with the possibility of
different value ratio setting (idea of electronic gear). Generated energy determines
the wheels behavior, wherein the level of the power and is controlled by the
electronic gearbox without any mechanical coupling. The vehicle drive and control
system is divided into modules (subsystems) as follows:

• three independent wheel drives, including BLDC motors power converters and
own control systems,

• pedal-driven generator module with inverter and control system that allows to
charge batteries,

• Central Control and Power Management Unit,
• Lithium Iron Phosphate battery pack with set of chargers.

Motor drive control system, generator and the central control unit are connected
through a communication network interfaces in Controlled Area Network (CAN)
standard. Figure 1 shows the structure of the system, which consists of the master
control unit and power management (PMU), the inverter motor (INVM), the inverter
generator driven by the pedals (INVG), the battery charger block (CHA). Proper
configuration of the supply lines allows to monitor battery voltage and total current
at the branch point. That topology allows to connect subsystem independently to
the power network (e.g. disconnection in case of detection any malfunction by
switching handling appropriate devices, such as MR, GR, RR, CR, PR). The Power
Relay (PR) connector is an electromagnetic relay, in which the coil is connected in
series with emergency stop button.

PMU module enables the realization of complex motion control algorithms, such
as limiting the centrifugal forces, differentiation of the electromagnetic torque and
velocity for each drive. Entire microprocessor system must have regard to the
isolating functional sections in high power environment by galvanic isolation
system (GI).

The initial vehicle prototype is shown on the Fig. 2.
The unique conception of the gearless tricycle control system (CS) has been

developed. Used CAN network gives opportunities of implementing modified
algorithms in different CS structures. That approach with CS module, contains
problem solutions of vehicle kinematics. The full dynamical model, as described
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[1], has been considered with several basic control schemes. This schemes shown
kinematics influences like drives current waveforms and overall system
performance.

Fig. 1 Scheme of the power
distribution network

Fig. 2 The view of the
vehicle prototype intended for
traction tests
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3 Control and Power Management Central Module

Power Management Unit (PMU) is responsible for the following tasks:

• uninterrupted supervision of system with communication in the distributed
network,

• redundant safety algorithm and emergency stop interface,
• interfacing electric drives and visualization unit (VU) in separated CAN

networks,
• monitoring the battery status (voltage, current),
• power distribution for low-power electronics.

Above tasks are performed in the two following hardware blocks: a micropro-
cessor one with galvanic isolation and execution block, capable of high power flow.
As the control unit, the STM32F407 is used. This is a modern system controller
used in all proposed subsystems [2].

Diagram in Fig. 3 shows the central controller (PMU), the master unit of the
CAN1 network (drive system core network) and CAN2 as the separated network for
interfacing with HMI panel (VU). The possibility of interfering and disturbing high
power elements into VU is limited through CAN1 and CAN2 network isolation. It
was decided to implement the CANopen protocol, often used in automotive, in the
ISO/OSI model application layer, characterized in [3, 4]. Adaptation of the CAN-
open specification allows the use of ready-made algorithms for state management of
logic nodes, error detection, control or coherence of communication schemes to
case and the requirements of application.

Fig. 3 Scheme of the
topology of controlled area
network and low-current
power distribution network
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Figure 3 presents also a power bus, a parallel to the CAN network, delivering
energy to each of the node controllers. Galvanic isolation of the proposed topology
increases the security of the system, due to the decoupling of the power modules
failure.

The central unit controls the power management module that conveys the energy
to and from the batteries (PMU is only directly connected to the power battery
pack).

Assumed functionality allows the implementation of the system safety, as the
energy stored in the battery is a potential threat to vehicle. The basic mechanism of
the safety system is the coupling of the electromagnetic relay coil with the emer-
gency stop. The emergency shutdown automatically (bypassing the microcontrol-
ler) attaches the break resistor to the motor drives power supply nodes. The logic of
the power supply switching circuits dedicated for each subsystem (motor drives,
generator, charger, power resistor) is next safety system. The logics depending on
the condition of the vehicle (e.g. unacceptable is an involuntary movement of the
vehicle during stationary battery charging controls solid state power relays (SSR)
forming needed energy transfer as well as electromagnetic relay.

4 Wheel Direct Drive

Each of the three wheels are driven by its own direct drive, as mentioned above.
The Brushless DC Motor is main element of the proposed solution. There are used
standard auxiliary bike motors mounted on a spoked wheel hub. Low rotational
speed of the motors allows to apply the drive wheels without any additional
mechanical transmission (planar, belt, etc.).

Rated power of each engine, of about 1 kW, is sufficient to ensure that move-
ment of the vehicle along a set of batteries and one or more passengers while
maintaining satisfactory dynamic properties compared in classic bike.

During research, it was found, the inductance of the stator windings is very
small, of the order of 50 μH. Such a small value causes that even at high carrier
PWM frequencies (fc = 20 kHz) nature of stator current is interrupted. Interrupted
current of the motors necessitates a strong filtering of the measurements. For
measurement of the average current, analog and digital filtering is applied. The
results shown in Fig. 4.

Used process unfortunately introduces a significant delay, which, makes it
impossible to obtain a good dynamic in the loop current in practice, and conse-
quently ensure the proper motion dynamics of the vehicle [5].

Other interesting properties of used motor was observed and taken into account.
One of them is not detailed enough, the waveform of electromagnetic force of the
stator winding should be trapezoidal as in BLDC but in this case is strictly sinu-
soidal, as shown in Fig. 5.

In this context it was decided to implement a sine wave inverter control. The idea
of forcing control of three-phase sinusoidal voltage is shaping the phase voltage
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signals as sinusoidal. Sinusoidal voltage control was successfully tested in the
whole range of speed changes. The main advantage of this method is control of
electromagnetic torque, smoothing roughness occurring within a single rotation of
the motor shaft. This control method has also another important advantage, which is

Fig. 4 Illustration of the current measurements: Imeas—measured current (scale 500mV→ 16.5 A),
Iafiltered—current behind analogue filter (scale 500 mV → 16.5 A), Iac—current signal from AC
converter (sampled every 50 μs, scale 500 mV → 8 A), Ifiltered—current signal filtered by an first
order IIR digital filter with 400 μs time constant (scale 500 mV → 8 A)

Fig. 5 Examples of EMF of motor stator windings signals and position Hall sensors signals
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a significant reduction in the noise level with respect to the classical BLDC trap-
ezoidal control, which revealed especially when torque boost, or working at low
speed.

Due to the above-mentioned problems with the design of efficient current con-
troller, an alternative solution without the current loop has been adopted, instead of
the typical cascade structure of the control system (described in [5, 6]). The pro-
posed system directly controls the speed by voltage setpoint with current limitation
routine. PI speed controller, operating at a frequency of 1 kHz, have been used.
Figure 6 shows results during motor start to velocity of 150 rpm.

Fig. 6 Motor start to the velocity of 150 rpm with velocity controller

Fig. 7 Motor start to the velocity of 60 rpm with velocity controller—improper controller
operation
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Low resolution of the position measurement signals from the Hall sensors (pulse
every 1/6 electrical angular) does not allow for a good computation of small values
of speed and consequently the correct velocity of the regulations in this regard.
There were difficulties in obtaining a correct operation of the speed controller speed
below 70 rpm. Waveforms in Fig. 7 illustrate the incorrect operation (oscillation).

Because of these difficulties, alternative solution assumed, consisting in the
adjustment of the motor of the electromotive force (proportional to velocity) with an
additional compensation of voltage drop across the resistance of the stator circuit
and the circuit. In the control system a limitation of the SEM current supply circuit
of each of the DC voltage converter was implemented. Results of them shown in
Fig. 8.

Interesting part of investigations was determine the energy efficiency of used
electric drive. Figure 9 shows a few representative characteristics, where different
torque and speed (75, 150, 200 rpm) was choose as a test variable.

Draws attention to growing together with speed efficiency of the drive. For loads
above 20 Nm increase in efficiency is in excess of 20 %, comparing the speed
setpoint 75 and 200 rpm, overall observation is thus an increase in efficiency with
the power system.

5 Generator Module

One of the BLDC motors, described in Chapter “Study the Quality of Global Neural
Model with Regard to the Local Models of Dynamic Complex System”, was used
as the generator. This was the same type of BLDC motor that was used for drive
purposes, the only difference was the lower power (250 W) compared to the motors

Fig. 8 Motor start with voltage controller to the velocity of 120 rpm
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installed in wheels. The generator is coupled with the pedals by a chain. The three
phases of main windings and three position Hall sensors output are connected to the
generator inverter module. The main component of the inverter is also STM32F4
microcontroller that controls all the following functions of the module:

• conversion of the energy generated by the cyclist in order to charge the battery
(control of the PWM signal),

• measurement of the generator speed (based on the Hall sensors signals),
• control of the cyclist load torque—motion resistance according to the selected

algorithm,
• communication with other modules of the vehicle (including the central control

module) by the CAN network,
• acquisition and processing of the measurement signals (voltages and currents

both of the generator and the battery side)
• data exchange between the module and a PC during tests.

The scheme of the power section is shown in Fig. 10.
Each of the three phases of the motor is approximated by a serial connection of

resistance, inductance and electromotive force. The alternate voltage generated by
the motor is rectified by D1–D6 diodes and filtered by the DC capacitor. This DC
voltage supplies the high current part of the inverter.

Since for the proper system operation, only increase of the voltage is necessary,
the power converter was design in the boost topology. Simple construction and
small number of semiconductor power elements, allow to reduce the costs (only one
power transistor and one power diode are required), keeping relatively high effi-
ciency of this sort of constructions.

The mentioned torque control takes place through the control of the rectified
generator current. In this method a linear relationship between these two variables is

Fig. 9 Efficiency of converter-motor unit versus load torque for various values of reference
velocity
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assumed, which is proven by the measurements presented in Fig. 11. Due to the
variability of the human muscles force in the function of the support angular
position, it was necessary to implement ergonomic modifications in the generator
current control. The goal of these modifications is smoothness and naturalness of
the pedaling process. These methods are described more widely in [7].

6 Conclusions and Summary

During the research, it was shown, that the particular drive modules, the generator
system, the system of central control and the power management module operate
properly as assumed. The vehicle velocity is proportional to the pedaling speed. The
electronic ratio between the pedaling speed and vehicle speed (“gear”) may be
changed easily by the driver. The driver feels the resistance of the pedaling,

Fig. 10 Scheme of the generator power electronic module

Fig. 11 Pedalling torque
versus rectified generator
current
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increasing proportionally to the real resistance of the move, and related to the forced
vehicle acceleration. The perceptible resistance of the pedaling depends on the
selected ratio (set electronically). The vehicle is equipped with an efficient system
of a regenerative brake, allowing to recover some part of the braking energy, and
utilized it to charge battery pack.

The assumed solution, based on the galvanic isolation of the microprocessor
devices from the power electronics part, allowed to reduce the risk of the potential
damages of the central control unit.
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Calculations of Conjugated Fields
in the Ferromagnetic Medium

Robert Pękala, Tadeusz Kwater and Bogdan Kwiatkowski

Abstract The article proposes the concept of computations, that allow to examine
interaction between the electromagnetic field and the temperature field in an isotropic
ferromagnetic environment. Based on the idea of interdisciplinary mathematical
modeling, Maxwell’s equations and the equations of thermodynamics were used.
Mathematical model object in the form of a thin ring, gathering and alternating
magnetic flux was considered. The transient processes were numerically solved and
the suitable computer simulations were carried out.

1 Introduction

Penetration time-varying magnetic flux to the ferromagnetic material causes the
phenomenon of eddy currents, which is associated with power losses and heating of
the metal. The increase of material temperature leads to changes of its electromag-
netic properties, and it causes changes in the distribution of the electromagnetic field.
Therefore, a kind of connection between the electromagnetic and heating phenom-
ena in ferromagnetic material can be considered. The effects of this interaction can be
explained through appropriate time-spatial distribution of temperature field of the
magnetized material. It should be also denoted that all the qualitative and quanti-
tative estimates are available only by mathematical modeling methods due to the
inability to make direct accurate measurements of the temperature inside the object.
In this paper authors propose the use of an interdisciplinary mathematical modeling
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to analyze the effect of electromagnetic and temperature field interaction, for the
object in the form of electrotechnical steel ring with a rectangular cross-section and
the magnetizing winding wound. Taking into account the non-linear phenomena, the
appropriate mathematical model—based on the equations of the general theory of
the electromagnetic field and the thermodynamic equations—was proposed. Fur-
thermore, an algorithm for the numerical solution of the transient processes was
elaborated and suitable computer simulations were carried out in Matlab program-
ming environment.

The issue concerning to heat inside material of objects of different nature was
considered in the literature [1, 3, 4, 7]. Proposed solutions there take into account
the usual classical equations of eddy current losses or other models, which com-
plexity depends on the specific problem. The exception is the approach presented in
[5]—magnetic losses are measured using the indirect method. The mathematical
model, presented in this paper, takes also into account the heat equation. In this
manner it is possible to obtain space-time distribution of temperature field in the
electromagnetic material.

2 Electromagnetic Field Equations

As the object of the research, the ring of electrotechnical steel with magnetizing
windings was considered—see Fig. 1.

The electromagnetic field vectors, in the assumed reference system can be
described by the following formulas:

B ¼ a0B; H ¼ a0H E ¼ r0Er þ z0Ez: ð1Þ

 

R
R1

2
 

iw 
a

y

z

z

0

0

0r
r

X

α

Fig. 1 Ferromagnetic ring with magnetizing windings (a), electromagnetic field vectors in the
cylindrical system of coordinates (b)
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Considering electromagnetic field equations for this object we used the results of
our earlier studies, that were focused on the development of methods for detecting
defects in the transformer winding with toroidal core. Taking into account the
concept of the electromagnetic field vectors B, H and E described by Eq. (1) and
using Maxwell’s equations, the electromagnetic field equation for the ferromagnetic
ring can be derived in the following form [2]:

oB
o t

¼ 1
c

o 2 H
o r2

þ o2H
oz2

þ 1
r
oH
o r

� H
r2

 !
; ð2Þ

where γ denotes electrical conductivity of the electrotechnical steel. The connection
between components of vectors B and H in (2) can be considered using non-linear
magnetization characteristics, taking into account magnetic reluctivity v of the
material:

B ¼ H=m Bð Þ: ð3Þ

To solve Eq. (2), it is also necessary to take appropriate boundary conditions for
equation. In our case, the Ampere’s law was considered, given by the formula:

H rð Þ ¼ wiw=2pr; ð4Þ

where iw—current in magnetizing windings, w—number of turns, R1 � r�R2,
while R1, R2 denotes respectively internal and external radius of the ferromagnetic
(Fig. 1a).

Assuming the coil current iw as the known signal (for example sinusoidal signal),
penetrating electromagnetic field in the ring can be calculated. We assumed that
there is no leakage flux, so all electromagnetic field is closed in the ferromagnetic.

It should be noted, that in a practice components of vectors B and H may reach
values from non-linear range of magnetization characteristics (3), and it causes
deformation of the magnetizing current. Thus, the assumption of the current
windings as the given quantity should be regarded as the simplification of problem.

3 Equations of Conjugated Fields of Electromagnetic Ring

The penetration of the electromagnetic field to the ferromagnetic material will cause
formation of heat phenomena, that should be considered in two aspects. At first, as
it is well known, the penetration of the field in ferromagnetic environment causes
outbreaks of power generation by the eddy-currents. It leads to the formation of
temperature gradients and flows of the heat flux. This phenomena may be con-
sidered on the basis of the theory of heat conduction, including heat conduction
equation.
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The second aspect relates to the fact, that heating of the material will transfer
heat into the external environment. Thus, convection and radiation may be con-
sidered as another form of heat transfer.

It should also be noted, that the inclusion of heat phenomena will cause the
modification of the electromagnetic field Eq. (2). In this equation, the conductivity γ
will no longer be a constant value, but will decrease non-linearly during increasing
temperature T, according to the well known relationship:

c ¼ c Tð Þ ¼ c0
1þ a T � T0ð Þ ; ð5Þ

where T0—temperature of environment, α—temperature coefficient of the material
and γ0 = γ(T0).

Figure 2 shows the changes in conductivity γ of the electrotechnical steel in the
temperature range T = 20/120 °C.

Based on the above characteristic we can see changes in the conductivity, even
at relatively low temperature gradients. It confirms, that Eq. (5) should be con-
sidered in electromagnetic field Eq. (2). Taking into account the space inside the
ferromagnetic material, thermal phenomena can be described by the equation of
heat conductivity in a hyperbolic form [6]:
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Fig. 2 Characteristic of the electrotechnical steel conductivity γ as a non-linear function of
temperature T
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o T
o t

þ o T2

o t 2
¼ k

qc
r2Tþ 1

qc
Pþ s

oP
ot

� �
; ð6Þ

where λ—thermal conductivity of the ferromagnetic medium, ρ, c means its density
and specific heat respectively, P—the power density which is processed to heat,
τ—relaxation time. The spread of the heat flux in metal environment can be con-
sidered with relaxation time τ of 10−11 s. So, it can be assumed simplification, that
heat conduction takes place with infinite speed, i.e. τ = 0. In this case Eq. (6)
simplifies to the form:

o T
o t

¼ kr2Tþ P
qc

: ð7Þ

The effect of eddy-currents loses entitles to treat the variable P as a component
representing the heat generation source (with “+” in above equation). In particular,
the power generated density can be calculated by well known formula P ¼ cE2,
where E is a scalar value of the resultant electric field.

Taking into account, that the electromagnetic field Eq. (2) is considered with
spatial derivatives along r and z axis, the temperature T should be treated as a
function of the space-time coordinates, i.e.: T = T(r, z, t). Thus, laplacian of vector
T in Eq. (7) for the considered cylindrical reference system will have the following
form:

r2T ¼ o2T
or2

þ o2T
oz2

þ 1
r
oT
or

� �
; ð8Þ

so we can finally formulate the equation of thermal conductivity of the test object as
follows:

o T
o t

¼ 1
qc

k
o2T
or2

þ o2T
oz2

þ 1
r
oT
or

� �
þ c E2

r þ E2
z

� �� �
: ð9Þ

As previously mentioned, changes in temperature will affect the value of the
conductivity of the material. Taking into account (8) and (9) it can be assumed, that
conductivity γ is a function of variables: γ = γ (T, r, z, t).

In a cylindrical reference system, which is shown in Fig. 1, the first Maxwell’s
equation can be written as:

� oH
oz

r0 þ oH
or

þ H
r

� �
z0 ¼ cErr0 þ cEzz0; ð10Þ

it means, that the components of the vector E can be calculated according to the
following equations:
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Er ¼ � oH
oz

1
c
; Ez ¼ oH

or
þ H

r

� �
1
c
: ð11Þ

If Eq. (11) will be used in left side of second Maxwell’s equation, the equation of
electromagnetic field (1) can be obtained under condition that γ = const. In our
investigation the case, where γ = γ (T, r, z, t) is considered. Thus, calculation the
vector E rotation leads to the following formulas:

oEr

oz
¼ o
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� oH

oz
1
c

� �
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oz
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oz

1
c
� o2H
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� �
; ð12Þ
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1
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� �
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Finally, the equation of the electromagnetic field in the ring, taking into account
(12) and (13), can be written as follows:

oB
ot

¼ 1
c

o2H
or2

þ o2H
oz2

þ oH
or

1
r
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or
1
c
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�

�
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c
� H

r
1
r
þ oc

or
1
c

� ��
: ð14Þ

It can be seen, that for c ¼ const appropriate conductivity spatial derivatives
assume the values zero, and Eq. (14) is converted to the form of Eq. (1). It confirms
the correctness of the assumed approach.

Solving partial differential equations of the conjugated fields (9) and (14)
requires appropriate initial and boundary conditions. For electromagnetic field
equation zero initial conditions were assumed:

B ¼ B r; z; tð Þjt¼0¼ B r; z; 0ð Þ ¼ 0; ð15Þ

where R1 � r�R2, 0� z� a. Boundary condition are defined by using Ampere’e
law, given by Eq. (4). For heat conduction Eq. (9), the initial condition with
uniform temperature distribution in a ferromagnetic material was assumed:

T ¼ T r; z; tð Þjt¼0¼ T r; z; 0ð Þ ¼ 293; 15 �K: ð16Þ

It should be denoted, that ferromagnetic ring will exchange heat with external
environment. To simplify the study, only convection phenomena was considered,
while radiation was omitted. In this case, phenomenon at the edge can be expressed
by Newton equation [6]. It describes the heat transfer in the normal direction to the
surface of the ferromagnetic ring as follows:

�k
oT
on

¼ hc T � T0ð Þ: ð17Þ
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The heat transfer coefficient hc describes the intensity of convective heat transfer
to the environment surrounding and reaches a value between 5 and 500 W/(m2 ∙ K).

In general case, hc may be a function of other quantities (such as the surface
temperature of the material). In the investigations the constant value hc = const was
assumed. Similar assumption has also been made for temperature T0 in Eq. (17). It
means, that the space ring surrounding is unlimited and can absorb any amount of
energy, generated by the heating ferromagnetic.

4 Numerical Simulations of He Transient State

The equation of the electromagnetic field (14) and the boundary conditions (4),
(15), non-linear magnetization curve Eq. (3) and the heat conduction Eq. (9) with
boundary conditions (16), (17) and a non-linear Eq. (5) represent a mathematical
model of the considered object in the transient state. Such formulated problem has
no analytical solution therefore, required results can be obtained only through
numerical calculations. The form of partial differential equations shows, that the
relevant calculations should be implemented in two-dimensional space, defined by
the variables r and z. Thus, during building a numerical model, the spatial dis-
cretization of the partial differential equations has been made, using finite difference
method. It leads to the grid of nodes, which is shown on the Fig. 3, where Δy and

Fig. 3 Spatial discretization
nodes in the half of the
ferromagnetic cross-section
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Δz are the discretization steps in the direction of r and z respectively. The symmetry
of the object allows to consider only half of the cross-section.

The choice of the number of nodes and hence the increment Δy Δz, should be
adjusted to obtain the best possible “resolution” of the mathematical model. But it is
strongly connected with the value of the time discretization step in the context of
ensuring the stability and accuracy of numerical calculations.

As a method of the time discretization, the implicit Euler method was used
considering, that state variables are characterized by a highly diverse dynamics.
Thus, the essential calculations was based on the initial conditions problem, given
by the following formula:

Xn ¼ Xn�1 þ Dtf Xnð Þ; ð18Þ

where X ¼ B
T

� �
denotes column vector of unknowns.

The appropriate calculations were carried out in the system predictor-corrector,
where the task of predictor fulfills the explicite method, while corrector—the simple
iterations method. Based on these methods, appropriate algorithm were designed
and computer simulations were carried out. For the calculation the electrotechnical
steel ET41 was used. Its magnetization characteristic can be approximated by the
following spline function:

H ¼

14:93B for B� 1:3
251649B7 � 2581280B6 þ 11321738B5 � 27522529B4

þ 40044890B3 � 34870545B2 þ 16825767B� 3470325
for 1:3\B\1:85

5321B� 9565 for B� 1:85

8>>>><
>>>>:

Conductivity of this material has value γ0 = 2.0833 × 106 S/m. The following
geometrical dimensions were assumed (Fig. 1): R1 = 0.1 m, R2 = 0.12 m,
a = 0.01 m. The values of the coefficients were adopted in accordance with the
relevant data: α = 0.0021 1/°K, λ = 58 W/(m · °K), ρ = 7,800 kg/m3, hc = 10 W/
(m2 · K), c = 400 J/(kg ·°K). Calculations were carried out in equidistant spatial grid
of nodes with the number of M = 55 and N = 19 on r and z axis respectively. To
ensure numerical stability, the diffusion Courant number criterion was taken. On the
Fig. 4 the spatial distribution of magnetic in-duction B and the temperature T,
obtained for a certain time point, is presented.

Simulation results presented on the Fig. 4a indicate, that the largest concentra-
tion of magnetic flux is concentrated on the external space of the ring. It is con-
nected with the presence of the electromagnetic skin effect. The spatial distribution
of temperature on the Fig. 4b indicates that the heating in these areas of the material
is more intensive. On the Fig. 5 the spatial distribution of the conductivity of the
material is shown.
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Obtained results indicate on decrease in conductivity γ in the areas of higher
temperature, which is in accordance with Eq. (5). The model also allows to generate
time-courses of any quantity at any node of the spatial grid. Figure 6 shows the time
course of the temperature in the node with coordinates of M = 20, N = 4.

Presented result above confirms heating phenomenon in the ferromagnetic
material, described by adequate theory. The temperature and electromagnetic fields
are strongly connected due to conductivity γ variation in the electromagnetic field
equation.
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5 Conclusions

Proposed idea of calculations can be developed and improved by incorporating
omitted aspects of the phenomena. In particular, it will be important to take into
account the magnetic hysteresis loop, the phenomenon of deformation of the
magnetizing current. It is required to improve description of thermal phenomena
and finally try to resolve steady-state problem. The authors also plan to conduct
researches for the ferromagnetic cores with laminated structure. It is very interesting
and complex task, especially for the case, when the equations of conjugated field
will be considered in real core structure.

The implementation of the calculations on a personal computer is not effective
due to the high computational complexity of the problem. Therefore, the simulation
times and changes of the particular quantities, presented in the article, are relatively
small. Long-term simulations will require the use of hardware with the structure of
a computer cluster.
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