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Foreword

The XI Scientific Conference Selected Issues of Electrical Engineering and Elec-
tronics (WZEE) was held in Rzeszéw and Czarna, Poland on September 27-30,
2013.

The main aim of the Conference was to provide academia and industry to discuss
and present the latest technological advantages and research results, and to integrate
the new interdisciplinary scientific circle in the field of electrical engineering,
electronics, and mechatronics.

The historical seminar devoted to the memory of Prof. Roman Dzi¢$lewski, one
of the founders of the Polish electrical engineering, took place on the first day of the
Conference.

The Conference was organized by the Rzeszéw Division of Polish Association
of Theoretical and Applied Electrical Engineering (PTETiS) in cooperation with
Rzeszé6w University of Technology, the Faculty of Electrical and Computer
Engineering and Rzeszéw University, the Faculty of Mathematics and Natural
Sciences. The Polish Association of Theoretical and Applied Electrical Engineering
is a nonprofit organization devoted to promoting research and publications in the
field of electrical engineering.

The Conference attracted more than 100 participants. Over a 100 papers were
presented both in oral and poster sessions. The presented papers covered a wide
range of topics:

e Mathematical models of electronics components and systems,

e Methods and tools for the modeling and simulation of selected electrical systems,
New solutions in the field of construction, technology, and metrology of elec-
trical engineering,

Processing, optimization, and signal processing,

Automation and control of electrical machines,

Methods of calculation of electromagnetic fields,

Impact of electromagnetic fields on organisms and the environment,

New developments in the field of electrical engineering, electronics, and related
fields,



vi Foreword

e Protection of devices against electromagnetic surge,
e Practical implementations of systems, components, and their applications.

Based on a strict peer review process 35 papers were selected for this
publication.

We cordially thank all participants, authors, reviewers and organizers for making
The XI WZEE Conference a success!

The Organizing Committee of The XI WZEE Conference
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Hierarchical Control of Four-Leg
Three-Level Grid-Connected Converter
for RES

M.P. Kazmierkowski, M. Sedlak, S. Stynski and M. Malinowski

Abstract Operation of the four-leg three-level flying capacitor Grid-Connected
Converter (GCC) for renewable energy source (RES) is presented in this paper. The
GCC with proposed hierarchical control method enables operation in presence of
electrical grid disturbances by switching all legs separately to stand-alone or grid-
connected mode of operation, allowing energy transfer between them. Four-leg
flying capacitor GCC with described control method may be treated as DC micro-
grid supplied from three independent AC sources and RES. Therefore, the hierar-
chical control allows for effective power management of such system. The paper
describes developed control system as well as presents simulation and experimental
results measured on the 10 kVA laboratory converter.

1 Introduction

The paper presents four-leg three-level Flying Capacitor Converter (FCC) used as a
Grid-Connected Converter (GCC) interfacing Renewable Energy Source (RES)
with four wire electrical grid (low voltage grid) or asymmetrical three-phase load in
stand-alone mode of operation. Usually, low power RES, e.g. small wind turbine or
photovoltaic panels, are connected through three-phase converter and an additional
A/Y transformer [1]. However, the mentioned transformer is large, heavy, increases
costs and causes additional losses. It can be eliminated by application of four-leg
converter (Fig. 1) [2, 3], which gives possibility to precise control of neutral
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Fig. 1 Grid-connected flying capacitor converter with proposed control method

current. Moreover, such converter may be treated as three independent single-phase
converters. Additional advantages can be achieved when three-level converter
topology is used (e.g. lower voltage on single switch, lower total harmonic dis-
tortion (THD), reduction of passive components) [4].

Main requirements for the mentioned GCC besides of connecting RES to the
grid are as follows:

uninterruptable power supply for local load in all phases,

symmetrical and sinusoidal grid currents at rectifier or inverter operation,
operation at distorted grid voltage,

operation at failure in phases by switching all legs separately to stand-alone or
grid-connected mode,

e active filtering of higher harmonics in grid current caused by nonlinear load.

2 Power Flow Control

Four-leg FCC with described below control method may be treat as DC micro-grid
supplied from three independent AC sources and RES. Therefore, very popular in last
few years, hierarchical control [5] can be adapted to make power management of
such system (Fig. 2). This section describes each level of hierarchical structure. Level
0 includes one dimensional modulator (IDM) which permits to treat each leg as
independent single-phase converter in contrast to other modulation methods. This
level contains also current and voltage control loops. Level 1 is responding for the
grid currents symmetrization, level 2 observes converter currents for keep them and
DC voltage on the proper level. Finally, level 3 includes grid monitoring block which
decides about grid-connected/stand-alone mode of operation of each converter phase.
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Fig. 2 Proposed hierarchical power flow control in four-leg FCC interfacing RES with grid

2.1 Level 0

2.1.1 Control Method

The four-leg converter with proposed control method enables work in association of
electrical grid disturbances (e.g. sags/dips and overvoltages) by switching all legs
separately to stand-alone or grid connected mode of operation, what allows for
energy transfer between them. The presented method (Fig. 1) in natural abcn ref-
erence frame is based on the proportional resonant (P + R) controllers described in
[6, 7]. The structure of P + R controller is composed of proportional gain and
resonant integrator. The transfer function contains double imaginary pole adjusted
to the fundamental grid frequency w, what allows tracking input phase-angle
without any error. Proportional multi resonant (P + MR) controller has additional
resonant part for each harmonic frequency that should be reduce e.g. Sw, 7o, 11w,
13w, and so on. Full control scheme is composed of several control loops for each
phase:

e current control loops in abcn coordinate system (green),
e phase voltage loops only in stand-alone mode of operation (yellow),
e common outer DC-link control loop (blue).
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The control scheme consists of only one P + R controller and one P + MR
controller per phase in stand-alone mode of operation (yellow and green in Fig. 2)
as well as one P + MR controller per phase in grid-connected operation mode
(green). Commanded DC-link voltage U;C is compared with measured value Upc
and delivered to PI controller which produces reference current amplitude I,. This
signal after multiplication by cos 6 gives iz, which is compared with measured
current ig),. Result is delivered to P + MR controller and then output goes to the
modulator. Presented control is able to switch each converter phase to grid-con-
nected or stand-alone mode of operation independently to other converter phases.
This gives possibility to transfer energy in both directions at the same time (e.g. two
phases are working in grid-connected mode and one phase is working in stand-
alone mode or one phase is working in grid-connected mode and two others are
working in stand-alone mode supplying only the local load). For harmonic elimi-
nation and grid currents symmetrization, closed control loop of active filter was
used. Measurement of grid current i, guarantees that this current is controlled and
kept it in good condition. Such modifications permit to feed nonlinear local load
with nearly sinusoidal current taking from the grid.

2.1.2 Grid Synchronization

When three-phase converter is treated as three independent single-phase units,
conventional methods of grid synchronization for three-phase converter cannot be
used. Any lack of phase is visible as a distortion in grid angle calculated for all
phases. Therefore, each phase should have independent single-phase grid syn-
chronization algorithm. Regenerated phase also should be all the time synchronized
with other phases. For solve this problem, in proposed solution each phase has
independent SOGI-QSG (second order general integrator quadrature signal gener-
ator) algorithm (Fig. 2) [8] for generation of virtual af coordinates, which permit to
calculate angle, frequency and voltage amplitude of each phase.

All calculated angles and voltage amplitudes are transferred to the grid moni-
toring block, which decides which converter leg should be connected/disconnected
to the grid.

2.2 Level 1

Level 1 is responsible for the grid currents symmetrization. Therefore, amplitude of
each phase current is calculated (Fig. 2). Next, average or minimal value of the grid
currents amplitudes is compared with each grid current amplitude, and error is
delivered to PI controller which output is added to signal given to the current
controller.
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2.3 Level 2

Level 2 (Fig. 2) is important in mixed mode of operation when there is not enough
energy from RES to supply lacking phase for local load. Level 2 observes converter
currents iLx and keeps them and DC voltage on the proper level. When the
reference current for the leg which is in grid-connected mode is too high—the
reference voltage for the leg in stand-alone mode is reduced to decrease energy
consumption.

2.4 Level 3

Finally, level 3 contains grid monitoring block, which decides about grid-con-
nected/stand-alone mode of operation of each leg. Voltage amplitudes, frequencies
and angles are monitored on-line, and should meet following conditions:

e voltage amplitudes in range = 10 % of nominal value,
e frequency in the range 49.5-50.5 Hz,
e phase angle of converter leg is synchronized with angle of the grid.

If all above mentioned conditions are met the proper leg can be connected to the
grid.

3 Simulation and Experimental Results

3.1 Simulation Model and Results

For study the operation of the four-leg three-level FCC the simulation model has
been built in the Synopsys Saber Designer software. The grid was modeled as three
independent sinusoidal voltage sources ug,, UGy, Uge- Each phase of grid can be
connected to, or disconnected from, the converter by switches S,, S;, S.. The
control method and modulation was implemented using the MAST language.
Parameters of simulation, according to the simplified model shown in Fig. 3, are
presented in Table 1.

Simulation studies include various types of load, from linear to nonlinear
according to Fig. 3b. The following selected results are presented in this paper:

e grid-connected operating mode with symmetrical grid voltage and asymmetrical
nonlinear local load,

e mixed mode—grid without one phase voltage, without RES, one leg in stand-
alone operating mode, two legs in grid-connected operating mode, asymmetrical
nonlinear local load,
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Fig. 3 Three-phase four-leg three-level FCC (a) and nonlinear load (b)
Table 1 Simulation Parameter Value
parameters
DC voltage Upc 700 \'%
Phase rms voltage UGy 230 \"
Switching frequency fs 16 kHz
Filter inductance Ly 2.1 mH
filter capacitor Cr 15 uF
Neutral leg filter inductance Ly, 0.7 mH
Neutral leg filter capacitor Cp, 5 uF
DC capacitor Cpc 1 mF
Flying capacitor C, 0.2 mF

e mixed mode—grid without two phase voltages, without RES, two legs in stand-
alone operating mode, one leg in grid-connected operating mode, asymmetrical
nonlinear local load.

Simulation studies for the following configurations with only linear resistive
local load without APF function:

e stand-alone operating mode with symmetrical and asymmetrical load,
e grid-connected operating mode,
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e mixed modes—grid without one or two phase voltages with or without RES,

was discussed and shown in [6].

Figure 4a presents grid-connected mode of operation with asymmetrical non-
linear local load presented in Fig. 3b, where L, = 2 mH, R,, = 15 Q,
R,y =R, =45Q, C,, =200 pF, C,;, =25 pF and C,. = 10 pF. Figure 4b shows the
same configuration with additional active filtering function, which gives reduction
of current THD from above 80 % in phase a to the value below 5 %. It should be
noted that change of current measurement’s point gives only decrease of THD to
about 10 % in this case; therefore addition of resonant part of controller for each
harmonic up to 11th is necessary to reach acceptable current distortion, i.e. about
5 %. However, the most interesting—mixed—modes of operation are shown in
Figs. 5 and 6. When appears failure of one or two grid phases, the four-leg con-
verter delivers uninterruptable power supply to three-phase local loads, substituting
lacking grid phase from the RES. If there is lack of some grid phases as well as
there is no energy or not enough from the RES, the four-leg converter still shows
ability to uninterruptable supply three-phase local load, because converter legs still
connected to the grid are working in rectifier mode. In such case energy is trans-
ferred from legs working in grid-connected mode to other working in stand-alone
mode of operation. Figure 5 presents situation where appears lack of phase 3 and
there is no energy from the RES. Energy flows from two other grid phases to DC
and then to the load in phase 3. Figure 6 shows similar case—lack of two grid
phases—2 and 3 without energy from RES. In both situations local load in all
phases is supplied. It is worth to mention that in two last cases current of grid-
connected or neutral leg may reach high values, therefore it is necessary to limit
current in each leg up to nominal level or oversize the converter. It is especially
important for the neutral leg.

3.2 Experimental Setup and Results

Laboratory setup corresponding with simulation model was built. It consists of
four-leg three-level flying capacitor converter (FCC). As a control unit dSPACE
platform based on DS1005 card was used. Configuration permits to measure all
converter and grid currents and phase voltages, and also DC and FC voltages. The
RES was simulated with Huettinger TruPlasma DC power supply. Main parameters
of experiment are presented in Table 2.

Next figures present experimental results in grid-connected and mixed mode of
operation. Figure 7 presents grid currents in grid-connected mode of operation with
nonlinear local load and without RES. Next, Fig. 8 presents similar situation after
one grid phase break down. Two other phases supply DC side and lacking phase
for local load. Figure 9 presents grid currents without active filtering. Figure 10
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Table 2 Experiment Parameter Value

parameters
DC voltage Upc 350 \%
Phase rms voltage UGy 115 v
Switching frequency fs 16 kHz
Filter inductance Ly 2.1 mH
Filter capacitor Cr 29 uF
Neutral leg filter inductance Lg, 2.1 mH
Neutral leg filter capacitor Cp, 2.9 uF
DC capacitor Cpc 1.4 mF
Flying capacitor C, 0.25 mF

Edge _
1: 200V BW 2: 5.00A BW 4: 5. 00A

Fig. 7 Grid-connected mode of operation without RES: fop 2, 3, 4—grid currents of L1, L2, L3

phases; bottom 2, 3, 4-converter currents; 1—voltage on local load in L2 phase

presents the same configuration but with active filtering and current symmetriza-
tion. Figure 11 shows transient from grid-connected to mixed mode of operation
in situation when one phase of the grid disappear and there is no energy from RES.
Energy is taken from two phases and given to the local load in lacking phase.

Voltage of this phase is regenerated in less than one grid period.
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fdge
1: 200V BW 2: 5.00A BW S5 SC00A BWI4: 5. 00A BW

Fig. 8 Mixed mode of operation without RES and without L2 phase in the grid: fop 2, 3, 4—grid
currents of L1, L2, L3 phases; bottom 2, 3, 4—converter currents; 1—voltage on local load in L2
phase

Fig. 9 Grid-connected mode of operation without active filtering: 1—DC voltage, 2, 3, 4—grid
currents of phase L1, L2 and L3

Fig. 10 Grid-connected mode of operation with active filtering and currents symmetrization: 1—
DC voltage, 2, 3, 4—grid currents of phase L1, L2 and L3
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Fig. 11 Transient from grid-connected to mixed mode of operation without L2 phase and without

RES: top 1, 2, 3—grid currents of phases L1, L2

and L3, 4-grid neutral current; bottom 1—

L3voltage on local load in L2 phase; 2, 3, 4—converter currents of phases L1, L2 and L3

4 Conclusions

The paper presents four-leg three-level flying capacitor converter (FCC) inter-
facing renewable energy sources (RES) with the grid. Among important features
of the proposed solution is elimination of A/Y transformer typically used with
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three-leg converters, what provides higher efficiency, and reduction of size,
weight and cost.

Moreover, the proposed control applied to four-legs three-level FCC with
voltage oriented control (VOC) in natural coordinates based on proportional-reso-
nant controllers allows to:

uninterruptable power supply for local loads in all phases,

symmetrical and sinusoidal grid currents at rectifier/inverter operation,
operation at distorted grid voltage,

operation at failure in phases by switching all legs separately to stand-alone or
grid-connected mode,

e active filtering of nonlinear load.

The presented simulation and experimental results have proven good performance
and verified validity of the proposed solution in different modes of operation.

Acknowledgments Described problems are the parts of the project number N N510 673540
“Transformer-less four-leg three-level converter for renewable energy systems” and sponsored by
the National Science Centre.
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Model of Hybrid Active Power Filter
in the Frequency Domain

Dawid Bula and Marian Pasko

Abstract A model of the hybrid active power filter in the frequency domain has
been presented in the paper. Control algorithm for detecting current harmonics uses
method with Park transformation in this case. The derivation of the frequency
model for this method and its application to the analyzed hybrid active power filter
have been shown. The presented model allows the assessment of the impact of
system parameters on the filtration characteristics of the analyzed hybrid filter.

1 Introduction

Application of an active power filter [1-4] is one of methods for reducing har-
monics in three-phase power lines. Regardless of the type and configuration of the
system, it is necessary to determine currents or voltages harmonics based on their
measurements. These can be selected harmonics, fundamental frequency compo-
nents or all of the higher harmonics. There are many methods of determining
harmonics [2-5], from which the most popular are methods in the frequency
domain based on the Fourier transform i.e. DFT, FFT, and their variations. Another
popular group of methods are time-domain methods, which can include the ana-
lyzed method with Park transformation or a method based on p-q instantaneous
power theory [1].

In contrast to the frequency methods, time-domain methods are characterized by
their lower computational complexity. This allows implementation of the control
algorithm in a real system without the need to use controllers with high compu-
tational power.
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In some cases, information about control method in the frequency domain is
needed. For example in hybrid active power filters where passive harmonic filters are
used and the filtration characteristics of whole hybrid filter should be determined.
This helps in the selection of system parameters and assessing their impact on the
frequency characteristics [6-9].

The paper shows the derivation of the frequency model for harmonic detection
method using Park transformation [10] and an example for use of the derived model
for the analysis of hybrid power filter control algorithm in the configuration with a
single harmonic passive filter [6, 11].

2 Park Transformation

The transformation from the three-phase 1-2-3 system to the d-q-O system, also
known as Park transformation, was presented for the first time by R. H. Park in 1929
[10]. This conversion is very often used in the theory of electrical machines and
allows to treat quantities related to the rotor as constant in time. It is based on the
transformation of the natural 1-2-3 orthogonal system to the d-q-0 system rotating
with angular frequency w,. Park transformation for currents can be written as:

iq 5 cos(mot) cos(wot —21/3) cos(wot +21/3) | | i

iq | = \/; sin(wot)  sin(wot —2m/3)  sin(wer +2n/3) | | |. (1)
io v2/2 V2/2 V2/2 i3

This form is rarely used, and the most commonly used is form with intermediate
orthogonal transformation to the a-f system (Clarke transformation) which, for
three-wire network is:

{iﬁ}:\/ﬂé _f;g :%32/2] % ) 2)

[i] — [eosenn) - sinten) 1] ®)

iq —sin(wot) cos(wot) | | ip

The transformation of the 1-2-3 natural system to d-q system, rotating with
angular frequency @, system causes that variables of the synchronous angular fre-
quency wg are constant over time. This allows the detection of the selected harmonic.

To filter the fundamental frequency components of the symmetrical three-phase
currents, DC components from d-q currents should be removed as it has been
shown in the block diagram in Fig. 1. Result of the shown transformations are
higher harmonics of currents (i; 5 3nn))- In a similar way one can achieve detection
of selected harmonic components and their positive and negative components in the
case of an unsymmetrical system.
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Fig. 1 Block diagram of the algorithm of detecting the higher harmonic

3 Model in Frequency Domain

The transformation of algorithm shown in Fig. 1 to the frequency domain has been
performed in the a-f system (Fig. 2). High-pass filter (HPF) at the diagram in Fig. 1
(the same for both components) in this case is represented by the impulse response
function k(7), while the searched transfer function is designated as G(jw).

The relationship between input and output values in d-q rotating coordinates can

be written as:
-] ool

—00

which after applying the Fourier transform to both sides of the equation, and next
using theorem of convolution in time domain, gives:

ld . ld
A= kGoyF]| 5

lq lq
Fig. 2 Model in frequency i I i ’ i ’
domain Y > > 1 L5
i, d-q |; k(1) i’ d-q iB’
a_, a, |5

Tw

0

I(jo) I(j)

I(jo) G(jo) I, (jo)
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where: K(jo) = N(jw)/D(jw)—frequency transfer function of the applied signal

filters (with the same parameters). N(jw) and D(jw) are polynomials in this case, the

degree of the numerator is less than or equal to the degree of the denominator.
After applying the transformation to the a-f system, Eq. (5) takes the form:

e i) i)

(6)
o cos(a)ot) sin(a)ot) i,
_N(Jw)}-{— sin(ayt) cos(ayt) | i ||
Then using the relationship [6, 8, 9]:
da cos(wot)  sin(wot) 1| 1,
drm [— sin(wot) cos(a)()t)] i
(7)

_ [cos(wot) sin(wot) } % o ll;]
| — sin(wot t —wy 4 il
sin(wot)  cos(wot) o § ]

and the derivative transform theorem, while bearing in mind that NGjw) and D(jw)
are polynomials, Eq. (6) can be converted to the form:

.y i

a a
. = . 8
D(4) 1{10} wo}j: iy N(4) Z{Jw wo}f i | (8)
-y jo -y jo
The searched transfer function can be so written as:
LN -1 _|jo o
Gljo) =N D05 = 12 0], ©)

In this form it is not possible to obtain independent characteristics for a and 3
components. However, in case of the filters described in the form of transfer function
of a rational function, the transfer function G(jw) can be expressed as [8, 9]:

.y la(jo)  b(jw)
66 = |30 o) 1o

which after transformation into symmetrical components:

)] = 8575 Yy ] [F]
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Fig. 3 Transforming model to the symmetrical components

gives independent transfer functions for positive and negative sequences:

:%E j—j}G(j )L'l I—J

In this way, two separate transfer functions describing the analyzed system in the
frequency domain (Fig. 3) have been obtained.

For example, using high-pass first order signal filters with . cutoff angular
frequency described by transfer function:

(12)

. jo
K, = , 13
ner (joo) o+ o (13)
we obtain the following transfer functions:

. jo — jwo o
G'(jw)=—F—"——"—=K W — jwo), 14
(je) [y—— ner (joo — joo) (14)

. jo + jowo . .
G (jo)=——F——""=K w ~+ jwg). 15
(jo) [E—— wpr (joo + joo) (15)

As an effect of components filtration which are the result of Park transformation
(and inverse transform), we obtain a shift in the frequency of the used signal filters
characteristics. In case of positive components, the shift occurs in the positive
direction by the value of wq angular frequency. For negative components, shift
takes place in the negative direction. Sample frequency responses of resultant
transfer functions G (jo) for first and second order low pass filters have been
shown in Fig. 4.



20 D. Buta and M. Pasko

Fig. 4 Resultant transfer (a) .
functions frequency responses 1 |G+(] )|
G/ (jo) for filters: a first order
b Butterworth second order

-50 25 0 25 50 75 Hz

4 Application of the Frequency Model for Hybrid Power
Filter Analysis

Hybrid power filters combine active power filter with traditional passive filters. This
connection allows to take advantages from both solutions, usually by improving the
properties of the filter in relation to the passive filters and by reducing the required
power rate of the active part [1, 4, 6, 8]. Depending on the connection method and
applied systems, hybrid filters are used in order to reduce currents and voltages
harmonics and to compensate reactive power. One of the possible configurations of
hybrid system is a series connection of parallel passive filter with a shunt active
power filter (Fig. 5). The configuration with passive part reduced to the 7th har-
monic filter has been used in this case [6, 8]. Diagram of the control algorithm for
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a

this solution is shown in Fig. 6. In order to determine high harmonics of source
currents the discussed method with d-q synchronous reference frame has been used.
The upper branch of the shown control algorithm is responsible for determining
higher harmonics of the source currents, as in the case of usual control of hybrid
filter [1, 9]. Lower branch is responsible for determining voltage at the output of the
filter which is necessary to reduce the selected harmonic current (5th and 11th in
this case). In order to reduce other harmonics (e.g. 13th, 17th) additional similar
branches should be connected to the lower branch of the algorithm. In the paper a
simplified version of the algorithm without the part responsible for regulating the
upc has been presented. The obtained voltages vy 5 3¢er) give rise for determining
control signals of the of hybrid filter transistors.

Based on the schema of the analyzed system (Fig. 5), and the diagram of its
control (Fig. 6) it is possible to create a frequency model according to the previous
derivations. This model has been shown in Fig. 7.

However, the relationship between source currents and load currents can be
described by the equation:

[ISa(jw)

] = s+ 2o + K o)

X

Ze(jo)l, — ) Gh(jw)ZFhl Bm(jw)}

h=5,11,13
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Fig. 7 Frequency model of the analyzed hybrid power filter

where: 1, - 2x2 identity matrix, Zg(jow)—passive filter impedance, Zs(jw)—source
impedance, K—hybrid filter gain.

The remaining quantities in Eq. (16) are associated with the Park transformation
and the used signal filters:
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G1(jo) = G'(joo) — G"(jw). (17)

G/ (joo)—matrix connected with Park transformation and high pass filter (HPF):

G'(jo) = Digps(¥)Nupe(2'), 2 = {jwwl ch,l }, (18)
Kipp(joo) = %83- (19)

G” (jw)—matrix corresponding with Park transformation and low pass filter (LPF)
(used for computation negative components of source currents):

" — jo —Q
G"(jo) = Dpe(M")NLpr(R"), 1" = [le jo l} (20)
) Nypr(jo)
K W) = —=. 21
LpE(jo) Dror () (21)

Gy, (joo)—matrixes related to Park transformation and low pass filters (LPF},):

Gy (joo) = Dypg, (b )Nepr, (M), My = [J_ww] ;Zj]a (22)
) Nipr, (jo)

K W) = ——=. 23

LPF, (J ) DLPFh ( i (1)) ( )

Zp;,—matrix related to passive filter impedance for h-harmonic:

| Re{Zp(jon)} —Im{Zg(joo)}
Zyy, = Im{ZF(jCOZ)} RC{ZF(jU)h)}}l’ ] 24)

Similarly as in the derivation (10)—(13), it is possible to transform relation (16) to
symmetrical components which allows to determine independent frequency
responses for positive and negative components. An example of frequency
responses has been shown in Fig. 8. It was assumed that all signal filters are first
order with cut-off frequency of 25 Hz.

Figure 9 shows the effect of a different cut-off frequency of signal filters on
frequency response. First-order filters have been assumed in this case. Character-
istics are much more selective for the filtered harmonics for signal filters with lower
cut-off frequency. It allows to obtain better filtering properties of the hybrid system.
Unfortunately, reducing the cut-off frequency of filters causes deterioration of the
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Fig. 8 Frequency responses of the analyzed hybrid filter for different value of K gain

system dynamic properties by extending the time transients [3, 6, 7]. Therefore it is
necessary to compromise and to use in real applications signal filters with cut-off
frequency in the range (10-20) Hz.

5 Summary

The paper presents a frequency model derivation of method for determining har-
monics in three-phase systems. The analyzed method uses the Park transformation
and is implemented in the time domain, however, the obtained model in frequency
domain allows to analyze the frequency characteristics of the system in which it is

used.



Model of Hybrid Active Power Filter in the Frequency Domain 25

(a) +. + .
dB 4 20log|/\(jw)/I,(jo)| VA
0 i i i i

' '
J -

R [

400 500

Fig. 9 Frequency responses of the analyzed hybrid filter for different cut-off frequency of signal
filters (K = 20)

Hybrid active power filter in configuration with single tuned passive harmonic
filter has been used as an example. Based on the derived model, it was possible to
obtain a harmonic filtration characteristics of the analyzed hybrid filter, separately
for positive and negative components. This allows for assessment of the system
parameters impact on properties of the analyzed filter.
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Analysis of Resonance Phenomena
in Series RLC Circuit with Supercapacitor

Janusz Walczak and Agnieszka Jakubowska

Abstract The article concerns an analysis of phase and magnitude resonance
conditions for a series RLC circuit with supercapacitor. Supercapacitor behavior
differs from classic dielectric capacitors, therefore their mathematical models are
more complicated, using, in particular, fractional calculus. Simple, fractional—
order model has been taken into analysis and simulations. Results have been ver-
ified experimentally. Proper selection of the resonance circuit parameters R, L, Rg
and C determines either phase or magnitude resonance.

1 Introduction

Supercapacitors are a modern product of electrical engineering. For many years
supercapacitor significance in industry has been spreading and gaining new areas of
applications: hybrid and electric vehicle drives, power electronic converters, power
saving energy systems, renewable energy, such as wind and photovoltaic power,
low power devices, e.g. in UPS systems of electronic devices as well as many
others [1-3]. They are characterized by very large capacitance compared to tradi-
tional electrolytic capacitors. Besides that, short charging and discharging time is
their next important advantage, what determines their use as a high-power density
electric energy resources. Specific structure of supercapacitors, the working con-
ditions, and their behavior caused the necessity of new circuit models introduction
for these elements. There are several kinds of models, e.g. using extended equiv-
alent RC branches [1, 3—6] and based on artificial neural networks (ANN) [7].
Supercapacitors are often modeled using fractional integral and differential calculus
methods [8—13]. There are a number of fractional order supercapacitor models.
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Some of them result from the observation of their dynamic processes, while the
other have their origin in frequency characteristics studies. They differ from one
another in complexity and accuracy of supercapacitor dynamic and frequency
characteristics description. The basic model has been proposed by Westerlund and
Ekstam [12]. Impedance of this model is defined as:

1

()

where: Rg—equivalent series internal resistance (ESR), C—mnominal capacitance,
a—fractional order of the system.

These models should take into consideration the whole spectrum of phenomena
occuring in supercapacitors, such as phase and magnitude resonance occurrence
possibility and conditions, e.g. in series connection of RLC elements. Works
[14-16] are devoted to the analysis of resonance phenomena in circuits with sup-
ercapacitors and in circuits containing both fractional order capacitance C, and
inductance Lg. Appropriately choosing the parameters o and f§, in this circuit a
positive or negative resistance, “clear” inductance or capacitance, short—circuit or
free oscillation state can be obtained. This article is a development of the paper [16]
and concerns an analysis of the phase and magnitude resonance effect in a series
RLC circuit with supercapacitor. It includes the implementation of the fractional
order model (1) and the experimental verification of the obtained results.

2 Model of the Series Resonance Circuit

Model of analyzed series RLC circuit is shown in Fig. 1:

Model from Fig. 1 takes into account the voltage source u,(f), which includes
both constant component u, polarizing the supercapacitor, and the alternating
component u(¢) of adjustable frequency. Therefore the voltage source u(¢) of the
RLC circuit can be represented by relation:

us(t) = uo + u(t) = up + V2|ul sin(owr + ¢). (2)

The analysis has been performed using the simple Westerlund—Ekstam model,
given by formula (1). By adopting the above model, the total impedance of the
series RLC circuit Z(jw), seen from the source terminals, is given by the relation:

1
Z(w) = R+ joL + ————
(jo) +jo +(jw)ac

1 oT . 1 (3)
a)“CCOS (7) (el - w*C

sin (%) ) :
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iy L L

Py

i Supercapacitor

Fig. 1 Series RLC circuit with supercapacitor

where:
R =Rz +Rs. (4)

The impedance module and phase of the series RLC circuit with supercapacitor
are given as:

|Z(jw)| = \/R2 + (wL)*+ wiC (a)%C + 2R cos (%) —2wL sin (%)), (5)

and:

wL — -1 sin(ﬂ)
- O T oSG )
PO) = 8 con(®)

(6)

Derived relations for impedance of the series RLC circuit with supercapacitor
have been simulated and illustrated in graphs in Figs. 2 and 3.
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Fig. 2 Graph of the function based on the formula (3) for a€ < 0,1 >: a Re{Z(jw)}, b Im{Z(jw)}

i
(5]
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Fig. 3 Graph of the function based on the formula (5) and (6) for a€ < 0,1 > a |Z(jw)|, b p(w),
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Simulations were conducted for real parameters of the series RLC circuit:
inductance L = 2.07 H, series resistance R; = 143 Q, and Panasonic supercapacitor
with a nominal capacity C = 0.047 F and internal series resistance Rg = 46 Q
determined experimentally [17].

The phase resonance frequency for the discussed RLC circuit is determined from
the general resonance condition Im{Z(jw)} = 0. It shall be:

Sresp = % ﬂoc +1] <%> sin (oc_zn> (7)

The second phase resonance condition Im{Y(jw)} = 0 in the discussed circuit is
also fulfilled for the same resonance frequency, as defined by formula (7). Analysis
of the Eq. (7) indicates that when a < 1, the phase resonance frequency fresp is
smaller than the phase resonance frequency of a classic series RLC circuit

fres = 2m)~" (v LC)fl. The dependence of phase resonance frequency for different
values of L, C and a is shown in Fig. 4.
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The RMS value of current flowing in the series RLC branch with supercapacitor
from Fig. 1, can be written as:

|Uo|

[(jo)| = :
\/R2 a)L) + u)“C (w,c + 2R cos (““) 2wL sin (”))

(8)

The magnitude resonance condition for supplying circuit with a voltage source
|U0|:

o)l

b0 % ©)

provides the following equation:
@202 4 1L C(0— 1) sin (%) — W*RCa cos(%) —%=0. (10)

Equation (10) can be solved analytically if the series resistance in the circuit
R = 0. Then the magnitude resonance frequency takes the form:

sm l—a —l—\/sm (0 —1) 24 dg "
2LC ’ (11)

1
fresm = ﬁ ﬂl + OCJ

In a particular case, for a = 1, formula (11) takes the form:
1 1
2n\/LC'

which corresponds to the phase and magnitude resonance frequency of a classic
series RLC circuit. The dependence of magnitude resonance frequency for different
parameter values of L, C and a (for R = 0) are presented in Fig. 5.

f;'esm - ( 1 2)

Fig. 5 Graph of the function 0.8 | .
Jresm(L, C, @) i __L_C_-m..

f;'csm’ Hz

0 01 02 03 0.4 05 06 0.7 08 09 1
a
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In general case, for R # 0, formula (10) can be solved numerically for specified
circuit parameters: R, L, C and known value of a. The simulation results for selected
parameter values: L = 2.07 H, R = 189 Q, C = 0.047 F allow to conclude that the
magnitude resonance in the analyzed circuit exists only when a = 1. Last section of
the article presents experimental studies and results of the resonance effect in a
series RLC circuit with supercapacitor, which have been conducted to verify the
results of theoretical and simulation analysis.

3 Experimental Results

Model of the experimental system for studying the resonance phenomenon in a
series RLC circuit with supercapacitor from Fig. 1 is presented in Fig. 6.

Function generator served as a voltage source. The offset voltage was taken into
account to polarize positively the supercapacitor with voltage u, = 2.93 V. Circuit
parameters were selected the same as in the above simulations. Waveforms of
voltages across the inductor and the supercapacitor, and current flowing in the
circuit have been recorded. Measurements have been conducted for a wide range of
frequency. Exemplary waveforms of these quantities are shown in Fig. 7.

Based on measurements, the current RMS value frequency characteristics has
been determined and shown in Fig. 8.

No explicit maximum of RMS current value has been observed. The fractional
order of used Panasonic supercapacitor has been approximately a ~ 0.35. For this
parameter o value, Eq. (10) shows that there is no magnitude resonance in this
circuit. It can be noticed from the obtained characteristics, that the resonance
phenomena in the series RLC circuit with supercapacitor differs from those in a
classic series RLC circuit.

Shunt Potentiometer

measurement *j

i, ———l_____
" Inductor |
Y Y

Fig. 6 Scheme of the experimental system for testing the resonance effect in a series RLC circuit
with supercapacitor
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Fig. 7 Waveforms of a voltages across the generator ug.,(f), inductor u; (f) and supercapacitor
uc(r), and b current i(f), in the considered series RLC circuit, for f = 0.5 Hz

Fig. 8 Obtained current 2.60
RMS value characteristics in
the considered series RLC 2,55+
circuit
< 250
E
~ 245
i
240
235!
0 1 2 3 4 5
f,Hz

4 Conclusion

The article presents results of the analysis of resonance phenomena in a simple
series RLC circuit with supercapacitor. Basic fractional order mathematical model,
firstly proposed by Westerlund and Ekstam, has been taken into calculations and
simulations. The analysis shows that there are two resonance frequencies—phase
and magnitude resonance frequency. Phase resonance frequency depends on three
parameters: the inductance L, the capacitance C and fractional order of the sup-
ercapacitor a. Magnitude resonance frequency depends on the same parameters, but
its determination requires numerical solution of nonlinear Eq. (10). When
neglecting the resistance in the circuit, it is possible to obtain a closed solution of
Eq. (10) (see formula (11)). For parameter a = 1, all derived relations reduce to
well-known formulas for a classic series RLC circuit. Performed experimental
studies confirmed the theoretical and simulation analysis of the resonance phe-
nomena in a simple series RLC circuit with supercapacitor.
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Study the Quality of Global Neural Model
with Regard to the Local Models
of Dynamic Complex System

G. Dralus

Abstract In this paper a dynamic neural global model with regard to local models
of dynamic complex systems is discussed. A dynamic complex system which
consists of two nonlinear discrete time sub-systems is considered. As a global
model with regard to local models multilayer neural networks in a dynamic
structure with TDL are used. The global model with regard local models is com-
posed of two simple models and two local models. One way to take account of local
models in the global model is an appropriate definition of a synthetic quality
criterion. The criterion of the whole model. That criterion contains coefficients
which define the participation of the quality criteria of the global model and local
models. The contribution of this work is study of the influence these coefficients on
the global model quality. The influence is examined for a special learning algorithm
for dynamic complex neural networks.

1 Introduction

Complex system is a wide term which can concern a different nature (technical,
economical, others). We can take into consideration interactions between units of
the system, large dimensionality, a large number of interacting entities or unusual
behavior.

The concept of a complex system, we need to narrow down to the field of tech-
nical. So, the complex system means a dynamic input-output complex system. In a
such complex system can be distinguished elementary objects, which have inputs and
outputs. It can be also pointed out connections between these objects, that means,
outputs of some objects are inputs of another object. A number of examples of such
complex systems can be found in chemical industry, for example chemical process of
sulphuric acid production [1] or ammonium nitrite process production [2].
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Mathematical methods allow us to model simple plants. However, modeling of
dynamic complex systems is a very important and difficult problem so far has not
been well enough solved. In complex systems, we do not have to deal with par-
ticular simple plants, but with dynamic or static simple plants which are inter-
connected into the complex system. Additionally, there exist numerous interactions
between units of the complex system. One of the basic problems is taking into
consideration the quality of the system model as a whole and providing a suitable
approximation quality of particular subsystems.

Neural networks are investigated in an application to the identification and
modeling complex process exhibiting nonlinearities and typical disturbances.
Neural networks offer a flexible structure that can map arbitrary nonlinear functions,
making them ideally suited for the modeling and control of complex, nonlinear
systems [3]. They are particularly appropriate for multivariable applications, where
they can readily characterize the interactions between different inputs and outputs.
A further benefit is that the neural architecture is inherently parallel, and can be
applied to real time implementations.

Actually, neural networks have many applications in modeling and control of
systems. By ability to approximate nonlinear functions neural networks can be used
for modeling and identification of simple and dynamic objects [4]. Models of
simple objects that are part of a complex system are inadequate to modern science.
Accurate and detailed models of complex systems are strong expected today. One
of the tools that is suitable for modeling of complex systems are just the neural
networks [2, 5-7].

In this paper, a global neural model with regard to local models for modeling of
dynamic complex systems is discussed. Multilayer neural network as a global
model are used. The global model with regard to local model should take into
account quality local models. So, adequate complex neural model should be built.
The complex neural model is non-typical multilayer feedforward neural networks.
In the global neural model can be indicated parts of the model which are adequate
to the simple plants in the complex system. Also local models should be built.

The global neural model with regard to local models integrates two approaches to
the modeling of complex systems. A local approach, where each element of complex
system is separately modeled after decomposition of the complex system [8]. As
well as, a global approach, in which a complex system is modeled as a whole [9].

2 Modeling of Dynamic Complex Systems

2.1 Description of Dynamic Complex Systems

An overwhelming majority objects in the real word are complex systems. The
complex systems can be in various structures. An important case of complex system
is a serial complex system (e.g. series connection of each unit of the complex
system). There are known methods of modeling of dynamic simple objects. One of
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them is the series-parallel model of identification [7]. The idea of the series-parallel
model of identification of simple dynamic objects is developed in this paper for
identification and modeling of complex dynamic systems.

In the series-parallel model, the present and past input signals and output signals
are transmitted via tapped delay lines (TDL) into the input of the model. Using TDL
allows us to build dynamic models. In the series-parallel model there is no feedback
from the model, but from the object. In this case as a model the multilayer feed-
forward neural networks can be used. What’s more, multilayer neural networks can
be learned according to the static backpropagation learning algorithms. We say that
the model is in a learning mode. After the learning stage, if errors of modeling are
sufficiently small, the feedback loop from the output object is switched to a feed-
back loop from the output of the model. Therefore, the series-parallel model is
becoming the parallel model, with feedback loop from the output of the model. By
such switching of the feedback loop, the dynamics of the model is obtained.

2.2 A Global Model Taking into Account Local Models

Let’s consider a complex system which consists of R simple objects. (see Fig. 1). A
global model of the complex system also consists of R simple models, denoted as
M; ..M. A structure of global model corresponds to the structure of the complex
system. In that model a previous simple model output is an input to the next simple
model. However, a global model with regard to local models also includes local
models. Thus, each simple object of the complex system has a suitable local model.
The output of the simple object P, is the input to the next local model M,.;.

For such models special back propagation leaning algorithms should be devel-
oped. As a model a feedforward multilayer neural network with TDL is used.

o) 2 s
) F(k+2) Y(k+R)
——— TDL + +
- -
u(k) »ike2) E
) (R)
— e(kt2) —_e(ktR)
TDL TDL TDL
+ + *
M, = " M, —5 Me
........... ) Leeennened  50012) S { (20 )

Fig. 1 A dynamic complex system and their dynamic global model with regard to local models
using TDL
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The complex dynamic global model consists of dynamic simple models, connected
in series, like the complex system. Physically the simple model M, and the local
model M, is the same model. They only differ in the input signals and way of
learning. Local models will be used to build a global model taking into account the
quality of local models.

In the global model with regard to local models, for each the r-th dynamic local
model is defined a local quality criterion as the difference between the output ) of
the r-th local model and the output y") of the r-th simple object respectively, for all
K (k=1,2, ..., K) discrete time samples:

| K
_EZ

k=1 j=1

Jr

( (k+r)— -r>(k+r)>2 (1)

where: J, is the number of outputs of the r-th simple object, w") is the set of
parameters of the r-th simple model and local model.

In the global approach, a global quality criterion is based on the difference
between the output %) of the last simple model Mg of the global model and the
output y&) of the last simple object Pg:

:%ii( (k+R) - .R)(k+R))2 )
k=1 j=1

On the basis quality criterions Q(([) of local models and the global quality cri-
terion Qg was formulated a synthetic quality criterion of the global model with
regard to the quality of local models:

O,(W) = 2 Qc(W Jchx,(yj (k+7r) - (’)(k+r))2 (3)

where: R—number of parts of complex model, W = [w(1>, w@ w<R>} is the set
of parameters (weights) of the global model divided into subsets of simple models

and local models, o, € [0,1] and "% | o, = 1 are weighted coefficients for the local
models, o is weighting coefficient of the global model, such that 0 < gy < 1.

2.3 Motivation

The weighting factors a, determine an individual participation of the quality criteria

QE;) of local models in the synthetic quality criterion (3), while the weighting factor
0o determines the participation the global quality index Q¢ in the synthetic quality
criterion (3).
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The investigation of influence of these coefficients on the quality of the global
model of a dynamic complex system is discussed. The investigation is performed
on a complex system which is composed from two nonlinear dynamic simple plants
(discreet time system).

The synthetic quality criterion Qy is used to develop learning algorithms for
complex neural models. Learning algorithms allow us to obtain the desired
parameters of the complex neural model. The criterion Qg contains weighting
factors o, which determine the influence of local models quality and the global
model quality on the final quality of the model. Now the question is, how to
properly select the weighting factors .

In case when complex system consists of two simple objects the synthetic cri-
terion contains three elements, as follow:

2 2
0\(W) = a0 (37 (k+2) =Pk +2)) o (3 (k+ 1) =3k + 1)) “
4
2
+ o (37 +2) =P (k+2))

The formula (4) contains two factors o«; and o, for local models and one factor o
for the global model. For which the weighting factors o can be obtained an optimal
global model? For which the weighting factors a can be obtained an appropriate
quality of local models in the global model? How local models quality influence on
the global model quality?

If should we select oy = 0.5 and a, = 0.5 e.g. and also which would mean an
equal influence of both local models in the formula (4). What is the value of the
factor o should we choose, for example, whether you choose the factor o equal to
0.5 or any other value.

The study is carried out in a such way that for determined neural architecture of
the global model and under the same initial conditions, in constant amount of
learning steps in each particular case we conduct a parameter model selection of
coefficient for changing o; and oy participation in the global criterion (4), ranging
from 0.001 to 0.999 (as per formula o; + op = 1) for three case of the factor o e.g.
for: op = 1, g = 0.5, and oy = 0.1.

2.4 A Complex Backpropagation Learning Algorithm
Jor the Global Model with Regard to Local Models
Jor Dynamic Complex System

To develop the learning algorithm for multilayer neural networks, of which
dynamic global model with regard to local models is constructed, it was necessary
to modify and adapt one of a gradient back propagation algorithms [10]. In this
modification have to be considered that, the complex model consists of a static
neural networks with tapped delay lines and feedback loop from the complex
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system under the learning stage and feedback loop from the complex model when
the model works. Additionally, it must be consider a quality of local models.

By minimize the synthetic quality criterion (3), a gradient learning algorithm can
be developed. The change of the global model parameters e.g. the weights of neural
networks as were achieved by gradient computation as the following:

Je—_ L) (5)

ow 'ji

where the factor 7 is a learning rate.

A new gradient algorithm can be adapted to the selected algorithm with the
variable learning rate, which may be many times faster. Thus, on the basis of the
calculation of the gradient of the formula (5) and the RPROP algorithm [11] was
created a new neural network learning algorithm for a dynamic complex global
model taking into account the local models called DGLM-RPROP learning
algorithm.

This new algorithm can be used to find global model parameters including local
models. The global model is composed of multilayer neural networks and delay
lines, and creates a dynamic structure.

The DGLM-RPROP algorithm allow us calculate change of the weights in
particular layers of the neural network:

e in output layer:

K
AWJSR)’M _ 1771 Zf/(z;w,kJrR) (ao (ng) (k + R) . y](R) (k + R))
k=1

(6)
+an (30 e+ R) =3k + R)) )il (ke + R 1)
¢ in hidden layers:
K Im+l 1 1
Bl = = 3G Y T e r =) ()
k=1 =1

e in additional (or ‘binding’) hidden layers, e.g. output layers of simple models in
the global complex model:

I
) p . 1 5l(r+l),m+l,k+r Wl(jr+1).m+1 1
r),m 1 _mk+r — o
Awi™ = = > _fGH) | = i (k+r—1)
k=1 ta, (y](r)(k + r) N yj(r) (k + r)

(8)



Study the Quality of Global Neural Model ... 41

where: #” is an adaptive learning rate at the p-th epoch of learning, m is a

number of layer of a neural network, z}"’k is the input signal of activation

function f of j-th neuron, it;"k is the output signal of j-th neuron for k-th sample.

The adaptive learning rate #” at p-th epoch of learning is calculated as follow:

min(a : ;1](.(’_]), nﬁm> for S Sg’_l) >0

i = { max b~17@_l),11p» for S0-SP7V <0 9)
J j min Ji

—1 —1
n}f ) for S’Z-S](»ip ) =0

where: Sfi =2WV0). ;= 12,5 =05; Ninax = 305 Myin = 1076

6w,»i

3 Simulation Study

3.1 Complex Dynamic System and Dynamic Neural Model

To the simulation a dynamic nonlinear complex system which consists of two
dynamic nonlinear simple objects connected in series was used. Both simple objects
(denotes as P, and P,, see Fig. 2) of the complex system are described by the
second-order nonlinear difference equations.

The output of the first simple object P; is described by the following non-linear
difference equation:

YOk +1) =i (300,50 k= 1), (k= 2),u(k), ulk = 1)) (10)

The output of the second simple object P, is described by the following non-
linear formula:

¥ U+2) = (¥ k+ 103D 1),y k= 1),k + 1),y m) (1)

The nonlinear functions f; in formula (10) of the first simple object P; is given
by the following formula [6]:

u(k) Pl V)
— P » P, —

Fig. 2 A two-parts dynamic (discrete time) complex system
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X1X2X3X5 ()C3 - l) + X4
— 12
i, x2,%5, %4, x5) 1+x5 +3 "

The second nonlinear functions f, in formula (11) is given by the formula:

V2V3V5(V1 — 1) + v
b b b b = 13
fo(vi,v2,v3,v4,v5) 1127 (13)

As a global model of the considered complex system given by formulas (10) and
(11) the 6-layer feedforward neural network with TDL was used (see Fig. 3).

The neural network has the following structure: one external input, 5 inputs
neurons; 20 neurons in the first hidden layer; 10 neurons in the second hidden layer;
1 neuron in the third layer called “binding” layer; 20 and 10 neurons in the fourth
and the fifth layer, respectively; 1 linear neuron in the sixth (output) layer of the
complex model (shortly, 1(5)-20-10-1(5)-20-10-1). The left part of the global model
is the first simple model (see Fig. 3) and is also the first local model. The right part
of the global model is the second simple model and it is also the second local
model. Neurons in the third layer and the sixth layer have linear transfer functions.
Neurons in layer number: 1, 2, 4 and 5 have hyperbolic tangent transfer functions.

In the complex neural model (see Fig. 3) there exist non typical hidden layers
called ‘binding’ hidden layers. The ‘binding’ layer is the layer which connects
simple models in the complex model. The output of this layer is suitable to the
output of the suitable simple object. In this model the ‘binding’ hidden layer is the

10,20

A 4

u(k) y(k+1) l y(k+2)
> Plant 1 Plant 2

Fig. 3 The neural network as the global model of the complex system (series-parallel model in
learning mode)
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()5
Y10.20

Fig. 4 The neural network as the global model of the complex system (the parallel model in the
work mode)

third layer (as such 1(5)). The architecture of the model in the learning mode allows
us to use the complex learning algorithms for the multilayer neural networks.

At the end of the learning process (when the model parameters have been
adjusted) the global model is switched from the learning mode to the work mode. In
the learning model the neural model is the series—parallel model (see Fig. 3). In the
work mode the neural model is the parallel model (see Fig. 4). The neural model
uses one delay elements in the external input line and three delay elements in the
output line. In such kind of architecture, the model inputs depend on the neural
model delayed values. This architecture of the model allows us to approximate the
true dynamic of the complex system.

3.2 Data and Results of Simulation

For the purpose of simulations, the training data were random uniformly distributed
in the interval [—1, 1] according to Nguyen—Widrow rule [10], and contain 101
points. Initial weights were randomly generated and were the same for all simu-
lations. The preparation of training data using past samples of input and output
signals must be done using TDL.

For simulation study the DGLM-RPROP leaning algorithms was used. The
global model with take into account local models was trained for 500 epochs. For
the complex system and the global model the test signal is given by the following
formula:
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(k) = sin(27k/250) for k<250

u =
u(k) = 0.8 sin(27k/250) + 0.2 sin(2nk/25) for 250<k <500 (14)

The results of the simulations are presented in numerical and graphic form for
both the learning mode and the work mode of the neural model also for the training
data and the test data.

Simulations were performed for three selected values of factor o, that is, for
factors: ap = 0.1, ap = 0.5, ap = 1. Simulations were carried out so that, for fixed
value of factor o, the other two factors (i.e. o; and o) from Eq. (4) varied
according to the following formula o + o = 1.

In order to additional and independent assessment of model quality an additional
performance index, called relative percentage error (called RPE) was defined for
r-th local model:

K 150 (k) — v (k
rpE() = 2=t P70 =] e (15)

Zszl |y(r>(k)|

The performance indices lel)) and Qg,z), the global performance index Qg and
the synthetic quality criterion Q; after 500 epochs of learning for DGLM-RPROP
algorithm for the training data for the series-parallel model and for the parallel
model are shown in Table 1, for factor oy = 1. In Table 2 are shown the perfor-
mance indices for the training data for series-parallel model, and the parallel model,
for factor o = 0.5. For factor oy = 0.1, the performance indices for the training
data are shown in Table 3.

Table 1 Values of performance indices for the training data for factor ap = 1

SR O R L N I N T
Series-parallel model Parallel model
0.001 606 3.58 2.56 6.75 356 8.15 8.94 17.4
0.01 0.0549 0.0584 0.0426 0.106 0.0662 0.138 0.241 0.384
0.1 0.0311 0.0115 0.00675 0.0203 0.0390 0.0129 0.0112 0.0267
0.2 0.0344 0.0134 0.0107 0.0283 0.0389 0.0147 0.0147 0.0343
0.3 0.0264 0.0123 0.00709 0.0263 0.0334 0.0150 0.0124 0.0329
0.4 0.0242 0.00941 0.00758 0.0229 0.0286 0.00958 0.0109 0.0281
0.5 0.0182 0.0117 0.00515 0.0201 0.0180 0.0122 0.00712 0.0222
0.6 0.0221 0.0138 0.00932 0.0281 0.0240 0.0145 0.0107 0.0309
0.7 0.0224 0.0124 0.00572 0.0247 0.0276 0.0135 0.0101 0.0335
0.8 0.0249 0.0185 0.00881 0.0324 0.0261 0.0195 0.0103 0.0350
0.9 0.0190 0.0135 0.00434 0.0228 0.0212 0.0148 0.00642 0.0270
0.99 0.0166 0.0170 0.00566 0.0223 0.0195 0.0186 0.00783 0.0273
0.999 0.0184 0.0157 0.00728 0.0257 0.0212 0.0185 0.0108 0.0320
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Table 2 Values of performance indices for the training data for factor a9 = 0.5

45

2 o |o? | o o |o? | 0
Series-parallel model Parallel model
0.001 508 2.17 6.58 5.97 528 3.65 274 17.90
0.01 0.0356 0.00756 0.0109 0.0133 0.0367 0.00988 0.0165 0.0184
0.1 0.0378 0.00700 0.0131 0.0166 0.0407 0.00904 0.0162 0.0203
0.2 0.0201 0.00666 0.00676 0.0127 0.0200 0.00656 0.00761 0.0130
0.3 0.0220 0.00861 0.00958 0.0174 0.0226 0.00926 0.00990 0.0182
0.4 0.0223 0.0105 0.00876 0.0196 0.0222 0.0120 0.0103 0.0212
0.5 0.0139 0.00623 0.00522 0.0127 0.0150 0.00710 0.00904 0.0160
0.6 0.0176 0.00690 0.00522 0.0159 0.0175 0.00739 0.00711 0.0170
0.7 0.0159 0.00967 0.00781 0.0179 0.0153 0.0102 0.00874 0.0181
0.8 0.0159 0.0129 0.00638 0.0185 0.0174 0.0147 0.00898 0.0213
0.9 0.0276 0.0158 0.0109 0.0318 0.0302 0.0167 0.0131 0.0354
0.99 0.0232 0.0149 0.00926 0.0278 0.0259 0.0150 0.00898 0.0304
0.999 0.0165 0.0131 0.00548 0.0193 0.0180 0.0135 0.00642 0.0212
Table 3 Values of performance indices for the training data for factor oo = 0.1
% ol ‘ oP ‘ Q¢ ‘ o ol ‘ oy ‘ Q¢ ‘ Os
Series-parallel model Parallel model
0.001 0.0250 0.00471 0.00970 0.00570 0.0257 0.00600 0.0121 0.00723
0.01 0.0269 0.00426 0.0138 0.00587 0.0264 0.00496 0.0155 0.00669
0.1 0.0140 0.00384 0.00855 0.00571 0.0131 0.00466 0.00812 0.00632
0.2 0.0151 0.00348 0.0104 0.00684 0.0183 0.00505 0.0129 0.00898
0.3 0.0145 0.00351 0.00765 0.00758 0.0167 0.00485 0.00936 0.00936
0.4 0.0178 0.00478 0.0125 0.0112 0.0181 0.00641 0.0138 0.0125
0.5 0.0175 0.00444 0.0132 0.0127 0.0199 0.00705 0.0156 0.0150
0.6 0.0163 0.00495 0.0131 0.0131 0.0172 0.00553 0.0126 0.0138
0.7 0.0186 0.00483 0.0124 0.0157 0.0200 0.00728 0.0157 0.0177
0.8 0.0234 0.00730 0.0166 0.0218 0.0263 0.00903 0.0205 0.0249
0.9 0.0105 0.00470 0.00971 0.0107 0.0121 0.00528 0.00850 0.0123
0.99 0.0172 0.0112 0.00971 0.0181 0.0196 0.0117 0.0114 0.0207
0.999 0.0152 0.0159 0.00815 0.0160 0.0146 0.0174 0.0105 0.0157

The quality criteria Ql(ll) and Qf)of local models the global quality criterion Qg
and he synthetic quality criterion Q; after 500 epochs of learning for DGLM-
RPROP algorithm for the test data for the series-parallel model and for the parallel
model are shown in Table 4, for the factor oy = 1. In Table 5 are shown the
performance indices for the test data for the factor iy = 0.5. For the factor oy = 0.1,

the performance indices for the test data are shown in Table 6.

The RPE indices after 500 epochs of learning for DGLM-RPROP algorithm for
the training data for the series-parallel model and for the parallel model are shown
in Table 7 for the factor oy = 1, for the factor oy = 0.5 in Table 8. For factor
oy = 0.1, the RPE indices for the training data are shown in Table 9.
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Table 4 Values of performance indices for the test data for factor ag = 1
aw o |o® o o o lo® o o
Series-parallel model Parallel model
0.001 379 7.06 29.6 40.4 349 51.9 35.8 91.1
0.01 9.72 1.83 9.25 11.2 12.9 1.55 7.68 9.34
0.1 4.73 0.167 1.75 2.38 4.03 0.181 0.822 1.39
0.2 2.31 0.285 1.36 2.06 1.26 0.639 0.212 1.06
0.3 6.37 0.185 2.30 4.34 2.79 0.370 0.388 1.48
0.4 2.21 0.0396 0.721 1.63 1.34 0.122 0.216 0.826
0.5 0.872 |0.017 0.245 0.735 [0.654 0.0965 0.106 0.482
0.6 1.62 0.0351 0.616 1.61 0.771 0.0568 0.227 0.712
0.7 2.58 0.245 1.86 3.74 1.47 0.0969 0.837 1.89
0.8 9.76 0.472 3.33 11.2 7.41 0.681 0.970 7.04
0.9 1.34 0.589 1.42 2.73 0.977 0.258 0.620 1.52
0.99 2.18 0.164 0.839 3.00 1.10 0.123 0.272 1.36
0.999 1.53 0.201 0.434 1.96 1.05 0.161 0.225 1.27
Table 5 Values of performance indices for the test data for factor ap = 0.5
o lob lgp lec [o [ob lop e e
Series-parallel model Parallel model
0.001 1760 15.8 92.5 63.8 63.8 7.74 128 75.0
0.01 1.88 0.194 0.494 0.458 0.458 |0.338 0.200 0.448
0.1 3.60 0.301 0.658 0.961 0.961 0.302 0.408 0.770
0.2 3.81 0.432 1.19 1.70 1.70 0.276 0.532 0.926
0.3 3.72 0.273 1.13 1.87 1.87 0.214 0.249 0.639
0.4 2.43 0.142 1.54 1.83 1.83 0.0715 0.400 0.695
0.5 2.69 0.0770 0.677 1.72 1.72 0.0810 | 0.250 0.847
0.6 2.08 0.273 0.598 1.65 1.65 0.237 0.166 0.750
0.7 2.38 0.110 0.980 2.19 2.19 0.0873 0.334 0.825
0.8 2.48 0.163 0.867 2.45 2.45 0.118 0.295 1.21
0.9 1.64 0.190 0.613 1.80 1.80 0.149 0.290 1.01
0.99 7.36 0.152 1.26 7.92 7.92 0.240 0.538 4.43
0.999 2.64 0.0970 1.05 3.16 3.16 0.0448 0.418 1.54

The RPE indices for the test data for the series-parallel model and for the parallel
model are shown in Table 10 for the factor oy = 1. For the factor oy = 0.5 the RPE
indices are shown in Table 11 and for factor ¢y = 0.1 in Table 12.
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Table 6 Values of performance indices for the test data for factor oy = 0.1
% o) |o?  |os o o lo® o o
Series-parallel model Parallel model
0.001 4.73 0.132 0.132 0.275 3.23 0.299 0.467 0.349
0.01 3.69 0.183 0.183 0.398 1.86 0.0747 0.498 0.142
0.1 1.34 0.252 0.252 0.401 0.639 0.152 0.162 0.217
0.2 2.48 0.500 0.500 0.976 2.40 0.317 0.852 0.819
0.3 2.53 0.379 0.379 1.11 1.65 0.193 0.325 0.664
0.4 1.74 0.0680 0.0680 0.763 0.856 0.0747 0.0786 0.395
0.5 1.15 0.317 0.317 0.788 0.826 0.210 0.381 0.556
0.6 1.41 0.294 0.294 1.03 0.959 0.158 0.290 0.668
0.7 1.55 0.343 0.343 1.23 0.841 0.237 0.223 0.682
0.8 1.84 0.489 0.489 1.67 0.928 0.306 0.466 0.850
0.9 4.64 0.375 0.375 433 2.48 0.211 0.423 2.30
0.99 0.922 0.137 0.137 0.955 0.603 0.0678 0.202 0.618
0.999 2.25 0.0845 0.0845 2.32 1.24 0.129 0.286 1.27
Table 7 RPE indices values for the training data for factor oo = 1
o RPE" RPE® RPE? RPE® RPE? RPE?
Series-parallel model Parallel model
0.001 570 37.6 37.5 411 62.1 72.5
0.01 13.1 5.76 5.15 15.3 8.87 11.5
0.1 3.35 2.62 1.99 3.83 2.75 2.72
0.2 3.96 2.92 2.45 421 3.12 2.93
0.3 3.35 1.96 2.69 3.86 291 2.73
0.4 322 2.34 2.07 3.39 2.45 2.66
0.5 2.89 2.83 1.82 2.86 2.88 2.12
0.6 3.14 2.71 2.32 3.29 2.74 251
0.7 3.12 2.72 1.65 3.50 2.83 2.44
0.8 3.26 3.33 2.26 3.22 3.42 2.54
0.9 2.93 3.01 1.55 3.04 3.10 1.93
0.99 2.79 3.28 1.87 3.00 3.37 2.15
0.999 2.78 3.14 2.11 3.03 3.29 2.60
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Table 8 RPE indices values for the training data for factor ag = 0.5
o RPE" RPE® RPE? RPE" RPE® RPE?
Series-parallel model Parallel model
0.001 511 333 59.3 583 47.5 134
0.01 3.84 2.18 2.65 3.92 2.52 3.19
0.1 4.11 2.16 2.717 4.24 2.37 3.18
0.2 3.04 2.05 1.98 2.88 2.06 2.13
0.3 3.07 2.33 242 3.09 2.36 2.52
0.4 2.93 2.35 2.21 2.98 2.46 2.52
0.5 2.36 1.94 1.74 2.46 2.05 2.33
0.6 2.81 2.19 1.72 2.72 2.31 2.03
0.7 2.55 2.38 2.17 2.45 2.41 2.28
0.8 2.59 2.71 1.97 2.82 2.89 2.39
0.9 3.40 3.25 2.63 3.61 3.33 2.95
0.99 3.03 2.95 2.42 3.27 2.98 2.39
0.999 2.63 2.86 1.79 2.77 2.88 1.93
Table 9 RPE indices values for the training data for factor oy = 0.1
o RPE" RPE® RPE? RPE" RPE® RPE?
Series-parallel model Parallel model
0.001 3.20 3.20 2.42 3.26 1.85 2.76
0.01 3.31 3.31 2.90 3.26 1.68 3.12
0.1 2.47 2.47 2.32 2.36 1.64 2.21
0.2 2.44 2.44 2.38 2.73 1.70 2.73
0.3 2.44 2.44 2.12 2.69 1.4 2.42
0.4 2.74 2.74 2.86 2.71 1.91 3.01
0.5 2.75 2.75 2.66 291 2.00 2.85
0.6 2.55 2.55 2.81 2.63 1.87 2.71
0.7 2.73 2.73 2.68 2.82 2.06 2.96
0.8 3.02 3.02 3.19 3.32 2.31 3.54
0.9 2.11 2.11 2.02 2.30 1.74 2.26
0.99 2.66 2.66 2.50 3.02 2.60 2.45
0.999 2.60 2.60 2.13 2.52 3.44 2.58
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Table 10 RPE indices values for the test data for factor ay = 1
o RPE" RPE® RPE? RPE" RPE® RPE?
Series-parallel model Parallel model
0.001 555 25.4 62.7 571 65.2 76.3
0.01 23.5 16.2 32.8 28.1 14.9 304
0.1 15.8 4.52 152 14.5 4.50 10.9
0.2 11.6 7.23 14.2 9.03 6.18 9.55
0.3 18.5 5.11 16.7 13.1 7.18 7.60
0.4 10.0 2.25 9.78 8.00 3.96 5.35
0.5 797 3.99 5.64 7.08 3.90 3.84
0.6 9.97 2.46 9.39 7.22 2.77 5.28
0.7 11.1 6.65 16.2 8.61 3.81 10.8
0.8 21.0 8.85 20.3 18.9 9.74 12.3
0.9 8.56 8.34 15.8 7.26 6.08 10.5
0.99 10.1 5.30 10.8 7.56 4.65 6.55
0.999 8.45 591 8.34 7.25 5.27 6.10
Table 11 RPE indices values for the test data for factor ay = 0.5
o RPE" RPE® RPE? RPE®” RPE? RPE?
Series-parallel model Parallel model
0.001 386 49.7 108 552 31.5 133
0.01 11.3 5.65 8.33 9.83 7.74 5.10
0.1 15.0 7.09 8.98 13.5 6.90 6.77
0.2 14.5 8.61 12.8 11.6 7.07 8.90
0.3 12.3 7.20 10.7 7.92 6.12 5.74
0.4 11.3 5.10 13.5 8.15 341 7.35
0.5 12.2 3.48 9.23 9.34 3.58 5.77
0.6 11.3 6.64 9.06 8.11 6.41 5.40
0.7 11.3 4.11 11.6 7.50 3.79 6.62
0.8 11.9 5.19 10.9 9.00 4.12 6.03
0.9 9.58 5.75 9.92 7.56 4.93 6.45
0.99 174 5.14 13.2 14.0 5.53 8.65
0.999 9.97 3.82 124 7.52 2.64 8.13
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Table 12 RPE indices values for the test data for factor ag = 0.1

o RPE" RPE® RPE? RPE" RPE® RPE?
Series-parallel model Parallel model
0.001 14.7 4.86 14.2 13.5 5.64 8.84
0.01 15.9 4.44 16.9 11.6 3.64 9.29
0.1 9.42 6.21 6.48 6.73 4.90 4.29
0.2 12.5 8.15 11.2 12.7 7.13 9.87
0.3 11.2 7.55 9.29 9.50 5.53 6.01
0.4 9.40 3.16 571 6.90 3.41 3.25
0.5 8.24 7.30 9.37 7.05 5.74 7.64
0.6 8.87 6.46 9.91 7.40 4.61 6.34
0.7 9.96 7.92 7.73 7.79 6.43 5.52
0.8 9.80 7.55 13.2 7.13 6.48 8.70
0.9 15.1 7.26 13.6 11.6 6.11 8.19
0.99 7.78 4.50 8.12 6.21 3.12 5.52
0.999 12.4 3.66 10.9 9.38 4.41 6.41

3.3 Analysis of an Influence of Factor o, on the Quality
of the Model

The increase of factor oy means the increase of participation of the global quality
criterion Qg in the synthetic quality criterion Q.

3.3.1 Analysis for the Training Data

The increase in factor oy generally results in an increase in values of the quality

criterion QE,I), for the most values of factor o in the series-parallel model. Similarly,
in the parallel model, the increase in the value of factor o results in an increase

quality criterion Q((il), but with some exceptions (see Fig. 5).
In the series-parallel model, the increase in factor o results in an increase in

values of the quality criterion Q£12>. This can be seen more clearly. Similarly, in the

parallel model, the increase in factor o results in an increase quality criterion Qilz),
also more clearly (see Fig. 6).

It is difficult to assess the influence of factor o on the quality criterion Q. The
quality criterion Q¢ values depends on both the value of factor o and also the value
of factor o;. However, in the series-parallel model, the quality criterion Qg reaches
the lowest values for factor og = 1, and reaches the higher values for factor oy =
0.1 (see Fig. 7). In the parallel model, is also difficult to point clearly the influence
of factor o on the quality criterion Q. For the most values of o the criterion Qg
reaches the lowest values for factor o9y = 0.5 (see Fig. 7).
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Fig. 5 Performance index oY for the training data in the series-parallel model (the left chart) and
the parallel model (the right chart)
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