
ANALYSIS, DESIGN AND 
EVALUATION OF MAN-MACHINE 

SYSTEMS 1995 

A Postprint volume from the Sixth IFAC/IFIP/IFORS/IEA Symposium, 
Cambridge, Massachusetts, USA, 27 - 29 June 1995 

Edited by 

T.B. SHERIDAN 
Department of Mechanical Engineering, 
Massachusetts Institute of Technology, 

Cambridge, Massachusetts, USA 

(In two volumes) 

Published for the 

INTERNATIONAL FEDERATION OF AUTOMATIC CONTROL 

by 

PERGAMON 
An Imprint of Elsevier Science 



UK Elsevier Science Ltd, The Boulevard, Langford Lane, Kidlington, Oxford, 0X5 1GB, UK 

USA Elsevier Science Inc., 660 White Plains Road, Tarrytown, New York 10591-5153, USA 

JAPAN Elsevier Science Japan, Tsunashima Building Annex, 3-20-12 Yushima, Bunkyo-ku, Tokyo 113, Japan 

Copyright © 1995 IFAC 

All Rights Reserved. No part of this publication may be reproduced, stored in a retrieval system or 
transmitted in any form or by any means: electronic, electrostatic, magnetic tape, mechanical, 
photocopying, recording or otherwise, without permission in writing from the copyright holders. 

First edition 1995 

Library of Congress Cataloging in Publication Data 

A catalogue record for this book is available from the Library of Congress 

British Library Cataloguing in Publication Data 

A catalogue record for this book is available from the British Library 

ISBN 0-08-042370 1 

This volume was reproduced by means of the photo-offset process using the manuscripts supplied by the 
authors of the different papers. The manuscripts have been typed using different typewriters and 
typefaces. The lay-out, figures and tables of some papers did not agree completely with the standard 
requirements: consequently the reproduction does not display complete uniformity. To ensure rapid 
publication this discrepancy could not be changed: nor could the English be checked completely. 
Therefore, the readers are asked to excuse any deficiencies of this publication which may be due to the 
above mentioned reasons. 

The Editor 

Printed in Great Britain 



6th IFAC/IFIP/IFORS/IEA 

SYMPOSIUM ON ANALYSIS, DESIGN, AND EVALUATION 
OF MAN-MACHINE SYSTEMS 

Hosted by 

Department of Mechanical Engineering and 
Department of Aeronautics and Astronautics 

Massachusetts Institute of Technology 
Cambridge, MA USA 

June 27-29, 1995 

Sponsored by: 
International Federation of Automatic Control (IFAC) 

Technical Committee on Systems Engineering 
Technical Committee on Social Effects of Automation 

American Automatic Control Council 

Co-Sponsored by: 
International Federation for Information Processing (IFIP) 
International Federation of Operational Research Societies (IFORS) 
International Ergonomics Association (IEA) 

International Program Committee (IPC): 
Chairman: T.B. Sheridan (USA) 
J.L. Alty (GB) 
A.B. Aune (Ν) 
S. Baron (USA) 
P. Brodner (D) 
P.C. Cacciabue (I) 
W.J. Edwards (Aus) 
J.L. Encarnacao (D) 
R. Genser (A) 
G. Giuda (I) 
B.S. Hu (PRC) 
R. Jackson (USA) 
G. Johannsen (D) 
K. Kawai (J) 
V. deKeyser (B) 
A.H. Levis (USA) 
M. Lind (DK) 
Β. Liu (PRC) 
Ν. Malvache (F) 

L. Martensson (S) 
P. Milgram (CAN) 
C. Mitchell (USA) 
N. Moray (USA) 
L. Motus (ES) 
L. Nemes (AUS) 
W.K. Oxenaar (NL) 
J. Ranta (SF) 
J.E. Rijnsdorp (NL) 
W.B. Rouse (USA) 
A.P. Sage (USA) 
G. Salvendy (USA) 
H.G. Stassen (N) 
S.Q. Su (PRC) 
B.G. Tamm (ES) 
H. Tamura (J) 
T. Vamos (H) 

National Organising Committee (NOC) 
Chairman: R. John Hansman, MIT 



History of the IFAC Symposium on Man-Machine Systems 

This is the sixth in a series of (usually) triennial symposia on man-machine systems under 
IFAC sponsorship. It is the first of the series to be held in the United States. The sequence 
has been: 

1982 Baden-Baden, Federal Republic of Germany 
1985 Varese, Italy 
1988 Oulu, Finland 
1989 Xi'an, China 
1992 The Hague, The Netherlands 
1995 Cambridge, Massachusetts, USA 



Copyright © IFAC Man-Machine Systems, 
Cambridge, Massachusetts, USA, 1995 

A NEW HUMAN-COMPUTER-INTERFACE FOR 
HIGH-SPEED-MAGLEV TRAIN 

TRAFFIC SUPERVISION 

Jens-Olaf Müller, Eckehard Schnieder 

Institut für Regelungs- und Automatisierungstechnik, Langer Kamp 8, D-38106 Braunschweig, 
Tel: +49 531 391 3317 / FAX: +49 531 391 5197, e-mail: jom@ifra.ing.tu-bs.de 

Abstract In modern high speed train traffic high capacity and acceptance of the transport system becomes more 
and more important Human Computer Interfaces nowdays used in train traffic control are developed historically 
and do not fit any longer as the real traffic situation is difficult to perceive by the dispatcher. In this article, 
weaknesses of existing interfaces are shown. A completely new designed interface is proposed consisting of 
completely new designed diagrams helping the dispatcher to optimally perceive the traffic situation. It is shown 
that interface design can no longer be limited to a simple screen design, but the whole working area has to be 
considered. For process control applications new diagram design ideas considering human mental work-load and 
human mental capacity should be invented. 

Keywords: human-machine interface, process control, train control, traffic control, visual pattern recognition 

1. INTRODUCTION 2. EXISTING INTERFACES 

In our society transportation has become an important 
factor of increased life quality on the one hand and 
an important economic factor on the other. Time is 
money. Human beings want to travel longer and 
longer distances in less and less time. In european 
countries like Germany, a high standard of life means 
high mobility. As car traffic density increases this 
transport medium begins to collapse. Unfortunately, 
space to broad highways do not exist. So alternatives 
have to be found. They are seen in the german high 
speed train ICE and the maglev train TRANSRAPID 
(Schnieder, 1983). To make these transport systems 
acceptable by the passengers and profitable for the 
owner, a high traffic density (=high capacity), high 
speed, high transport comfort and no delays must be 
assured. High speed trains are controled by a 
dispatcher sitting in a control tower. He needs to 
have an overview of the whole traffic situation. In 
case of occuring future conflicts on the railway net, 
he has to find alternatives just in time. A maglev 
train with a velocity of about 500 km/h passes 30 km 
in about 4 minutes. So the decision interval for the 
dispatcher is very short. 

HCIs nowadays used in train traffic control have 
developped historically. For train velocities and 
densities existing today and in future they do no 
longer a good job. The following ideas introduced to 
the construction of those interfaces will lead up to a 
new era of train traffic control. 

Fig. 1: Time-travel diagram 
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Fig. 2: Nowadays visualisation of the roadway 

Today, the train traffic dispatcher is supported in his 
work by two grafical displays. One, called time-
travel-diagram (Hitoshi, 1992; Hundt, et al, 1990) 
(Fig. 1), shows the time behavior of a train. The 
other, called network overview (Hundt, et al, 1990) 
(Fig. 2), shows the actual train position and the 
roadway reserved for a train. In those days, time-
travel-diagrams were plotted by the dispatcher with a 
pencil on a sheet of paper. Today, this plot is simply 
done by a computer. The sheet is replaced by a 
display. 

3. INCONVENIENCE OF EXISTING HCIs 

The HCIs nowadays used in train traffic control have 
the following disadvantages (Müller, 1994): 

- To perceive conflicts occuring in future, the 
time-travel-diagram (Fig. 1) must be 
throughpassed. Reservation conflicts are 
shown by crossing lines. Those lines first have 
to be found. Having found a crossing line, the 
dispatcher needs the network overview (Fig. 
2) to verify, if the two trains possibly invoked 
in a conflict will run on the same roadway. In 
case of different roadways, the trains will 
simply pass each other. No conflict will occur. 
So conflicts yare not so easy to identify. 

- To solve a conflict, the dispatcher needs to 
perceive its reasons. These are difficult to 
identify in a time-travel diagram. 

- As train position (Fig. 2) and time behavior 
(Fig. 1) are displayed on different displays, 
the dispatcher has to split his attention. He has 
to supervise two displays in parallel. Normally 
he puts his fingers on one display to keep the 
position of a train and searches its time 
behavior on the other screen. 

- Future is calculated by simple extrapolation of 
the lines in the time-travel diagram. Often this 
extrapolation is far away from the real process 
situation. So the dispatcher do not believe in 
the preview of the future. 

- The importance of the present is neglected. It 
is only presented by a point in the time-travel 
diagram. 

In case of high train density and high speed, lots of 
lines will occur on the display scrolling extremely 
fast So the dispatcher will be overcharged and will 
be unable to do a good job. As new traffic systems 
have a high degree of automation, the dispatcher is 
no longer needed in case of little conflicts controled 
by the system itself. In case of big conflicts, the 
dispatcher will be frightened. His lack of training and 
the little time resting to solve the problem will stress 
him. Bad decisions, delays in the transport system 
and uncontent dispatchers will be the consequences. 

4. A NEW DESIGN APPROACH 

To find an optimal HCl, a user centered design 
(Coutaz, 1990; Norman, 1986) is proposed, which 
takes human mental capacity and his physological 
abilities (Anderson, 1990; Card, Moran and Newell, 
1983) as the most important part of the man-
machine-system (Johannsen, 1993; Sheridan, 1992). 
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To do a good job, the dispatcher must be supported 
by the HCl as good as possible . This objective can 
be reached by an optimal job sharing between man 
and software (Charwat, 1992). While the software is 
very strong in proceeding big quantities of data and 
executing programmed problem solutions, the 
dispatcher is strong to recognize complex correlations 
and to decide (Rasmussen, 1983). So the big quantity 
of data has to be visualized by the software in a way 
that correlations 

can be easily recognized by the human visual system 
(Rock, 1984). 

5. DESIGN PROCESS 

6. USE OF AN INTELLIGENT ASSISTANT 
SYSTEM 

To make the software supporting the dispatcher the 
best possible, an intelligent assistant system (Boy, 
1991) (Fig. 3) called DISPOS will be developed 
consisting of an expert sytem and a simulation of the 
process (Voit, 1994). The expert system finds out 
different solutions of occuring conflicts in the net and 
is able to evaluate those solutions. The simulation 
simulates the traffic on the network based on a model 
of the operation control system. As this simulation is 
used the disadvantages of the bad prediction of the 
future of nowadays interfaces is avoided. 

For an efficient design two important components 
had to be found out: First the information the 
dispatcher needs to control trains on the network, 
second the process values, which form this 
information. As trains are nowadays controled using 
the existing HCl, all important information is already 
presented in i t In discussions with dispatchers and by 
an analysis of the existing diagrams, process values 
and information could be recognized. As every 
process value must be handled by the operation 
control system, an analysis of the maglev control 
system (Schnieder, 1983) gave additional values not 
used in the existing interface. To reduce quantity of 
information, all values were classified according to 
their importance for the dispatcher. Using 
presentation rules proposed by Bertin (1974) and 
Tufte (1983) they were presented respecting that 
order in the design. HCl guidelines (Mayhew, 1992; 
Shneiderman, 1992) were applied to the design of the 
user dialog. The designs than were improved 
discussing with dispatchers having experiences in 
their jobs (van der Schaaf, 1991). 

7. PRESENTATION OF NEW DESIGN IDEAS 

The proposed new HCl for high speed maglev train 
control consists of three information layers shown in 
Fig. 4. The first layer shows a completely new 
invented diagram to visualize conflicts, its reasons 
and effects on the network traffic. This diagram will 
be explained later on. Using this diagram, a 
dispatcher can easily understand, if there is a critical 
situation on the network and if he has to interact 
Using the time-travel diagrams given on information 
layer two, he is able to exactly investigate the actual 
traffic situation. These time travel diagrams are 
improved compared to those used today: 

- Conflicts are marked by a cycle and must no 
longer be searched by throughpassing the 
diagram. 

- The actual traffic situation is shown directly 
under the diagram and must no longer be 
searched in a different diagram. 

dispatcher 

* 

human-
computer-
interface 

expert 
system 

human-
computer-
interface 

expert 
system 

i 

y r 

- The importance of the present situation is 
respected showing the actual train positions 
encoded as triangles on the guideway. 

- An improved design of the common diagram 
makes it easier to understand. 

The third information layer presents detailed 
information diagrams the dispatcher needs in special 
situations like train connection diagrams and velocity 
diagrams. The shown three layers are used in 
parallel. 

real 
process 

simulated 
process 

Fig. 3: DISPOS architecture 
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Layer 1 

Layer 2 

Layer 3 

Fig. 4: A three layer information hierachy 
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8. CONFLICT DIAGRAM 

To show the development of conflicts on the network 
and its effects on the traffic situation the following 
design idea was invented (Fig. 5). 

a) Two stations are linked by a line giving the 
position χ of a train. 

b) A time axis is introduced to represent present and 
future. 

c) The time axis is quantized. 
d) The postion is quantized, too. 
e) The trains passing a bloc are counted and are 

compared to those that should pass this bloc 
according to the time-table. If a conflict occurs, 
the difference between actual and nominal num-
ber of trains in that bloc is calculated and coded 
by colors. Using the colors of a fire, e.g. white 
for big difference, red for small difference, con-
flicts and their intensity are spreading like a fire 
over the network. 

f) X- and t-axis are integrated in the guideway. 
g) Two guideways for two directions are designed. 
h) A network of guideways is constructed. 

9. DISPATCHERS WORKING AREA 

To give the dispatcher a more interesting job the use 
of his knowledge is forced and simple routine jobs 
are done by the computer. For he realizes the 
importance of his tactical decisions the concept of 
working space must support his importance. So the 
concept of nowadays computer working areas in 
process control tasks has to be reviewed. The aspect 
of team work becomes important. As interactions of 
the dispatcher are not frequent, he should not be tied 
any longer to his monitor. It is proposed to visualize 
the conflict situations on the network on a big screen 
projection (first infonnation layer) (Fig. 4), which 
can be perceived by multiple dispatchers in the 
control tower to discuss about it. Information layer 
two should be presented using a large screen on a 
desk individual for each dispatcher. Interacting with 
this screen by a lightpen he should be able to get 
information layer three on a portable pad. This pad 
can be moved around. Doing all interaction on that 
pad, he can interact without sitting at his desk. Even 
if a pad like that do not exist today, it could be 
constructed in near future. To evaluate this working 
area concept hardware modells have been build. 
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10. CONCLUSION 

It has been shown that HCIs existing nowadays in 
train traffic control have reached their limits and can 
not do a good job any longer. As train speed and 
density increases human mental workload and human 
mental capacity have to be considered (Anderson, 
1990; Card, Moran and Newell, 1983). This leads to 
completely new display designs to represent 
important information for the dispatcher can perceive 
it easily. Using a user centered design approach 
(Norman, 1986) not only the displays but also the 
working area has to be redesigned for the dispatcher 
feels glad to do his job. The ideas described in this 
paper introduce designs to high speed train control 
which allow the dispatcher to do his job the best 
possible. 
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Abstract The paper presents the adaptation of a method for presenting masses of scientific 
data to process S&C. Experimental evidence shows that this type of Mass-Data-Display 
(MDD) is superior to P&I diagrams with respect to the detection time of abnormal process 
situations. The respective experiments are described in the paper. 

Keywords: Displays, Man/machine interfaces, Process control, Supervisory control 

1. INTRODUCTON 

The improvement of the quality of human decision 
making under critical conditions has been one of the 
foremost goals of research in man-machine-systems 
during the past decades. Several techniques for achie-
ving this goal have been developed and successfully 
tried. One of these techniques is the use of advisory 
expert systems as e.g. implemented in the GRA-
DIENT system (Elzer, et al., 1989). Besides direct 
advice, given to the operator, such systems also fulfil 
the purpose of "buying time" (Elzer, et al., 1992). 
This reduces the danger of the operator panicking 
because of time pressure and thus taking inadequate 
action. 

But, like all techniques that rely on predefined propo-
sals for actions, expert systems can only give advice 
in situations that have been foreseen by the designers 
of the industrial process or the S&C system. There-
fore they are of little help in unknown situations. 

2. THE "MASS-DATA-DISPLAY" (MDD) 

2.1 The Principle 

The authors have therefore tried to identify a tech-
nique that enables the operator to maintain an over-
view over the entire process with moderate effort and 
thus to develop a "feeling" for the overall behaviour 
of the process and upcoming abnormal situations. In 
contrast to other approaches that try to compress all 
information about the process into very few symbols 
(like e.g. the "Chernoff Faces" (Chernoff, 1973) it 

has been tried to display all process values in a form 
that allows to utilize the pattern matching capabilites 
of humans to their advantage. The approach chosen is 
mainly based upon the work of Grinstein (Grinstein 
and Bergeron, 1989). 

The underlying principle is that each process value is 
represented by a small icon on a display screen. This 
icon changes its shape (size, colour etc) according to 
the changes of the process value. The operator does 
not observe the behaviour of each individual icon, 
but the overall pattern that develops because a num-
ber of icons - that belong to technologically interrela-
ted process entities - change their appearance simul-
taneously. This technique allows to show an over-
view over several hundreds (even thousands) of 
values on one display screen of average size. Several 
models of such displays were built in cooperation 
between IPP-TUC and ABB research and one version 
exhibited at the "Interkama" technical trade fair in 
Duesseldorf in 1992 (Zinser, 1993). Fig. 1 shows 
such a mass-data-display of a coal-fired power plant. 
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Fig. 1. A Mass-Data-Display of a coal fired power 
plant 

The results so far have been very encouraging. 
Experiments have shown that this technique allows 

383 

mailto:elzer@ipp.tu-claustbal.de
mailto:tissen@decrc.abb.de


the identification of abnormal process states by an 
order of magnitude faster than traditional display 
techniques and that the acceptance by test persons is 
very good. 

2.2 Implementation ofMDD's 

Design problems. But the design of this type of mass-
data-display also poses many interesting problems 
with respect to the details of its implementation. 
Grinstein's original proposal of the "five limbed 
stick" was somewhat difficult to use with typical 
process values. It basically requires that the values 
represented by the "limbs" are closely interrelated, 
like e.g. velocity, pressure, temperature, mass 
transfer and density at a particular point in a flow 
field. 

γ 
A 

Fig. 2. Grinstein's "five limbed stick" (from: Grin-
stein and Bergeron, 1989) 

But this can not be guaranteed by the S&C-system of 
a typical technical process. For reasons of cost 
efficiency only those values are measured and made 
available to the operator that are regarded as essential 
for the proper supervision of the process. Therefore 
each available process value is to be regarded as 
important in its own right and presented individually. 

Besides, calculations soon showed that technical 
processes very rarely provide enough values to 
produce a real "pattern" on a display screen, if they 
are not shown individually. 

The appearance of the individual icon. Therefore the 
discussion concentrated ox* shape, colour, or bright-
ness of individual icons, connected to one process 
value each. This discussion soon included the "sym-
pathy value" of an icon with respect to shape, bright-
ness or colour. The rationale was that a pattern 
should very soon "look awkward" after some values 
left their normal range in order to warn the operator 
in a conspicuous manner. Fig. 3 gives an impression 
of the many possibilities that were discussed. 

The correlation of the parameters of the icon with the 
process values. This aspect was also very intensely 
discussed. It turned out that only experiments could 
decide, which was the best solution. So, e.g. it is not 
always quite easy to decide, whether one or more 
parameters of an icon should be connected to a 

process value and thus change according to changes 
of that value. 

A particularily difficult item is the "mapping func-
tion" between the time behaviour of a process value 
and the related parameters of an icon. It turned out 
that deviations from the normal state of a process can 
be discovered most rapidly and reliably when the 
icons are "normalized", i.e. have a uniform appearan-
ce in normal process states. Fig 4 shows the effect. 
The individual icons are short lines that are normali-
zed horizontally. Their breadth and the angle towards 
the horizontal axis are proportional to the deviation 
of the related process value from its normal state. 

I 

r 

Fig. 3. Some examples for elements ofMDD's 

• • • 
• • • 
• • • 
ο ο 0 
ο ο ο 
ο 0 0 

Fig. 4. Example of a "normalized" MMD in a normal 
and an abnormal process state 

Fig. 5. A table presentation of the process 
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The layout of the entire overview picture. The order 
and grouping of a large number of icons into an over-
view picture of the process has also to be determined 
rather carefully. Various criteria can be applied 
which lead to a completely different layout of the 
display: 

- topological relationship 
- flow of material, energy or information 
- aesthetic considerations 

The example in Figs.l and 4 shows a display layout 
following a "topological order" of the icons. It is ba-
sed on a simplified representation of the water steam 
cycle of the power plant. The icons are positioned 
according to the approximate places of the respective 
sensors in the real process. 

Fig. 5 shows a completely different approach. The 
water steam cycle is presented in a more symbolic 
(table) form. The process values are ordered in four 
horizontal rows: energy, pressure, temperature, and 
setpoint levels. This representation was favoured 
very much by experts, but the experiments showed 
that it caused some difficulties for less trained 
persons. 

3. EXPERIMENTS 

3.1 General 

From the beginning it had been clear to the authors 
that the discussion of the expected advantages of this 
rather novel display form had to be supported by 
experiments and quantitative measurements. 

Therefore two types of experiments were planned 
and performed: 

- One, comparing the performance of operators using 
such mass-data-displays with those using "classic" 
Ρ&Ι diagrams, and 

- a second one, comparing the performance of opera-
tors using various different versions of MDD's. 

The first set of experiments was perfomed with 
process experts as test persons and also included in-
depth discussions of the complementary roles of the 
new method and the "conventional" forms. 

As a major item of the design discussion had been 
whether the dynamic behaviour of the icons should 
be related to normalized or non-normalized process 
values, at least one of the displays had to be non-
normalized. 

Among the normalized versions there had to be at 
least one linearized (table) version. 

The remaining three displays - all normalized with 
topologically ordered icons - should differ as much as 
possible in the appearance of the icons. Therefore it 
was decided to use: 

- short lines, changing width and direction, 
- circles, changing diameter and brightness, 
- adjacent squares, changing brightness. 

Table 1 gives an overview and shows the correlation 
with the display numbers. 

Table 1 Types of MDD's investigated 

Nr. layout icons mapping func. 
#1 topological lines normalized 
#2 table lines normalized 
#3 topological squares normalized 
#4 topological squares non normalized 
#5 topological circles normalized 

Fig. 6 explains the overall systematics of the selec-
tion of the various types of displays for the experi-
ments. The numbers in the circles represent the 
numbers of displays tested of this kind. 

Displays 

Diagrams n \ 

non-normalized Q 

in table-form 

MDD's 

Fig. 6. Systematic selection of display types 

Three abnormal situations were presented to the test 
persons and the time for the correct identification of 
these situations measured: 

3.2 The Experimental Setup 

The experiments were jointly planned by ABB and 
IPP-TUC and conducted at IPP-TUC. 

The experimental setup consisted of a very elaborate 
computer simulation of a coal-fired power station 
that was available at ABB, a set of Ρ&Ι diagrams 
designed for controlling the simulated power station, 
and implementations of five types of MDD's. 

These MDD's were selected according to the 
following considerations: 

1 Leakage in a high-pressure preheater, 
2 Valve spindle broken at a high-pressure preheater, 
3 Feedwater pump trip during increase of power out-

put 

As a cross-check a fourth situation was presented to 
the test persons: a load transition of +/- 10 %. This 
was chosen because it produced changes of the 
display pattern that were similar to that of abnormal 
status. 

The test persons were students of the TUC. There 
were three groups of four students with different 
levels of knowledge about technical processes: 
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1 Beginners (1. grade students) 
2 Persons with basic knowledge (B.A. completed) 
3 Well trained persons (working at master's thesis) 

All groups were given an individual group training of 
two days, in which the general characteristics of the 
power station process, possible abnormal cases and 
the use of the interface were explained. The test 
persons then had the opportunity to get acquainted 
with the setup for three hours. 

The experiments consisted of five sessions of two 
hours each, in which the abnormal cases were 
presented to the test persons in randomized order and 
the time for the correct identification of these situa-
tions was measured. In parallel, the behaviour of the 
test persons and their comments during the experi-
ments were recorded on videotape. 11.000 individual 
measurements were collected. Afterwards the results 
were evaluated using a commercial software package 
for statistical analyses (SAS© ). 

Two different methods were used to analyse the test 
data: parametrical tests for normally distributed data 
(analyses of variance) and non-parametrical tests for 
not normally distributed data. Because it can not be 
presupposed that the data are normally distributed, 
the non parametrical test were used to verify the para-
metrical tests. The non parametrical tests were con-
ducted with box-plots (Johannsen, 1993, Schlotz-
hauer, 1987, Montgomery, 1991, Sachs, 1992). 

3.3 Some Results 

It turned out that all test persons identified the ab-
normal situations much earlier when using the MDD 
in contrast to the P&I diagrams. In one case they 
were even 20 times faster. This result clearly shows 
that the design purpose of the new method, i.e. to 
"buy time" for the operators in order to reduce stress 
and to enable them to make qualitatively better 
decisions, has been clearly achieved. The results even 
exceeded the expectations of the authors. Fig. 7 
shows a simplified plot of the results under situations 
1 (leakage in a high-pressure preheater) and 2 (Valve 
spindle broken). 

But there were also some interesting differences in 
the performance of the test persons that were correla-
ted to differences in the design of the various MDD's. 
Due to the limitation of the length of this paper only 
a few can be presented here. 

Among these very interesting insights the clearest 
difference between the various types of MDD's could 
be observed between the topologically organized 
displays on one hand and the table form on the other. 
For one group of test persons, the beginners, the table 
display even caused reaction times 50% longer than 
the other types. 

Time (s) 

100' 

90 - I 
8 0 - | 

70 

60 -1 

50 

4 0 H 

30 

2 0 - 1 

10 -I 

ί i 

ι 1 1 τ — ' 
Leakage Valve Spindle Leakage Valve Spindle 

broken broken 

Display 

Conventional 
Display 

Mass-Data-
Display 

Fig. 7. Comparison of the recognition time for abnor-
mal situations using MDD's and P&I-diagrams 

Of course, compared to P&I diagrams, the measured 
values are still extremely good. The reaction times 
decreased with knowledge level of the test subjects. 
Fig. 8 shows the respective plot 

Another type of MDD showed inconsistent results: 
the non-normalized display with squares as icons that 
changed their brightness according to the process 
value. It was faster than the others in situation 1, but 
much slower in situation 2. This behaviour was con-
sistent over all three groups of test persons. Fig. 9 
shows the results for the "expert group". 

Detection time 

1 

Average 
detection 

time 

Si 

43 s 

X Display 1 

* Display 2 

m Display 3 

Ht Display 4 

A Display 5 

Failure 

Leakage in 
HPP 

Average: 
44,8 s 

Fig. 8. Insufficient performance of beginners with the 
linearized display 
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A closer analysis revealed that the reason was rather 
subtle: a combination of the "restless" appearance of 
the display as a whole, that did not allow the test per-
sons to become acquainted with a "normal" appea-
rance, with a non-linear calibration of the mapping of 
the brightness of the icon onto the process value. 
Therefore this type of display was ruled out as techni-
cally too difficult to calibrate. 

Detection time 

2 

§ 

Average · 
detection 

time 

43d 
10 d 

κ 

X Display 1 

* Display 2 

%$£ Display 3 

Display 4 

DtsDlav 5 

Failure 

HP 
Average: 

44.8 s 

Broken 
Valve 

Spindle 
3.8 s 

Fig. 9. Inconsistent performance of the non-
normalized display 

The remaining three types of MDD showed very 
similar performance. They were all topologically 
arranged and normalized. Fig. 10 shows a plot of the 
respective measurements. 

I 
% 

Average <l 

X Display 1 

Display 3 

k Displays 

• J T A * - - ÊÊ* 
X • 

Leakage in Broken 
HPP Valve 

Average: Spindle 
4 4 . 8 · 3 .8» 

Leakage m 
HPP 

Average: 
3 9 . 8 » 

Broken 
Valve 

Spindle 
4 · 

Leakage in 
HPP 

Average: 
45 .8» 

Broken 
Valve 

Spindle 
4 . 6 * 

Experts 

Fig. 10. Comparable performance of topologically 
arranged and normalized displays 

However, they were very differently accepted by the 
test persons. The display with the gray squares and 
that with circles as icons caused various irritations. 
The small lines were generally judged as giving the 
clearest impression of the behaviour of the process. 

There was only a slight problem insofar as the angle 
of the lines towards the horizontal direction could be 
mistaken as a tendency instead of a value. But as all 
test persons got accustomed to the appearance after 
very short time, this type of MDD was finally selec-
ted for further development 

User errors. Another important factor beside the 
reaction time were the user errors made by the test 

persons. One had to distinguish between two diffe-
rent types of errors: 

a) a failure was not or wrongly identified, 
b) a normal process state was mistaken for a failure. 

In the first case the user loses time in repairing the 
failure or does not even identify it, in the second case 
it triggers the user to look for a disturbance while 
there is none. This is not that critical if no real distur-
bance occurs during his search but the acceptance of 
a display is likely to decrease if this happens too 
often. 

Fig. 11 shows the user errors during the tests. It is 
conspicuous that most of the errors were made by the 
beginners group and that overall most of the errors 
were made by testing the non-normalized display. 
The table display performed well with experts but 
beginners and intermediates had problems with it. 
The three normalized displays under test performed 
about the same. 

User Errors Failure wrong or not detected 

T7\ group 1 

5 3 groupe 

Normal process state identified 
asfaiure 

I I group 1 

fcftii group 2 

18831 group 3 

Display 2 Display 3 Display 4 Display 5 
Display 

Fig. 11. Number of user errors for various types of 
MDD 

The overall performance of all MDD's was still suffi-
cient. Out of a possible total of 240 errors, fig. 12 
shows the actual errors as (%). 

Display 

Display 1 Display 2 Display 3 Display 4 Display 5 

Fig. 12. Percentage of user errors 

4. INTEGRATION OF MDD'S IN CONTROL 
ROOM DESIGN 

The discussion showed that the new method should 
not be regarded as a replacement for the classical 
P&I diagrams. In order to be able to quantitatively 
evaluate a situation and to make final decisions the 
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test persons had to use the P&I diagrams, read the 
individual values, judge the severity of the distur-
bance and plan the concrete action. 

The authors therefore hold that the novel form 
display should be integrated into a system of process 
displays in the following way: 

- An overview display on the basis of the new mass-
data-display method should be visible to the opera-
tors all the time, together with the mandatory 
"event list" in textual form. 

- The operators should be able to indicate on this 
screen the area(s) of the process in which they 
suspect abnormal behaviour according to the local 
development of the pattern observed. The MMI 
should then provide on request selected P&I 
diagrams of the related areas for closer inspection 
or allow to invoke an expert system for a possible 
prediction of the development of the process state 
(Elzer, et al., 1992). 

- The operator should be able to invoke a modified 
presentation of the mass-display that contains trend 
indicators showing changes of the process values 
over time. This will allow the operator to judge the 
urgency of compensatory actions according to the 
speed and tendency of changes of the process state. 

- In parallel, expert systems (Elzer, et al., 1989) 
should continuously monitor the process in order to 
provide the operator with warnings concerning 
foreseeable abnormal cases. 

5. CONCLUSION 

It has been shown that mass-data-displays, that were 
originally designed for the presentation of scientific 
data, can also be used with advantage for the supervi-
sion of industrial processes. Experiments, conducted 
by the authors, have shown that they help to consi-
derably reduce the time an operator needs to recog-
nize an abnormal situation. Thereby they contribute 
to a further reduction of operator stress and an in-
crease of overall plant safety. This is particularly true 
when MDD's are used in connection with "classic" 
P&I diagrams and knowledge based operator support 
systems. 

The authors therefore hold that MDD's are an extre-
mely useful contribution to the design of human-
computer-interfaces for process S&C and will conti-
nue experimental research into this subject. This 
work will include further refinement of the design of 
MDD's, using the insights that could already be 
gained from the experiments described in this paper. 
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Abstract: The analysis and design of human-machine interfaces in process control 
applications often fail to take into account the information requirements associated 
with specific categories of tasks. This paper defines generic tasks (GTs) which are 
useful for describing the interaction between an operator and a complex system, and to 
analyze and specify the information content of the interface. The GTs~detection, 
transition, tuning, compensation, and diagnosis—and their syntax are expressed using 
MAD (Méthode Analytique de Description de tâches), a hierarchical, object-oriented, 
formalism. 
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1. INTRODUCTION 

Empirical results found in the literature show that 
operators use different types of information, 
depending on the kind of task they cany out (Kieras, 
1992; Landerweerd, 1979; Vermeiden, 1987). Yet, 
the analysis and design of human-machine interfaces 
for process control applications frequently fail to 
take into account the kind of task that is being 
carried out This is also the case for existing 
methods for interface analysis or design such as 
ecological interface design (EID) (Vicente and 
Rasmussen, 1992) or the operator function model 
(OFM) (Mitchell and Miller, 1986). Further, while 
research results have been reported comparing the 
relative merits of graphical, analog, and digital data 
display for process control, vague or inconsistent 
definitions have often been used to characterize the 
tasks for which the results were obtained. This 
makes the interpretation and integration of these 
results difficult, thus limiting their potential 
usefulness in the analysis and design of interfaces. 

This paper defines generic tasks (GTs) to describe 
more precisely a significant portion of the 
interaction between an operator and a complex 
system. The Gts and their syntax are expressed in 

MAD (Méthode Analytique de Description de 
tâches), a hierarchical, object-oriented task 
description formalism. Integrating the GTs with 
MAD provides a formal framework to describe an 
operator's tasks and information requirements. The 
GT framework supplies vital information for 
analyzing or designing the interface, and its syntax 
helps analysts and designers in checking for the 
completeness of the interface. The GT framework 
also facilitates the interpretation and integration of 
existing and future empirical research results. 

2. DEFINITION OF THE GTs 

A set of tasks suitable for describing a large 
repertoire of process control situations has been 
identified after a survey of the published literature. 
These tasks (i.e., the actual GTs) were adopted since 
they had been partly validated in modeling human 
problem solving when controlling a complex system 
(Knaeuper, 1983). The GTs are: 
- Detecting: detecting the occurrence (or lack of) of 
an event 
- Transitioning: taking a system from one state to 
another (e.g., start-up, production shift). Normally 
accompanied by a simultaneous detection task. 
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- Tuning: making small corrections to a system to 
keep it within an operating region. Normally 
accompanied by a simultaneous detection task. 
- Diagnosing: determining the cause of an event. 
- Compensating: making changes in response to a 
failure or to an emergency. 

The GT framework also integrates relevant aspects 
of the human performance model originally used 
with the tasks (Rouse, 1983). The model specifies 
successive categorization, planning, and execution 
steps for each task, and shows how a task can be 
carried out through 'standard' or 'non-standard

1 

means. This makes a description based on GTs 
especially robust. For example, carrying out a 
transition GT involves: 
- Categorizing (recognizing) the transition GT to be 
carried out through pattern-matching if possible, or 
else through more elaborate reasoning. 
- Planning the execution of the transition GT, 
through re-use or adaptation of an existing plan, or 
by developing a new plan. 
- Executing and supervising the execution of the 
plan, either through usual means or ad hoc means. 

The model enables a finer grained description of 
each GT and allows its information requirements to 
be specified. For a transition GT, the planning step 
is most crucial. In 'standard' situations, the content 
of a plan or procedure to carry out the transition GT 
can be specified by leveraging relevant empirical 
knowledge. In 'non-standard' situations (e.g., 
equipment failure), knowledge can be specified to 
allow an operator to elaborate a plan. For transition 
GT, this requires, among other, knowledge about the 
causality and dynamics of the system variables 
which can affect the GTs goal. Specifying these 
information requirements has been discussed more 
completely elsewhere (Fiset, 1993; Fiset, 1994). 

The next section introduces the MAD formalism. 

3. THE MAD FORMALISM 

MAD prescribes how to express a task as an object 
or set of objects (Pierret-Golbreich et al., 1989). 
MAD descriptions have been found to be practical, 
systematic, and to lead to a better completeness in 
the task description in comparable applications (e.g., 
air traffic control) (Sebillotte and Scapin, 1992). 
The main components of a MAD obiect are a task 
descriptor, the initial and final states of the world 
(before and after the execution of the task), the task's 
goal, the preconditions to trigger the task, the 
postconditions after the task execution, the sub-tasks 
and activities that make-up the task, and the plan 
describing how the sub-tasks are articulated. The 
plan describing the coordination of the tasks is 
called a constructor. An example constructor is SEQ 
(sub-tasks are carried out sequentially); additional 
constructors can be defined as needed. Extensions 

needed to fully express the GTs in MAD will be 
introduced in a later section. 

4. EXPRESSING THE GTs' SYNTAX WITH MAD 

In this paper, the emphasis will be on expressing the 
syntactic aspects of the GTs. This syntax is 
extremely useful for checking the correctness and 
completeness of the analysis or design of a given 
interface. The syntax is identified by describing and 
justifying the relevant properties of the GTs, and by 
showing the resultant MAD representations. The 
constructors of interest will be PAR (the GTs sub-
tasks can be executed in parallel or simultaneously), 
SEQ (sequentially), and COND (conditional). 

GTs collective and individual properties are 
identified by considering the purpose of each GT, 
and their logical and temporal relationships. This is 
done in the following sections. 

4.1 GTs collective properties 

The original work from which the GTs are drawn 
did not limit the system size to which these tasks 
applied (Knaeuper, 1983). This leads to: 
- Each GT can be applied to a system, a sub-system, 
etc., as appropriate, i.e., GTs apply at any level in 
the control or supervision of a given system. 

As mentioned earlier, the information requirements 
specified for each GTs must support the elaboration 
of alternate plans to carry it out, which yields: 
- Each GT can be carried out through 'standard

1 

means, or through 'non-standard' means. 

These collective properties will be reflected in the 
syntax that is defined in the next section. 

4.2 GTs individual properties and syntax 

Detection GTs detect that an event did or did not 
occur. In the GT framework, their scope is limited 
to detecting events affecting the achievement of the 
goals for the tasks to which they are associated. 
Detection GTs are thus normally active while 
preparing or carrying out transition or tuning GTs. 
By definition, they also precede compensation or 
diagnosis GT (one cannot compensate or diagnose a 
fault that has not been detected). Finally, a detection 
GTs can be carried out by carrying out lower level 
detection GTs (e.g., at sub-systems levels). These 
considerations yield: 

- Detection GTs are active at the same time as 
tuning or transition GTs. Figure 1 shows the 
resultant syntax. 
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PAR PAR 

H Transition 

Detection 

Tuning 

H Detection 

Figure 1 : Syntax for detection, transition, and tuning 
GTs. 

- Detection GTs precede either compensation or 
diagnosis GTs (Figure 2). 

SEQ S E Q 

H Detection Ν Detection 

Η Compensation Η Diagnosis 

Figure 2: Syntax for detection, compensation, and 
diagnosis GTs. 

- Detection GTs can be broken down into lower 
level detection GTs (Figure 3). 

Detection 
PAR 

Η Detection 1 

Η Detection η 

Figure 3: Syntax for decomposing detection GTs. 

Transition GTs take a system from a starting state to 
a target state. Here, state implies an operating 
region (e.g., 'operating at 100 % of rated power1), not 
a control engineering meaning. Transition GTs are 
usually well-defined for a system. Transitions on a 
system usually imply transitions on its sub-systems. 
Also, after a sub-system or system has been 
transitioned, it often has to be monitored and 'tuned' 
for correcting minor discrepancies. This yield: 
- Transition GTs are usually goal driven, i.e., 
proceed according to a plan. 
- Transition GTs can be broken down into lower 
level transition and tuning GTs (Figure 4; the 
associated detection GTs have been omitted for 
clarity). 

Transition 
SEQ 

Η Tuning! 

Transition 1 

Detection 1 

Transition η 

Tuning η 

Η Detection η 

Figure 4: Syntax for decomposing transition GTs. 

Tuning GTs are usually 'skill-based' in that they are 
triggered from cues provided by the environment 
about minor system deviations. Applying a tuning 
GT to a system may imply applying tuning GT(s) to 
some sub-system(s). The resultant properties are: 
- Tuning GTs can be broken down into lower level 
tuning GTs (Figure 5; the accompanying detection 
GTs have been omitted for clarity). 

Tuning 
COND 

HT u n i n9 1 

Η Tuning η 

Figure 5: Syntax for decomposing tuning GTs. 

Diagnosis GTs are used to determine the cause of an 
event. Depending on the purpose of the diagnosis 
(e.g., identifying the equipment to repair, taking 
compensatory action), it may be carried out to 
varying levels of detail. Further, diagnosing often 
implies carrying out test sequences, possibly even 
carrying out transition GTs on sub-systems. 
Depending upon the organization of the information, 
and the depth and purpose of the diagnosis, 
diagnosis GT can be seen as a recursive application 
of a detection GT down a detection GTs tree. 

The diagnosis GT is a special case in the GT 
framework. Because of the variety of strategies 
available, several properties and syntax can be 
derived. The choice of the appropriate 
representation for a given analysis must be guided by 
a clear understanding of the purpose of the 
diagnosis. The properties are: 
- Diagnosis GT can be broken down into lower level 
GTs (Figure 6). 
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Diagnosis 
COND 

GT 1 

Il II 

G T n 

Figure 6: Syntax for decomposing diagnosis GTs. 

- In a hierarchy of detection GTs, a diagnosis GT 
can be seen as a recursive application of a detection 
GT to each level of the hierarchy (Figure 7). 

Diagnosis 
(Detection) 

PAR 

H Detection 1 

H Detection η 

Figure 7: Syntax for decomposing diagnosis GTs 
into detection GTs. 

- Diagnosis GT may be pursued as far as needed for 
identifying an appropriate compensation GT for 
dealing with the failure (Figure 8). 

Compensation 
COND 

Η Transition 1 

Η Transition η 

Figure 9: Syntax for decomposing compensation 
GTs. 

The GTs and their properties are still being refined. 
However, they can already be used to represent an 
operator's interaction with a system. An example is 
shown in the next section. 

5. EXAMPLE APPLICATION 

The system consists of reservoirs A and B, each 
containing raw materials that are combined into 
reservoir C. These three sub-systems (A, B, and C) 
constitute the overall system (Figure 10). 

V2 V2 I 

SEQ 

Η Diagnosis 

Η Compensation 

Figure 8: Syntax for diagnosis and compensation 
GTs. 

Compensation GTs are pre-made plans for dealing 
with a failure. As such, they normally imply 
derating equipment, changing operating setpoints or 
configurations, etc. Because of the need to make 
changes to take care of the failure, compensation 
GTs normally involve carrying out transition GTs. 
This yield the following properties: 
- One or more detection or diagnosis GT(s) always 
precede a compensation GT (shown in Figure 8). 
- A compensation GT can be broken down into 
transition GTs (Figure 9; the accompanying 
detection GTs have been omitted for clarity). 

JJfcQ 
Figure 10: Production system for example. 

This system enables the production of a mixture of a 
given ratio (raw material A/raw material B), at a 
given thruput (1/min). In this example, the system is 
to be started-up with all reservoirs empty, and to be 
brought up to a total thruput of 500 1/min with a 
balanced mixture of the raw materials (50 % of 
each). The system goals to achieve are: get a thruput 
of 500 1/min for V2 (C), get a thruput of 250 1/min 
for sub-system A, and get a thruput of 250 1/min for 
sub-system B. Each of these goals can be further 
decomposed into sub-goals, sub-sub goals, etc., to 
each of which a GT can be associated. Each GT 
may specify two different information contents: 
- The information needed by the operator to achieve 
the goal(s) for 'standard situations', i.e., which GTs 
to carry out, which plan to use. 
- The information needed to devise alternate plans 
to achieve the goal(s) for 'non-standard' situations, 
should the standard plan no longer apply (e.g., 
because of an equipment failure). 
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The latter requires to extend the MAD objects by 
providing a 'pointer' to a body of knowledge used to 
devise plans to achieve the goal(s). This knowledge 
depends on the goal(s) and on the GT(s) being 
carried out. It is not always required or possible to 
develop this type of information content for a GT 
(e.g., if a goal is optional). The GT description for 
starting up subsystem A is shown in Figure 11. 

PAR 

Detect events affecting 
'Transition sub-system A' 

Transition sub-system A 
From: 0 l/min To: 250 l/min 

SEQ 

Figure 11 shows a rigorous description of the task, 
achieved through the use of the GTs and syntax 
described earlier. 

Each of the GTs or MAD objects shown (the large 
boxes in the Figure) contain the information 
required to achieve its goal(s) according to the 
standard plan. This standard plan is represented by 
the GT decomposition and the associated 
constructor. 

When a GT is related to a critical goal, it contains 
information (or a pointer to the information) on how 
to devise alternate plans to achieve that goal. This 
may imply that sub-GTs (and sub-goals) will be 
abandoned as novel ways to achieve the critical goal 
will be developed. 

COND 

Detect events affecting 
'Transition V2 (A)* and 

Tune V2(A)' 

Transition V2(A) 
From: current To: Fully open 

Tune V2 (A) 
To: 250 Vnin 

This representation also provides a promising formal 
framework to help dealing with a problem that has 
plagued human-machine interfaces in process 
control applications, i.e., alarm flooding. In 
traditional human-machine interfaces, alarms are 
non-contextual, i.e., that are triggered when 
variables cross thresholds (whether fixed or 
dynamic). Thus, transients or even normal and well-
behaved situations like shutdown or start-up often 
lead to a large number of alarms being generated. 
The syntax for detection GTs shows that lower level 
detection sub-GTs can be subsumed by a higher 
level, goal-related, detection GT. This holds the 
potential to reduce the alarm flood brought about by 
goal-irrelevant alarm signals. 

6. CONCLUSION 

COND 

Detect events affecting 
Transition V1 (A)' and 

Tune V1 (A)* 

Transition V1 (A) 
From: current To: 250 Ifmin 

SEQ 

Tune V1 (A) 
To: 250 Vmln 

This paper has proposed generic tasks as a solution 
to the lack of consideration given to task-specific 
information requirements in the analysis and design 
of human-machine interfaces in process control 
applications. The GTs-detection, transition, tuning, 
compensation, and diagnosis—have been drawn and 
adapted from the published literature. GTs specify 
which information must be provided to an operator 
to achieve goals during normal situations by using a 
standard plan. When abnormal situations arise 
during which standard plans are inappropriate and 
critical goals must be achieved, GTs provide 
references to knowledge to enable alternate plans to 
be developed. 

For each GT, properties and associated syntactic 
structure have been identified. The GTs and their 
syntax have been represented with MAD, a 
hierarchical, object-oriented formalism. 

Figure 11 : Description of start-up for subsystem A. 

An example involving the start-up of a hypothetical 
system has shown how the GTs can be used to 
formally describe the interaction between an 
operator and a system. 
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GTs also provide a framework to help dealing with 
the alarm flooding problem often found in human-
machine interfaces in process control applications. 
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Abstrac t . Using as an example a cement milling plant, this paper discusses the steps necessary for 
the development of a Man-Machine Interface on the basis of two novel techniques, Multilevel Flow 
Modelling (MFM) and Ecological Interface Design(EID). These techniques can be used to convey 
functional information in the interface, thus supporting the human operator in his goal-oriented 
behaviour. In a combination, the techniques are complementary rather than competing, where MFM 
provides support for failure analysis and EID provides support for fine-tuning and manipulation of 
the milling process. 
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1. INTRODUCTION 

The application of computer generated Man-
Machine Interfaces (MMI) allows designers of 
these MMFs a great freedom over the layout 
and presentation of process data. Usually these 
displays follow the principle of one-sensor, one-
indicator (Goodstein, 1981). Additionally they 
provide topological information, by showing the 
components and the connections between these 
components. They may also convey geographi-
cal information, i.e. show a resemblance to the 
layout of the plant and represent the components 
with icons that resemble the actual components 
in the plant (Larsson, 1992). 

These conventional displays allow an easy recog-
nition of the components in the plant and show 
the connections between these components. They 
do not provide clues about the purpose of these 
components. However, in his job the human oper-
ator (HO) must display a goal-oriented behaviour. 
With conventional displays the possible contribu-
tions of the components to the goals that must be 
achieved, i.e. the functional relations between the 
components of the interface, have to be learned 
and remembered by the operator. 

Functional interfaces are types of MMI that sup-
port such goal-oriented behaviour. Examples of 
these interfaces are interfaces designed with Mul-
tilevel Flow Modelling (MFM) developed by Lind 
(1990) and Ecological Interface Design (EID) by 
Vicente and Rasmussen (1990). 

These interfaces are based on means-ends views 
of the controlled plant. In these views the ends 
are the goals that must be accomplished, and the 
means are the functions that are available to reach 
those goals. When the means and ends are rep-
resented in a hierarchical structure, the means at 
the lowest level in this structure are functions im-
plemented by the plant's components. These are 
the means to implement more abstract functions 
at higher levels in the means-ends hierarchy, and 
so on, up to the main goal of the plant. Multi-
ple levels of means and ends may be necessary to 
represent a process. 

This paper describes a part of the work for a 
Brite/EuRam fellowship, in which displays, for 
the example applications in the AMICA

1
 project 

are developed and will be evaluated using MFM 
and EID. 

In the following a short description of example 
application Β of the AMICA project, a cement 
milling plant, will be given. Some designs for the 
MFM- and EID-based MMI for this plant will be 
discussed. 

2. CEMENT MILLING PLANT 

The raw material for cement milling is clinker. In 
the example plant two diggers can dig clinker from 
two different positions in the clinker store. The 

1
 Brite/EuRam project 6126 AMICA, supported by the 
European Commission 
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Fig. 1. A diagram of the cement milling plant. 

clinker is transported with conveyor belts to the 
milling plant (Figure 1). 

There gypsum is added to the clinker, and the 
materials are fed to a roller press, which crushes 
the clinker. Pressure and speed of the roller press 
have to be adjusted by the operator. Part of the 
output of the roller press is recycled through the 
press and a part is fed into the mill, where it is 
ground by the grinding media in the mill. The 
operator must adjust the feed rates of the different 
clinker types and the gypsum, pressure and speed 
of the roller press and its feedback ratio. 

The output of the mill is fed into a SEPAX separa-
tor, which separates the coarse and fine fractions 
of the milled product. The coarse fraction of the 
product is fed back to the mill. The fine fraction 
of the mill output forms the desired product. It 
is lifted from the SEPAX by an airstream, sepa-
rated in a dust filter and then transported to the 
product silos with a flux pump. The SEPAX also 
provides cooling of the milled product to approxi-
mately 70 °C, the maximum temperature at which 
the product may be stored. 

In order to prevent spoiling of the product, the 
mill and the material in it have to be cooled to 
a temperature of approximately 115 °C. This is 
done by fine spraying of water into the mill. Water 
vapours and dust are taken out of the mill by a 
fan, and filtered in an electrostatic precipitator. 

The display presently in use at the cement mill 
resembles Figure 1, and is an example of a topo-
logical display. It shows the components and their 
interconnections, but not their functions. In func-
tional terms, the water injection system for cool-
ing can be seen as a means to transport energy 
(heat) from the mill. The water injection system 
provides the support for this energy transport, i.e. 
it is a means for the "end" energy transport from 

Functions Relations 
Mass Energy Achieve Condition 

Fig. 2. MFM symbology, after (Laxssen, 1993) 

the mill. It is this type of information that can be 
presented with functional displays. 

3. MULTILEVEL FLOW MODELLING 

In MFM, a process is represented by its mass, en-
ergy and information flows. The symbology for 
this modelling is given in Figure 2. MFM is pri-
marily a technique for modelling of a plant, but 
it is also possible to use an MFM model and the 
MFM symbology to build MMI interfaces. 

The goals (ends) in the means-ends hierarchy used 
in multilevel flow modelling are achieved by the 
flow functions, which represent mass, energy or 
information flows in the plant. Flow functions 
are grouped into logical units, called structures. 
Usually a combination of flow functions in a struc-
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(ρ production 

Fig. 3. MFM flow structure. The structure achieves 
the goal production, the operation of the mill 
depends on the sub-goals "mass-balance" and 
"energy balance" 

ture forms the means to achieve one or more goals 
(ends). 

The flow functions have to meet certain criteria, 
e.g. a level must be maintained in a storage func-
tion, or the flow of a transport function must be 
within certain bounds, in order to achieve a goal. 
At the lowest level in the means-ends hierarchy the 
flow functions usually correspond to single compo-
nents in the plant, e.g. a transport function repre-
sents the transport of material through a valve or 
on a conveyor belt. At higher levels the flow func-
tions may be more abstract. Usually the functions 
at these levels are established depending on goals 
lower in the means-ends hierarchy. 

4. MFM MODEL FOR THE CEMENT MILL 

For the construction of an MFM model, the goals 
in the system and the functions that are neces-
sary to achieve these goals must be identified. The 
main goal in the example will be called "plant op-
eration". As in most process control applications 
(Sassen ei ai, 1994; Larsen, 1993; Lind, 1990) , 
three sub-goals can be identified: 

• Production, of cement in this case. 
• Safety and Environment. 
• Economy. 

The flow functions that achieve the cement pro-
duction are given in Figure 3. This figure shows 
the three sources; the two clinker diggers and the 
gypsum supply. A balance function models the 
mixing of these components. The mill plant itself 
is modelled as a storage, because it can contain a 
variable amount of material being milled. 

The output of the plant is transported to a bal-
ance, which corresponds to the valve by which the 
output silo can be selected. The first sink, is a silo, 
which contains the Lower Grade Cement (LGC), 

the second sink is a silo which contains the desired 
product, Desired Grade Cement (DGC). 

Such a set of flow functions is called a flow struc-
ture. The conditions under which this structure 
achieves the production goal are: 

• The input flow to the mill has an acceptable 
value. 

• A proper mix between gypsum and clinker is 
achieved. 

• The output flow has an acceptable value. 
• The valve is set to silo with DGC. 
• The quality of the clinker input is satisfac-

tory. 
• The quality (fineness) of the produced cement 

is satisfactory. 

This structure is a very abstract description of the 
milling process. It is only fit for obtaining a global 
view of the plant state. 

Those flow functions that can be directly con-
trolled at this level will be marked in the opera-
tors display with a shaded edge. By clicking these 
functions, e.g. the balance that represents the silo 
valves, the operator can open a control pop-up to 
alter the setting of the valves. 

The milling function itself, represented by a sin-
gle MFM storage function in this example, is of 
course a complicated process. Its proper function-
ing depends on a two of conditions, i.e. sub-goals 
that must be met. 

• Mass flow control. The level in the mill, in-
put and output flows and recycle ratio have 
to be controlled. A proper mix has to be 
maintained for the input materials. 

• Energy flow control. The proper amount 
of "milling energy" has to be added to the 
clinker, and this energy has to be taken out 
again by cooling of the mill and the finished 
product. 

Below this level even more subgoals can be distin-
guished. For example for cooling the mill, a func-
tion in the energy flow control, water is sprayed 
in the mill, for which both water pressure and air 
pressure are needed. These structures and sub-
goals are not elaborated here. 

5. ECOLOGICAL INTERFACE DESIGN 

Ecological Interface Design is based on principles 
from Ecological Psychology (Gibson, 1979). The 
principal idea behind EID is that the afFordances 
of the system, i.e. the ways in which the system 
can be manipulated to attain the system goals, 
are made visible in the display (Vicente and Ras-
mussen, 1990; Vicente and Rasmussen, 1992). As 
Rasmussen (1974) put it: 
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torque 

level spec. me. milling energy temp heat energy SEPAX adjustment 

Fig. 4 . Design for an EID interface for the energy and mass flow in the mill. The controllable variables (mill 
speed, clinker feed, cooling and SEPAX adjustment) are presented with control bars showing the setpoint 
and actual values. 

. . . the display system therefore should 
be "transparent" and the physical pro-
cess should be directly "touchable" on 
the control desk. 

An example of such a display for a thermohy-
draulic process is given in (Vicente and Ras-
mussen, 1990). 

The development of a display based on EID will be 
explained at the hand of an example, a display for 
the energy and mass management of the cement 
mill. 

6. ENERGY AND MASS MANAGEMENT 
WITH EID 

A disadvantage of MFM is that the energy and 
mass flow functions are represented in different 
structures. In many processes the operator has to 
maintain a balance between the mass and energy 
flows. The flow functions are quite useful when 
the process has to be checked for failures, but bal-
ancing mass and energy flows requires switching 
between two MFM structures. 

In the cement milling process for example, the ma-
terial level in the mill will be slowly increased until 
the level required for steady production is reached. 
During this process the energy flows, in the form 
of milling energy and water cooling, have to be 
repeatedly adjusted to the new level. Currently 
the operators deal with this by carefully changing 
only one variable at a time, and observing its ef-
fect before proceeding with other variables (Heuer 
et ai, 1993). 

The design for the EID display for the energy 
and mass management of the milling installation, 
which in this case comprises the mill, its cooling 
system and the SEPAX separator, is given in 4. 
A characteristic of EID is that usually not sim-

ple measured values are indicated, with rote in-
struments, following the single sensor, single indi-
cator principle, but also complex values may be 
presented. The leftmost graph on the bottom row 
in 4 is the mass balance graph. It provides com-
bined information about the inflow of mass to the 
milling installation (horizontal bar at the top) the 
outflow (horizontal bar at the bottom) and the 
level of milled material. The slope of the graph 
indicates the trend of the level, using the princi-
ple of a funnel. 

The input flow of material to the mill can be 
adjusted directly by the operator. The output 
flow can be influenced by the adjustment of the 
SEPAX rotor, but this will have consequences for 
the fineness of the ground material. 

A second task that the operator faces is the ap-
plication of energy by means of the motor of the 
mill and the removal of the heat from the mill 
and the milled material. The rightmost graph in 
4 shows this energy input and output. Not all of 
the energy input and output can be individually 
controlled by the operator, part of it is determined 
by the temperature with which the material enters 
and leaves the mill. 

The fourth graph in the bottom row shows the 
temperature of the material in the mill. It ex-
plicitly visualises the relation between the energy 
contents of the material and the amount of mate-
rial in the mill, making it easier for the operator 
to judge the effect of his actions. 

With the current MMI, operators closely watch 
the torque on the mill motor, which is an impor-
tant status variable for the milling process. The 
torque, when multiplied by the rotation speed, 
gives the energy input to the mill. This is repre-
sented by the graph in the upper row of Figure 4. 
It can be said that for milling to a certain fineness 
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a certain amount of energy has to be absorbed and 
released again by the ground material. The total 
amount of energy absorbed by the milled mate-
rial is given in the middle graph of the bottom 
row. The output of this graphs is determined by 
the product outflow of the milling installation and 
the fineness of the product. The second graph in 
the bottom row shows the energy uptake per kg 
of material in the mill. 

7. DESIGN OF THE MMI 

A software library for evaluating the goals and 
flow functions of MFM models has been written in 
C + + . Using this library, the MFM model for the 
cement mill will be implemented. On the basis of 
the sensor values of the cement mill, in this case 
generated by a simulator, the status of the flow 
functions and the goals in the means-ends tree is 
calculated. The alarms calculated for the MFM 
flow functions and goals will also be used for the 
EID displays. 

The graphical presentation of the MFM and EID 
displays will be designed with the graphical tool 
GMS. The interface will permanently show a 
means-ends tree, which contains a breakdown of 
the goals, subgoals and functions in the plant. 
Three status conditions are indicated on these 
goal icons: 

• A clear icon, showing the goal is met. 
• An icon with a green exclamation sign, the 

goal is met, but probably will need attention 
soon. 

• An icon with a red triangle, the goal is not 
met. 

The rationale for the introduction of an "atten-
tion" stage is that experience with MFM displays 
has shown (Rauh, 1994; Sassen et α/., 1994) that, 
in order to give the operator the time to remedy 
an error, operators need an early warning. Using 
only one indication, and flagging this when the 
goal is not met, results in extra work, because in 
order to prevent this situation the operator will 
check the plant very frequently. The other solu-
tion, giving only an early indication when the goal 
is still met, leaves operators in doubt about when 
the goal is really not met. 

Clicking a goal icon in the means-ends tree will 
open the associated MFM structure. When also 
an EID display is available for this goal, this can 
be reached by clicking an EID button in the win-
dow with the MFM structure. The "economy" 
goal and goals below it in the means-ends tree 
will directly open the associated EID display, be-
cause it is assumed that the operator will want to 
fine-tune the process. 

cogsys 
AMICA 
components 

blackboard 

mill 

simulation 

(C) 

Fig. 5. Software components of the combined AM-
ICA and MFM/EID system for the cement mill 
simulation. Communication is achieved by the 
COGSYS blackboard. 

8. IMPLEMENTATION 

The MFM and EID based display design will be 
evaluated with a simulator of the cement milling 
process, which is kindly provided by one of the 
industrial partners in the AMICA project, FLSA 
in Denmark. This simulator, written in ANSI C, 
will interfaces with other components in the AM-
ICA system and with the MFM/EID software, via 
COGSYS, a tool for implementation of real-time 
knowledge based systems. The graphical display 
of both the MFM/EID interface and the AMICA 
interface is implemented with GMS. 

An overview of the software components is given 
in Figure 5. The blackboard of COGSYS will 
be used as the communications medium. Out-
put values of the simulation are written on the 
blackboard, these values can be used by both the 
AMICA interface and user support systems, writ-
ten partly in COGSYS and partly in C, and by the 
MFM/EID interface. Likewise the control inputs 
for the simulation are written on the COGSYS 
blackboard, and read by the simulator. 

9. DISCUSSION 

The combination of an MFM display and an EID 
based display appears to be a feasible one. The de-
velopment of EID displays profits from the efforts 
of the development of the MFM model, since the 
controls and graphs in EID correspond to trans-
port functions, balances, and storage functions in 
MFM. 

The two techniques are complementary rather 
than competitive. For the diagnosis of malfunc-
tions and alarms in the plant MFM offers a con-
sistent and efficient solution. The fine tuning of 
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process and the interaction with process dynam-
ics can be more efficiently done with EID, since 
operations on the plant are easily visible. 

A combination with topological displays is prefer-
able, since this will increase operator acceptance. 
In this view the combination in the AMICA 
project, where an MMI with advanced display fa-
cilities and operator support is developed, is opti-
mal. 2 

Transactions on Systems, Man and Cybernetics 
22(4) , 589-606. 
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l . INTRODUCTON 

Automation offers the possibility of building 
production systems more and more complex. This 
evolution leads to a modification of human 
operator's activities which sets out problems, 
particularly when a failure occurs in the process. 

The first part of the paper presents, after the human 
operator's work and the man-machine interfaces in a 
supervision room, a synthesis of different problems 
linked to alarms. The second part of the paper is a 
proposal to design and to treat alarms. The goal is to 
design and display "educational" alarms, well 
defined and well treated, giving to the human 
operator (HO) the means to perform correctly his 
work. On that subject, the Multilevel Flow 
modelling (MFM) developed by Lind (1990) for the 
functional analysis and methods from the 
dependability science like FMEA (Failure Mode and 
Effects Analysis) are interesting. 

2. THE HUMAN OPERATOR IN A 
SUPERVISION ROOM 

The supervision of industrial processes includes a set 
of tasks aiming at controlling a process and at 
supervising its running (Millot, 1988). The control 
consists in acting on the process ; so, it is a top-down 
flow of information which acts on the lower levels 
(Benzian, 1994). On the contrary, the supervision is 
a bottom-up flow of information of which sources 
are the signals sent by the process. Control and 
supervision tasks require high level of knowledge 

from the human operator and can be grouped in three 
classes (adapted from Rouse, 1983) : 

• The transition tasks corresponding to a change of 
the running mode of the process (for instance, the 
start-up or the stop of the production system). In 
this case, the operator, most of the time, has to 
perform procedures already defined. 

• The control tasks and the supervision tasks of the 
normal running of the process. The operator 
supervises the process and he tries to optimize the 
running by the means of adjusted tunings. Lejon 
(1991) points out that these tasks are going to 
disappear because of optimization algorithms. 

• The detection of failures tasks, the diagnosis tasks 
and the resumption tasks. The HO has in a first 
time to detect the presence of an anomaly by the 
means of alarms displayed or the trends of some 
variables. In a second time, the operator has to 
diagnose the state of the process. This consists in 
finding the initial cause of the failure but also the 
effects on the process. It is important to note that 
the level of abstraction and knowledge of the 
supervision operator is different from a 
maintenance operator's one. Indeed, if a process is 
considered as a structured set of components 
enabling to realize functions, then the maintenance 
operator's work consists in fixing the physical 
structure in order to have its normal running back. 
The notion of physical structure is, in this case, 
microscopic and means the machines. On the other 
hand, the supervision operator has to determine the 
physical structure which does not run well. In this 
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case, the notion of physical structure is 
macroscopic. After having diagnosed the state of 
the process, the HO has to compensate or to 
correct the defect. These tasks depend a lot on the 
nature of the failure. If components are broken, the 
HO, if he can, would start up other equipments in 
order to isolate the failing sub-system. If he can 
not, he would continue to control the process in a 
debased mode or lastly he could decide to stop the 
process in order to fix devices. 

So, automation and centralization of information in a 
supervision room have considerably modified human 
operator's work. One can note that when everything 
is going well, that is to say when there is a normal 
running of the process, the HO in front of his screen, 
far from the process, can damage his mental 
representation of the structure and the functions of 
the process. The associated risk is a drop of 
operator's performance when an abnormal running 
occurs. 

As it has been seen previously, the essential work of 
an operator in a supervision room is to get at each 
instant a correct view of the production system. By 
the past, when there were not supervision room and 
complex control loops, the operator was in front of 
his machine. Hence, he really lived the running of 
the machine and he saw continuously the physical 
structure. HO controlled with his eyes and not with 
figures. Being close to the machine, he could detect 
quickly failures. More, the operator fetched 
information with his eyes (a level of a tank for 
instance), it was no use to cast doubt over their 
validity. Nowadays, in a supervision room, 
information about the process come from sensors 
which can be out of order. It is easy to understand 
the difficulty for an operator in a supervision room 
to diagnose the state of the process with information 
being able to be erroneous. For that, the operator has 
to confirm data and he must have an analytic mind. 

Studies realized in supervision room for industrial 
processes, show that most of dysfunctions come 
from : 

• false information coming from sensors, 

• locking of automatic floodgates, 

• wrong understanding of the system by the 
supervisor operator, i.e. wrong control set-points, 
wrong decisional thought process or wrong 
interpretation of control loops, 

• equipments out of order. 

It can be noticed, that the supervision room is a 
crucial informative node. The maintenance staff, the 
automation staff or the management staff are 
interested in information centralized in the 
supervision room. The HO must̂  in fact, optimize 3 
criteria when he controls the process : 

• The production criterion. The first objective of the 
production means consists in the products 

transformation and the added values creation. This 
objective must be managed in guaranteeing the 
reliability and the availability of the equipments. 

• The security criterion. This criterion is the most 
important because the supervision HO must 
guarantee, first of all, the security of the human 
beings and of the equipments. 

• The economical criterion. The production must be 
the cheapest as possible. 

One can understand the importance of the man-
machine interface in the supervision room. The man-
machine interface must permit the HO to have a 
right vision of the process state. From the 
information, which are presented on the screen, the 
HO must conjure up a correct structural and 
functional model of the installation. However, it will 
be false to believe, that the quality of the interface 
can be a stopgap. HO must be high motivated and 
efficient. A well defined work organization, that can 
allow the operator to maintain and improve his 
knowledge and a robust and stable process must be 
exist too. It is all of these parameters will guarantee 
a good performance of the global Man-Machine 
System. 

3. THE DESIGN OF SUPERVISION IMAGERIES 

The main objective of the supervision imagery is to 
give means to the HO to control and supervise the 
process. The principal difficulties come from the 
obligation to synthesize a large number of 
information on the screen. The common design 
mistake consists in the presentation of the maximum 
of information, in order to be sure that nothing has 
not been forgotten (Notte, 1986). 

Vittet (1981) and Kolski (1993) proposed 
recommendations, which can be applied to the 
design of supervision imagery : 

• To supply a global view of the installation and its 
running to the HO. He must access to these 
pertinent information, without too much 
reasoning. 

• To supply information concerning the evolution of 
the installation state to the HO. In particular, the 
changes of state must be presented (by means of 
alarms for example). 

• To supply to the HO information which permit to 
control quickly results of his action. 

• To allow the HO to drive away the different levels 
of process abstraction. 

Nowadays, one can notice a tendency to propose 
support systems to the HO, in order to assist him. 
These can help the HO in his decisional thought 
process (detection help, problem solving help and 
action help). Usually, the decision support systems 
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are based on artificial intelligence techniques. It 
looks paradoxical to graft additional systems to the 
supervision system in order to help the HO. In fact, it 
will be more judicious to supply the HO with data 
and information, which he really needs to achieve 
his work. We think that support systems do not have 
to be seen like system replacing the decisional 
thought process of the HO, but like toolbox, which 
facilitates the HO work. 

Very often, supervision imageries are designed by 
the automation people who are not supervision 
operators. The synoptic views often show the 
structure of the installation. The presented 
information are not always appropriated with the real 
operator needs. It is why several experiments to have 
the design supervision imagery made by the 
operators (Kolski, 1992) have been carried out. This 
solution is attractive, but it is not obvious to have the 
supervisors expressed their needs. The imagery 
designers are often guided by their good sense, their 
experience and the used material. Trends and 
regulators are often displayed on control screen. The 
changes of process state are displayed by alarms 
which appear on control screen. The next paragraphs 
deal especially with problems of alarms. 

4. ALARMS 

In theory, an alarm is a signal, which informs the 
operator of a danger. In a practical view, in 
supervision room, alarms amalgamate a set of very 
different elements. The classification of alarms 
suggested by Wanner (1987) is composed of two 
categories : 

• The not-programmed alarms, i.e. alarms, which 
are not defined at the time of the supervision 
system design, but these are used by the HO, that 
goes round the site: abnormal noise, smoke, steam, 
explosion,... In this article, theses aspects will not 
be developed. 

• The programmed alarms, i.e. alarms, which are 
defined at the time of the supervision system 
design. 

This second category can be divided into 2 groups of 
alarms : 

• The breakdown alarms, which indicate a failure. 
Without these alarms, the detection of the failure 
will be accessible with the observation of several 
variables and an important cognitive reasoning. 

• The process alarms, which show an abnormal 
performance of the process. 

In fact, the first alarms correspond to failures of the 
physical components of the process (i.e. the 
structure). These alarms are defined by the 
automation team. For instance, motor disjunction, 
floodgate locking can be quoted. In a lot of 
supervision rooms, the alarms are not sufficiently 

commented. The term "default" usually appears. 
This involves interpretation problems for the HO. 
The first characteristic of an alarm system is to 
provide commented alarms. Hence, alarms, like 
"default of #i floodgate" should not exist and must 
be replaced by alarms "no opening" or "no closing" 
of the #i floodgate. As well, the unique piece of 
information "default of #i motor stopping" can be a 
source of confusion for the HO. It must be indicated 
if it is a "normal" stop activated by a plant operator 
or if it is really a motor failure. 

The second alarms are more difficult to define. In 
fact, they correspond to an abnormal behaviour of 
the process. These alarms represent the speech of an 
experimented operator (e.g. the value is too high 
compared to the set point, this rate of flow is 
important). A priori, these alarms are complex but 
they permit the operator to anticipate possible 
dysfunctions of the process. These alarms are mainly 
functional because it is the observation of a function 
which will permit to detect a possible process 
dysfunction. Generally, the threshold overtaking of 
one or several variables triggered off the alarms. 
These thresholds are difficult to define. On the one 
hand, if the threshold is too low, the alarm will be 
always activated and will be sensitive to noise. On 
the other hand, if the threshold is too high, the alarm 
will trigger off late and the operator will not be able 
to anticipate. An another solution consists in creating 
alarms with a combination of conditions. But, the 
design of theses alarms is more difficult and requires 
a deeper knowledge of the process, which is 
generally only known by the process engineer, the 
expert of the process. Even if the exhaustive list is 
very difficult (almost impossible) to define, this 
approach seems attractive. 

So, it is essential, before processing the alarms, to 
well define them. This preliminary stage is 
absolutely necessary. 

All of these evoked points show that the alarm 
processing system must be educational. The alarms 
must be easily understandable and usable by the 
operators. In addition, alarms enable to understand 
better the process. Indeed, The HO experiences 
partly come from incidents. So, the alarm processing 
system must facilitate the HO training, it must allow 
the HO to exploit as much as possible the 
dysfunction appearance. That permits the 
conceptualization of the process, its functions as well 
as its structure. So, the alarms must be a source of 
explanations. 

Today, alarms displaying and processing system do 
not respect these objectives for several reasons 
which are presented now. 

5. THE INCONVENIENCES OF CLASSICAL 
ALARMS PROCESSING SYSTEMS 

Numerous defaults of present alarms processing 
systems exist : 
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• Lack of taking into account the process : all the 
alarms are not significant of a breakdown, or more 
generally of an abnormal state. It depends on the 
situation of the process. In particular, during the 
specific running modes of the process (start-up, 
shut-down, maintenance, cleaning, . . .), the 
evolution of certain parameters has not the same 
signification. The different running modes must be 
taken into account in order to have always alarms 
associated to an abnormal situation. Nowadays 
alarms are generally designed in taking into 
account a local context. So, without taking into 
account all the contexts, some alarms will go off, 
whereas they do not, and will create trouble for the 
operator, who will have to find significant alarms. 
In fact, there is a lack of alarms reliability (De 
Keyser, 1980). 

• Lack of taking into account the events causality : 
all the process variables can be linked together by 
a relation of cause to effect. Indeed, the diagnostic 
is a causal process. A fault cause involves fault 
mode which involves effects on the process. With 
regard to different dynamics of the process and the 
alarms thresholds placements, some alarms appear 
without respecting the causal link (the effect 
appears before the cause). If causal link are not 
respected, the HO can get a wrong mental image 
of the process working and he can have difficulties 
to diagnose a default. Today alarm processing 
systems do not give an ordering alarms list. So, the 
functional localisation of the first default is not 
easy. If a direct link with the synoptic view does 
not exist, the structural localisation is not easy too. 

• Specific problems of alarms activated by threshold 
overrange : flopping alarms or fugitive alarms are 
well known phenomena, which can be solved by 
means of temporal filters. 

• Alarm processing systems are not very suitable 
with HO characteristics. He is often reactive on 
alarms and is waiting alarms, instead of 
anticipating the situations. At last, due to limited 
human capabilities of information processing, the 
operator can not faces up easily to alarms cascade. 

Most of the time, all these problems, due to wrong 
alarm design, can have negative consequences. In 
front of repetitive alarms, the operator can 
acknowledge the alarms without analysing them, or 
even can suppress them. That could be very 
dangerous for the security and the production. 

6. SPECIFICATIONS FOR THE DESIGN AND 
THE PROCESSING OF ALARMS 

The set of evoked points concerning the supervision 
operator and alarms brings about these following 
specifications for alarms design, alarms processing 
and alarms display. 

This tool must be educational. So, it is necessary : 

• To well define alarms. The alarms can be divided 
into two categories : breakdown alarms and 
process alarms. It is necessary to comment them 
for the HO. 

• To show the causal relation between the different 
variables. This representation permits, on the one 
hand, to have a correct functional vision of the 
process and on the other hand, to get a direct 
vision of source alarms. Methods using causal 
graphs (Montmain, 1994) can help the HO in his 
diagnosis task, by displaying source alarms. Even 
if these methods permit to identify the first effects 
on the process, and not the breakdown itself, they 
help really the HO. 

• To classify alarms according to the gravity and to 
show the consequences according to 3 criteria : 
"production, security, economical". 

• To define alarms, which are specific to the 
different running modes of the process. 

• To enable the operator to work at different levels 
of abstraction with alarms. 

The foreseen reliability methods present a great 
interest for the design of breakdown and process 
alarms. 

7. ALARM DESIGN AND FMEA 

Some methods from dependability science can be 
used to help the design of alarms. The methods, like 
FMEA (failure modes and effects analysis) 
(Villemeur, 1988), consist in a qualitative and 
quantitative evaluation of potential failures of a 
system and in the study of effects (or consequences) 
for the user. The system can be a product (product 
FMEA) or a process (process FMEA). The FMEA 
helps to improve reliability and maintainability of a 
device, putting out the risk points in order to reduce 
them by appropriated measures. In theory, the 
FMEA is made as soon as possible during the design 
stage in order to have time to make corrective 
actions which will prevent the breakdowns. The 
FMEA is managed by a team composed of persons, 
having different competences and knowledges about 
the system. 

We propose to use the principle of breakdown 
evaluation of the method in terms of modes, causes 
and effects in order to define a specific FMEA for 
the supervision operator. This FMEA, which is 
called INHO FMEA (that is to say information need 
of human operator FMEA) must be a real help for 
the alarms design. The INHO FMEA is presented 
now. 

The functional analysis is the preliminary stage of all 
FMEA. This analysis permits to get a process 
decomposition in several sub-sets performing 
specific functions (see Fig. 1). 
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A possible approach for the functional analysis could 
be MFM (Multilevel Flow Modelling) developed by 
LIND (1990). 

The aim of MFM is to supply a systematic basis to 
build models of complex systems. The 
decomposition "means - ends" (means to obtain the 
ends) and "whole - parts" is used. The system is 
described in terms of goals and functions. The goals 
characterize the objectives to be attained by the 
system. The goals are achieved by the functions and 
functions are supported by the physical components 
of the system. By analogy with the 3 criteria, that 
HO must optimize, 3 kinds of goal exist (LIND, 
1990) : production goal, security goal and 
economical goal. 

Functional analysis 

1splitting up the process in 
sub-sets achieving functions 

FMEAINHO 

qualitative evaluation of failures 
effects for human operator 

Design of alarms 

Fig. 1. From the functional analysis to the design of 
alarms. 

The goal formalization can be qualitative or 
quantitative. 

The functions represent the means which are used to 
achieve the goal. LIND (1990) defines 6 basic 
functions : storage, balance, transport, barrier, source 
and sink. All these functions permit, a priori, the 
description of the mass or energy structures 
achieving the goals. Each basic function can be 
described with a set of components. This kind of 
functional analysis is very suitable for the INHO 
FMEA (see Fig. 2) . 

Goals Production Security Economic 

Sub-goals 

Functions 

Set of 
components 

Components 

Fig. 2. Table 1 for functional analysis. 

The next step consists in filling in the table presented 
in the figure 3 . This table contents, on the one hand, 
all the system components and on the other hand, 

basic functions, which define mass and energy 
structures. This table will be the support of the 
INHO FMEA. 

The objective of the INHO FMEA is relatively 
different from a classical FMEA. Indeed, estimated 
breakdown analysis is not performed in order to 
guarantee the availability, the reliability and 
maintainability of the production system by the 
means of corrective actions. The aim is to have a 
Human-Operator centred approach, in order to define 
his information needs, including the design of 
breakdown and process alarms of the system. 

GOALS GO Gl G2 

^V,^ Functions 

Component ' s^ 

RH fil flk f21 Γ21 

CI X X X X 
X X X 

C3 X X X X X 
<M X X X 

Ci X X X X 
Ci+1 X X X 

Cn X X X 
Fig. 3 . Table 2 for functional analysis. 

The components include physical structure elements 
and transported material. For example, in the case of 
a central heating system, the components are : the oil 
tank, the pump, the boiler, the heater, and so on, but 
also water and fuel oil. One can notice that the table 
2 can be directly filled in from the MFM model. 

The next step consists in the filling up of the INHO 
FMEA table (see Table 1). This table is composed of 
9 columns, which are presented now : 

• Functions : all the functions, defined by the 
functional analysis, must be studied. 

• Components : for each function, the possible 
failures of components and materials which 
support the function, must be studied. 

• Failure modes : they correspond to the way the 
components stop or have an abnormal functioning. 

• Possible causes of the breakdown : for each 
component, the initial anomaly which could lead 
to the breakdown is notified. It is important to 
precise if it is a material cause or an internal 
failure of the component, in order to distinguish 
breakdown and process alarms. 

• Effects : no achieved goals have to be specified. 

• Detection : in this column, one indicates what are 
a priori existing means or means having to be 
implemented in order to enable the operator to 
detect the failure. 
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• Severity : the breakdown gravity is estimated in 
terms of product ion, security and economica l 
consequences. For instance, a range from 1 to 10 
can be used. A threshold , represent ing the 
obligatory detection for the HO, can be decided. 

• Breakdown alarms : one indicates the possibility 
or not to have the breakdown information (if there 
is an internal component breakdown) . If these 
information exist , the alarm label is written in 
order to be usable and comprehensive for the HO. 
In the other case , o n e indicates the directly 
inf luenced alarm (genera l ly p r o c e s s alarms) 
permitting to infer the breakdown alarm. 

• Process alarms : one indicates the possibility or 
not to have the proces s informat ion. If the 
information are available the numerical formula 
will trigger the alarm must be defined. 

This INHO F M E A table, associated with functional 
analys i s based on M F M , c o n t a i n s a lot o f 
information. This table can also be used to study the 
alarms cascade and the influences between alarms. 
At the moment, this method of des igning alarms is 
being tested on practical examples . However , this 
method must be fined down and must be improved 
in order to take into account the different running 
modes o f the process. 

8. C O N C L U S I O N 

In this paper, the importance o f the correct alarm 
design has been noticed. The alarms are classified 
into 2 groups : breakdown alarms, which correspond 
to internal failures o f c o m p o n e n t s , and process 
alarms. S o m e spec i f i ca t ions to d e s i g n a really 
performing and educational alarm processing and 
display system have been proposed. A n alarm design 
m e t h o d u s i n g i n d u c t i v e m e t h o d from the 
dependabi l i ty s c i e n c e ( the F M E A ) has been 
proposed. The F M E A is suitable for the definition o f 
the operator information needs and the design o f 
alarms. The preliminary functional analysis based on 
MFM seems attractive. 
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Abstract . Reinforcement learning refers to a class of learning tasks and algorithms based on exper-
imental psychology's principle of reinforcement. Recent research uses the framework of stochastic 
optimal control to model problems in which a learning agent has to incrementally approximate an 
optimal control rule, or policy, often starting with incomplete information about the dynamics of its 
environment. Although these problems have been studied intensively for many years, the methods 
being developed by reinforcement learning researchers are adding some novel elements to classical 
dynamic programming solution methods. This article provides a brief account of these methods, 
explains what is novel about them, and suggests what their advantages might be over classical 
applications of dynamic programming to large-scale stochastic optimal control problems. 
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1. INTRODUCTION 

The te rm reinforcement comes from studies of an-
imal learning in experimental psychology, where 
it refers to the occurrence of an event, in the 
proper relation to a response, tha t tends to in-
crease the probability tha t the response will occur 
again in the same situation (Kimble, 1961). Al-
though the specific term "reinforcement learning" 
is not used by psychologists, it has been widely 
adopted by theorists in engineering and artificial 
intelligence to refer to a class of learning tasks and 
algorithms based on this principle of reinforce-
ment (e.g., (Minsky, 1961; Mendel and McLaren, 
1970)). A reinforcement learning problem is usu-
ally formulated mathematically as an optimiza-
tion problem with the objective of finding an ac-
tion, or a policy for producing actions, tha t is op-
timal according to a given objective function. 

Receiving the most attention in recent research 
are reinforcement learning problems in which the 
objective function measures the learning agent 's 
behavior as it extends over time. In these prob-
lems, the relevant consequences of an action may 
not be available immediately after t ha t action is 
taken. Recent research models these problems 
as stochastic optimal control problems in which 
the controller (the learning agent) has to find 
(or, more realistically, has to approximate) an 
optimal feedback control rule (a policy for act-
ing), usually start ing with incomplete informa-
tion about the dynamics of the controlled system 
(the agent's environment). Although these prob-
lems have been studied intensively for many years, 

the methods being developed by reinforcement 
learning researchers are adding some novel ele-
ments to classical dynamic programming (DP) so-
lution methods. Specifically, reinforcement learn-
ing algorithms based on DP all involve interleav-
ing steps related to the operations of various D P 
algorithms with steps of real or simulated con-
trol. In other words, a D P algori thm is not used 
stictly as an off-line algorithm for designing a pol-
icy before tha t policy is used for control. Instead, 
D P acts as the organizing principle for incremen-
tally compiling information acquired during real 
or simulated control experience. 

This article provides a brief account of these meth-
ods, explains what is novel about them, and sug-
gests what their advantages might be over classi-
cal applications of DP to large-scale stochastic op-
timal control problems. This account, which has 
been assembled by many researchers over roughly 
the last five years, represents our current s ta te 
of understanding rather t han the intuition under-
lying the origination of these methods. Indeed, 
DP-based learning originated a t least as far back 
as Samuel's famous checkers player of the 1950s 
(Samuel, 1967; Samuel, 1959), which made no ex-
plicit reference to the DP li terature existing at 
tha t t ime. Perhaps the earliest connection be-
tween learning and D P was suggested in 1977 
by Werbos (1977), and much of the current in-
terest is a t t r ibutable to Watkins ' 1989 disserta-
tion (Watkins, 1989). Additional information on 
this class of algorithms can be found in (Barto, 
1992; Barto et α/., 1994; Sut ton, 1992; Werbos, 
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1992). We call this operation a "backup" because it up-
dates a s tate 's value by transferring to it informa-
tion about the approximate values of its possible 
successor states. Applying this backup operation 
once to each s ta te is often called a sweep. S tar t ing 
with an arbitrary initial function Vo, the sequence 
{Vk} produced by repeated sweeps converges to 
V*. When V* is approximated to a desired accu-
racy, an optimal policy is taken to be any policy 
tha t for each χ selects an action tha t realizes t he 
maximum on the r igh t -hand side of (2). 

In the asynchronous version of value i teration 
(Bertsekas, 1982; Bertsekas, 1983), a backup can 
be applied at any t ime to any state using what-
ever values happen to be available for the suc-
cessor states. As long as the value of each s ta te 
continues to be backed up, this also converges to 
V*. Thus, systematic sweeps of the s ta te set are 
not necessary. 

Policy iteration produces a sequence of policies 
tha t converges to an optimal policy. It s tar ts with 
a an arbitrary initial policy, 7r0, and computes its 
value function, V*

0
, then defines a new policy, π ι , 

tha t is optimal with respect to V*
0
. The process 

repeats start ing with τχ. Each policy generated 
is either an improvement over the preceding pol-
icy, or is an opt imal policy, π*. Policy i terat ion 's 
computational bottleneck is the necessity to eval-
uate a policy at each step, which requires solving 
a system of \X\ linear equations. 

Although D P algorithms are polynomial in the 
number of states, they can be impractical because 
many problems give rise to very large s ta te sets. 
For example, if X is a discretization of a m u l t i -
dimensional continuous space, its size is an ex-
ponential function of the dimension (Bellman's 
"curse of dimensionality" ). Performing even a sin-
gle value iteration sweep, or a single policy evalu-
ation step of policy i teration, is often impractical . 
In fact, to exactly compute a backup operat ion 
(2) for a single s ta te can itself be impractical due 
to the required sum over X and /o r the max over 
Ax. It is also clear tha t these algorithms require a 
complete model of the M D P in the form of knowl-
edge of the transit ion probabilities, p

a
(x,y), and 

the reward expectations, R(x,a), x,y G X, a G A. 

2.3. The Case of Incomplete Information 

In the absence of a complete and accurate model 
of the MDP (the case of incomplete information), 
perhaps the most common approach (see, e.g., 
(Kumar and Varaiya, 1986; Kumar, 1985)) is to 
try to identify the unknown system and execute a 
D P algorithm under the assumption tha t the sys-
tem model is correct (the certainty equivalence 
approach). This leads to the class of indirect 
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We begin with a brief description of the conven-
tional D P approaches to these problems, restrict-
ing at tent ion to finite Markov decision processes 
(MDPs) , a formalism on which most of the rigor-
ous theory of reinforcement learning relies. The 
principles of reinforcement learning, however, are 
by no means restricted to this class of problems. 

2. T H E CONVENTIONAL APPROACH 

2.1. Finite Markov Decision Processes 

At each discrete t ime step a controller observes 
a system's s tate x, contained in a finite set X , 
and selects a control action a from a finite set 
Ax. A reward with expected value Α(χ ,α) is de-
livered, and the s ta te at the next time step is y 
with probability p

a
(x,y). A (stationary) policy 

π : X —+ \JX£xAx specifies that the controller 
executes action π(χ) G Ax whenever it observes 
s ta te x. For any policy π and χ G X, let V*(x) 
denote the expected infinite-horizon discounted re-
turn from χ given tha t the controller uses policy 
π. Letting rt denote the reward at time t, this is 
defined as: 

ν*(χ) = Ε„\Σ?=0Ύ^Λχο = χ}, (1) 

where χ ο is the system's initial s tate, 7, 0 < 7 < 1, 
is a factor used to discount future rewards, and Επ 

is the expectation assuming the controller always 
uses policy π. It is usual to call V*(x) the value of 
χ under π. The function V* is the value function 
corresponding to π. 

This is a finite, infinite-horizon, discounted MDP. 
The objective is to find an optimal policy, i.e., a 
policy, π*, tha t maximizes the value of each state 
χ defined by (1). The unique optimal value func-
tion, V*, is the value function corresponding to 
any optimal policy. Addit ional details on this and 
other types of MDPs can be found in many refer-
ences (e.g., (Bertsekas, 1987; Ross, 1983)). 

2.2. Dynamic Programming 

In the absence of s t ructure beyond tha t described 
above, DP provides the only exact solution meth-
ods for MDPs short of an exhaustive search of 
policy space. Value iteration is the DP algorithm 
tha t successively approximates V* as follows. At 
each iteration k, it upda tes an approximation 14 
of V* by applying the following operation for each 
s ta te x: 

Vk+i(x) = (2) 

max[R(x, a) + 7 p
a
(x, y)Vk{y)}. 

a x
 yex 



adaptive control methods which at each time step 
of on-line interaction with the unknown system: 
1) udpate the system model using current obser-
vations, 2) run a D P algorithm using the latest 
model, and 3) select a control action on the basis 
of the D P algori thm's results, taking into account 
the necessity to maintain behavioral variety (to 
"explore") due to the conflict between identifica-
tion and control. 

This approach thus builds conservatively upon the 
results for the complete information case, produc-
ing methods whose main attraction is theoretical 
tract ability: they are practical only for very small 
problems. It is often not feasible to execute a 
DP algorithm once, let alone at each t ime step 
of control. Mitigating this somewhat is the fact 
that the number of iterations of, say, policy it-
eration, tends to be small if the initial policy is 
the final policy produced at the preceding time 
step. However, even in this case, a t least one 
policy evaluation step is required, which can be 
too t ime-consuming to accomplish before the next 
control decision must be made, and can often be 
too t ime-consuming to accomplish under any cir-
cumstances. 

3. APPROXIMATING DYNAMIC 
P R O G R A M M I N G 

The computat ional difficulties of solving large 
MDPs, with complete or incomplete information, 
are well-known, and many methods have been 
proposed for approximating their solutions with 
less effort (e.g., (Jacobson and Mayne, 1970; Nor-
man, 1972)). To the best of this author ' s knowl-
edge, DP-based reinforcement learning methods 
are novel in their combination of Monte Carlo, 
stochastic approximation, and function approxi-
mation techniques. Specifically, these algorithms 
combine some, or all, of the following features: 

1. Avoid exhaustive sweeps by restricting com-
puta t ion to s tates on, or in the neighborhood 
of, multiple sample trajectories, either real or 
simulated ( the Monte Carlo aspect) . 

2. Simplify the basic DP backup by sampling: 
for example, est imate the expected values on 
the r igh t -hand side of (2) by sampling from 
the appropria te distributions ( the stochastic 
approximation aspect) . 

3. Represent value functions a n d / o r policies 
more compactly than lookup-table repre-
sentations by using function approximation 
methods , such as neural networks. 

In what follows, we elaborate each of these prop-
erties by describing several reinforcement learning 
algorithms. 

3.1. Avoiding Exhaustive Sweeps 

The reinforcement learning algori thm closest to 
conventional D P is real-time dynamic program-
ming (RTDP) (Barto et α/., 1994). Of the three 
properties listed above, it has only property 1. 
RTDP is the result of using sample trajectories— 
generated by simulation or by the actual control 
process—to determine the s ta tes to which value 
iteration backups (2) are applied. The backups 
are applied along these trajectories. This can be 
thought of as executing asynchronous value iter-
ation (asynchronous because it does not use sys-
tematic sweeps) concurrently with a real or simu-
lated control process. The sample trajectory de-
termines the states to which the backup operator 
is applied, and the current es t imate of V* deter-
mines the selection of control actions. The sim-
plest case applies the backup operator only to the 
states visited in the sample trajectories, bu t it can 
be useful to apply the backup operator to neigh-
boring states as well. Instead of performing ex-
haustive sweeps, RTDP thus a t t e m p t s to focus its 
computation on regions of the s ta te set tha t are 
likely to be relevant in actual control. 

RTDP is most useful when control is constrained 
to begin in a designated set of initial s tates. In 
such cases, an optimal policy need only be defined 
for states reachable under opt imal control from 
the initial set. Of course, this region is unknown 
without knowledge of an opt imal policy. RTDP 
can be understood as an a t t emp t to successively 
confine value iteration to this region. Bar to et ai 
(1994) give conditions under which R T D P is guar-
anteed to converge to a policy whose restriction to 
this region is optimal in stochastic shortest path 
problems. 

Note tha t even when applied during actual con-
trol, RTDP requires a model of the M D P since 
it uses the value iteration backup (2). An adap-
tive version of RTDP (Barto et α/., 1994) appli-
cable to the incomplete information case is analo-
gous to the conventional indirect adaptive meth-
ods described above. It ties to identify the system 
and uses its latest model to provide the informa-
tion necessary to perform backups. Unlike con-
ventional indirect methods, however, this version 
of RTDP does not execute a complete value itera-
tion computation at each t ime s tep, and thus can 
be applied to problems with very large s ta te sets. 
RTDP is related to the Learning-Real-Time A* 
algorithm of Korf (1990), the Dyna architecture 
of Sutton (1990), the prioritized sweeping algo-
r i thm of Moore and Atkeson (1993), and to the 
method proposed by Jalali and Ferguson (1989). 
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3.2. Simplifying Backups 

An algorithm called Q-learning proposed by 
Watkins (1989) dispenses with the value iteration 
backup in favor of an operation tha t 1) usually 
requires much less computat ion, and 2) does not 
require a model of the MDP. Instead of updat ing 
estimates of V*(x), it updates estimates of op-
timal action-values Q*(ar,a), which give the ex-
pected return for executing a G Ax when observ-
ing χ and following an optimal policy thereafter. 
Let Qk denote the est imate of Q* at i teration k. 
The Q-Learning backup for (χ ,α ) is 

Qk+i(x,a) = (l-ak)Qk(x,a) (3) 

+ ak[r + γ max Qk(y, 6)], 
bÇAy 

where r is a sample from the reward process 
with mean i?(#, a) , y is a sample from the s t a t e -
transition distribution p

a
(x, ·), and ak is a relax-

ation parameter . 

Using a lookup-table to store the values Qk(x, a) , 
if the Q-learning backup is applied to each s t a t e -
action pair infinitely often, and some additional 
natural conditions hold, then Q-learning con-
verges to Q* with probability one. T h e Q -
learning backup is usually applied along sample 
trajectories in a manner similar to RTDP. In con-
trast to the value i teration backup used by RTDP, 
however, the Q-learning backup does not require 
a model of the M D P because the observed reward 
and next s ta te can respectively serve as the sam-
ples r and y. They can be sampled on-line from 
reward and s ta te- t rans i t ion distributions of the 
actual system, which can can remain unknown. 
Additionally, the actions tha t are optimal with 
respect to an est imate of Q* can be determined 
without a model: for s ta te x, such an action is 
given by a r g m a x a € Ax a). 

Q-learning is a stochastic approximation of value 
iteration. By maintaining values for s ta te-act ion 
pairs instead of jus t actions, Q-learning effectively 
performs updates tha t are unbiased estimates of 
value iteration backups. The convergence of Q -
learning has been proven from several different 
perspectives. Watkins and Dayan (1992) provided 
the first complete proof, and more recent proofs 
are based on extensions of the theory of stochastic 
approximation (Jaakkola et αϊ, to appear; Tsit-
siklis, 1993). When a single action is available for 
each state ( |Ap | = 1, for all χ G X), Q-learning 
reduces to TD(0) , one of Sutton's temporal dif-
ference algorithms (1988) which is applicable to 
the policy evaluation problem. Bradtke (1994) 
recently showed how to extend Q-learning to a 
recursive least squares formulation. 

3.3. Function Approximation 

Backup equations such as (2) and (3) easily can 
be converted into rules for updat ing a parameter-
ized approximation of Vk or Qk. For example, Qk 

might be represented as Qk(x,a) = f{ßk̂ x,a), 
where 9k is the parameter vector at i teration fc, φχ 

is a feature vector representating s ta te x, and / 
is a given real-valued function differentiable with 
respect to 6k for all (φχ,α). Then the backup 
(3) yields the following gradient-descent param-
eter upda te rule: 

ak[r + 7 m a L x Q f c ( y , 6 ) ~ Q f c( x , a ) ] V ^ Q f c( x , 
beAy 

where Vö f cQjb(x,a) denotes the gradient vector at 
(φχ,α) of / as a function of 9k. However, rules 
like this present the least understood aspect of 
DP-based reinforcement learning. It is easy to 
generate examples showing tha t these rules can 
be unstable, or can converge to the wrong func-
tion, even under conditions that would seem to 
be very favorable (e.g., (Bradtke, 1994)). On the 
other hand, there are also examples in which this 
approach works very well. 

A remarkable demonstration of this, as well as 
other properties of DP-based reinforcement learn-
ing algoritms, is provided by Tesauro's backgam-
mon playing program called TD-
Gammon (Tesauro, 1992; Tesauro, 1994). Start-
ing with little backgammon knowledge beyond the 
rules of the game, this program has learned to play 
near the level of the world's strongest grandmas-
ters (and is still improving). Backgammon can be 
formulated as a finite M D P whose s tates are possi-
ble states of the game (board configurations plus 
other information) and whose actions are moves 
of pieces. Transitions are stochastic because on 
each turn , a player tosses a pair of die to deter-
mine a set of possible moves, and the opponent 's 
responding move can be viewed as an additional 
stochastic factor. The reward is always zero unless 
the program wins, in which case it is 1. The value 
function corresponging to a policy, then, assigns 
to each s ta te the probability tha t the program will 
win from tha t s ta te using the given policy. The 
optimal value function assigns the winning prob-
ability for optimal play. 

Given assumptions about the opponent, this MDP 
can in principle be solved using DP. However, 
since there are approximately 1 0

2 0
 s tates, and 

about 400 possible moves at each play, even a 
single sweep of value iteration is out of the ques-
tion (it would take more than IK years using a 
IK MIPS processor), as is a single policy eval-
uation or policy improvement step of policy it-
eration. Instead, T D - G a m m o n played repeated 
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games against an opponent (which happened to 
be itself). The games were simulated, which is 
possible because this is an M D P with complete 
information. A game is a sample trajectory of the 
MDP. 

T D - G a m m o n maintains and updates an estimate 
of V*, which it represents using a multi- layer neu-
ral network whose input vector consists of features 
describing the state of the game, some of which 
are defined using expert knowledge of backgam-
mon. At each play, it selects the action (move) 
tha t leads to the most promising successor state 
as evaluated by its current est imate of V*. Then 
using the estimated value of the actual next state, 
it updates the network parameters (its weights) by 
error-backpropagation (Rumelhart et al, 1986) 
based on a gradient-descent T D rule similar to 
(4). High-level play was obtained after about 
500K games, which took on the order of months of 
computer time. While this is a significant amount 
of computation, it is inconsequential compared to 
what a conventional D P method would require. 

4. CONCLUSION 

Although the reasons for T D - G a m m o n ' s success 
are still somewhat mysterious, this system illus-
trates the potential of DP-based reinforcement 
learning methods for finding useful approximate 
solutions to large-scale stochastic optimal con-
trol problems. Because computat ion is guided by 
simulated games, T D - G a m m o n takes advantage 
of the fact that very many s ta tes have a very 
low probability of occurring in real games. In 
this respect, it is similar to other Monte Carlo 
methods in automatically allocating computation 
in proportion to tha t computat ion 's influence on 
the desired result (Barto and Duff, 1994). T D -
Gammon also illustrates tha t DP-based reinforce-
ment learning can require relatively little com-
putat ion per- t ime-s tep of real or simulated con-
trol. The methods tha t use backups based on re-
ward and next-s ta te samples, instead of the full 
backups of conventional DP, share the property 
of stochastic approximation methods in being ap-
plicable on-line during actual control when there 
is no model of the system. Finally, parameter-
ized function approximation, although not well-
understood at present, can be used to produce 
algorithms whose space complexity is within the 
realm of practicality. Current research is seeking 
to exploit these properties in a range of large-scale 
problems. 
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Abstract . Investigations of motor control in the spinaized frog have suggested the presence, 
within the spinal cord, of a number of discrete control modules that may act, either individually 
or in combination, to generate a variety of motor behaviors. The experimental findings indicate 
that the simultaneous activation of two modules leads to the vectorial summation of their output 
forces. These findings have led us to consider the output generated by the spinal cord as a system 
of vector-valued basis functions. In this context, the execution of complex motor behaviors and the 
adaptation to novel environments may be investigated as forms of function approximation. 
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1. I N T R O D U C T I O N 

Recent evidence obtained by focal microstimula-
tion of the frog's spinal cord has revealed tha t the 
lumbar grey mat te r contains a number of circuits 
tha t are organized to coordinate the activation of 
multiple muscles (Bizzi et al. 1991, Mussa-Ivaldi 
and Giszter, 1992). As a consequence, the me-
chanical effect of activating a small region in the 
lumbar grey mat te r is a pa t t e rn of forces tha t 
may be measured at the ankle and tha t converge 
toward an equilibrium point in space. In this ar-
ticle we explore some of the implications of these 
findings with respect to the task of generating a 
variety of motor behaviors and of adapt ing the 
learned behaviors to changing mechanical envi-
ronments. 

2. T H E MODULAR ORGANIZATION OF 
T H E F R O G ' S SPINAL CORD 

We begin by discussing some recent experiments 
which were directed at identifying the organiza-
tion of motor output in the frog's spinal cord. 
(Bizzi et al, 1991; Giszter et al, 1993). In 
these experiments, Bizzi, Giszter and Mussa-
Ivaldi st imulated with a microelectrode the gray 
mat te r of the lumbar cord and measured isomet-
ric forces at the ankle with the frog's leg held in 
a variety of postures. Each stimulus consisted in 
a t rain of current impulses which lasted typically 
300 milliseconds. The impulses had a duration 
of one millisecond and a frequency of 40 Hz. The 

peak amplitude ranged between 1 and 6 microam-
peres. 

The analysis of the mechanical responses was re-
stricted to the horizontal plane. Ankle locations 
were specified as pairs of Cartesian coordinates 
with respect to the hip joint . The ankle was 
placed at a number of locations (9 to 16), which 
formed a regular grid over the leg's workspace. 
At each location, the force vector, F, elicited by 
the stimulation of the same spinal-cord locus and 
with the same current parameters was recorded. 
The measured force vector varied as a function of 
the workspace location, χ . T h e changes in force 
through the workspace may be a t t r ibuted to a 
number of factors: the neural activation of mus-
cles, as well as their lengths, moment arms and 
visco-elastic properties. 

The da ta collected in this microstimulation ex-
periment constitute a set of samples of a t ime-
varying force field, F(x, t), obtained at a number 
of tested sites. F(x, t) denotes the force vector 
at the location, r, after a latency, t , from the on-
set of the stimulus. In most instances, the spatial 
distribution of the forces induced by the stimula-
tion was structured in a well denned pat tern : the 
flow of force vectors converged towards a single 
equilibrium point. T h e a rea of the spinal cord 
from which such convergent fields were observed 
was quite broad. Force fields converging to dif-
ferent equilibrium points have been observed by 
placing the stimulating electrode in different sites 
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of the spinal cord. These experiments indicated 
tha t there are a t least four spinal regions from 
which four distinct convergent fields are elicited. 
Within each region, the stimulation of the pre-
motor layers of the spinal gray ma t t e r generates 
a similar pa t t e rn of force vectors. 

In all likelihood, the convergent force fields de-
rive at least in par t from the activation of the 
spinal interneurons. The branches of these in-
terneurons make synaptic connections with dif-
ferent motoneurons

1
 Remarkably, when the elec-

t rode was placed within a motoneuron pool, the 
stimulation induced a radically different type of 
field. The force vectors were arranged in a paral-
lel or divergent pa t te rn instead of converging to 
an equilibrium point. This result indicates t ha t 
the convergence of the field is likely due to a crit-
ical balance of different muscles. Balance tha t 
is lost when the electrical stimulus activates only 
the motoneurons connected to a single muscle or 
to a group of synergistic muscles. 

In summary, these microstimulation experiments 
suggested t h a t t he interneurons in the spinal cord 
may be organized in a relatively small number 
of modules. Each module is connected to a bal-
anced set of motoneuron pools. Thus , each mod-
ule organizes the mechanical behavior of a group 
of spring-like muscles into an end-point field tha t 
converges t o a single equilibrium position. We 
are led then to ask whether and how the cen-
tral nervous system may generate not just a few 
fields b u t a full repertoire of them by combin-
ing the ou tpu t s of a few modules. This question 
has been addressed by stimulating two separate 
spinal sites, first independently and then simul-
taneously (Bizzi et α/., 1991; Mussa-Ivaldi et al, 
1994). Remarkably, in the large majority of the 
cases (87.8%) the simultaneous stimulation of two 
sites resulted in a force field proport ional to the 
vector sum of the fields obtained by the stimu-
lation delivered at each point. This finding indi-
cates t h a t the central nervous system may gener-
ate a repertoire of fields by a simple superposition 
mechanism. 

3. E N D P O I N T SUMMATION AND 
KINEMATIC REDUNDANCY 

The finding of vector summation has been par-
ticularly surprising when the frog's leg was con-
nected to the force sensor in a kinematicaily re-
dundant configuration (Mussa-Ivaldi et α/., 1994). 
In this case, the foot was at tached to the sensor 
through a gimbal mechanism which allowed the 

1
 Motoneurons constitute the final output stage of the 

spinal cord. They are organized in clusters, or "pools", 
of cells which innervate the same muscle. 

leg to assume a variety of configurations while 
the center of the foot was held rigidly at a loca-
tion in the plane. Theoretical considerations are 
sufficient to establish tha t the endpoint forces of 
a kinematicaily redundant limb need not to com-
bine according to vector summation, even in the 
simple case of direct muscle activation (Gandolfo 
and Mussa-Ivaldi, 1993). 

The redundancy of a limb is established by the 
imbalance between the limb's degrees of freedom 
and the number of end-point coordinates. For ex-
ample, in our experiment the configuration of the 
frog's leg was specified by six joint angles: three 
at the hip, one at the knee and two at the an-
kle. We indicate these angles collectively by the 
array q = (o/i, q<i,..., qe)- At the same t ime, the 
center of the foot was constrained by the gim-
bal to remain on the horizontal plane. Thus, the 
position of the foot was determined by a t w o -
dimensional array: χ = ( χ ι , Χ 2 ) · With such an 
imbalance between degrees of freedom and end 
point coordinates, the mapping from q to χ can-
not be inverted to derive uniquely the leg config-
urat ion corresponding to any given foot location. 

The generalized force in the leg's configuration 
space is a 6-dimensional torque vector, r = 
( t i , t 2 , . . . , r 6 ) . The activation of a viscoelastic 
muscle, ra, is expected to give rise to a field of 
generalized forces in configuration space, t ha t is 
a mapping, 0, from q to r : r = (j>(q). As far as 
one is dealing with configuration space- the space 
of all independent degrees of freedom- and with a 
set of independent actuators , one can prove t ha t 
the mapping <j){q) obeys the rule of vectorial sum-
mation (Gandolfo and Mussa-Ivaldi, 1993): given 
two distinct muscles, m and n, with torque fields 
<t>m(<l) and 0 n( ç ) , their simultaneous action gives 
rise to the field 

<fc(q) = Φτηύ)+Φηύ). (1) 

It is crucial to stress tha t in the above expression 
the three fields, <fe, <£m and φη are evaluated a t 
the same configuration, q. In contrast , with three 
different configurations, g a , q\> and qc it is possible 
t ha t 

<fe(?a) Φ Φτη^ο) + 0n(Çc). (2) 

even when Equation (1) is satisfied. 

Let us now consider the field of forces generated 
at the endpoint of the redundant arm by the ac-
tivation of two independent actuators . Each one 
of these fields may be regarded as the outcome 
of an experiment in which a muscle is activated 
and the end-point force vector F = (Fi,F2) is 
measured at a number of locations in the x\,X2 
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plane. Let us indicate by Fm{x), Fn(x) and 
Fz(x) the endpoint force fields obtained by ac-
tivating, respectively, muscle m, muscle η and 
both muscles simultaneously. If one assumes tha t 
Equation (1) is t rue , one can inquire whether 
Fz{x)=Fm(x)+Fn(x). 

The answer is no. Because of the kinematic re-
dundancy, the same hand location in the above 
expression will eventually correspond to three dif-
ferent joint configurations, qm: qn and q%. There-
fore, in spite of the fact t ha t we are looking at 
the same endpoint location, we are now in the 
case described by Equat ion (2) ra ther than (1) 

The above considerations establish tha t the end-
point fields of a redundant limb need not com-
bine according to vectorial summation, even in 
the simple case in which these fields are induced 
by direct muscle st imulation. However, we can-
not rule out vector summat ion in particular cases 
nor are we able yet t o establish how non-linear 
the behavior öf a limb is expected to be given the 
limb's biomechanical s t ructure . Remarkably, the 
experimental results of Mussa-Ivaldi et al. (1994) 
have indicated t ha t endpoint field summation is 
the predominant outcome in the presence of kine-
matic redundancy. This finding is important as 
it suggests tha t the neural controller of a redun-
dant mechanical system may neglect the details of 
the system's kinematics and focus exclusively at 
the

 u
end point" that is at the site of interaction 

between the system and its environment. This is 
one of the main aspects of what is now known as 
"impedance control" (Hogan, 1985). 

4. F IELD APPROXIMATION 

The findings described in the previous sections 
lead to a formal analysis of motor control based 
on the framework of function approximation (see 
also (Sanner and Slotine, 1992)). Let us consider 
a simplified system consisting of a set of Κ inde-
pendent control modules acting in parallel upon 
the muscles of a multi-joint limb. Each control 
module establishes the viscoelastic properties of 
a group of muscles. As a result, each module gen-
erates at the interface between the limb and the 
environment a force-field 

Fi = $i(x,Ui). (3) 

where Ui indicates the controller's command vari-
able. The findings of the microstimulation exper-
iments suggest t ha t the net force field generated 
by the whole ensemble of controllers is: 

κ 
F(x,uu...,uK) = ^2Φ

ί
(χ,ηί). (4) 

2=1 

We may define the repertoire of a control network 
as the set of all possible net fields with all possible 
values of the control variables. If we denote by Ui 
the set of the admissible values for the command 
variable the repertoire of the control networks 
is the set: 

Vector fields provide not only a description of the 
control processes bu t also a framework for specify-
ing the planning of a desired behavior. In robotics 
some researchers have proposed to specify the 
planning of complex tasks by force fields defined 
over a manipula tor ' s workspace. For example, 
Kathib (Kathib, 1986) used potential fields to 
represent the planning of reaching motions within 
obstacle-ridden environments. Kathib (1986) and 
Hogan (1984) suggested to implement the planned 
potential functions by a set of controllers operat-
ing in parallel. According to this view, each con-
troller derives the forces induced by a target or by 
an obstacle by directly computing the gradient of 
the corresponding potent ial field. Thus , the field 
specified by the planner is faithfully implemented 
by the controllers. 

Here, we present a different approach in which 
both planning and execution are directly repre-
sented as vector fields instead of scalar poten-
tial fields. A vectorial representation is indeed 
more general t h a n a scalar representation. It is 
always possible t o derive the former from the lat-
ter, whereas a vector field may not be reducible 
to a potential function. Second, we may reason-
ably assume tha t a ver tebrate 's motor control sys-
tem has a repertoire, X , generated by the vec-
tor combination of independent modules. This 
repertoire is limited by the pre-defined proper-
ties of the controllers and of the actuators . In 
other words we cannot assume tha t any goal may 
be accurately mapped into a corresponding mo-
tor output . Instead, the spinal microstimulation 
experiments suggest t h a t control primitives are 
established a-priori by the connections between 
muscles and neural circuits. Following this view, 
the execution of an arbi t rary motor plan is equiv-
alent to a field-approximation problem: given a 
planned field, P ( x ) , the problem is to find a field, 
F(x) G X, which minimizes some norm 

Il P(x) - F(x) I I 2 

suitably defined over the limb's s tate space ( see 
also the section on motor control in Poggio, 1990). 

The field-approximation problem assumes a more 
tractable form if a planned behavior is specified by 
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a finite set of M force vectors, { P
1
, P

2
, . . . , P

M
} , 

defined at M points, {x
1
, x

2
, . . . , x

M
} , rather 

than by a continuous field, P(x). We consider 
these vectors as samples (or "examples" ) of a field 
to be filled in (or "completed" ) by an appropriate 
choice of control parameters . 

For the sake of clarity we may further simplify 
our discussion by using a factored form for the the 
output function (3) implemented by each control 
module: 

Φ<(χ,ιι») = Ui(f>
l
(x). (5) 

We call this form linear tuning: the control vari-
able, ui plays the role of a scaling factor applied to 
a (nonlinear) output field. In this case, the reper-
toire of the control network is the linear span: 

and we may apply the methods of linear algebra as 

outlined in Mussa-Ivaldi (1992) for approximating 

an arbi t rary pa t te rn of vectors. Given a set of 

M pa t t e rn vectors, P
1
, . . . , P

M
, specified at M 

distinct locations, x
1
, . . . , x

M
, the approximation 

goal is to find a set of control parameters such 

tha t 

κ 

Σηΐφ\χί) ~P
j 

i=l 

for j = 1 , . . . , M. In an N-dimensional vector 
space, this goal is expanded into a system of Μ Ν 
linear equations (one per da ta component) in Κ 
unknowns. This system of equations can be com-
pactly wri t ten as: 

Φη = Ρ (6) 

where we have introduced the (unknown) control 
vector 

u = ( u i , u 2 , . . . , u j r ) , 

and the "pat tern vector" 

( p i p2 p M p i p2 
— \

r
\ 5 1 1 ' ' ' > -* 1 5

 r
2 >

 r
2 > ' ' * ' 

P>M p i p2 p M \ 
2 ? · · · 5

 r
Ni

r
N-> - - •>

 r
N λ 

The approximation problem (6) can be solved for 
any set of pa t te rn vectors if t he ou tpu t fields, 
φ

ι
(χ), are linearly independent. In this case, the 

ou tpu t fields- which we call basis fields - form 
a basis for a K-dimensional functional space. It 
is possible to derive basis fields from scalar ba-
sis functions as detailed in (Mussa-Ivaldi, 1992)

2
. 

Following this approach, a general representation 
of a continuous field is obtained by combining Ki 
i r rotat ional basis fields and Ks solenoidal basis 
fields: 

Kj Ks 

Ρ ( χ ) = ^ ο ^ ( χ ) + ^ ^ ( χ ) . 
i=l i=l 

An irrotat ional basis field, φ
ι
(χ), has zero curl 

and is the gradient of some scalar basis function, 
<?i(x), t ha t is 

φ
ι
{χ) = Vpi(x) and οητ\(φ

ι
) = 0 

A solenoidal basis field, ^
l
( x ) , has zero diver-

gence. In the Euclidean metric, an irrotat ional 
basis field is obtained from a basis function, #i(x) , 
by applying the operator AV, where A is an 
an t i symmetr ic

3
 matr ix: 

φ\χ) = AVgi{x) and d i v ( ^ ) = 0. 

This s ta tement can be demonstra ted for χ G 3?^, 
with Ν > 2. In particular, with Ν = 2 and Ν = 
3 an ant isymmetric matr ix, A, corresponds to a 
90° ro ta t ion operator . 

The set of control coefficients, Ci and d;, obtained 
from the approximation of a field feature can be 
regarded as a representation of t he corresponding 
planning goal within the repertoire of the con-
troller network. 

the mat r ix 

φ\(
χ1
) 

Φ\(χ
2
) Φί(χ

2
) 

Φ\(χ
Μ
) Φΐ(χ

Μ
) 

Φΐίχ
1
) 

Φ
2
Ν(Χ

2
) 

Φ?{*
2
) 

Φ?(χ
Μ
) 

Φ^χ
1
) 

Φ%(*
2
) 

Φ
ι

Ν{χ
Μ
) Φ%(χ

Μ
) ... 4$(χ-

5. ADAPTIVE C O N T R O L 

The presence of a set of independent control mod-
ules provides a powerful framework for the repre-
sentat ion of motor learning. We may distinguish 
between two broad classes of motor learning: skill 
learning and adaptive learning. T h e first type of 
learning refers to the acquisition of new pa t te rns 
of control t ha t lead to the execution of novel be-
haviors. This happens for example, when we learn 

2
 See also (Wahba, 1982) for a similar generalization of 
splines to the approximation of vector fields on the sphere. 
3
 A matrix, A = [dij] is said to be antisymmetric if aij = 
~

a
j,i (

a
i,i = 0)· 
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to play tennis, or to drive a car. In contrast , adap-
tive learning is the process by which a repertoire 
of previously acquired skills is t ranspor ted across 
different environments. To put it in more formal 
terms, consider the following differential equation 
that describes the behavior of a broad class of 
dynamical systems: 

D ( x , x , x ) = C(x ,x ,£ ) (7) 

The term, D(-) on the left—hand side is a non -
linear t ime-independent second-order differential 
expression tha t captures the dynamics of a plant 
at the interface with the environment. For exam-
ple, the controlled system may be an a rm in which 
case χ indicates the position of the hand and D(-) 
is the force generated at the hand in response to 
an externally imposed displacement. The term 
C(-) on the r ight -hand side of (7) is the t i m e - and 
s ta te-dependent force generated by a controller 
upon the system described by £>(·). Equat ion (7) 
is a second-order ordinary differential equation 
which defines a unique trajectory, x(t) for any 
given initial condition, xo = x{to), = à;(to). 
In this context, learning new skills corresponds to 
establishing a repertoire of controllers, Ci(x, x, £), 
that generate a corresponding repertoire of trajec-
tories, Xi(t). The task of adaptive learning can be 
instead described as follows. Suppose tha t a new 
load is at tached to the controlled system. This 
load may be represented as an addit ional dynami-
cal term, E(x, x, x) . Wi th the controller of Equa-
tion (7), the differential equation describing the 
system with the load is: 

D ( x , x , x ) + £?(x ,x ,x) = C ( x , x , t). (8) 

Generally, this equation admits a new solution, 
£*(£), given the same initial conditions, (χο,χο)· 
The purpose of adaptive learning is to generate 
a correction of the old controller so as to restore 
the behavior of the system as it was generated by 
Equation (7) before the onset of the load. A pos-
sible way to represent this correction is by means 
of a new controller, C", expressed as the old one, 
C, plus an additive term, D: 

C"(x,x,£) = C ( x , x , t ) +D(x,x,t). 

In this case, it is not difficult to see t ha t a suffi-
cient condition for restoring the old controller is 
that , along the original t rajectory x(£), the fol-
lowing differential equation be satisfied: 

£ ( x , x , x ) = D(x,x,t). (9) 

If this is the case, the equation 

D(x , x, x) + E(x, x, x) = C"(x, x, t) 

is reduced to the original equation (7) for the 
system without load. We must stress however, 
t ha t this approach to load compensat ion is by no 
means unique. In fact, a s trategy based upon 
the increase of the controller's impedance about 
the desired trajectory, x(£), would be equally ade-
quate to restore the original behavior (Shadmehr 
and Mussa-Ivaldi, 1994). 

The approach described by Equat ion (9) is equiv-
alent to s ta te that adapta t ion is achieved by con-
struct ing an internal model (the controller field 
D) of the environment (the load field, E). Re-
cent experiments of Shadmehr and Mussa-Ivaldi 
(1994) have indeed suggested tha t the construc-
tion of such an internal model may be the pro-
cess through which human subjects achieve the 
adapta t ion of multi-joint a rm movement to ex-
ternal loads. In these experiments, subjects were 
asked to execute reaching movements of the hand 
in the horizontal plane while holding the handle 
of a robot manipulandum. During the initial par t 
of each experiment, the manipulandum acted as 
a low-impedance passive device (the motors were 
tu rned off) and the subjects were asked to move 
their hand toward a set of ta rge ts located at differ-
ent location of the horizontal plane. Under these 
circumstances, the hand movements were char-
acterized by smooth s traight- l ine hand trajecto-
ries, as described by several authors (Morasso, 
1981; Flash and Hogan, 1985). In a second par t 
of the experiment, the robot manipulandum was 
programmed to generate a force field, t ha t is a 
function tha t mapped the instantaneous hand ve-
locity into a corresponding force applied to the 
subject. Since the force field significantly changed 
the dynamics of the task, subjects ' initial move-
ments in the force field were grossly distorted as 
compared to their movements in free space. How-
ever, with practice, hand trajectories in the force 
field converged to a smooth and straight pa th , 
very similar to that observed in free space. In or-
der to investigate the mechanism underlying this 
adapta t ion , Shadmehr and Mussa-Ivaldi (1994) 
observed the response to sudden removal of the 
field after a training phase. T h e resulting trajec-
tories were approximately mirror images of those 
which were observed when the subjects were ini-
tially exposed to the field. This suggested tha t the 
a rm controller had indeed composed an internal 
model of the applied field. A model t ha t , like the 
field D in Equation (9) the nervous system used 
to predict and compensate the forces imposed by 
the environment. 

The construction of an internal model is quite 
consistent with the field-approximation frame-
work described in the previous section (San-
ner and Slotine, 1992). Indeed, let us suppose 
tha t a set of modules or "pa t t e rn generators" is 
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implemented- for example- by the neural circuits 
within a subject 's spinal cord and let us suppose 
tha t each pa t t e rn generator when active induces 
a field φΐ(χ,χ,ί\θΐ) of endpoint forces. In this ex-
pression, the variable, Ci is an "activation vari-
able" representing a tuning effect of descending 
commands. Using this representation, the adap-
tive controller described by Equation (9) can be 
writ ten as 

E(x,x,y(t)) ~ $ ^ < ( χ , χ , ί | < * ) (10) 
i 

where y(t) = x(t) and the sum is extended over 
a part icular set of spinal modules. The above ex-
pression describes a field approximation problem 
whose goal is to derive a set of control variables, 
Ci, t ha t minimize some norm 

i i s - I > ii 2 

i 

defined over the space of endpoint trajectories. 

6. CONCLUSION 

T h e micros t imula t ion of t h e frog's spinal cord has 

provided us w i t h important ev idence suggest ing 

tha t t h e o u t p u t s tages of the vertebrate motor 

s y s t e m is organized into a smal l set of indepen-

dent control e l ements . Each control e lement co-

ordinates t h e act ivat ions of a group of v iscoelast ic 

musc les a n d t h e observable consequence of these 

act ivat ions is a field of forces ac t ing u p o n the con-

trol led l imb. 

T h e m o d u l a r nature of these control e lements is 

expressed by t h e observat ion tha t their s imulta-

neous ac t iva t ion leads t o t h e vectorial s u m m a -

t ion of t h e corresponding fields. Remarkably, this 

s u m m a t i o n property is preserved w h e n the forces 

are m e a s u r e d at t h e endpo int of a kinematical ly 

redundant l imb. W e are led by these findings 

t o conc lude t h a t t h e force fields induced by the 

musc le spr ing- l ike propert ies at the interface be-

t w e e n a control led l imb a n d i ts environment m a y 

cons t i tu te a "vocabulary" of s imple control func-

t ions t h a t are combined t o construct more com-

plex behaviors . From this s tandpoint , our find-

ings are cons i s tent w i t h t h e general framework of 

i m p e d a n c e control (Hogan , 1985) . 
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Abstrac t . Based upon combined experimental and modeling studies, in recent years computational 
models of different aspects of human arm trajectory control have been developed. These models 
have dealt with the topics of human arm trajectory planning, on-line trajectory modification, the 
control of contact tasks and motor learning and adaptation. In this paper we discuss several of 
these models and the corresponding motion control algorithms for robotic manipulators which were 
developed based on the insights gained from our human motor control studies. 
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1. I N T R O D U C T I O N 

In principle, research into biological and artificial 
motion control is complementary. Biological mo-
tor control studies are aimed at investigating mo-
tor organization through the analysis of human 
movements. Robotics research, on the other hand, 
is aimed at developing intelligent control systems 
capable of controlling the motion of man-made 
robots and manipulators . Although natural and 
artificial systems seem to employ very different 
computat ional machineries and vastly different ac-
tuators and sensors, both systems share the same 
goal of connecting perception with action and at 
higher levels of abstraction must cope with similar 
problems. 

Robotics, therefore, can serve as a useful medium 
for suggesting and testing ideas about the con-
trol of biological movement since it allows to test 
whether these ideas can be made to work in prac-
tice. On the other hand, since human motor con-
trol capabilities far surpass those of artificial sys-
tems, human motor control studies can provide 
us with new ideas of how to design and control 
robotic systems. In this paper we review some of 
our human motor control studies in which we have 
focused on arm trajectory control with a special 
emphasis on the topics of hand trajectory plan-
ning and modification, motor execution and mo-
tor adapta t ion and learning. These are also topics 
of fundamental importance in robotics research. 
Hence, in this paper we discuss the main findings 
and models that emerged from our human studies 
and the corresponding robot control algorithms 
tha t were developed, based on these models. 

2. T R A J E C T O R Y PLANNING AND 
MODIFICATION 

2.1 . Human Arm Trajectory Planning 

A research topic that has a t t rac ted great at tent ion 
among human motor control scientists over the 
last decade is arm trajectory formation. Since mo-
tor behavior is fundamentally multi-dimensional, 
movements might be alternatively represented in 
muscle, joint or end-effector spaces. Hence, a fun-
damental question in motor control research is 
in what space(s) or coordinate frame(s) does the 
brain represent movement. Another fundamen-
tal question is what rules or principles govern the 
selection of specific movement trajectories among 
the infinite number of possible ones. Experimen-
tal observations of human unconstrained point-to-
point movements have revealed the tendency of 
human subjects to generate roughly straight hand 
paths with unimodal bell-shaped speed profiles 
(Morasso, 1981; Flash and Hogan, 1985). Given 
that the common invariant features of those move-
ments were only evident in the trajectories of 
the hand through external space and not in the 
movements of individual l imb segments, those re-
sults have provided strong indication t ha t plan-
ning takes place in te rms of hand trajectories 
rather than in terms of jo int rotat ions. In curved 
movements, although the hand paths appeared 
smooth, movement curvature was not uniform and 
the hand trajectories typically displayed two or 
more curvature maxima. T h e hand velocity pro-
files also had two or more peaks and the minima 
between adjacent peaks corresponded to the max-
ima in curvature (Flash and Hogan, 1985). 
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To account for those experimental observations, 
a model was developed suggesting t ha t a major 
objective of motor coordination is to achieve the 
smoothest possible hand trajectories under the 
circumstances (Flash and Hogan, 1985). Equat-
ing maximum smoothness with the minimization 
of hand jerk (the rate of change of hand ac-
celeration), the unique trajectories which yield 
the best performance were mathemat ical ly deter-
mined and compared to the measured movements. 
This model has succeeded in accounting for both 
the qualitative features and the quant i ta t ive de-
tails of the observed behavior. Moreover, since the 
minimum-jerk criterion function was expressed in 
terms of Cartesian hand coordinates, the success 
of the model in capturing the essential kinematic 
characteristics of real movements has provided 
strong evidence in support of the idea tha t a rm 
movements are internally represented in terms of 
the movement of the hand through external space. 

2.2. Human Arm Trajectory Modification 

Beyond the need to generate movements toward 
static objects, the nervous system must also cor-
rect or modify ongoing movements and control dy-
namic tasks. Thus , in a recent series of studies the 
mechanisms subserving arm trajectory modifica-
tion were investigated in human subjects, using 
the double-step target displacement paradigm. In 
this paradigm, the subject is presented with a vi-
sual target and is instructed to move his /her arm 
toward the target . In some of the trials, how-
ever, the target might be suddenly displaced fol-
lowing an inter-stimulus-interval (ISI) to a new 
location either during the reaction or movement 
time (Flash and Henis, 1990) and the a rm trajec-
tory must be accordingly modified. In consider-
ing the problem of rapid modification of an ongo-
ing motion plan, one's first guess is t ha t upon the 
change in target location the initial motion plan is 
aborted and the motor system plans a new move-
ment toward the new target location (this will be 
referred to here as the "abort-replan" scheme). 
However, mathemat ica l analysis of experimen-
tally recorded human arm movements has demon-
strated tha t the kinematic features of the mea-
sured movements were better accounted for by an 
alternative trajectory modification scheme (Flash 
and Henis, 1990). According to this scheme, the 
initial trajectory plan is neither aborted nor mod-
ified following the target switch but is instead vec-
torially summed with a new unconstrained point-
to-point trajectory plan for moving between the 
first and second target locations. T h e second 
added trajectory plan was also shown to have sim-
ilar kinematic characteristics to those of uncon-
strained point-to-point trajectories, i.e., to follow 
a kinematic profile which is adequately described 
by the minimum-jerk model. Thus , the modified 

trajectories appear to result from the vectorial su-
perposition of two time-shifted point-to-point mo-
tions. This scheme, is computationally simpler 
than the al ternative abort-replan scheme, since by 
contrast to the abort-replan scheme, no informa-
tion is required about the expected hand location 
at the switching t ime. Moreover, the superpo-
sition scheme was found to be significantly more 
successful in accounting for the kinematic features 
of the measured modified movements than the 
alternative abort-replan scheme. These findings 
have indicated the possibility tha t arm trajectory 
modification involves parallel planning and super-
position of elementary motion units and that there 
exist a basic repertoire of elementary movements 
from which more complex movements are con-
structed. 

More recently, a rm trajectory modification was 
further investigated for relatively short ISIs, i.e., 
ISIs ranging between 10-200 msecs (Henis and 
Flash, 1994). Under such conditions, a high per-
centage of the movements were found to be ini-
tially directed in between the first and second 
target locations (averaged trajectories). The ini-
tial direction of motion was found to depend on 
D: the t ime difference between the presentation 
of the second stimulus and movement onset. In 
a t t empt ing to account for the kinematic features 
of the averaged trajectories, the abort-replan and 
the superposition schemes were again used, and 
the performance of the superposition scheme was 
found to surpass that of the abort-replan scheme. 
This t ime, however, the modified trajectories were 
shown to result from the vectorial summation of 
the two following elemental motions: one for mov-
ing between the initial hand position and an in-
termediate location, and a second one for moving 
between the intermediate location and the final 
target . Moreover, it was hypothesized that due 
to the quick displacement of the stimulus, the in-
ternally specified intermediate goal might be in-
fluenced by both stimuli. Hence, its location was 
hypothesized to be different from that of the first 
st imulus. Mathematical analysis was further per-
formed to infer the intermediate (i.e., internally 
represented) target locations. This analysis has 
shown tha t for increasing values of the D param-
eter, these inferred locations gradually shift from 
the first toward the second target locations along 
a path tha t curved toward the initial hand posi-
tion. These locations showed also a strong resem-
blance to the intermediate locations of saccadic 
eye movements generated in a similar double-step 
paradigm. Such similarities in the specification of 
target locations used in the generation of eye and 
hand movements may serve to simplify the com-
putat ions and coordinate transformations under-
lying eye-hand coordination and visuomotor inte-
gration (Henis and Flash, 1994). 

420 



2.3. Motion Planning Algorithms for Robot Ma-
nipulators 

The aforementioned studies have inspired the 
development of motion planning algorithms for 
robot manipulators . For example, maximizing the 
trajectory smoothness, i.e., minimizing hand jerk, 
was one of the objectives of a computationally ef-
ficient trajectory planner developed by Flash and 
Potts (1988). In another s tudy (Flash, 1990), ef-
ficient trajectory planners, based on the use of 
multi-grid solvers, were developed in order to de-
rive the optimal trajectories for a multi-joint ma-
nipulator in the case of highly nonlinear objec-
tive functions such as the minimization of the rate 
of change of joint torques. This objective func-
tion is closely related to the minimization of hand 
jerk but gives different predictions in the case of 
multi-joint movements (see below). Furthermore, 
following our human a rm trajectory modification 
studies, a trajectory modification scheme for robot 
manipulators based on the superposition scheme 
was developed (Gat-Falik, 1990). The purpose of 
that work was to deal with situations whereby an 
unexpected target displacement raises the need for 
mid-flight modifications of the manipulator 's on-
going motions. These algorithms, however, might 
also prove to be useful when a manipulator is mov-
ing toward objects, placed on a conveyer belt, or 
during the performance of other dynamic tasks, 
for example when a new or more accurate infor-
mation about target location becomes available in 
the course of the movement . One advantage of the 
proposed superposition scheme over other more 
standard modification schemes is tha t it does not 
require knowledge about the kinematic s tate of 
the end-effector at the switching t ime. Thus, the 
basic superimposed trajectory plans can be car-
ried out in parallel while giving rise to smooth 
transitions between consecutive movements. This 
may permit using a multi-processor system with 
relatively little synchronization and communica-
tion. The basic trajectories used were again as-
sumed to be minimum-jerk quintic polynomials in 
time as follows: 

where χ ο and x\ are the initial end-effector and 
target positions, respectively, t is t ime and T\ is 
the first unit durat ion. The form of the added 
second trajectory was assumed to be: 

I ( 0 = te-*0(10(^)3-I5(l^)4 (3) 

where s is the t ime of the target switch, χ2 is the 
new target location and T2 is the duration of the 
added trajectory unit . 

Several problems related to the use of the superpo-
sition scheme for robot manipulators were consid-
ered (Gat-Falik, 1990). The first problem involved 
finding the minimum traveling t ime for the entire 
motion without violating kinematic constraints 
such as lower and upper bounds on the end-
effector velocities and accelerations. This reduces 
to the problem of determining the optimal switch-
ing t ime s (following the actual target switch) and 
the durations of the superimposed units T\ and 
T2. This problem was solved by using nonlin-
ear optimization methods while assuming tha t the 
knowledge about the new target location is incre-
mental . Thus, only the set of parameters for the 
new unit must be determined while the preceding 
trajectory units are not modified. Position con-
straints in joint space were also incorporated into 
the superposition scheme. This allowed to iden-
tify areas of the manipula tor ' s workspace within 
which no feasible solutions to the above optimiza-
tion problem exist and hence, no smooth transi-
tions between consecutive trajectory portions are 
possible. Finally, a motion planning strategy us-
ing a superposition scheme allowing to modify on-
going orientational trajectories rather than trans-
lational trajectories, under conditions of switching 
orientation targets, was developed. For real-time 
applications, the superposition algorithm must be 
executed quite rapidly since the re-calculation of 
the trajectory must be performed "on the fly", 
without interrupting the robotic motion. While 
the study by Gat-Falik (1990) has indicated the 
feasibility of applying the superposition strategy 
to robot manipulators , the search for the opt imal 
values of the switching and movement times has 
proven to be too t ime-consuming and not appli-
cable for real-time systems. Recently, a rapid al-
gori thm for searching for the optimal s and T2 
was developed (Rogozin, 1993). This algorithm 
defined some domain within which the optimal 
values of these parameters might be found. The 
domain is reduced as much as possible in order to 
limit the possible range of values of these param-
eters tha t must be checked. T h e proposed algo-
r i thm was implemented on the Adept-one indus-
trial robot and its effectiveness was demonstrated 
(Rogozin, 1993). 

3. M O T O R EXECUTION AND ADAPTATION 

To execute any desired motion plan, either in the 
case of human or robotic a rms, appropriate joint 
torques and actuator forces must be generated. 
One possible way tha t this can be done is by first 
transforming the desired hand or end-effector tra-
jectories into appropriate joint rotations by solv-
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ing the inverse kinematics problem. Then, the 
necessary joint torques can be derived by solv-
ing the "inverse dynamics" problem. Given the 
complicated dynamic interactions tha t exist be-
tween the moving limb segments during multi-
joint movements and the need to distribute the 
resultant joint torques among the highly redun-
dant sets of muscles tha t operate about the differ-
ent joints , it was argued tha t it is quite unlikely 
tha t the biological motor control system explic-
itly solves these computat ional problems. Thus, it 
was suggested that the nervous system must have 
developed alternative means for motor execution 
tha t do not involve explicit joint torque and mus-
cle force computat ions. One such scheme was pro-
posed in the context of the equilibrium trajectory 
control model (Bizzi et ai, 1992). According to 
this model , the viscoelastic properties of muscles 
play an impor tan t role in allowing the motor sys-
tem to bypass the need for explicit torque compu-
tat ions. Thus , movements are generated by grad-
ually shifting the limb equilibrium position, along 
the desired motions, while the equilibrium posi-
tions are internally coded by specifying the appro-
priate neural activities to sets of agonist and an-
tagonist "spring-like" muscles. Alternatively, re-
cent progress in neural network research has led to 
a renewed interest in the possibility that the mo-
tor system does not solve from scratch the inverse 
kinematics and dynamics problems each time a 
new movement is about to be generated but that 
successful solutions to these problems are embed-
ded into the synaptic connections between the el-
ements of the biological cortical and subcortical 
neural networks tha t take par t in movement gen-
eration. 

At present there is still a controversy in the mo-
tor control li terature with respect to the question 
of how the motor system executes desired motion 
plans. This issue is closely related to the ques-
tion of what the overall organization of the mo-
tor control system is. One basic notion concern-
ing the lat ter is tha t the motor system is hierar-
chically organized and hence, desired behavioral 
goals are gradually transformed from more cen-
tral neural representations tha t deal mainly with 
the kinematic aspects of the movements into more 
downstream representations tha t are more con-
cerned with motor execution, i.e., with the gen-
eration of appropriate joint torques and /or mus-
cle forces (Flash, 1990). According to an alter-
native point of view, however, movement genera-
tion does not involve such step-by-step transfor-
mat ions . This point of view was expressed, for 
example, by a recent model of human trajectory 
generation which was again based on optimization 
theory (Uno et ai, 1989). By contrast, however, 
to the minimum-jerk model, this model assumes 
tha t movement selection is based on the optimiza-

tion of the ra te of change of ac tuator efforts, e.g., 
expressed as joint torques. Although minimizing 
jerk and minimizing the rate of change of joint 
torques appear conceptually similar, there are im-
por tant differences. First, the lat ter objective 
function is based on dynamic variables, therefore 
the predicted motion depends sensitively on the 
(assumed) dynamic behavior of the musculoskele-
tal system. In tha t sense, this theory is based on 
the hypothesis tha t motor computat ions are exe-
cuted in parallel, taking both dynamic and kine-
mat ic factors into account simultaneously. Sec-
ondly, the objective function was formulated in 
terms of joint torques. This implies tha t motor 
computat ions are based on a joint-space represen-
tat ion of behavior. Uno et ai (1989) reported tha t 
the performance of the minimum-torque change 
theory surpassed tha t of the minimum-jerk model 
in tha t it bet ter accounted for several characteris-
tics of human arm trajectories. In particular, the 
torque-change model predicts t ha t for movements 
performed in the horizontal plane, all point-to-
point hand paths are roughly straight except for 
movements where the s tar t ing point of the a rm is 
at the side of the body and the endpoint is in front 
of the body. The authors reported experiments 
confirming these predictions. However, an inde-
pendent s tudy (Flash, 1990) has shown tha t the 
the straightness of the horizontal planar point-to-
point movements predicted by Uno et ai (1989) 
is a consequence of unrealistic inertial parame-
ters used to model the human a rm. Using more 
realistic inertial parameters , the trajectories pre-
dicted by the minimum-torque change model were 
found to be unrealistically curved with double-
peaked rather than single-peaked speed profiles. 
The most critical comparison of these two mod-
els arises from their fundamental differences. Ac-
cording to kinematically-based optimization mod-
els, neural computat ions specify intended motions 
independently of movement dynamics or external 
load conditions. In contrast, dynamically-based 
optimization models imply tha t external loads 
profoundly influence intended motions. Thus, 
these two alternative models make substantially 
different predictions about motor behavior follow-
ing load adapta t ion . 

3.1. Motor Adaptation Studies 

The question of what is optimized in arm move-
ments was investigated recently from motor learn-
ing and adapta t ion perspectives. Investigating 
motor adapta t ion to elastic loads, Uno et ai 
(1989) have concluded tha t the behavior in the 
presence of the load is different from the one seen 
in the unloaded case. Completely different re-
sults, however, were obtained by Gurevich (1993) 
when static elastic loads were unexpectedly intro-
duced during human reaching toward visual tar-
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gets. Thus, while in the first few trials follow-
ing load application the movements were found to 
be misdirected and to miss the final target , fol-
lowing a relatively small number of practice trials 
(5-7), the loaded movements tended to converge 
toward the ones seen in the unperturbed case, i.e., 
to follow straight hand paths with symmetric ve-
locity profiles and thus to converge to the type of 
trajectories predicted by the minimum-jerk model 
(Gurevich, 1993). Similar results were observed 
in another recent s tudy (Shadmehr and Mussa-
Ivaldi, 1994) involving the application of velocity-
dependent force fields. Thus , it seems tha t human 
arm trajectories obey the same kinematic plan in-
dependently of the external force conditions thus 
supporting the idea tha t the desired behavior is 
independent of movement dynamics. This conclu-
sion was also supported by the results of a third re-
lated study, (Wolpert et ai, 1994) in which aiming 
movements were performed under altered visual 
feedback conditions involving artificial manipula-
tions of the perceived curvature of the movements. 
The results from the lat ter study have also sug-
gested tha t a rm trajectories are planned in ex-
trinsic visual space and are incompatible with as-
sumptions of the minimum-torque change model 
or of similar models assuming movement genera-
tion based on the optimization of dynamics- based 
cost functions or ones which depend on intrinsic 
coordinates. 

What is it tha t the CNS learns during skill acqui-
sition and when adapt ing to new external condi-
tions? To account for the kinematic characteris-
tics of the movements performed in the course of 
load adaptat ion Gurevich (1993) has suggested a 
load adaptat ion scheme based on the equilibrium 
trajectory model. According to this scheme, mo-
tor adaptat ion involves the modification of both 
the arm impedance and the equilibrium trajectory 
whereby following practice the adapted stiffness 
and equilibrium trajectory result from the sum-
mation of stat ic components needed to overcome 
the load and "phasic" components responsible for 
driving the arm along the desired trajectories. 

4. NEURAL N E T W O R K MODELS O F 
M O T O R LEARNING 

In a recent s tudy (Jordan et α/., 1994) a some-
what different approach to modeling point-to-
point reaching movements than the one used in 
the minimum-jerk model was taken. In tha t study, 
the motor control system was assumed to pre-
fer motions of the hand along straight paths in 
space. In a t t empt ing , however, to account for 
the temporal aspects of the movements, the char-
acteristic velocity profiles were hypothesized to 
implicitly arise from the dynamical properties of 
the neuromuscular hardware, namely the a rm and 

muscle dynamics, including muscle act ivat ion-
contraction properties, and the dynamics of the 
neural networks tha t transform movement com-
mands into muscle activations. T h a t model also 
suggested tha t the motor system may possess for-
ward models of the musculoskeletal plant allowing 
it to deal with a fundamental problem in motor 
learning theory, namely the "distal teacher" prob-
lem (Jordan and Rumelhar t , 1992). This prob-
lem is concerned with the nature of the corrective 
feedback tha t is available to the learner, namely 
in many motor learning problems corrective in-
formation is not provided directly to the learner 
in terms of motor command errors. Rather , de-
sired behavior is specified in te rms of the outcome 
of movement as assessed by various sensors. One 
possible way for transforming a distal sensory er-
ror (e.g., in the limb spatial position) into signals 
for correcting the proximal motor commands is 
by making use of forward models of the kinemat-
ics and dynamics of the controlled plant (Jordan 
and Rumelhart , 1992). The role of the forward 
models is essentially that of providing a mecha-
nism for transforming distal sensory errors into 
proximal motor errors. The forward models must 
themselves be learned by correcting the error be-
tween predicted sensory outcomes and actual sen-
sory outcomes. Once those models have been par-
tially trained they can be used to train the con-
troller. The composite system, composed of the 
controller and the forward models is trained based 
on the difference between the desired sensation 
and the actual sensation. While the composite 
system is being trained the forward models are 
held fixed and only the controller is altered. 

Based on the above ideas, a neural network model 
was implemented (Jordan et α/., 1994) which gen-
erated neural inputs to a set of muscles, thereby 
producing two-joint arm movements. The model 
consisted of a cascade of neural networks. T h e 
first one serving as a central controller network 
and receiving as inputs the initial and the de-
sired final hand positions. It was followed by neu-
ral networks serving as forward models of the in-
verse kinematics and dynamics computat ions, fi-
nally producing hand position outputs which were 
fed back to the central controller, thus providing 
recurrent feedback that drove the network forward 
in t ime. Various architectures were examined for 
the central controller. In the final design, the net-
work was composed of one input layer, one ou tpu t 
layer and two layers of hidden units with recur-
rent loops onto themselves and direct connections 
from the input layer and from both hidden lay-
ers to the output layer. The forward model net-
works were separately trained. The central net-
work was then trained by providing the overall 
network with inputs only at the first t ime step, 
allowing the system to run for the entire dura-
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tion of the movement. Because the controller 
and the musculoskeletal system are dynamical sys-
tems, errors at the final t ime step can be caused by 
poor choices of actions at any of the earlier t ime 
steps. To deal with this temporal credit assign-
ment problem, the "backpropagat ion- in- t ime" al-
gorithm was used. Errors were passed backward 
through the forward models and the controller at 
each t ime step and the weights in the controller 
but not in the forward models were changed at the 
end of this process so as to minimize the chosen 
performance error. 

The network was trained to generate several 
point-to-point arm trajectories in the horizontal 
plane and the effects of using several types of per-
formance errors were tested. We found tha t re-
quiring of the a rm to reach the target with pre-
scribed end-point position, velocity and accelera-
tion is inadequate for the purpose of generating 
human-l ike trajectories in the case of two-joint 
planar movements. Thus, an algorithm for train-
ing the network based on the deviations of the 
hand pa th from a straight line was developed. 
This algorithm was consistent with our assump-
tion tha t the training da t a in learning to reach 
specifies the desired paths of movements, not their 
trajectories. The network was trained to generate 
a given set of arm trajectories connecting several 
initial and final targets. At its final design stage 
and following training it was found tha t the entire 
network generates smooth biological-like move-
ments and tha t the neural commands to the mus-
cles obey the same temporal activation pat terns to 
those experimentally observed in human subjects. 
Thus, our results have indicated the possibility 
tha t the temporal properties of human arm trajec-
tories might be constrained by two factors: the ex-
plicit constraint of producing straight-l ine pa ths 
of motion and the implicit smoothing properties of 
the dynamical systems underlying the movement. 

5. CONCLUSION 

This article has discussed several biological mo-
tion control models dealing with arm trajectory 
planning and modification, motor execution and 
motor adapta t ion . We have also presented sev-
eral examples of how ideas derived from the study 
of biological motor control might be applied to 
deal with motion planning and modification for 
robot manipulators . Finally, neural network mod-
eling work tha t has emphasized the significance 
tha t internal forward models of arm kinematics 
and dynamics may play in motor generation and 
learning was presented. This work may further 
be extended to deal with other aspects of motor 
learning and with various robotic and biomedical 
applications including the development of adap-
tive controllers for neuroprostheses. 
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Abstract: Cognitive processes in human-machine interaction are mostly executed in the 
cerebral cortex (and other parts of the higher brain) which is designed for multi-tasking 
operations but is generally not optimized for any specific task. Similar cognitive and control 
operations also occur in the brain stem which is composed of many task specific neural 
modules for the homeostatic regulation of a host of physiological functions using peripheral 
processes as the "machine". In the respiratory control system, the brain stem controller 
demonstrates intelligent control capability and achieves optimal performance under a wide 
variety of environmental conditions. Such intelligent control behavior can be realized by 
reinforcement learning in an associative Hebbian synapse in the brain stem. Similar 
reinforcement learning modules in the higher brain can be fashioned by repeated training to 
effect robust optimal operation in a human-machine system. 

Keywords: Neural control; learning systems; decision making; optimal control; performance 
indices; physiological models 

1. INTRODUCTION 

One of the main objectives in designing a human-
machine system is to optimize the operation of the 
overall system. The performance of any human-
machine system is dependent in part on the 
coordination between the machine and the human 
operator. The behavior of the machine is often preset 
and is dictated by the specific applications concerned. 
It is therefore incumbent upon the operator to learn 
and adapt to the human-machine interface in order to 
achieve the desired performance. Because of their 
innate adaptability, human operators can usually 
operate under a wide variety of environmental 
constraints. Even so, human adaptation is limited by 
many physical and cognitive factors. In order to 
optimize the design of a human-machine system it is 
necessary to understand the mechanism of learning 

and adaptation processes in the brain and then design 
a human-machine interface that conforms to such 
learning behavior. 

In this paper we examine the learning and 
optimization behavior of a specific neural control 
system - the respiratory control system - as an 
example of how the brain might learn to optimize the 
performance of a human-machine system. 

2. COGNITIVE AND CONTROL PROCESSES 
IN THE BRAIN 

2.1 Neural computations in the higher brain 

Human decision making is a complex biological 
process that involves numerous intricate and concerted 
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mental computations. It is not clear how such mental 
computations come about in the brain to reach an 
optimal decision for a particular task. Mental 
decision may represent an emergent behavior that 
requires the collective action of many unit processes. 

In addition to the human-machine task at hand the 
brain is responsible for a host of other physiological 
functions that take place simultaneously. The cerebral 
cortex of the brain - which is the central "controller" 
of human volitional behavior - may be thought of as 
a general-purpose computer that subserves many 
different life-sustaining programs running 
simultaneously in parallel (Fig. 1). The advantages of 
such a general parallel computation architecture are 
obvious: it renders the brain immense computing 
power with a great deal of flexibility, adaptability and 
efficiency. This is why human operators can handle 
multiple tasks simultaneously and can learn a difficult 
task or adapt to a novel work environment readily. 

Such flexible, multi-tasking and large-scale 
computation capabilities of the cerebral cortex are its 
key assets. However, in some circumstances such 
unique qualities of the cerebral cortex may also 
become its disadvantages. Thus, in performing 
multiple tasks in parallel the brain is subject to 
distraction or cross talk. Although a generalized 
computation architecture may be desirable because of 
its adaptability to many different tasks, it may not be 
optimized for any particular task (i.e., the neural 
analog of "Jack of all trades"). An ideal human-
machine interface should therefore provide a work 
environment that would take the greatest advantage of 
the operator's mental and physical capacities. 

2.2 Neural computations in the lower brain 

As a first step toward designing an effective human-
machine system, it is necessary to understand how the 
brain makes optimal decisions when subjected to 
varying environmental constraints. Unfortunately, the 
complexity of the cerebral cortex and its ancillary 
brain structures makes it extremely difficult to 
elucidate the mental processes that lead to optimal 
decision making in the higher brain. Instead, one 
may gain a great deal of insight by studying a simpler 
neural system that exemplifies such decision and 
control processes. 

Aside from volitional activities, the brain is also 
engaged in a wide variety of decision and control 
functions at the subconscious level. These include the 
automatic regulation of many vital physiological 
functions such as circulation, respiration, body 
temperature, etc. These physiological functions are 
largely involuntary and are regulated by specialized 
neuronal groups in the brain stem and other regions of 
the lower brain (Fig. 1). Unlike volitional decision 
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Fig. 1 The brain as a controller, (a) The cerebral 
cortex as a general purpose, multi-tasking parallel 
computer, (b) Brain stem modules (LB) as dedicated, 
task-specific microprocessors connected in parallel. 

making by the cerebral cortex, such regulatory 
processes operate largely in an auto-pilot mode at the 
subconscious level with little voluntary intervention 
necessary. And yet, just like the higher brain, these 
subconscious neural structures display remarkable 
adaptability and intelligence in decision making and 
control under varying physiological environments. 
Indeed, it is such adroitness of physiological control 
systems that allows the body to maintain homeostasis, 
or constancy of internal environment, under a wide 
range of internal and external disturbances to 
physiological functions. 

As an example of such intelligent decision and control 
functions in the brain, we will examine the neural 
computations involved in one such neural control 
systems - the respiratory control system. 

3. THE RESPIRATORY SYSTEM AS A 
HUMAN-MACHINE SYSTEM 

3.1 Mechanics and kinetics of the respiratory system 

A prime function of the respiratory system is to 
sustain body metabolism by exchanging metabolic 
gases, 0 2 and C 0 2 . This is carried out by the act of 
breathing - the rhythmic contraction and relaxation of 
the respiratory muscles - which moves air in and out 
of the lung. The respiratory process therefore takes 
place in two steps. First, the "operator" must act on 
a "mechanical plant" (the lung and chestwall) by 
exertion of the respiratory muscles to expand the 
lung. This is given by the following equation of 
motion: 

*»'%--E«'v + p~®~p~® ( 1 ) 
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where V is lung volume expansion; R„ and E„ are the 
total resistance and elastance of the lung and 
chestwall; P ^ , is the pressure generated by the 
respiratory muscles; and P a w is any external pressure 
to facilitate respiratory air movement (for example, by 
means of a mechanical respirator). 

Second, the resulting air movement (dV/dt) due to 
lung expansion and relaxation then ventilates the 
"chemical plant" (the lung) to effect pulmonary gas 
exchange. The effective pulmonary ventilation, V E, 
defined as the mean airflow in and out of the lung, 
determines the C 0 2 tension in the arterial blood 
(P^COj) according to the following kinetic equation: 

VL̂ PaCOz - VE(P£02-PaCOJ + S63VC02 

(2) 

where V L is the C 0 2 store in lung tissues; Ρ £ 0 2 is 
the partial pressure of C 0 2 in the inspired air; and 
V C 0 2 is the whole-body metabolic production of C 0 2 . 

The combination of the chemical-mechanical plant of 
the lung-chestwall system constitutes the "machine" 
that one operates in order to breathe. 

Ordinarily, breathing is an involuntary act controlled 
by specialized neurons in the brain stem which form 
the respiratory controller. Despite its involuntary 
nature the respiratory control system, as a human-
machine system, works remarkably well. Indeed, 
nothing seems easier than breathing itself: one seldom 
has to worry about it and yet it never fails as long as 
one is alive. Such a human-machine interface 
remains virtually seamless even when subjected to 
large environmental and physiological perturbations. 

The respiratory system is a good example of a 
human-machine system that is designed by nature for 
optimal performance. To better characterize the 
behavior of this system we will first define the 
performance measure that is implicit in the 
physiological task of breathing. 

3.2 Performance measure 

Everyday experience suggests that one usually does 
not breathe any harder than what is demanded by the 
body. Numerous laboratory tests have shown that 
during muscular exercise where body metabolism is 
increased, respiratory output is closely matched to the 
metabolic demand of the body. In the steady state, 
the increase in V E is always proportional to the 
increase in V C 0 2 . Consequently, homeostasis of 
P a C 0 2 is closely maintained throughout exercise, as 
suggested by Eq. 2. 

However, such homeostasis is abolished when, instead 

of breathing room air where Ρ £ 0 2 ~ 0, one 
rebreathes C 0 2 (e.g. in a crowded and underventilated 
room) thereby clogging the lung and airways. In this 
event the efficiency of gas exchange in the lung is so 
severely compromised that it is impossible to restore 
the normal P a C 0 2 no matter how hard one tries to 
breathe. This can be seen from Eq. 2 where the 
condition P a C 0 2 > Ρ £ 0 2 holds for all VE. 
Experimental observations suggested that in this case 
the respiratory controller behaves quite differently 
than during muscular exercise: it also increases 
respiratory effort in response to increased C 0 2 load, 
but the resulting increase in V E is not enough to 
totally eliminate the C 0 2 load from rebreathing. 
Consequently, P a C 0 2 tends to rise thus disrupting the 
homeostasis found during muscular exercise. 

Thus we have an interesting experimental paradigm 
where the controller seems to differentiate between 
the sources of C 0 2 load to the lung and respond 
totally differently in different circumstances. In the 
case of metabolic C 0 2 produced by muscular exercise 
the respiratory controller maintains absolute stability 
of P a C 0 2 by increasing respiratory effort, whereas for 
any rebreathed C 0 2 the controller allows P aC 0 2 to 
rise without over-exerting respiratory effort (Fig. 2). 
Such a discrepancy in response behavior with 
different types of C 0 2 load has remained an enigma 
in physiology and has been a subject of extensive 
research for over a century (Poon, 1995). 

One possible explanation of such discrepancy in 
response behavior is that the object of breathing is not 
merely to replenish oxygen and eliminate carbon 
dioxide. Otherwise, one would have to keep breathing 
very hard to ventilate the lung as much as possible. 
In so doing one would be incurring a lot of energy 
expenditure since breathing is a repetitive motor act 
that requires appreciable work done continually. 
Therefore, it is reasonable to assume that a secondary 
object of the respiratory system is to minimize the 
work rate of breathing as much as possible. 

Minimization of work rate is often an important 
object in any human-machine system since 

Î 
j Exercise Rebreathing 

I > 

P a C 0 2 

Fig. 2 Differential responses of the respiratory 
controller to C 0 2 load from exercise and rebreathing. 
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mechanical work done is a major physical constraint 
of the operator and may become a limiting factor 
in a human-machine system. Thus the operator is 
always confronted with two conflicting objectives: to 
accomplish the primary task by performing the 
requisite work on the one hand, and on the other hand 
to minimize the work done as much as possible in 
order to conserve energy. 

For the respiratory system the primary task is to 
maintain chemical homeostasis by the motor act of 
breathing, and the secondary goal is to minimize the 
work needed to accomplish this task. These are the 
chemical and mechanical objectives of the respiratory 
system, denoted by J c and Jm, respectively (Poon, 
1987; Poon et al., 1992): 

Jc - a
2
(PaC02 - β )

2
 (3) 

Jm - InTP (4) 

where α, β are sensitivity and threshold parameters 
and W is the work rate of breathing. Equation 3 
measures the chemical penalty due to deviation of 
blood chemistry from the nominal (homeostatic) level. 
Equation 4 measures the mechanical penalty 
associative with the work of breathing which is 
expressed as a logarithmic function in agreement with 
the response characteristic of sensory perception. 

The overall objective function of the respiratory 
system is given by the sum of the chemical and 
mechanical penalties: 

J - J + J (5) 
C M 

The goal of the respiratory system is to minimize this 
compound objective function subject to the constraints 
imposed by the chemical and mechanical plants of the 
lung-chestwall system (Eqs. 1 and 2). Note that J c 

and J m are conflicting objectives since an increased 
respiratory effort would tend to decrease Jc and 
increase Jm. 

The compound objective function J represents a 
balance between opposing physiological factors that 
are essential to survival. An excessive increase in J c 

is deleterious to the body because it disrupts normal 
blood chemistry, but a large increase in J m is also 
undesirable because it causes too much stress to the 
respiratory muscles and interferes with other activities 
such as speech and coughing. 

4. OPTIMIZATION BEHAVIOR OF THE 
RESPIRATORY SYSTEM 

Given the above operational constraints, the 

respiratory controller must try and optimize its 
performance by carefully balancing the chemical and 
mechanical penalties associated with breathing. This 
is a difficult computational task because it amounts to 
solving a nonlinear, multi-input multi-output dynamic 
optimization problem (Eqs. 1 - 5). Moreover, this 
must be carried out continuously by on-line neural 
computation since the body is subject to continuous 
environmental and internal disturbances. 

4.1 Optimal performance of the respiratory system 
under disturbances to chemical plant 

With the performance measure defined in Eqs. 3 - 5 
one can evaluate the performance of the respiratory 
system by comparing the optimal responses predicted 
by the model equations to those observed 
experimentally. Experimental data showed that the 
respiratory controller performs remarkably well in 
balancing the chemical and mechanical penalties of 
breathing. 

The optimal response is obtained by setting 3J/3VE = 
0 subject to the constraint given by Eq. 2 and the 
relationship W V E

2
, yielding (Poon, 1987; Poon et 

al. 1992): 

VE - a
2
(PaC02 - ß)KC02 W 

Thus optimal performance of the respiratory system, 
as defined by the performance measure in Eq. 5, calls 
for a proportional relationship between V E and V C 0 2 

at constant P a C 0 2 during muscular exercise and a 
linear relationship between V E and P a C 0 2 during C 0 2 

rebreathing at constant V C 0 2 . These response 
behaviors are similar to those observed in the 
respiratory system (Fig. 2). 

This finding suggests that the homeostasis of blood 
gases and pH in the body during muscular exercise is 
optimal for the respiratory system. More important, 
the model suggests that disruption of homeostasis 
during C 0 2 rebreathing may also represent an optimal 
response in the sense that the controller exchanges the 
chemical penalty for a reward in conservation of 
respiratory work. In both cases, the overall objective 
function J is minimized under the corresponding 
operational constraints. 

Such an ability of the respiratory controller to 
optimize its performance under varying operational 
constraints is characteristic of many physiological 
processes that are regulated by brain stem neurons. 
As another example, in healthy individuals the body 
temperature is well regulated at 37° C, but under 
severe temperatures or in a fever where body function 
is under attack, the homeostasis of body temperature 
is abolished in favor of conservation of energy or 
facilitation of healing from disease. 
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42 Optimal performance of the respiratory system 
under disturbances to mechanical plant 

Respiration may also be interrupted if the mechanical 
plant is disturbed. This occurs, for example, with a 
common cold or in lung disease where the airways 
are clogged and the lung becomes less compliant, 
making it harder to breathe. Common experience 
shows that the body automatically defends against the 
increased mechanical challenge by augmenting 
respiratory effort. Thus, pulmonary ventilation is 
restored and chemical homeostasis is maintained 
except in severe disease states (e.g. asthma). 

A greater mechanical load increases the energetic 
penalty J m for breathing. Thus, it becomes even more 
important to conserve energy by minimizing the work 
of breathing. However, this must be balanced against 
possible increases in chemical penalty. Rather than 
reduce respiratory effort and V E, which would 
jeopardize pulmonary gas exchange and incur a 
chemical penalty, the respiratory controller is found to 
optimize the breathing pattern by fine tuning the 
inspiratory and expiratory waveshapes in 
compensation for the mechanical load. Numerous 
studies have shown that the waveshapes and patterns 
of respiratory motor output are consistent with the 
optimal waveshapes found by the minimization of W 
under varying mechanical loads (Poon et al., 1992). 

43 Optimal patient-respirator interaction 

Normally, breathing occurs when the respiratory 
muscles operate on the lung-chestwall system which 
may be considered as a passive "machine'

1
 defined by 

Eq. 1 with P a w = 0. In respiratory failure, the 
spontaneous driving pressure P ^ is not strong enough 
to generate adequate respiratory airflow, resulting in 
hypoventilation. This clinical condition may be 
caused by neuromuscular disease in which P m ui is 
weak, or pulmonary disease in which R^ and/or E„ 
become very large. In both cases, a mechanical 
respirator is necessary to maintain pulmonary 
ventilation by providing an external driving pressure, 
P a w. The respirator is an active machine which 
interacts continuously with the patient to produce 
pulmonary ventilation (Fig. 3). 

J H i g h bra in \ 

Bra ins tem L u n g R e s p i r a t o r Bra ins tem L u n g R e s p i r a t o r 

Fig. 3 Patients adapt to a respirator more readily 
when cortical influence is suppressed by sedation. 

Conventional respirators are generally designed to 
cycle automatically according to a preset rhythm as 
prescribed by the physician. However, the preset 
mechanical rhythm may not always coincide with the 
patient's spontaneous respiratory rhythm which may 
fluctuate continuously depending on the physiological 
and psychological states. In awake patients, the 
presence of a respirator often provokes anxiety and 
discomfort. Consequently, some patients may "fight" 
the respirator creating a problem in mechanical 
ventilation. The clinical treatment for such patients 
often calls for sedation or muscle relaxants to 
eliminate erratic respiratory efforts. 

The fact that sedated or anesthetized patients are 
generally more receptive to mechanical ventilation 
than awake patients suggests that erratic respiratory 
responses to respirator treatment is mainly a 
psychological reaction originating from the higher 
brain. In contrast, the respiratory controller in the 
brain stem appears to be highly adept at interacting 
with the respirator in maintaining pulmonary 
ventilation (Fig. 3). 

The anxiety associated with mechanical ventilation 
may be alleviated by synchronizing the respirator to 
the patient's spontaneous respiratory effort. In this 
event patients are often found to take advantage of the 
mechanical assistance from the respirator by lowering 
his/her respiratory effort. As a result, pulmonary 
ventilation is maintained at the normal level but with 
substantially reduced work of breathing (Poon et al., 
1987). This behavior is again in agreement with the 
model prediction (Eqs. 1, 5) in the presence of 
mechanical assistance to respiration, indicating 
optimal performance of the patient-respirator system. 

Furthermore, it has been shown that when the 
assistance from the respirator becomes excessive, the 
respiratory controller may fight the hyperventilatory 
effect in a very intelligent way. Rather than directly 
oppose the respirator pressure, which may cause 
excessive back pressure in the lung resulting in 
barotrauma, the controller is found to generate a 
respiratory rhythm that is 180° out of phase with 
respect to the respirator rhythm. Such a strategy 
proves to be very effective in countering the 
hyperventilatory effect of the respirator without 
causing excessive mechanical damages to the system 
(Poon and Kolandaivelu, 1994). 

In summary, these experimental findings suggest that 
the respiratory system is an intelligent control system 
which maintains optimal performance under a wide 
variety of human-machine interactions. It is of 
interest to understand how such optimal performance 
is achieved by the respiratory controller. Such 
information may provide insight into the design of 
human-machine systems with similar operational 
constraints. 
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S. REINFORCEMENT LEARNING IN 
RESPIRATORY CONTROL 

5.1 Learning and optimization in the brain stem 

Optimization of the performance measure (Eq. 5) 
amounts to solving two-point boundary value 
problems continuously on-line in the presence of 
time-varying disturbances. How does the controller 
deal with such difficult computational problems? 

The changes in response behavior from one 
physiological state to another (Fig. 2) suggest that 
adaptive neural mechanisms may be involved in 
respiratory optimization. One possible mechanism of 
adaptive neural control is reinforcement learning in a 
Hebbian synapse with persistent excitation (Poon, 
1994). In particular, a correlational form of Hebbian 
synaptic plasticity has been proposed to be a possible 
neuronal substrate for respiratory optimization with an 
adaptation rule of the form (Poon, 1993): 

δ G - -k[&PaC02-6A + Gi&hiA/AJ
2
] <D 

where G is the synaptic weight which determines the 
throughput gain of the controller; A is the activity of 
the output neuron and is directly proportional to VE; 
and k is a constant 

The synaptic adaptation rule in Eq. 7 is a neuronal 
realization of reinforcement learning because the 
synapse is strengthened/weakened by any 
negative/positive correlations in the input-output 
relationship (δΡ£0 2 . δΑ) . Thus, the controller gain 
is increased if any increase in respiratory activity is 
rewarded by a corresponding lowering in P aC0 2; i.e., 
an increase in mechanical work is compensated for by 
a greater decrease in chemical penalty (Eq. 5). This 
neuronal model has been shown to conform with the 
optimization of the chemical and mechanical 
objectives of respiration (Poon, 1993). 

5.2 Learning and optimization in the higher brain 

If reinforcement learning is indeed how the 
respiratory system optimizes its performance, then the 
brain stem seems to be remarkably adept at learning 
control. To examine whether the higher brain is 
capable of such optimization tasks, an experiment was 
performed in which human subjects were asked to 
interact with a specially designed machine which was 
programmed to simulate the dynamics of the 
respiratory system (Eqs. 1 - 2) so as to minimize an 
objective function (Eq. 5) which is continuously 
calculated and displayed on an oscilloscope screen. 
Thus the machine simulates the lung-chestwall system 
while the subject's visuomotor system becomes a 
"proxy" of the respiratory controller. 

After some trial and error, subjects were found to be 
able to approximate the output solutions 
corresponding to different types of C 0 2 inputs (Fig. 
2), but the responses were less than optimal compared 
to those achieved by the brain stem controller under 
similar simulation conditions (Poon, 1991). 

CONCLUSIONS 

Several useful lessons about human-machine interact-
ion can be learnt from the respiratory control system. 
First, it is possible for a human operator to optimally 
adapt to a machine through on-the-job reinforcement 
learning. Second, in order to do so the reinforcement 
signal must strongly and directly influence mental 
decisions of the operator without needing much 
decoding. Third, persistent excitation of the system 
is necessary for reinforcement learning in time-
varying environments. Finally, optimal performance 
may be attained only if the operator is well trained 
and dedicated to the specific human-machine task. 
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Abstract . Psychophysical experiments are described that concern the ability of subjects to indicate 
the velocity coherence of vestibular and visual stimuli during rotations. The coherence zone is 
determined by the thresholds at which the suggested outside visual world is no longer perceived as 
stationary. The results show high gains for roll and swing (1 to 6) and gains about one (0.5 to 2) for 
yaw motions. The use of perceived coherence zones in moving-base vehicle simulation is discussed. 
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1. INTRODUCTION 

While we walk or drive a vehicle, some self-motion 
sensitive receptors are continuously receiving 
signals from the environment, while others 
are registering the state of our internal body. 
Our nervous system processes these signals and 
provides information on how we move. With 
this information, our body generates reflexes that 
serve, for instance, to maintain balance or to 
stabilise the image in our eyes. At the conscious 
level, the sensory information allows us to perceive 
our present state of motion, and to determine 
what action should be performed next. 

The primary sensory systems that provide in-
formation on self-motion are the visual and 
the vestibular system (Howard, 1982). The 
visual system provides information about the 
momentary position and velocity of the body 
in the environment. The vestibular system is 
considered to be the most important inertial 
sensory system for self-motion. Its receptors 
are sensitive to specific forces and rotational 
accelerations. In the frequency range of about 0.1 
to 10 rad/s, however, rotations induce a vestibular 
output that is correlated to velocity (Hosman and 
Van der Vaart, 1978). 

In normal conditions, visual and vestibular self-
motion information usually is coherent. A visual 
or vestibular motion stimulus, however, can only 
be perceived with finite accuracy. Therefore, some 
mismatch between the stimuli may exist, without 

affecting the perception of coherence of the 
observer. For example, motion direction, motion 
magnitude and time difference of concurrent 
visual and vestibular motion each may have 
non-coherence to some extent, while this is not 
perceived by the observer. The coherence zone 
determines the range of visual and vestibular 
stimuli that are perceived as being coherent. 

This margin of freedom in visual and vestibular 
motion generation, while being perceived as 
coherent, can be utilised for the motion control of 
realistic vehicle simulators. The visual display of a 
vehicle simulator presents a virtual outside world. 
The human visual system, however, is apt to take 
the screen's image as the real visual world. Once 
this occurs, a situation of non-coherence with the 
vestibular sense can exist. If the driver becomes 
awaxe of such a non-coherence, a so called 'visual-
vestibular conflict' or 'false cue

5
 exists. Properly, 

the problem resides in the interpretation of the 
artificial visual world as being real. 

In this paper, experiments are described which 
determine the perceived coherence of a briefly 
presented sinusoidal visual motion with the 
vestibularly sensed velocity of a sinusoidal inertial 
motion. In contrast to previously reported 
experiments on linear motions (Hosman and Van 
der Steen, 1993), the current work considers 
rotational motions. The results of these 
experiments can be used for a new concept 
on vehicle simulation, using perceived coherence 
zones. 
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2. METHODS 

In order to determine the coherence zone 
of velocity magnitude, the physical coherent 
situation of the inertial and visual stimulation 
was deliberately mismatched. The motion of the 
visual stimulus could be manipulated more easily 
than that of the inertial stimulus. Therefore, an 
inertial stimulus of equal form and magnitude 
was induced in each session. The perceived 
coherence of different visual velocities with the 
inertial motion was tested. 

LED 

2.1. Experimental set-up 

The subject was seated in the cockpit of a 
simulator base (Figure 1). In the cockpit, a 
small fixation light (LED) was placed in front 
of the subject and two monitors were placed in 
the peripheral visual field (Figure 2). Extraneous 
light within the cockpit was minimised. The 
laboratory was darkened and the exterior of the 
cockpit was covered with heavy cloth. The inside 
of the cockpit was painted flat black to prevent 
reflections from the LED and monitors. To mask 
auditory cues from the moving base, the subject 
wore a head-set, through which music was played 
during the sessions. 

Fig. 2. The visual stimuli configuration for the roll and 
swing experiment. For the yaw experiment, 
the monitors were slanted. 

the length of the virtual pendulum bob: 

ZQ = 

ω* 
(2) 

where g is the acceleration of gravity. The rotation 
component of this motion was the same as for roll. 
The shear specific force on the body that occurred 
in roll, however, was compensated by side-to-side 
sway motion in the y-direction and heave motion 
in the z-direction. In the yaw motion, the subject 
was rotated about the z-axis. 

Fig. 1. The NLR 6-DOF research moving base. 

2.2. Motion stimuli 

Three types of motion were tested: roll, swing, 
and yaw. The rotation of each motion was 
sinusoidal with fixed frequency ω and amplitude 
Φι'. 

φ(ΐ) = φ{ άη(ωί) (1) 

In the roll motion, the subject was rotated about 
the x-axis (Figure 2). In the swing motion, the 
subject was oscillated as a simple pendulum. The 
axis of rotation was parallel to the x-axis with a 
distance ζ ο above the centre of the head, equal to 

The peripheral visual stimulus consisted of 
checkerboard patterns. These patterns were 
displayed on monitors and represented the 
rotation of the outside visual world. This stimulus 
also had a sinusoidal motion profile and had the 
same frequency and rotation axis as the inertial 
stimulus. Unlike the inertial stimulus, however, 
the amplitude was altered after each period. Near 
the maximum velocity of the inertial motion, the 
visual motion was presented for 0.40 s. By using 
such a short presentation time, a visually induced 
motion sensation (optokinese) was avoided, while 
retaining the possibility to sense the velocity 
which is necessary for the determination of 
coherence. The perceived self-motion was there-
fore induced only by the vestibular sense. 

2.3. Expenmental sessions 

Each session was aimed at the determination of 
the visual velocities which the subject perceived 
to be coherent with the inertial velocity, sensed 
by the vestibular system. These velocities were 
determined for several frequencies and amplitudes 
of the inertial motion. 
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The simulator base was set in sinusoidal motion. 
The subject was instructed to fixate on the 
LED to prevent visual motion induced by eye 
movement. After two oscillations, the session 
started. The visual stimulus was presented once 
in each period. The moment of presentation was 
previously chosen to be at the time when the 
subject moved either to the right or to the left. 
The task of the subject was to indicate whether 
or not the checkerboard patterns were moving 
exactly opposite to the inertial motion; as it 
should be for a stationary world. The subject had 
three buttons to give an answer. One button for 
perceived visual motion too slow; one for motion 
too fast; and one for perceived coherence. 

2.4. Coherence thresholds 

The borders of the too-slow and too-fast perceived 
regions are called the slow and fast thresholds, 
respectively. In each session, one of the thresholds 
was searched for. This was done using a staircase 
method where the velocity amplitude of the visual 
stimulus was altered after each period. The step 
size and search direction of the staircase method 
depended on the previous answer. At the start, 
the step size was large; near the threshold the 
steps were small. The step size was divided by 
two when search direction was changed. The 
threshold was found when the step size had 
become smaller than a value, previously set by the 
experiment leader. The session also stopped when 
the number of periods exceeded 30, indicating 
that the staircase algorithm did not converge. 

2.5. Stimulus range 

A frequency range of 1.0 through 2.0 rad/s was 
chosen for roll and swing. For yaw, a frequency 
of 1.2 through 2.0 rad/s was chosen. The 
base amplitudes varied from 0.032 through 0.191 
radians for roll; 0.032 through 0.144 radians for 
swing; and 0.032 through 0.321 radians for yaw. 
Consequently, the inertial motions were well above 
vestibular motion perception threshold (Hosman 
and Van der Vaart, 1978). 

2.6. Subjects 

Five subjects participated in both the roll 
and swing experiments. Five other subjects 
participated in the yaw experiment. The age of 
the subjects was between 21 and 28. 

3. THE CONCEPT OF PMC 

A threshold gain can be defined as the ratio 
of visual and inertial velocity at the visual 

presentation moment: 

G =
 V v i s u al

 (3) 
Vinertial 

From the gains at the slow and fast threshold, the 
point of mean coherence, PMC, is defined as the 
mean value of these gains: 

PMC=^(GSÎ0W + Gfast) (4) 

The PMC indicates the relative weight of the 
vestibular and the visual perceived motion signal. 
If the PMC is only velocity dependent, then: 

PMC = Ιοωφι (5) 

using the first time derivative of φι from Eq. 1. 
Then, at PMCs of equal magnitude: 

l o g ( ^ ) + l o g ( a ; ) = l o g ( P M C ) - log(fc) 

= Constant (6) 

Writing log(<fo) as a function of log(u>), the slope 
of the iso-PMC contours that satisfy Eq. 6 is —1. 
If the PMCs are only velocity dependent, results 
from stimulus combinations with equal velocity 
may be averaged. 

4. RESULTS 

The conditions of either right or left presentation 
of the visual stimulus did not lead to different 
gains. These thresholds are therefore averaged. 
Contour plots are composed by interpolating 
PMCs, calculated by a near-distance algorithm. 
The measured PMCs are the mean of the results 
of all subjects. These plots illustrate velocity 
dependency of the PMC. In threshold gain vs. 
velocity figures, the results of inertial motions 
with equal velocity are averaged. In the figures 
showing the thresholds of each subject, the 
standard error is drawn. In the figures showing 
the mean results of the subjects, the group 
standard deviation is shown. 

4.1. Roll 

Figure 3 shows the group PMCs for roll in a 
contour plot. Although the slope of the iso-
PMC lines is not -1 everywhere in the stimulus 
domain, averaging PMCs that are measured at 
equal inertial velocities seems to be allowed. At 
the highest velocity, there is a strong curvature, 
but the PMC value does not change much. The 
thresholds of each subject are depicted in Figure 
4. From this figure, it is clear that the gains 
axe far higher than one, the physical coherent 
situation, even for the slow threshold. Notice 
the slightly higher gains of subject 1 (SI). The 
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Fig. 3. Interpolated iso-PMC contours for roll. 
Dots indicate the measured PMCs; numbers 
indicate the contour value. 

Fig. 5. Group result from the roll experiment. The 
error bar indicates twice the group standard 
deviation. 
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Fig. 4. Results from the roll experiment. The error 
bar indicates twice the standard error of each 
threshold. 

Fig. 6. Group result from the roll experiment, omitting 
SI. The error bar indicates twice the group 
standard deviation. 

group thresholds are depicted in Figure 5. This 
figure shows that the gain of the fast threshold 
decreases from 6 to 3; that of the slow threshold 
from about 3 to 2. The standard deviation is 
rather high, mainly due to the gains of SI. For 
later comparison with the swing experiment, the 
group result omitting SI is shown in Figure 6. 

4.2. Swing 

The thresholds of each subject in the swing 
condition are depicted in Figure 7. Subject 1 (SI) 
has much higher gains than the rest of the group. 
From this figure, it can be seen that the gain of 
the fast threshold is higher than one. Apart from 
subject 1, the gain of the slow threshold is about 
one. Figure 8 shows the group PMCs in a contour 
plot. Whether averaging PMCs at equal inertial 
velocities is appropriate, is not clear. In the mean 
group results, subject 1 is omitted, which leads to 
a low standard deviation (Figure 9). In this figure 

it can be seen that the gain of the fast threshold 
decreases from about 4 to 2.5; that of the slow 
threshold is about 1 for each velocity tested. 

4.3. Yaw 

Figure 10 shows the group PMCs in a contour 
plot. Note that the axes scale is not the same 
as that in the previous contour figures. It is 
clear that PMCs at equal inertial velocities may 
be averaged. The thresholds of each subject are 
depicted in Figure 11. Apart from subject 2 
(S2), the gains of the fast thresholds decrease to 
a value below one. The group mean thresholds 
are depicted in Figure 12. The gain of the fast 
threshold decreases from 2 to 1 after which a slight 
increase can be seen, mainly due to subject 2. 
These higher gains of subject 2 also result in a 
large group standard deviation at high velocities. 
The gain of the slow threshold decreases from 1 to 
0.5. It is clear that the threshold magnitudes are 
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Fig. 7. Results from the swing experiment. The error 
bar indicates twice the standard error of each 
threshold. 

Fig. 9. Group result from the swing experiment, 
omitting Si. The error bar indicates twice the 
group standard deviation. 
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Fig. 8. Interpolated iso-PMC contours for swing, 
omitting SI. Dots indicate the measured 
PMCs: numbers indicate the contour value. 

Fig. 10. Interpolated iso-PMC contours for yaw. 
Dots indicate the measured PMCs; numbers 
indicate the contour value. 

lower than those in the roll and swing conditions, 
for all velocities tested. 

5. DISCUSSION 

5.1. Result discussion 

Velocity dependency of the PMCs is demonstrated 
clearly for yaw motions, in the stimulus domain 
tested. For roll and swing, it is likely that velocity 
is the dependent quantity, although the results are 
too scattered to come to a definite conclusion. 

Although the short presentation time introduces 
uncertainty in visual velocity estimation, it does 
not seem to affect the size of the coherence zones 
much. The zones are much smaller in yaw than 
they are in roll and swing. 

Most threshold gains are well above one, especially 
for roll and swing. Such high gains are not 

found in linear motions (Hosman and Van der 
Steen, 1993; Wertheim and Mesland, 1993). Gains 
higher than one imply an overestimation of the 
perceived inertial velocity with respect to the 
visual stimulus. This can stem from an over-
registration of the vestibular signal in the brain, 
an under-registration of the visual velocity, or 
both. At the lowest velocities the gain is the 
highest. From visual experiments it is known that 
small gratings in the peripheral visual field can 
be underestimated (e.g. Johnston and Wright, 
1986). The slower the motion, the stronger 
the underestimation. Such an effect may have 
occurred, although the solid angles of the visual 
stimuli in the set-up are rather large, see Figure 2. 
The high gains do not, however, occur in the 
tested yaw motion. It can therefore be concluded 
that the vestibular sensed velocity of the roll and 
swing motions are overestimated. The highest 
gains at the lowest velocities may, however, be 
explained by an underestimation of the visual 
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Fig. 11. Results from the yaw experiment. The error 
bar indicates twice the standard error of each 
threshold. 
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Fig. 12. Group result from the yaw experiment. The 
error bar indicates twice the group standard 
deviation. 

since perceiving vestibular and visual velocity as 
coherent is an individual process. 

5.2. Implications for vehicle simulation 

Coherence zones are inherently related to self-
motion perception. There exists some extent 
to which visual and vestibular stimuli may 
disagree while the observer retains a coherent 
perception. This is a useful phenomenon for 
the definition of stimulus generation in moving-
base vehicle simulation. The major remaining 
obstacle in modern moving-base simulators is the 
narrow spectrum of inertial stimuli that can be 
generated. Motion filters are designed to translate 
motions occurring in the vehicle to motions of 
the simulator, in order to keep the excursion of 
the simulator within its limits. One of the main 
topics in motion filtering is the reduction of so-
called false cues, or cues that remind the driver 
of the artificial situation. Such cues are fatal for 
realistic simulation. When stimulus generation 
stays within the coherence zone, however, no false 
cues will be perceived. The experiments described 
in this paper form first steps to obtain these zones. 
Direction coherence, and coherence thresholds at 
sustained visual stimulation, for example, are next 
steps to come to a more complete description of 
coherence zones. 
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velocity. 

The gains for roll are higher than those for 
swing. There is an influence of the specific force, 
since the rotation component in roll and swing is 
identical for each motion tested. Apparently, the 
contribution of the specific force in the inertial 
motion, increases the self-motion sensation. 

The lower thresholds and the narrow coherence 
zone in yaw may be explained by the increased 
familiarity of humans with motions of this type. 
The subjects can therefore register both the visual 
and vestibular component more precisely. 

The results reveal differences among subjects. 
In roll and swing, subject 1 has higher gains 
than the rest of the group. To a lesser 
degree, subject 2 shows deviant gains at high 
velocities in yaw. Care has therefore to be 
taken while defining coherence zones in general 
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Abstract: An experiment is presented in which observers were requested to closely follow 
the motion of a video-displayed target by driving a cursor through appropriate hand/arm 
motion. The relationship between the observer's actual arm motion and the arm motion as 
perceived through the cursor motion was suddenly changed. The resulting adaptive control 
was quantified in terms of spatio-temporal error and spatial gain. The results allow to 
determine, in a model of the visuo-manual tracking system, which element(s) handle(s) the 
plastic changes and how the plastic elements interact. 

Keywords: Tracking Systems, Human factor, Man-Machine interaction, Adaptation, 
Teleoperation, Model 

1. INTRODUCTION 

When first exposed to a telemanipulation task, such 
as that of moving a cursor on a display screen 
through mouse displacements, or steering a robot arm 
through video display of the remote robot and its 
working environment by acting on a joystick, an 
observer must learn the metrical and directional 
relationship relating hand and cursor or robot 
displacements. Daily observations show that the 
motor performance of the operator increases as 
training progresses to finally reach an optimal level. 
If suddenly the visuo-manual relationship changes, 
the operator performance will first be strongly 
affected but as practice goes on, the operator will 
undoubtedly modify adaptively his behavior and 
recover normal motor performance. The operator 
learns the new spatial and temporal transformations 
between the motion of his own arm and the resulting 
motion of the cursor or the robot end effector. The 
observed adaptive changes are similar to the ones 
observed in response to an alteration of the normal 
visuo-manual relationship by optical systems such as 
lenses (Gauthier et al., 1979; Droulez and Cornilleau, 
1986) or prisms (Welch et al., 1993). Behavioral 
physiologists define adaptation as the process by 
which the performance of the operator returns 
progressively towards normal in spite of the 
persistence of the alteration (Welch 1974). 

1.1 Visuo-motor adaptation in teleoperation. 

While a fairly large body of data is available regarding 
adaptive control in the visuo-manual system as a 
response to optical alterations, little is known 
regarding learning of the visuo-manual relationship in 
teleoperated tools and reaction of the operator to 
alteration affecting a learnt relationship. Besides, 
more complex problems arise in telemanipulation 
(telerobotics) where the controlled mobile static 
(metrical) and dynamic (inertial) characteristics, 
sensed by the observer, will combine with those of 
the steering device. One may also predict that the 
rate, overall amount and nature of the adaptation 
observed in response to visuo-manual alteration will 
depend on the nature (random or predictive) of the 
target trajectories. 

1.2 Model of the visuo-manual tracking system. 

The model used to interpret the data collected in this 
study is schematically illustrated in Fig. 1. As in 
Bullock et al.'s model (1993), a main path handles 
the spatial-to-motor and directional-to-rotation 
transformation needed to carry out a spatially defined 
trajectory. It also features, as in Höllerbachs model 
(1982) a classical visual feedback loop, and a 
secondary feedforward path holding an internal model 
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of the target trajectory, as in Kawato et al.'s model 
(1988). With fast predictable targets the overall 
system is driven by the "internal target trajectory 
representation" (the physiologists call it the task 
internal model) element in a feedforward manner (with 
respect to the visual input), since the visual feedback 
does not operate on-line. A global error becomes 
available at the end of the trajectory through the 
comparison of the target and the actual cursor 
trajectories. When the normal visual manual 
relationship is altered as in the present study, changes 
must develop in the internal structure of the system 
in an adaptive way since the performance is slowly 
restored and persists when the visual feedback of the 
tracking cursor is suppressed. Where in the model do 
these plastic changes develop ? 

f internal target] 
ι • ] trajectory 1 

I representation! hand 
position 

target 
position 

/ > f \ hand arm experimental 
controller + 

arm 
setup 

ν J ν J ^ J 

cursor 
position 

Figure 1: Model of the visuo-manual tracking 
system. Its peculiarity comes from the "internal 
target trajectory representation" element. For fast 
predictable targets the overall system is driven by 
this element in a feedforward manner (with 
respect to the visual input). Adaptive changes 
resulting from the alteration of the visuo-manual 
relationship may occur either/and in the "hand 
controller" and the "task internal representation". 

The following section describes the adaptive changes 
which developed in observers submitted to sudden 
alteration of the relationship between their hand 
motion and the motion of a steered cursor on a 
screen. The tracking performance was evaluated in 
terms of spatio-temporal error and tracking gain along 
vertical (VT) and horizontal (HZ) directions. The 
protocol arrangements (tracking in visual closed- or 
open-loop conditions) and the nature of target 
trajectory (predictable or unpredictable) proposed to 
the observers during the tests and the exposure 
periods were designed to determine where, in the 
system, the plastic changes developed. 

2. METHODS 

The experimental setup (fig 2A) was designed to 
allow observers to hand track targets presented on a 
graphic screen. Vision of the arm was prevented. The 
target was a green dot while the tracking cursor was a 
white cross. The observer's 2-D hand motion was 
monitored by means of an infrared device whose 
sensitivity was adjusted to insure a one-to-one 
metrical relationship between hand motion and the 
resulting tracking cursor motion on the screen. First 
the observers (5 subjects were tested) practised with a 
one-to-one hand-to-cursor relationship (a 15-cm 
circular arm-stretched motion, in a vertical plan, 
resulted in a 15-cm circle on the screen). In the 
"closed-loop" condition, the observers were requested 
to accurately follow the target to minimize tracking 

error. In the "open-loop" condition, the cursor was 
not shown and the observer imagined its motion to 
follow the target. 

computer 

1 0
T tracking error (cm) 

T ime(s)
2 

Figure 2: The observer was seated, facing a screen 
(A). Vision of the arm was prevented. The 
observer's hand steering motion (with the 
forelimb extended) occurred in a VT plane. The 
2-D hand motion was monitored with an infrared 
device whose sensitivity insured a one-to-one 
metrical relationship between hand motion and 
the resulting cursor motion. Examples of 
tracking error vector on a trajectory (B) and time 
course during the trial (C). 

To induce adaptive changes in particular sites of the 
visuo-manual tracking system and test these changes, 
two target motions were used. A 2-s circular 
trajectory was used as a fully predictable target 
motion. An unpredictable random-walk trajectory was 
obtained through the combination of sinewaves in 
HZ and VT directions. The shape and starting 
direction of the trajectory were randomly chosen by 
the computer. The same basic protocol was used in 4 
successive experiments. The experiments started with 
10 open-loop tracking trials (either circular or random 
trajectories), to determine the observers' "natural" 
visuo-manual relationship. Following this series, 
visual feedback was restored and the HZ visuo-manual 
relationship was suddenly increased by 2.5. Either 50 
circles, as in experiment 1 and experiment 3, or 10 
random-walk trajectories, as in experiment 2 and 
experiment 4 were then executed. The overall 
exposure time (100 s) was identical with 50 circles 
and 10 random-walk trajectories. At the end of this 
adaptation period, open-loop trials (circles or random 
trajectories) were presented to determine the effect of 
the training. Ten closed-loop circles or random 
trajectories was finally run with a normal visuo-
manual relationship to follow the deadaptation 
process. 
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Experiment 1. The adaptation to the visuo-manual 
alteration was induced with a 2-s circular trajectory. 
The prediction was that such a target was likely to 
induce plastic changes in the "internal target 
trajectory representation" element and possibly in the 
"hand controller" element. The test also executed with 
the 2-s circular trajectory allowed one to determine 
the combined plastic changes occurring in these two 
structures. 

Experiment 2. The adaptation was induced with a 
target moving randomly. The prediction was that the 
resulting adaptive changes were to develop only in 
the "hand controller" element. These changes were 
determined by testing the observers with random-walk 
trajectories. 

Experiment 3. The adaptive target trajectory was a 2-s 
circle while the test target was a random trajectory. 
The prediction was that most of the adaptation would 
develop in the "internal target trajectory 
representation" element and could not be measured 
with random trajectories. However, if adaptive 
changes were measured with random trajectories they 
would have to be attributed to the "hand controller", 
meaning that predictable target still induce adaptive 
changes in the main direct pathway of the tracking 
system. 

Experiment 4. The adaptive target trajectory was a 
random motion while the test target was a 2-s circular 
trajectory. The adaptive changes were expected to 
occur only in the "hand controller" element. The 
difference between the amount of adaptation between 
experiment 2 , and experiment 3 would be a measure 
of the cross adaptation between the "hand controller" 
and the "internal target trajectory representation" 
element. 

VT and HZ components of target, hand and cursor 
trajectories, recorded at 100 samples/s, were saved on 
disk for off-line analysis. The subjects' (spatio-
temporal) tracking error was computed as the distance 
between target and cursor positions at the same 
sampling time (Fig. 2B). This distance is nil only if 
cursor and target are at the same place at the same 
time. The tracking error over one trial was evaluated 
by computing the cumulated sum of the sampled 
errors along the whole trajectory. A global tracking 
error was defined as the total error along the trajectory 
divided by the length of the trajectory. The changes of 
tracking error, from trial to trial, were plotted as a 
function of trial order as in Fig. 4B and 6B. The 
adaptive changes were also described by the ratio, 
named the gain, between the size (HZ and VT extent) 
of the envelop containing the tracking response and 
the envelop containing the target trajectory. In open-
loop trials, because the observer did not usually 
terminate his trajectory on the target end-point, the 
resulting HZ and/or VT "drift" was calculated and 
deleted before computing HZ and VT gains. 

Figure 3: Selected tracking responses to illustrate 
adaptive changes. Superimposition of target, 
hand and hand-steered cursor trajectories 
emphasizes differences in the spatial tracking 
error between conditions with or without visual 
control of the cursor and before, during and after 
adaptive exposure. 

3. RESULTS 

3.1 Experiment 1. 

In experiment 1, the observers adapted to, and were 
tested with circular trajectories. Figure 3A illustrates 
the tracking performance of an observer in the closed-
loop condition before any alteration of the visuo-
manual relationship. The VT and HZ hand tracking 
gains were fairly close to unity and the trajectory was 
smooth and circular. When visual control was not 
allowed, the response was still smooth and fairly 
circular but because on-line visual control of the 
cursor was absent, the response trajectory was 
sometimes shifted to the left (as in Fig. 3B) or to the 
right. When the alteration was applied to the HZ 
direction (X2.5 increase of the hand-to-cursor HZ 
sensitivity), the hand response in the initial 1 to 3 
trials was markedly affected (Fig. 3C). During the 
first 20 trials, the hand motion trajectory 
progressively evolved to closely fit the target 
trajectory. Figure 3D illustrates the high hand 
accuracy recorded during one of the last exposure 
trials. The hand motion was then an ellipse with a 
ratio between VT and HZ axes equal to 2.5. The 
operator was fairly well adapted to the alteration, as 
shown in Fig. 3E, which applies to the first open-
loop trial following the exposure. Indeed, the 
performance is close to the requested one in spite of 
the persistence of the alteration and the absence of 
visual feedback. The adaptive changes did not vanish 
immediately after returning to the original visuo-
manual relationship. Indeed, Fig. 3F which illustrates 
the first trial in the closed-loop condition with a one-
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to-one hand to cursor relationship, definitely shows 
the effects of the plastic changes to the visuo-manual 
relationship. The hand motion trajectory was an 
ellipse, identical to the ones executed in the altered 
condition (instead of a circle). About three to four 
trials later, the hand tracking performance had returned 
to normal. 

Figure 4: HZ and VT gain changes (A), as a function 
of trial order, resulting from a 2.5 increase in the 
hand-to-target sensitivity while tracking circular 
trajectories. During the closed-loop adaptive 
exposure the HZ gain decreased to match the 
alteration. When the normal condition was 
restored, the visuo-manual tracking performance 
recovered only after 2 to 3 trials. CL and OL 
refer to open-loop and closed-loop tracking, 
respectively. Time course of the tracking error 
(B) during the adaptive session illustrated in A. 
During the adaptive period the tracking error 
decreased rapidly to stabilize around a value close 
to the closed-loop error and normal hand-to-
cursor sensitivity. 

Figure 4A shows the time course of VT and HZ gain 
changes in one observer during an experimental 
session involving alteration of the HZ visuo-manual 
relationship. In the first open-loop series of trials, 
VT and HZ gains were slightly different from each 
other but still close to unity. During the all closed-
loop adaptive exposure the tracking gains were, as 
expected, close to 1 and 0.4 for the VT and HZ 
directions, respectively. After the adaptive exposure 
the HZ gain was strongly reduced (approximately 0.6 
for the first 2 trials) while the VT component of gain 
remained close to 1. As this open-loop sequence 
proceeded, the HZ gain increased continuously 
towards about 0.8. In the meantime, the VT gain 
returned slowly to its pre-exposure level. 

The corresponding tracking error curve is shown in 
Fig. 4B. The average error in the first series of 
closed-loop trials was around 5 cm/cm. In the course 
of the adaptive exposure, the tracking error which was 

first large (around 20 cm/cm), decreased slowly 
towards around 5 cm/cm. The first trial following 
return to a normal visuo-manual relationship had a 
tracking error close to 15 cm/cm in spite of available 
visual control. Subsequently, the tracking error 
decreased rapidly towards pre-exposure level. 

Table I; Normalized sains (5 subjects) in horizontal 
(HZ) and vertical (VT) direction after exposure to new 
relationship. M is the mean gain. Change is the M 

complement to 1, expressed in %. 

S s Exp 1 Exp 2 Exp 3 Exp 4 
HZ VT HZ VT HZ VT HZ VT 

1 0.47 0.93 0.73 1.13 0.85 0.88 0.67 0.79 
2 0.53 0.84 0.62 0.92 0.87 1.00 0.52 0.83 
3 0.72 0.85 0.63 1.00 0.90 0.86 0.79 0.80 
4 0.55 1.00 0.71 0.96 0.86 0.94 0.94 0.82 
5 0.54 0.86 0.63 0.84 0.66 0.78 0.71 1.13 

M 0.56 0.89 0.66 0.97 0.73 0.87 0.83 0.89 
change 44% 11% 34% 3% 27% 13% 17% 11% 

Table 1 summarizes the changes of gain resulting 
from the period of adaptive exposure in the 5 
observers and in the 4 experiments. The changes of 
gain in the VT and HZ directions appear as the 
difference between the normalized gain measured after 
and before the adaptive period. Normalization consists 
of referring the control gain (before adaptation in the 
non-altered condition) to 1. In experiment 1, the 
change of gain in the HZ direction after the exposure, 
averaged over the 5 observers, was 44% of the gain 
before the exposure. If full adaptation had occurred, a 
60% change was expected. 

Figure 5: Tracking response from one observer before 
(A) and after (B) the adaptive period. Adaptation 
is evidenced by the decrease of HZ hand 
movement excursion between these two trials. 

3.2 Experiment 2. 

In experiment 2, the observers were tracking a 
randomly moving target both during the test trials 
and during the exposure period to visuo-manual 
relationship alteration. According to the model 
proposed in Fig. 1, the adaptive changes were 
expected to develop in the "hand controller" only. 
Figure 5 shows one observer's tracking response 
before (A) and after (B) the adaptive period. 
Adaptation is evidenced by the decrease of HZ hand 
movement excursion between these two trials. Fig. 
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6A illustrates the changes of VT and HZ gains in one 
observer during the entire experiment. In the first trial 
after the end of the exposure period, the HZ gain was 
0.6 and subsequently increased slowly. The HZ and 
VT gain changes, averaged over the 5 observers, were 
34% and 3%, respectively (Table 1). Overall, the 
change of HZ gain, resulting from the exposure 
period with random trajectories, was smaller than the 
change observed in experiment 1 with circular 
trajectories, where the tracking system was 
essentially driven through the "internal target 
trajectory representation" element. The tracking error 
curve (Fig. 6B) shows that during the adaptive 
exposure the global tracking error did not improve 
and rather remained to a level higher than in 
experiment 1. 
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Figure 6: Changes of VT and HZ gains in one 
observer during the entire experiment. The time 
course of the adaptive changes are similar to the 
ones observed with a predictable target. In the first 
trial after the end of the exposure period, the HZ 
gain was 0.6 and subsequently increased slowly. 

3.3 Experiment 3. 

The observers were tracking 2-s circular trajectories 
during the exposure period and random motion 
trajectories during the gain tests. It follows that both 
the "internal task representation" and the hand 
controller" may be adaptively modified. The changes 
in the HZ and VT gains, averaged over the 5 
observers, were 27% and 13%, respectively (Table 1). 

3.4 Experiment 4. 

The observers were exposed to random-walk targets 
during the exposure period and tested with circular 
trajectories. The hypothesis predicts that the plastic 
changes resulting from the visuo-manual alteration in 
such exposure conditions should only affect the hand 
controller element. The changes in the HZ and VT 
gains, averaged over the 5 observers, were only 17% 
and 11%, respectively (Table 1). 

4. DISCUSSION 

When the normal visual manual relationship was 
altered, adaptation must have developed in the internal 
structure of the system since the performance was 
slowly restored. This alone does not imply that long-
term plastic changes developed. The visual feedback 
loop, assisted by the target trajectory internal 
representation could explain the performance 
recovery. However, since the changes of gain and 
tracking error were observed after exposure without 
visual feedback and in response to an input identical 
to that presented to the non-altered system, plastic 
changes must have definitely occurred in the arm 
tracking system to yield the appropriate output. 

A global analysis of the data shows that the degree of 
adaptation reached after visuo-manual relationship 
alteration, as well as the time course of the adaptation 
process, were fairly different in the 4 experiments. 
All observers showed systematic adaptation with 
some degrees of variation in experiments 1-3 while 
limited adaptation developed in experiment 4. When 
adaptation occurred, there was a cross direction effect 
so that an adaptive decrease of gain of the HZ hand 
motion resulting from a sudden instrumental increase 
of sensitivity of the visuo-manual relationship in that 
direction, usually resulted in a concomitant decrease 
of gain in the VT direction as well . This 
phenomenon has already been described earlier 
(Bedford, 1994), though no explanation has yet been 
proposed to elucidate this point. As already 
mentioned in the introduction, visuo-manual 
adaptation in telemanipulation and hand pointing at 
visual target through optical systems (prisms or 
anisometric lenses) share characteristic features. In 
particular, the profile, the amount of adaptation 
reached after similar adaptive periods, and to some 
extent the adaptation and deadaptation time-course 
scales are similar. In telemanipulation, further aspects 
related to the shape and dynamics of the trajectory 
must be considered. For example, if the target path is 
predictable, the hand motor system will rely on 
predictive control (activation through the "target 
trajectory internal representation" path). If the target 
trajectory is a random motion, only the main 
feedforward and feedback paths of the visuo-manual 
tracking system will be activated. It follows that by 
comparing the amount of adaptation measured in 
various tracking conditions proposed to the observers 
during the exposure" period and as a test for 
adaptation, one may determine where, in the system, 
the plastic changes develop when the visuo-manual 
relationship is suddenly altered (one assumes that 
most of the adaptive changes do not occur in the 
peripheral apparatus (the arm plant). 

The model shown in Fig 7 is modified from the one 
in Fig. 1 to integrate the present data. It basically 
shows that when the target used during the exposure 
is fast and predictable (circle), the ensuing plastic 
changes do not develop only in the "internal target 
trajectory representation" but also in the "hand 
controller". The data also suggest that the "hand 
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controller" is subdivided into two sub-elements: one 
handles the plastic changes occurring as a result of 
random target adaptation while the other handles the 
changes resulting only from exposure to 
unpredictable target trajectories, and is only activated 
with predictable target. The model arrangement is 
coherent with the changes observed and listed in 
Table 1. 
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Figure 7: Improved version of the visuo-manual 
tracking system model which incorporates the 
data collected in the present study. A part of the 
plastic changes induced in predictable target 
tracking occurs in the "hand controller". 

As a possible implication of the present report 
findings in telerobotics, let us consider a situation 
where the working environment is viewed first from a 
particular point, hence providing a given visuo-
manual relationship to the interface linking the 
operator to the manipulated machine. If the view 
point suddenly comes from another camera situated 
closer to the operated machine (for higher resolution) 
or from a side-shifted camera (to observe another 
feature) the apparent gain will change. The first case 
is equivalent to a HZ and VT gain increase while in 
the second case, the gain change will be equivalent to 
altering the HZ gain while maintaining constant the 
VT gain. To compensate for this effect, the visuo-
manual relationship could be automatically modified 
to maintain visuo-manual constancy, for example by 
changing joystick sensitivity with viewing camera 
distance. Indeed, Welch et al. (1993) have shown that 
repeatedly adapting and readapting to two mutually 
conflicting sensory environments leads to a separate 
adaptation to each condition, as well as an 
enhancement of the capacity to adapt to other 
alterations. This study may also contribute to better 
knowledge of visuo-manual control, particularly to 
the definition of the task internal model which, in 
spite of the efforts, over the past few years, (Bullock 
et al., 1993; Flash and Hogan, 1985; Moray, 1986; 
Kawato et al., 1988) has not yet provided an unified 
representation. 
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Abstract: The following study has been written in view of an ergonomical application. 
This paper is about an experiment on a simple decision making task. The purpose is to 
analyze human errors and to contribute to the cognitive modélisation of the human 
operator. Its originality is to try to take into account the influence of specific vibrations, in 
addition to the intrinsic characteristics of the human operator,. 
After general considerations, the experimental protocol is detailed and some specific data 
processing are presented. The close examination of the results reveals a few characteristic 
behaviors, when the presented graphs are bar-graphs or polygons. 

Keywords: Evaluation methods, graphical information, response times and performances. 

1. PROBLEMATICS AND METHODOLOGY 

In spite of the wide usage of visualization screens, 
the behavior of human operators remains an essential 
element in the reliability of high risk technological 
systems; such as the automatic drive of industrial 
processes or air, sea and land piloting. In the 
systems where the conversational and graphic 
methods may facilitate some of the operator's 
thought processes, the effects of decision and human 
actions are mostly transmitted and accentuated by 
automatism chains of control and supervision. In 
such conditions errors could have serious 
repercussions which could invite the scientific and 
military communities to examine the nature of 
human error in order to develop new solutions to 
increase the reliability of the shift in systems from 
man to machine (Reason, 1993; Masson, 92; Leplat, 
85). 

The willingness to deal with human error is found in 
this study where the operator is subjected to visual-
postural disturbances (Desombre, 93) that may affect 
their "functioning" during a simple-natured repetitive 
task that call for visual perception and where the 
complexity lies in the part of thought necessary to: 

- The classification of graphic information according 
to several criteri defined in advance, 
- To the feelings of certainty and difficulty expressed 
by the operator regarding the information captured. 

In attempting to clarify the respective roles of 
information and disturbances in the organization of 
the "visual-postural performances," the analysis of 
the results through the discovery of important 
indicators inherent in our reasoning, will perhaps 
assist toward a better understanding of the operator's 
behavior controlling a process. 

In all, there is a situation of a reliable and ergonomie 
nature favorable to the study of the relationship 
between the processing of visual-postural 
information and the mental representation (operative) 
linked to this processing through objective and 
subjective measures. 

2. DESCRIPTION OF THE EXPERIMENT 

In order to facilitate the understanding of the results 
shown in paragraph 3, you will find a detailed 
description of the experimental device below. 
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2.1 Principle of the experiment 

The set-up in the work studied is of an operator who 
in front of a screen who identifies a geometric shape 
belonging to a defined class and detects the presence 
of a possible graphic abnormality. 

During his work, the subject is under static and 
vibrational states. The responses, as well as the 
different response times, are recorded permitting an 
analysis of the errors. They also offer valuable 
indications of the control of the processes 
unobservable that imply human behavior: motor-
sensory activities of ocular exploration and cognitive 
activity. 

2.2 Choice of context 

The experiment takes place in an isolated room 
where the human operator is subjected to a disturbed 
visual-postural environment. 

a-) Stimuli 

Figure 1 shows the geometrical shapes used. Only 2 
types of graphics can be distinguished: the bar-
graphs and polygons with n=6,8 and 10 bars or 
vertices. 

The vibrations retained for this study are generated 
by a movement of 1 Hertz sinusoidal rolling with 
10° amplitude peak to peak (figure 2). 

Fig. 1. Presentation of the utilized but undamaged 
geometrical shapes named with letters that will 
be used as references. 

The choices linked to the duration of the experiments 
are related to 2 types of graphics in use. Nevertheless 
it is quite obvious that the 2 supports of the 
presentation of information will need the help of 
various functional operations: especially in the area 
of the visual exploration. 

From a methodologica l point of v iew, 
standardization between the study made with the bar-
graphs and the polygons had been researched to 
facilitate the comparison of the results. 

b-) Experimental platform 

The works performed relies on an already existing 
mechanical structure (existing at the L.A.M.I.H). It 
is based on the principle on which the gyroscope 
works so as ensure an uncoupling between the three 
axes: roll, pitching and twist. 

Fig. 2. Diagram of the experimental platform. 

The monitor or the generator of graphical 
information is firmly attached to the moving of the 
chair on which the pilot is seated, and is controlled 
by a joystick and a manual button. 

c-) Graphic abnormality 

Concerning the display of abnormalities, the 
deteriorations of the stimuli are introduced, in a 
random way, in the series of graphics presented to 
the human operator. An example of graphical 
deterioration is presented in figure 3 with n=6. 

V1
V2

V3
 V4

V5
 V6=5/6h 

S/6h 

Fig. 3. Example of graphics (6B, H) with anomalies 
- part anomaly V6=5/6h, h corresponding with 
the variable height of the bars or with the 
magnitude of the diagonal of the polygons. 

2.3 Subjects 

A group of 27 subjects has been tested during the 
research period. They are divided in 3 groups: 

• 4 subjects during the preliminary phase so as to 
precise and improve the tests or experiment units, 

• 10 subjects during the first series of experiments 
(I) taking into account the whole range of the 
parameters of the study, 

• 13 subjects tested for the last experiment (II) in 
order to confirm or to invalidate some interesting 
points concerning the preceding study. 

The average age of the subjects is 22 (years old). The 
subjects are all French speaking science graduate 
students. All of them were in good health and all 
used their dominant hand in the execution of their 
responses. 

444 



2.4 Experimental task 

After a series of preliminary tests and considering 
our results (Roger, 1985), a succession of 3 levels of 
difficulty with N=5,7,9 classes has been established 
in order to obtain a reference which may, afterwards, 
be consolidated by extending the Ν level or 
difficulty and by using other graphical forms. 

- Boricrs of the gradations into 9 classes-
withOB. 8Band 10B 

• Borders of the gradations into 9 classes -
with D for example 

Fig. 4. Linguistic expressions defining gradations so 
as to classify into 5,7 and 9 classes 
(EL=Extremely Large, VVL=Very Very Large, 
VL=Very Large, L=Large, M=Medium, 
S=Small VS=Very Small, VVS=Very Very 
Small, ES=Extremely Small. 

In the conditions described above, the task of the 
human operators is to classify the graphics (fig 1) 
according to their size. This classification is made 
possible by identifying the visual shape in one of the 
unconnected Ν subsets (fig 4) defined by learning 
and sharing the possible sizes. The subject must also 
detect the presence of possible graphic abnormalities 
(fig 3) in the visual shapes he has not learned in his 
training period. 

After his classification of the graphical size in the 
corresponding class, the subject subjectively evaluate 
the certainty of his choice and the difficulty by 
positioning on the screen the cross on a line 
segment, graduated at its ends by 0 and 1 and 
controlled by a joystick (fig 5). 

Bearing in mind that most activities imply decisions 
which involve risk, the processing of the uncertain 
inherent knowledge and our faculty of reasoning with 
the help of subjective indicators (Desombre, 93), has 
made an interpretation of the possible errors and 
omissions . 

Fig. 5. Example of classification of a medium 
graphic and of subjective evaluations of a human 
operator (the size has been predefined into 7 
gradations: Very very small,..., Very very large). 

2.5 Experimental procedure 

Each subject devotes 3 mornings to the experiments 
during which a single level of difficulty Ν is tackled. 
Each morning is composed of the 6 experimental 
units presented in figure 6, each one preceded by a 
learning phase of the borders of the gradations of the 
classes and tests, containing arbitrarily of 70 stimuli. 

SerieofTO 5
r i e o f 70

 Serieof70
 S c r i e o f 7

° Serieof70 ' 
— ι — H e x a g o n s g r a p h s w i th octagons g ( a p h s w i (h 

I 8bars m harr 

.«K.uwith 
6 bars 

r 

lObars 

Serie of 70 
''̂ cagonr 

i _ 

acne σι /υ 
decagons Tm 

(in hours) 

Fig. 6. Experimental morning for the subject 
comprising 6 experimental units: 3 involving 
bar-graphs and 3 involving polygons, with 
6,8,10 bars or sides. 

The subject starts with the classification into 5 
classes (first morning), then 7 (second morning) and 
ends with 9 classes (third morning). 

The experimental units are done in a postural stable 
position disturbed by phases during which the 
subject is submitted to vibrations, example fig 7. 

k 
Vibntion -

Red 

State or not of postular rest 

Π Π Π ί ) Π; Abunt 

Presen» 

1 

ι if i| ι ι | h ι m h i| h f μ m l ι ι ιΐ| τττττττ-τττ τι 

I I ' II Ί 1 1 II 
Graphical deterioration 

I |Ι II 11 ττ Τ Τ ΓΓΤΤΓΓΤ »ΓΪΤΡ" 
50 «0 I W 

Fig. 7. Sequence of graphical stimulus i, with or 
without graphical anomalies, during or not 
postural disturbances. 

The classification sequences submitted or not to 
rolling vibrations are equally distributed during the 
whole time of the experiment (figure 7). The subject 
carries out his task with no time limit. Time is 
registered for the sole purpose of an analysis. 

2.6 Recording the data 

The output variables are the response-times the 
subject takes to decide as to the classification of the 
graphic and degrees of certainty and difficulty as well 
as their corresponding values, (figure 8). 
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Fig. 8. Sequence of presentation of graphical 
stimulus and of the human operator's making 
decision. 

The output variables are the following ones: 

• decision time 

i = number of the i stimuli = [1,70], 

TV = t - 1 = time to display the graphic, 
.1 .0 

TC = t -1 ' = classification time, 
2 . 1 TDC=t -t' =time to evaluate the degree of certainty, 

TDD=t -t = time to evaluate the degree of difficulty. 
4 3 

• Choice of gradation 

C =choice of the class gradation [Small, medium,..]. 
Ν 

» Value of degrees of certainty and difficulty 

DC = value, ranging from 0 to 1, of the degree of 
certainty, 

DD = value, ranging from 0 to 1, of the degree of 
difficulty attributed by the subject. 

The performances obtained with the bar-graphs are 
higher than those obtained with the polygons with 
N=5,7 classes (this difference is rather significant 
with the threshold of .01 in 5 classes, and .005 in 7 
classes). There is no difference when N=9 classes. 
Furthermore, the rate of errors increases for the bar-
graphs during the transfer from N=7 to N=9 
(p<.0003). 

b-) On the visualization time 

The total values shown in figure 9 manifest clearly 
prominence to a longer time of visualization with the 
bar-graph (when compared with the polygons). This 
results is confirmed through tests of validity, which 
underscore that this variable is significant, no matter 
what the numbers η or Ν are. The inversion of 
classes between N=7 and N=9 also shows a 
significant effect on the errors. This tends to 
s u s b t a n t i a t e the idea of a reduction of the 
visualization time. 

Percentage oferron (%) 

Bar-graphs 

PoJygons 

Nember of denes (N) 

Λ 

Bar-graphs 

Polygons 

Fig. 9. Average value of the errors (A) and of the 
times of visualization (B) classified, for 9 subjects. 

3. RESULTS 

The results obtained of the main experiment I and are 
confirmed those stemming from experiment II one 
year later. The discussion will be mostly based on 
the quantitative results (validated or not through the 
Wilcoxon Test), and as well as on the data obtained 
through the observation of "cumulative membership 
function". 

No meaningful difference was noticed either between 
the various times of evaluation of the degrees of 
certainty and difficulty or between the various of 
n=6,8,10 regarding the output variables. Only a 
slight difference between n=6 and n=8, or 10 was 
noticed, rather insignificant on the threshold of .05. 

3.1 Influence of the shape exposed 

a-) On the performance of the subject 

The operator's performance is defined by the 
percentage of right responses obtained during the 
classification and the detection, at the time of the 
sequence. An estimation of the rate of error of the 
subjects as a whole can be made according to this 
indication (figure 9.A). 

3.2 Linguistic responses, and overlapping zones 

a-) Method 

The method used in the analysis enables to notice the 
subjective aspect of the human operator. It could be 
defined as a creation of a "cumulative membership 
function" for every defined class (Malvache, et al., 
1989). The function represents normalized 
summation of occurrences of the concerned adjective 
versus the dimension of the graphical stimulus. 

Fig. 10. Cumulative membership functions from the 
theoretical and real classification of the bar-graphs 
and polygons, presented below with n=8 and 
N=5 as examples. 
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Those functions enable to reveal the existence of 
overlapping zones between classes and in the internal 
model of the human operator (example fig. 10). 
theses areas are boundaries between classes and for 
the operator. It is appropriate to analyze those 
overlapping zones because errors always occur at that 
level. 

The following method has been processed. 
Considering 2 cumulative membership function χ 
and y, having a overlapping in the interval between 
sizes [a,b], function f(x,y)=min(x,l-y) is calculated. 
This function somewhat represents a function of 
distribution between χ and y, at its bordaries. 

b-) Result 

The perceptive and mnemonic difficulties 
encountered by the subjects in classification of 
graphic stimuli can be precised with this processing. 
The analysis of the overlapping zones leads to a 
distinction of the identifiable errors between 2 
classes, where the overlapping does not exactly 
adjust with the bordaries of those 2 classes. 

vs s M L VL 
8 BARS 

JH. SIZE(%) 

Î % 

OCTAGON 
Π—, SIZE (%) 

-a- Overlapping zones in 5 classes 

T % 

- = 1 

OCTAGON 
SIZE <̂ Λ) 

14.3 28.6 42.9 71.S 85.8 100 
-r> Overlapping zones in 7 classes 

% 
ES W S VS S M L VL VVL EL 

- f e u 

11 OCTAGC 

8 BARS 
SIZE('A) 

Ο 11.11 22.22 33.33 44.44 S5.S5 66.66 77.77 88.88 100 

•c- Overlapping zones in 9 classes I 

Fig. 11. Overlapping zones stemming from the 
valuable classification of bar-graphs and polygons, 
here with n=8 and N=5,7,9 as examples. 

The figure 11 presents shift to the left or to the right 
of these overlapping zones. The tendency of the 
subjects in 5 and 7 classes and with the bar-graphs, 
to under- or overestimate the height of the bars 
depending, on the average axle of the glance (in the 
average classification) is then made obvious. On the 
contrary, in 9 classes, or with the polygons, the 
subjects always tend to overestimate the dimension 
of the graphic shape exposed. 

The second experiment II made with the sole use of 
the bar-graphs and without any vibrations give the 
same results, once again. 

3.3 Vibrations influence on the visuo-postural 
performances 

The examination of figure 12 clearly indicates that 
the percentage of errors in a vibratory system is 
higher than the percentage of errors in a stable 
system regarding the polygons (p<.0001 for N=5; 
p<.0007 for N=7; p<.02 for N=9) and regarding the 
bar-graphs in 9 classes (p<.03 pour N=9). Those 
results are very similar to those previously defined, 
and enable to notice the perceptive changes with bar-
graphs in 9 classes. 

Fig. 12. Average values of the errors and for 9 
subjects for both the bar-graphs and the polygons, 
in two different states: vibratory and stable. 

Thus, considering the times of visualization and 
classification, figure 13, the following facts can be 
noticed: 
- bar-graphs: time of visualization in a vibratory 
system is shorter in a vibratory state than in a stable 
state, 
- polygons: insignificant effect. 

The subjects don't need as much time to visualize 
the bar-graphs when submitted to a vibratory state. 

^ 6. 

Vibratory 

Stable 

mbtrofdMiCT (N) 

TC ( in Mcood* ) 

Vibratory 

Stable 

7V _r3 

Fig. 13. Average values of times of visualization and 
classification for 9 subjects for bar-graphs and 
polygons in both states (stable and vibratory). 

Figures 13 B-C also notice that the time needed for 
the classification under a vibratory state is higher 
than the time of classification under a stable state, 
for the bar-graphs (p<.0002) and for the polygons 
(p<.0019). This result is certainty linked to the 
motor-sensory activities of joystick. 

447 



4. DISCUSSION AND CONCLUSION 

All the data examined allows us to stress several 
facts. 

- Firstly, the performances generally obtained during 
the experiments with the bar-graphs are higher than 
those obtained with the polygons. This confirms the 
research in experimental psychology made from the 
graphic shapes containing several perceptive and 
variable dimension (height, shape, contrast,... ). 

In the following study, the bar-graphs (bearing in 
mind that a variation in height leads to a variation of 
shape), have a supplementary variable (the shape) 
compared to the polygons which always keep the 
same shape regardless of the variation of the relation 
between height/width. 

This corroborates the majority of the data from the 
scientific literature which specified the conditions in 
which the addition of one or several dimensions to 
an existing dimension for a graphic shape leads to an 
increase in performances in a discriminative task 
(Garner, 1978; Coury, et al., 1988). 

- The accentuation of the two perceptive data entry 
mechanisms emerges from the overall results 
concerning the overlapping zones and visual-postural 
performances. These results are very important 
because they show that data entry and the processing 
of information in bar-graph format, are done 
according to the complexity of the task (between 7 
and 9 classes) and generally present the same 
characteristics as the polygons. 

Thus, the classification process and its structural 
representation aid in finding an appropriate method 
of storage (ie. in relation to the average axe of the 
eye) and the reprocessing of the information by 
computer. 

- As far as the temporal administration of the graphic 
messages is concerned, we notice a decrease in the 
visualization t ime in a vibratory state when 
compared to a stable state, when the bar-graphs are 
the stimuli. Thus, the bar-graphs are modulated 
through the postural state of the subject. We can see 
the importance of the time variable once again, when 
the perceptive mechanisms become more complex, 
the operators decrease the duration of the messages. 

This result suggests the motivation to use a 
technological visual support according to the level of 
vibration the pilot is submitted to. 

By way of conclusion, we know that graphics can 
facilitate a certain understanding of the operator and 
reinforce its reliability. Nevertheless, a certain 
amount of caution is necessary. One must not 
substantiate without reserve, the technicians' current 
tendency to make the screens out to be a privileged 
medium of visual information. 

The study of the different data entry mechanisms of 
perception and processing of graphic information 
represents an intermediary indicator necessary to the 
understanding of the operator's responses to die type 
of work environment provided. The result are far 
from being perfectly codified and standardized but 
they can already be used in short term applications 
and in concrete situations 
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Abstract: This paper presents a method to systematized requirement analysis and prototype 
design of interaction-driven software. The method is based upon extraction of objects and 
its attributes from a task-analysis description. The main goal is to capture the operator's 
mental model and map it into an object-oriented human-computer interface that can assure 
appropriate operation performance. 
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1. INTRODUCTION 

This method helps the human-computer interface 
analysis and prototyping of interaction-intense 
software. Interaction-intense software can be defined 
as application software where operator action is 
relevant to the performance of the system. In these 
cases, system actions are driven by operator inputs, 
as in transaction processing. Operation of process 
control systems is also another example of such 
systems. 

Today, there are many software tools to build 
human-computer interface. Most of them have a 
simple dialogue: form-filling and graphical 
composition turns human-computer interface into a 
task accessible for non-experts in computers 
techniques. 

This ease-of-use does not help, however, designing 
human-computer interface or even the screen layout 
for appropriate operation - this depends on the 
comprehension of user mental model about the 
process. Reproducing the user's mental model is 
even more important when the computer system 
comes to help or substitute some manual-performed 
activity. 

APIIS, which stands for Analysis and Prototyping 
Interaction-Intense Software, intends to build a 
object-oriented model from a task analysis 
procedure. The operational procedure approach 
intends to reduce navigation through windows. This 
method has proven to be useful also when 
configuring human-computer interface software for 
process control. 

APIIS is based upon object-oriented analysis and 
design, which has proven to be an efficient tool to 
map real world into software. Human-computer 
interface requires a design for consistency that 
impose that all objects are considered at a time, to 
assure objects and actions ortogonality. 

The following phases are required to design the 
human-computer interface: 

• definition of operational sequences; 

• refinement of operational sequences in a 
detailed description script; 

• identification of classes, objects, their 
attributes and methods; 

• syntactical design of each identified object; 
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Fig.l. Polymer injection system 

• visual implementation of each object faceplate 
and its behaviour; 

• window design to support operational 
sequences; 

• evaluation of operational appropriateness 

2. APIIS 

In order to illustrate the method, this paper presents 
an example extracted from an continuous process 
control system. The operation chosen is the injection 
of a polimer into a vessell, illustrated in Figure 1. 

2.1. Definition of operational sequences 

This step is responsible for requirement analysis of 
the interaction-intense software.The designer must 
identify the routine tasks performed by the operators, 
and also identify exceptions to those tasks. 
Identifying all tasks in a process is a hard work, and 
even more difficult for computer systems designer 
who are seldom experts in the application field. 

APIIS recomend the documentation of important 
operational procedures in a event graph, as the one 
shown in figure 2. The correct procedure (bubbles at 
left) and the exception to the routine (bubbles at 
right) can be stated. In computer-based dialogues 
error recovery is of utmost importance and must be 
stated as soon as possible. 

2. 2. Refinement of operational sequences 

Operational sequences identified as "bubbles" in the 
preceding step must be detailed in a description 
script. This script will show the information 
requirements to comprise the described activity. 

The Operational Procedure Script (OPS) used is a 
mix of programming language and task analysis 
forms suggested by Burgy (1983) and Carey and 
Whalley (1990). 

Operation: polymer injection 

Fig.2 - Event graph for polymer injection 

Task analysis is a well-defined procedure used in 
operational data gathering, which has proven to be 
useful in determining precisely operational 
functions, mental load evaluation and analysing "a 
posteriori" operational incidents. However, forms 
used in task documentation lack repetition and 
decision structures common to computer languages. 

The task detailing considers the use of well-defined 
verbs as those from the Berliner taxonomy of 
operator actions (Dougherty, 1988). 

Some other verbs may be necessary to cover human-
computer dialogue, such as "point" and "click", but 
it is suggested that no verb but those defined be used 
in documenting procedure scripts, for they have a 
strict meaning. 

OPS layout and refinement of task sequences 
identified in the previous step of the example are 
shown completely in Table 1. 

Observe that most sentences are constructed from a 
subject-veib-object-attribute syntax. Some cases are a 
little more complex and may require some more 
lines of definition. 

"Calculate", for instance, requires a multi-parameter 
function, that is many object-attribute pairs, though 
the calculation algorithm may be not important to 
the human-machine interface. 

Decision and repetition structures can be added to 
simplify understandin non-linear tasks. 
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2.3. Object-oriented modelling 

Operation description scripts are used to identify 
classes, objects, their attributes and methods. 

Careful detailing of operational sequences often 
leads to the identification of aditional, non-
conventional human-computer interface features that 
contributes to a performance optimization and task 
time reduction. In the example, the object "pump" 
has many attributes which would not be defined if 
the pump was considered only as the installed 
equipment. In an application of APIIS method, it 
was observed that 60% of time consumed in a 
certain task was due to search of written 
documentation. Automation of this task was rather 
simple and at a low cost, and resulted in large 
benefit of average task time. 

The transcription of OPS into object-oriented 
representation is now described. 

The following definitions are necessary: 

• observable attributes: these are object attributes 
that contains necessary information for the user 
to perform some task. The origin of information 
can be diverse: they can be collected from the 
process instrumentation or they can be 
generated by automatic control. Observable 
attributes are information that must be perceived 
by the operator; thus, they are associated to the 
perception and cognitive tasks. 

• controllable attributes - these are object 
characteristics that must be modified by the user 
in some task. Because of importance of feedback 
in a interaction-intense software, all controllable 
attributes are also observable by default. 

Notice that observable atributes can be dynamic, that 
is, subject to change like the status of a pump or 
static, if they always keep the same value - for 
instance the engineering units of a analog variable. 
Controllable atributes are always dynamic. 

Objects are extracted from the columns "object" of 
OPS forms. For each object, the fields "parameter" 
and "value" inform about the attributes. If the 
Berliner verb is one of a sensorial process or a 
cognitive process, then the attribute is observable. If 
it is associated to a motor verb, then it is a 
controllable attribute. 

Values for attributes can also be collected from the 
OPS description. Observe that motor tasks embed a 
decision for automation. However, notice that a 
manual backup may be necessary. The OPS form can 

help in determining the balance between automation 
and human action. 

In a procès control application, in which the plant 
equipment and process are defined in terms of 
instances, OPS deals with those instances, not 
classes. It is the designer's work, then, to identify 
classes through the analysis of common attributes. 

An example is the class "valve"- it is an "on-ofiT 
valve; the analysis of other OPS for the same plant 
could have revealed other classes. 

The class definition is important to demonstrate 
consistency among operations, for the service 
defined for a parent class is inherited by a child 
class. The syntactic definition of this service should 
be applied automatically to all inherited classes. 

Figure 3 illustrates the object model extracted from 
the example given. Observe that methods and alarm 
attributes can also be extracted. 

2.4. Object design 

Object design corresponds to the definition of 
syntactical behaviour of objects, that is, it defines 
objects faceplate and identifies graphical 
correspondence of attributes. Object design can be 
done after analysis of the main OPS describing the 
operational behaviour. 

Object window is composed by: 

• static description formed by the bitmap at the 
background plus references to static observable 
attributes; 

• dynamic description, which can be associated to 
observable dynamic attributes and 

• sensible field description, correspondent to 
controllable attributes. 

Implementation of each object faceplate and its 
behaviour can be done using one of the many tools 
for human-computer interface design. Unfortunately, 
most human-computer interface softwares for 
process control are still not object-oriented, and this 
represent a great difficulty in design. 

2.5. Display design 

Display design for supporting each defined 
operational sequence can be comprised by the 
analysis of the corresponding OPS. 
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Object: Injection Pump (instances: 215PIPA and 
215PIPB) 

Attributes: Classification: 

Maintenance Status 
Recomended 
maximum time of 
operation 

Total time on-service 

Time-on 
operational status 

controllable 
observable, static 

observable, 
dynamic 
observable 
controllable 

Methods: Set Maintenance 
Set Operational Status Open/Close 

Alarms: No pump available 
Pump does not respond to command 

Object: Recipe 

Attributes: 
volume of injection 

Classification: 
observable, static 

Methods: none 
Alarms: none 

Object: Timer 

Attributes: Classification: 

time-on controllable 
time remaining controllable 

Methods: Adjust timer 
Start 

Alarms: End of timing 

This can assure that every attribute needed to cope 
with the task is present in the same screen, reducing 
the need for navigation, which is the main (or maybe 
the only) drawback of computer interfaces for 
complex systems. 

When designing displays, one must go back to the 
instance definition in OPS. 

2.6. Evaluation 

After implementation of the prototype, operational 
appropriateness evaluation starts with the execution 
of primary sequences. 

An efficient measure of appropriate information 
grouping can be obtained by "electronic link 
analysis", which is the computing of how often an 
operator visit some window when executing a given 
task. 

3. CONCLUSIONS 

This paper presented APIIS, a method for 
systematically analyse and prototype human-
computer interface for interactive intense software. 

APIIS is very useful when there is a manual activity 
to be analysed. This is often the case of automation 
applications, specially when associated with human-
computer interface configuration software. 

Object: Valve (instances: HV-1401, HV-1402, HV-
1411,HV-1412) 

Attributes: Classification: 

operating status controllable 

Methods: set operating status open/close 
Alarms: valve does not correspond to command 

Object: Vessel 

Attributes: Classification: 

level value observable, 
dynamic 

Methods: none 
Alarms: level too high 

Fig. 3. Object model extracted from the OPS forms 
of the example. 

The method could be applied also if one is devising 
the system. In this case, the designer has to provide a 
task analysis as it "should-be" and be careful when 
evaluating operational appropriateness. 

Experiments realized with this method have shown 
that it is efficient in obtaining the information 
requirements for completion of each task. 

Incorporating time requirements in OPS is 
interesting to guarantee that the action can be 
performed in required time. 

Task description can be complex depending on the 
nature of the cognitive process involved. Analysis 
must also consider operation that requires 
interpersonal cooperation and concurrent operation, 
which requires parallel information processing by 
the operator. 

Presently, researchers at Escola Politecnica are 
presently working in the automation of this method. 
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Abstract: A Knowledge Based System (KBS) has to permit one or several users, 
generally not experts, to solve problems regarding human expertise. Current KBS 
development methods help designers to define systems which function correctly from an 
expert competence point of view, but which have important deficiencies from an 
interaction with users point of view. This paper presents the basis of a methodology 
which views at once a co-operative approach between expert, user, computer engineer, 
human factor specialist and knowledge engineer for developing acceptable, useful and 
usable systems. 
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1. INTRODUCTION 

At present, the problem for users and Knowledge 
Based Systems (KBS) interaction comes up in a 
crucial way since, among the available systems, few 
are actually used. Indeed, in most applications, KBS 
are only developed from expert knowledge, and end 
users are only considered during system integration 
within its environment (Mc Graw 1993). 

In the first part, knowledge acquisition will be 
presented as a model-building approach including 
both elicitation and analysis. Considering this 
approach, it may be pointed out that expert reasoning 
acquisition remains one of the prominent aims of 
knowledge engineers. However, our attention will be 
devoted most particularly to the participation of KBS 
users throughout the developing process. Actually, it 
has been demonstrated by many authors that by 
taking human factors into account and by setting a 
participation approach, KBS integration in the Man-
Machine system is thus made easier, thereby 
improving most pa r t i cu la r ly its opera t ive 
ergonomics. Therefore, in the second part, a system 
development cooperative methodology is proposed. 
The third part of this paper presents an industrial 
example about the use of this methodology. 

2. KBS METHODOLOGIES 

2.1. Knowledge acquisition 

The outcome of a Knowledge Based System (KBS) 
development project depends most of all upon the 
initial knowledge acquisition phase (Gaines and 
Shaw, 1993). As a matter in fact many studies have 
been aimed at improving knowledge acquisition 
process. Thus, knowledge acquisition no longer tries 
to be passed on direcdy from expert knowledge right 
to an implemented representation, but rather to 
formulate an intermediate expertise model, followed 
later on by its implementation (Johnson, 1988; 
Wielinga, et al., 1993). While knowledge elicitation 
techniques are now reported to be under control, the 
expertise modeling phase is still deeply complex 
(Krivine and David, 1991). 

Human sciences contribution is important to lead to a 
project which is aimed at modeling and broadcasting 
expert knowledge. Cognitive ergonomics which 
deals with the study of interactions between the 
human being and his environment, constitutes a 
preference inspiration source for designers. This 
induces to present cognitive ergonomics intervention 
within KBS development. 
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2.2. Cognitive ergonomics intervention 

Cognitive ergonomics intervention could be 
examined on different levels as displayed by the 
examples hereafter, according to acceptability, utility 
and usability criteria (Nielsen, 1993): 

•knowledge elicitation: the human factors 
specialist makes use of theoretical knowledge 
relative to mental processes as well as tested 
methods to report on the knowledge elicitation 
phase mainly resulting from work analysis 
methods (i.e. task and activity-based analysis). As 
regards this topic, currently active studies in 
cognitive sciences, but also in software and 
human engineering about human tasks analysis 
has been brought to the fore. Some graphical 
methods among the most famous and most used 
nowadays which are aimed at modeling them 
could be quoted: GOMS (Card, et al., 1983) and 
its recent variations (John, et al., 1994), 
SADT/Petri Network (Abed, et ai, 1991). Such 
methods are very useful in order to specify KBS 
which is actually centered on user's tasks, 
•ergonomie specification and evaluation of 
Man-Machine interfaces: during the interaction 
determination phase between KBS and its users, 
the human factor specialist is an essential 
contribution to their specification as well as to 
their evaluation. To illustrate this point, in the 
field of ergonomics literature, hundreds of 
recommendations are made, aimed at the 
improvement of Man-Machine interfaces (Smith 
and Mosier, 1986; Schneiderman, 1987; Brown, 
1988; Scapin, 1990). It may also be noticed that it 
is essential for ergonomie interface development 
to use a KBS potential user's model. Indeed, even 
though expert knowledge constitutes the KBS 
basis, it is nonetheless necessary to consider the 
subsequent use which will be made. This model 
will be found again in the methodology which is 
proposed below. Concerning KBS evaluation, the 
wealth of available methods should be stressed. 
Classifications of interactive systems evaluation 
methods might be seen (Wilson and Corlett, 
1990; Senach 1990; Sweeney, et al., 1993; 
Grislin, et al., 1993). 

• fo l lowing on-site installation: the human 
factors specialist should analyze the possible 
constraints resulting from KBS (i.e.: work 
organization and task divisions) to quote but a 
few of them and thereby should propose adequate 
improvements. The previously quoted task-
modeling methods will have a great importance 
since they will permit to compare a theoretical 
task model (which is defined during prior 
analysis) with a real model deriving from KBS 
user's activities. This comparison allows to 
enhance problems concerning its usefulness and 
usability (Abed, et al., 1991; Millot and 
Roussillon, 1991). 

Thus, this set of observations induces us to bring to 
light the dependency between the knowledge 

engineer and the human factor specialist. Indeed, the 
knowledge engineer together with the human factor 
specialist is to analyze the user's needs while taking 
the user's abilities and knowledge as well as the final 
system facilities and limits into account. 

3. INTERACTIVE METHODOLOGY FOR KBS 
DEVELOPMENT 

The proposed methodology is aimed at giving some 
answer elements to the sensitive problem concerning 
KBS integration within its operational environment 
while paying a great attention to put on to the end 
user's expectations. 

This methodology covering the whole KBS 
development life-cycle describes the necessary 
activities to define: 

• the expertise model to acquire and characterize 
expert knowledge. 

• the used model to take the user's needs into 
account in order to specify Man-Machine 
interfaces. 

• the organization model to take the final system 
operational environment into account. 

3.1. Tridimensional life cycle 

These three activities are integrated in to a life cycle 
which organizes the different KBS development 
phases, as shown in figure 1. This development is 
composed of the five following phases: 

• Problem analysis which leads to a list of 
requirements. This document, which is derived 
from the client's requirements, points to the 
problem to be solved and to expectations in terms 
of results too. 

•Specification which elaborates a detailed 
conceptual solution independently of any 
development means, based on the book of 
requirements. Specification is split up in three 
analysis facets: expert knowledge analysis, 
physical environment analysis, and used forms 
specification. The expertise model itself is 
completed by two models characteristic of system 
cooperation form with the user: the organization 
model and the used model. 

• The Design phase associates these three models 
with a view to describing future system 
functionalities, i.e. to identify the main 
knowledge modules and their inter-relations but 
also define the user's interfaces. 

• Implementation defines possible solutions from 
the organization and the real characteristics of 
software and hardware. Modules are gathered to 
build the final system. 

• Exploitation confronts system and maintaining 
operations which integrate debugging and 
concern KBS evolution too. 
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Problem clients 
needs 

experts 

' Τ 

Problem 
Identification 

Project 
Initialization 

list of 
requirements 

environment 
specification 

organization 
model 

system 
skeleton 
design 

system 
skeleton 

^Implementation) (implementation) 

system 
modules 

interfaces 
modules 

INTEGRATION 

KNOWLEDGE BASED SYSTEM 

Caption 

Μ competencies in r—| competencies in ^ J j competencies in 
™ knowledge engineering — computer science cognitive ergonomics 

Fig. 1. Tridimensional life cycle 

Validation is made all along the life cycle and 
constitutes by itself a current research topic 
(participating process, prototyping, analytical 
evaluation methods,...). Cf CACM (1993). 

As shown in figure 1, KBS development requires 
three types of competencies marked in cycle by 
columns with different gray hues: 

• Competencies in knowledge engineering to 
elicit and analyze expert knowledge in order to 
build a knowledge base. 

• Competencies in cognitive ergonomics to take a 
future used system into account. 

• Competencies in computer science to allow 
KBS kernel elaboration and system integration 
within its physical environment. 

3.2. Actors involvement in life cycle 

KBS development now requires the participation of 
actors with varied competencies and interests instead 
of two main interveners like before (expert and 
knowledge engineers). More particularly, experts and 
knowledge engineers, users and human factors 
specialists as well as computer engineers are 
concerned in turn during the different life cycle 
phases (figure 2). 
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developments. /f^J&Jtë 4 % ^ , 

Problem 
identification • 0 • • • 
Specification • 0 • • • 

Design Ο • • ο Ο 

Implementation 
ο • 0 ο ο 

Exploitation 
0 • Ο • • 

φ Main contribution 
driving force role 

Q Minor contribution 
participating role 

Ο To be informed 

Fig. 2. Actors and life cycle phases 

In KBS development, three types of specialists may 
be distinguished: 

• The knowledge engineer who competencies are 
close to human sciences (psychology more 
particularly) elicits and analyses expert 
knowledge, and elaborates models. 

• The computer engineer, who masters computer 
and artificial intelligence techniques, defines 
trends for physical development and concretizes 
system by implementing different modules. 

• The human factor specialist who analyses 
and/or anticipates user-system interactions forms, 
analyses the user's needs, follows their evolution 
and manages adaptations until the exploitation of 
the system. 

In order to evaluate this tridimensional life cycle, this 
methodological framework was tested on a real 
application. 

4. INDUSTRIAL APPLICATION 

During its activities, the L.A.M.I.H., in collaboration 
with the SOLLAC steel works in Dunkirk and the 
IRSID (Institut de la Recherche et de la Sidérurgie 
Française), developed a knowledge based system 
dedicated to help with the diagnosis of defect causes 
on steel rails (blooms) and plates made in the 
steelworks (Benkirane, etaL, 1991). 

The setting up of continuous casting of steels 
produces blooms, about ten meters long, about one 
large and half a meter thick, from melted steel 
(figure 3). These blooms are later re-used through a 
rolling mill with the aim of transformating into plate. 

This type of installation can be the cause of quality 
problems. Indeed, according to bloom format, 
melting steel quality, process supervision parameters, 
the users are sometimes faced with an epidemic 
occurrence of surface aspect defects or/and inside the 
blooms. The latter, observable on blooms or revealed 

fig. 3: Bloom and plate fabrication process 

on plates after lamination, impair the productivity 
(repairs on blooms and/or plates, scraps, manufacture 
stimulation ...) and come from causes sometimes 
difficult to identify. 

The main difficulties met to make a diagnosis result 
from the gigantism of the installations and from the 
wide range of semi-finished products. These various 
expert's factors in front of a very large quantity of 
information, widely spread in time and space. It is in 
this context that the LAMIH, with the help of experts 
in continuous casting from the SOLLAC steel works 
in Dunkirk and the IRSID, designed and devised the 
"COCCINELLE" system. 

KBS development follows the sequence of phases 
shown on figure 1. This article focuses on the 
specification phase with the expertise model 
elaboration, the used model and the organization 
model. 

4.1. Expertise Model 

Expertise model framework is based on KADS 
model (Wielinga, et al., 1993) which considers some 
differentiation between knowledge types according 
to three levels: 

• Domain level contains domain elements which 
are concerned by the problem. 

• Inference level describes the functional point of 
view about domain knowledge. 

•Task level specifies goals and the way to 
organize and control reasoning steps to reach 
these goals. 

The obtained model simultaneously contains a 
problem solving method specification as well as a 
domain knowledge organization, which depends on 
their functions in the solving process. 

In the COCCINELLE application, expert reasoning 
is performed through three steps which are enhance 
in the inference structure presented in figure 4: 

• The first one identifies the population at the 
origin of the crisis (component) from the noted 
defect (problem) 
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Fig. 4. "Diagnostic cause" inference 

• The second one specifies the crisis characteristic 
clues (symptoms) 

• The third one generates a list of probable defect 
causes (diagnostic). 

4.2. Organization Model 

The organization model specifies the system 
function, how it is split up into tasks and sub-tasks 
by experts. The SADT method (Structured Analysis 
and Design Technique) (Ross 1977) is an important 
contribution for elaborating this model. On the one 
hand it represents system functional hierarchies and 
data flows. On the other hand it simplifies 
communications between the expert, the knowledge 
engineer and the computer engineer. 

Syucm 
modd 

τ I 

rjftxaxacs 

ÜIAUNU/Ü 
DEFECTS 
CAUSES 

y t k \ ψ\ \ 

f modale module \ 

Fig. 5. Actigram of the first two application levels 

The actigram in figure 5 describes a global system 
function and its decomposition into three sub-tasks. 
It permits to: 

• Distinguish different modules which split up the 
system. 

• Clearly visualize tasks management. 

• Point out the user's type for the main system 
tasks. In the example, in order to realize detection 
and crisis description tasks, the consultant has to 
be an expert. Effectively, expertise lies in the 
choice of significant rates to characterize the 
crisis. 

• Present technical constraints of system 
integration within its environment such as the 
necessary link between system and site 
production data and the requirement to dispose of 

reference thresholds which are characteristic of 
firm know-how. 

4.3. Use model 

Expert knowledge makes up KB S base but does not 
generally take use into account. A cognitive 
approach, similar to expert knowledge elicitation, 
allows to consider users' needs. 

The cognitive ergonomics role is to disclose 
knowledge about users' needs and describe 
knowledge domain and expertise level from the 
user's point of view. User activity analysis takes 
human factors into account in order to characterize 
working habits, users' needs and technical 
constraints. The simulated expert's and user's 
problem-solving, for instance with the "wizard of 
Oz" technique (Salembier 1991), generates dialogues 
which are recorded and then analyzed. The 
knowledge engineer, in collaboration with the expert, 
is thus able to propose situations bringing problem 
types into play. Then, the human factor specialist 
studies interactions and assistance types. 

Scenario-simulation has the advantage to elicit 
information for both user and expert From the user's 
point of view, simulation permits to study needs in 
terms of information type and nature and to specify 
his competence and understanding levels in a given 
domain. From an expert's point of view, simulation 
enhances the aid type which is introduced by the 
expert in problem solving task sequences according 
to the simulated problems and the explanation levels 
the expert brings either to guide solving methods, to 
give precision about solving or to clarify 
misunderstanding points. This simulation gives 
occasion for the knowledge engineer to evaluate 
knowledge level differences between expert and 
user. 

Elaborate used model consists in rationalizing and 
organizing the obtained results during simulation to 
describe the way by which a end-user has to 
represent himself system functioning. To be 
consistent with expertise model, used model has to 
keep the same organization, i.e. KADS formalism: 

• the domain level puts in relation the user's 
domain knowledge with the expert's (user's own 
terminology, synonymous, data presentation 
symbolic such as textual comments, graphical 
objects,...). 

• The Inference level describes the modifications 
to be brought to expertise model inference level 
in order to take the user's competencies and goals 
into account. 

• The Task level takes the user's competencies 
into account and navigates within the previous 
level. Each task is described with its goal, its 
control and presentation constraints. The 
explanations about decision-making and obtained 
results after the solving phase are conceivable at 
this level. 
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5. CONCLUSION 

In synthesis, a KBS development methodology is 
proposed here, not involving expert reasoning but 
also: 

• Taking the final system operational 
environment into account. 

• Setting up a coherent dialogue with the user by 
using particularly suitable vocabulary. 

• Generating explanations suited to different 
types of users. 

Thus, KBS development should take knowledge 
engineering into account as regards knowledge 
acquisition as well as cognitive ergonomics as for the 
final system adaptation to the user. In both 
disciplines, the former conditions KBS quality while 
the latter is essential for the acceptance of the system 
by the user. 

COCCINELLE is now used in industrial 
environment. This shows the system responds to the 
user's expectations and that our co-operative 
methodology which is the base of COCCINELLE 
development is validated. 

REFERENCES 

Abed, M , JM. Bernard and J.C. Angue (1991). Task 
analysis and modélisation by using SADT and 
PETRI networic. Tenth European Annual 
Conference on Human Decision Making and 
Manual Control. Liege, Belgium. 11-13 
November. 

Benkirane, M., M. Duribreux, and B. Houriez 
(1991). Methodological knowledge elicitation 
approach: application to the design and 
realization of a knowledge based system 
dedicated to the technical diagnosis. 3 rd 
European Conference on Cognitive Science 
Approaches to Process Control. Cardiff, 2-6 
September. 

Brown GM. (1988). Human-computer interface 
design guidelines. Norwood, NJ: Ablex. 

Card, S X . , T.P. Moran and A. Newell (1983). The 
psychology of human-computer intemctbn. 
Hillsdale, NJ: Erlbaum. 

CACM (1993). Special issue about Participatory 
Design. Communication of the ACM, 36 (4), 
june. 

Gaines B. and MJL.G. Shaw.(1993). Eliciting 
knowledge and transferring it effectively to a 
knowledge-based system. IEEE Transactions 
on knowledge and data engineering. 5 (1) p4-
14, February. 

Grislin M., C. Kolski and J.C. Angue (1993). 
Towards an Organization of Man-Machine 
Interface Evaluation Techniques using a 
Usability Criteria Grid. ΧΠ European Annual 
Conference on Human Decision Making and 
Manual Control, University of Kassel, Kassel, 
Germany. June 22-24. 

John, B JE., A.H. Vera and A. Newell. (1994). 
Towards real-time GO MS: a model of expert 
behaviour in a highly interactive task. 
Behaviour and Information Technology, 13 (4), 
pp. 255-267. 

Johnson, NJE. (1988). Knowledge elicitation for 
second generation expert systems. Proceedings 
of the 2nd european workshop on knowledge 
acquisition for knowledge based systems. 

Krivine, IP. and J.M. David (1991). L'acquisition 
des connaissances vue comme un processus de 
modélisation: méthodes et outils. In: 
InteEectica, 12, pp. 101-137. 

Me Graw KJL. (1993). User interfaces for 
knowledge-based systems Design and 
evaluation. Ellis Horwood. 

Millot P. and Roussillon E. (1991). Man-Machine 
Cooperation in Telerobotics: Problematics and 
Methodologies. Second France Israël 
Symposium on Robotics, Institut National des 
Sciences et Techniques Nucléaires, Gif sur 
Yvette, April. 

Nielsen, J. (1993). Usability engineering. Academic 
Press.Ross D.T. (1977). Editorial-Reflections 
on requirements. In: IEEE Transactions on 
software engineering. , 1, pp. 2-5. 

Ross, D.T. (1977). Editorial- Reflections on 
requirements. IEEE Transactions on software 
engineering. , 1, pp. 2-5. 

Salembier P., (1991) Le magicien d'Oz: une 
technique de simulation et d'investigation des 
situations d'interaction avec un système 
"intelligent". In: Designing for everyone (Y. 
Quéinnec & F. Daniellou, Eds), vol. 1, Paris. 

Scapin D. (1990). Organizing human factors 
knowledge for the evaluation and design of 
interfaces. International Journal of Human-
Computer Interaction, 2 (3), pp. 203-229. 

Schneidennan B. (1987). Designing the user 
interface: strategies for effective human-
computer interacnon. Reading, MA: Addison-
Wesley. 

Senach B., (1990). Evaluation de l'ergonomie des 
interfaces homme-machine: du prototypage aux 
systèmes experts. Actes du Congrès ERGO-IA 
'90: Ergonomie et Informatique avancée, 
Biarritz, Septembre. 

Smith SI , , and J.N. Mosier (1986). Guidelines for 
designing user interface software. Report EDS-
TR-86-278, The MITRE Corporation, Bedford, 
MA. 

Sweeney, M., M. Maguire and B. Shackel (1993). 
Evaluating user-computer interaction: a 
framework. Int. J. Man-Machine Studies , 38, 
pp. 689-711. 

Wielinga BJ., W. Van D e Velde, G. Schreiber and 
S.H. Akkerman (1993). Towards a unification 
of knowledge modeling approaches. In: Second 
generation expert systems, (David J-M., 
Krivine J-P., Simmons R Eds), pp.299-335, 
Spronger-Verlag. 

Wilson J.R and Corlett EN. (eds.) (1990). 
Evaluation of human works: a practical 
ergonomics methodology. Taylor & Francis, pp. 
890. 

460 



Copyright © IFAC Man-Machine Systems, 
Cambridge, Massachusetts, USA, 1995 

HUMAN-COMPUTER INTERFACE EVALUATION IN INDUSTRIAL 
COMPLEX SYSTEMS: A REVIEW OF USABLE TECHNIQUES 

Martial GRISLIN, Christophe KOLSKI and Jean-Claude ANGUE 

LAMIH, URA CNRS 1775, University of Valenciennes 
BP 311- 59304 Valenciennes, FRANCE 

e-mail: grislin @ univ-valenciennes.fr 

Abstract: In industrial complex systems, a human-computer interface can be composed 
with hundreds of graphic screens and thousand variables. Human tasks are complex; 
HCl evaluation in this application field is difficult. During many interface developments, 
evaluation is often neglected by lack of knowledge about the existing techniques. 
Several techniques exist and may be used. The paper is focused on expert-based and 
analytical evaluation techniques usable in this field. 
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1. INTRODUCTION 

Contemporary literature mentions many techniques 
and tools for the evaluation phase —a crucial problem 
for the development team. Indeed many human-
computer interface evaluation techniques are 
available today, and it is difficult to choose those 
really suitable to a particular situation. Moreover, 
their use is a long and difficult task requiring 
expertise and patience. In this context, our objective 
consists in studying and organizing the techniques 
that can be used for supervisory control systems with 
several human, ecological, economical and/or 
technical constraints. We are interested in graphical 
human-machine interface used in a control room to 
resolve complex problems in a dynamic situation. In 
the first part, this paper describes briefly the 
evaluation principle and properties, and the usability 
target data to be collected. In the second part, on the 
basis of a review of evaluation techniques, a set of 
usable human-machine interface evaluation 
techniques in industrial complex systems are 
identified and commented. This paper is focused on 
expert-based and analytical approaches. 

2. EVALUATION PRINCIPLE 

Usability evaluation aims at assessing the operator's 
ability to carry out his task. Senach (1990) explains 
that every evaluation consists in comparing an 

evaluation properties 
basic data to be collected 

data collecting techniques 5 1 
SYSTEM TO BE EVALUATED 

; sub-system n j 

observed 
model 

\ 
L reference 

model 

interface appropriateness 
level to answer to the 
requirements 

Human-Machinej 
Interface model 

Fig. 1. Evaluation principle 

observed model of the system to be evaluated with a 
'reference model' (fig. 1). In interactive software 
evaluation, the reference model can be based on 
usability standards or guidelines. During the 
development of HCl for the supervisory systems this 
evaluation based on a comparison is not easy. The 
two models (the observed one and the reference) 
provide a global model of the human-machine 
interaction. The observed model comes from design 
methods or from empirical evaluation. The reference 
model comes from task analysis methods, i.e., human 
oriented design. This evaluation principle helps the 
development team and enables to take into account 
the usability guidelines during the cycle. The 
realization and the validation of used models are the 
main difficulty in providing good evaluation. These 
descriptions are formal models of the dialogue 
between the human supervisor and the machine. 
Another important difficulty concerns the availability 
model: formalizing the man-machine interaction is 
not easy and there is often a gap between theory and 
reality. The problem is to know whether one can trust 
an evaluation based on a representation that may not 
reflect reality. The choice of a HMI model for 
evaluation is determined by the context. Thus the 
selection of adequate properties to evaluate quality 
depends not only on the evaluation objectives but also 
on the operators' characteristics and on the task 
requirements. The range of functions and the user-
friendliness of an interface are significant properties, 
defined in the terms utility and usability. Utility 
determines whether the interface enables the user to 
achieve his goals, in terms of functional abilities, 
performance and aid quality. Usability describes the 
quality of the interaction between human and machine 
(ease of learning and use) and reflects the consistency 
of the design. 
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_ subjective pleasing 

Fig. 2. Principal evaluation data (Nielsen 1993) 

An analysis of the interface and the interaction brings 
to light a set of target variables, i.e., basic data to be 
collected. There are two families of principal 
variables: a social and a practical acceptability (fig. 
2). This second class includes current production, 
cost, reliability constraints, and usefulness of 
interface. Utility and more particularly usability is 
located in this criterion. Contemporary literature 
offers numerous usability and ergonomie 
recommendations: guidelines or standards. They can 
be used during evaluation as usability criteria to 

Table 1 Evaluation usability criteria, basic criteria in 
bold and numbered (Bastien and Scapin 1993) 

Criteria Principle and objective 

Guidance facilitates discovery and usage by helping the user 
to identify further states and actions possible. Prompting 
(CI): provide guidance about what the user can do. Group-
ing of items by localization (C2): relationships between dis-
played information (organizing items into hierarchic lists, 
distinct areas, etc.), and Grouping of items by format (C3): 
distinguishing between functional areas, distinctive label of 
categories, color coding, etc. Immediate feedback (C4): 
results of users' action. Clarity (CS): facilitate legibility 

Workload concerns all interface elements that play a role in 
the reduction of the users' perceptual or cognitive load, and 
in the increase of the dialogue efficiency. This criterion in-
cludes two first areas. Concision (C6): individual items 
(data, commands, etc.) use the shortest possible items to be 
entered by the user (short items); and Minimal actions (C7): 
set of items (procedures) for which it is suggested to allow 
only the shortest, most necessary action. The third area is the 
Mental load (C8) or information density. It concerns the 
users' workload from a perceptual and cognitive point of 
view regarding the whole set of information presented. 

Explicit Control in user entries favors focusing on the user's actions 
control and therefore limits ambiguities and errors. Two sub criteria 
C9 CIO are defined. Explicit actions (C9): unambiguous user speci-

fication of an action or set of action; and User control (CIO): 
allow processing of only what the user is asking for. 

Guidance 
C1C2C3 
C4C5 

User 
workload 
C6C7C8 

Adaptabili The adaptability of the system refers to its capability to be-
-ty have contextual and according to the users' needs and prefer-
Cl 1 CI2 ences: provide various ways for the user to interact One gen-

eral aim is Flexibility (Cll): the capability of the interface to 
adapt to various user actions. One more specific aim is flexi-
bility applied to users' experience, that is, Users' experience 
management (C12). 

Error The aim is to avoid errors as much as possible. When errors 
manage- occur, identify the error(s), its location, and means to correct 
ment the error(s). Error protection (C13): means available to de-
C13 C14 tect and prevent data entry errors, command errors, or actions 
CI5 with destructive consequences. Quality of error messages 

(C14): phrasing and content of error message, their rele-
vance, readability, and specificity about the nature of the er-
rors (syntax, format) and the actions needed to correct them 
Error correction (C15): means available to the users to cor-
rect their errors. 

Consisten- Consistency refers to the way interface design choice (codes, 
cy naming, formats, procedures, etc.) are maintained in similar 
(C16) contexts, and are afferent when applied to different contexts. 

It concerns location (similar window location, message area 
location), format (similar screen formats), syntax, procedures 
(similar order in command language syntax, and procedures 
for menu selection), naming (similar naming of commands or 
menu option, abbreviations, and labels). 

Signifi- It concerns the association between an individual term and/or 
ance of sign (label, command, etc.) with its reference. Codes and 
codes names are significant to the users when there is a strong se-
(C17) mantic relationship between such codes and the items or ac-

tions they refer to. Not the coding related to the distinction or 
grouping of several items belonging to the same class. 

Compati- Compatibility refers to the match between users' 
bility characteristics (memory, perception, customs, skills, age, 
(C18) expectations, etc.) and task characteristic at the one hand, and 

the organization of the output, input, and dialogue for given 
application, on the other hand. It's also concerns the 
coherence between environments and between applications. 

observe or measure. Relying on several works, 
Bastien and Scapin (1993) discussed a set of criteria 
and sub-criteria that take into account such 
recommendations (table 1). The whole criteria help 
the evaluation team to estimate the interface usability 
quality and to make the necessary decision 
concerning modification and/or improvement. 

3. REVIEW OF USABLE EVALUATION 
TECHNIQUES 

HCl evaluation depends on the characteristics of the 
situation to be evaluated. When the interface to be 
evaluated exists, user behavior data analysis methods 
are recommended. Data are collected with 
observations or measures on real site or on laboratory. 
Those methods consist in realizing usability tests with 
real users or selected subjects for experiment. This 
evaluation type is realized a posteriori on an already 
used interface or a prototype. It provide opinion about 
their use. In this first case, several methods and 
techniques exist. They can be classified into three 
approaches (fig. 3): (1) empirical approaches, (2) 
observing approaches, (3) expert-based approaches. 
When the interface to be evaluated does not exist, 
analytical methods can be used. They allow an a 
priori analysis, i.e. provide an interface valuation 
before his real use. In this second case, the 
corresponding techniques can be classed into two 
approaches (fig. 3): (3) some expert-based approaches 
(already cited above), (4) analytical approaches. 
Analytical evaluation allows to describe an interface 
that responds to the operator requirement in terms of 
utility and usability. It takes into account the human 
oriented design recommendation and can be 
supported by an appropriate architecture of human-
machine dialogue. Those methods can be used during 
interface specification and design, to check a priori 
the proposed interface usability quality. The usable 
techniques or tools for human-computer interface 
evaluation come from various fields, such as software 
engineering, knowledge elicitation, ergonomics 
studies or psychology. Many methods exist. This 
classification synthesizes some evaluation studies 
(Maguire and Sweeney, 1989; Senach, 1990; 
Whitefield et al, 1991; Balbo and Coutaz 1992), with 
an update. We take into account only those usable for 
complex systems. We used those techniques currently 

(1) Empirical approaches 

Use diagnosis 
jCauses tree 

.Expertise collection 
Critical incidents 
^Questionnaires 

„Monitoring 

Workload evaluation 
Subjective scale 

Physiological measure 
Performance measure 

Normative model 

Design test 
Prototyping 

- Final test bench 

Ç.) Observing approaches 
Wort recors (on paper) 

.Observe by video recording 
.Protocol analysis 

_Eye movement recording 

(3) Expert-based approaches 
Analyst's experience 

Human expertise 
Evaluation grid 

(4) Analitycal approaches 
Prediction formal model 

Task model 
.inguistic model 

Quality formal model 
.Cognitive complexity model 

Displays quality model 
This paper is focus 
on these techniques 

Fig. 3. HCl evaluation techniques classification 
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in real and/or simulated industrial situation (chemical 
process, nuclear, automobile and rail transport, sub-
marine...). This paper is focused on our last research 
in evaluation: an expert-based and an analytical 
approach. The next sub-section gives a short 
discussion about the techniques of other approaches 
(for more details, see Kolski, 1993). 

3.1 Empirical and observing approaches 

Empirical approaches consist in measuring 
representative users' performance with experimental 
methods and tools. The information from Use 
diagnosis technique facilitates design and 
improvement decision making. But, they do not take 
into account the temporal evolution of the system and 
the identification of the failure sequence is difficult 
for complex interactive systems. The Workload 
evaluation is based on the user's cognitive work 
observation. This qualitative or quantitative 
measuring of the user's activity contributes to the 
usability evaluation in line of the interactive system. 
Several methods and techniques are proposed 
(Wierwille and Eggeneier, 1993). The analysis of 
those methods leads to the conclusion that workload 
evaluation may be based on the use of several 
indicators: (i) a description of the user's work gives 
information about their different strategies, (ii) a 
subjective scale give a reference evaluation of the 
mental workload, and (iii) a physiological indicator 
informs of the user's capability and his vigilance 
level. Several recent works, in the LAMIH, devote an 
important development in a temporal model based 
method (Berger et al 1989; Riera and Grislin 1995), 
and an eye scanning movement measure (Simon et al. 
1993). The Design test methods realize an evaluation 
with an iterative cycle during the whole design 
process. At every development step, the interface is 
tested which generate modification, then tested in a 
new version, and so on until it is satisfactory. This 
evaluation engineering is very interesting for process 
control. It permits to take automatically into account 
the criteria and constraint related to the process 
control (production, economy...). But, those methods 
imply the use of a powerful and realist simulator, that 
is very expensive. Observing approaches group 
methods only based on the observation of specific 
aspects concerning the HCl. It consists in collecting 
representative data of the interaction, and to analyze 
those user activity traces. The collected data describe 
the event occurring during the user's activity: failures, 
orders modifications, stopping, takeoff, errors and 
correction actions, etc. In the supervisory of an 
industrial complex system with graphical aids tools, 
the operator uses mainly his visual sense. In this case, 
analysis of eye scanning movement is logically 
integrated in an evaluation process. This technique is 

Table 2 Expert-based approaches 

Techniques References Usability criteria 

Analyst's 
experience 

Sperandio, 1991 

Human Moliche/a/. 90 every criteria 
expertise 
Evaluation 
grid 

Smith and Mosier, 1986; 
Ravden and Johnson, 1989 

every criteria 

usable in parallel of other analysis tools. Eye 
movement record is used in the LAMIH for the task 
analysis in the interface specification and/or 
improvement (Abed, 90). 

3.2 Expert-based approaches 

More often, the HCl evaluation requires an expert 
analysis. Expert-based approaches consist in 
comparing the interface with a human-computer 
interaction informal model (table 2). The Analyst's 
experience consists for the analyst in replacing the 
operator in his job. This technique let us see the 
difficulties met by the user. It is recommended for a 
simple task (office automation), but can rarely used 
when the task is complex. In a control room, this 
method raises a huge problem: it is not possible for 
the evaluator to use the supervisory system in line. 
The type of evaluation more currently used is the 
Human expertise. It is efficient and simple to 
organize for a rapid diagnosis of design errors. Every 
criterion is concerned as human-factor experts have to 
be able to use them. But this type of method is based 
on an individual reference model acquired with 
experience. Every specialist is focused on specific 
characteristic of the interface and bases his evaluation 
on his personal model. To get a more exhaustive 
approach of the H Q problems and to avoid a focusing 
error, it is necessary to take several different 
specialists, and therefore it implies an important cost, 
the Evaluation grid is very interesting for the 
measurement of the interface usability. This technique 
has to take into account every characteristic of the 
interface (an exhaustive list of criteria). It obtains an 
excellent result for a comparative evaluation of 
interfaces and prototypes. A, evaluation grid is usable 
by designers, human factor specialists, and sometimes 
by the final users. But they are difficult to understand 
for non-expert of human factors: recommendations 
are subjective and/or can be interpreted differently, 
and the notation is difficult to analyze. The grid is 
more adapted for a human-factor expert because they 
have already a mental model of the user's work. 

3.3 Analytical approaches 

Analytical approaches consist in realizing the 
evaluation with a model of the interface or of the 
human-computer interaction. So, it is necessary to 
identify the pertinent variable, according to the 
evaluation objective and the task requirement (utility 
and usability). Then, the collected data analysis 
require measurement scale to be used during the 
comparison (a, exploitable and objective notation). 
Results may be integrated into a global appreciation 
of HCl. Those approaches use formal models and 
objective metrics. The models are used to predict 
some aspects of the interaction: task hierarchy, 
developing of the user action, time... The metrics 
allow to measure with objectivity some quality aspect 
of the interaction: consistency, compatibility with the 
mental scheme of the user, display quality... Those 
abstract representations allow to predict the 
performance of the system, which cannot be obtained 
with empirical approaches. 
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Predictive formal model: The human task modeling is 
particularly important if it facilitates the 
communication between the different agents of the 
development team: showing the user's assistance 
requirements, choosing the different aid's function... 
The modeling can be realized with different type of 
description. That model is based on a goal, sub-goal 
description (fig. 4). Table 3 lists the most known ones 
among those which are usable for interactive 
applications. 

Different levels 

Table 3 Example of predictive formal model: 
task and linguistic model 

elementary goal 

Fig. 4. Task description as a goal sub-goal hierarchic 

Task model. The task models consist in a hierarchical 
decomposition of task in order to formalize the 
cognitive activity of the user. In this type of model, 
the task is decomposed through a refining process 
starting from global task or from elementary task 
(descending and ascending analysis). The analysis 
provides a formal support for the predictive 
evaluation of the performance (a measurable 
description of the user's behavior). H T A is a 
hierarchical model of the user's task. Every task 
corresponding to a planning, a sequence (or a 
procedure), can be described for example with a petri 
net and execution conditions. G O M S predicts the 
length of the task realization, and describes the choice 
of methods. With its formal approach, GOMS has 
opened some interesting perspectives and has lead to 
defining of other models (e.g., KLM). The first 
version of that model was validated for very simple 
tasks (office automation). But this model is limited 
because it takes into account neither the user's errors, 
nor the resolution of the problem. This limitation does 
not allow its direct using for the prediction of the 
user's efficiency when he realizes a complex task. But 
we can note that a recent validation of highly 
interactive behaviors has been realized with an 
extended model tell CPM-GOMS based on a critical 
path method (Gray et al. 1993). The INRIA 
laboratory has developed the M A D method to 
facilitate the user's task description. The obtained 
task model shows the difference between functional 
logic and using logic. The user's characteristic is 
taken into account rather than the application 
functioning logic and than the computer constraint. 
This approach is very interesting, but there are some 
limitations. The interruption of the activity is not 
visible in the description The human errors and/or 
procedures are not taken into account in the 
description. Note that this formalism may be 
improved in the new version of MAD. Therefore 
some research in the LAMIH has developed a method 
based on SADT and Petri networks. In this method, 
SADT formalism realizes the functioning 
decomposition with a top down and a hierarchical 
point of view. Every module was structured according 
to the SADT diagram decomposition. In the end of 

Techniques References Usability criteria 
HTA AnnctetaL, 1971; Stammer 

etal. 1990 
C1C7C8C11C12 

GOMS 
KLM 

Card et al, 1983; Irving et 
al. 1994 

C1C7C8C11C12 

MAD Scapin and Pierret-Golbreich, 
1989 

C1C7C8C11C12 

SADT-Petri 
orTOOD 

Abed, 1990; Mahfoudi etal, 
1995 

SADT:C1C7C8C11 C12 
Petri:C4C9C10C13 

AJLG Reisner, 1984 C1C7C8C11C12 
CLG Moran, 1981 C1C4C8 C9C10C12 

C13C15C16C18 
TAG et 
ETAG 

Payne and Green, 1986; 
Tauber, 1990 

C1C7C8C11C12 

these functioning decomposition phases, the decision 
behavior is described using synchronized petri 
network. The obtained model is next used during the 
usability evaluation for the user's activity analysis. 
This method has recently evolved with TOOD: Task 
Object Oriented Description (Mahfoudhi et al. 1995). 

Linguistic model: The linguistic model can describe 
the interactive task between the user and his interface, 
in order to evaluate the command language and its 
consistency. Those models explain the human-
machine interaction structure with a grammar. For 
instance, A L G proposes to describe the interface 
procedures used with production rules. But with the 
hierarchical description only, this grammar neither 
shows the relationship between the display, nor the 
dynamic of dialogue. C L G is a design oriented 
approach, usable also for the evaluation. The task 
description is transformed into a set of models 
realized on six levels: task and semantic for goals and 
sub-goals , syntax and interaction for the 
communication between the user and the system, 
presentation and input-output unit for physical 
component. This formalism allows to locate where 
the evaluation decision was critical for the user. For 
example: the interface efficiency is measured with an 
estimation of the action speed or the apprenticeship 
duration. T A G model describes the mental 
representation of the interaction language. The task is 
broken up into simple routine sub-tasks (or action) 
which the user can execute without decision making. 
But TAG is limited to simple tasks, i.e., the 
description of specific system function. There is no 
relationship between the different simple tasks into 
the upper levels. 

Conclusion. This hierarchical description of the task 
in elementary sub-tasks shows the abilities and the 
information necessary to the user. Tasks are 
structurally split up to describe the parallelism and the 
sequential ordering of the procedure. Today, this type 
of model is in evolution and can be used for design 
test in the place of empirical studies with prototype. 
But they limit the evaluation because they predict 
only the user's performance corresponding to the 
defined or analyzed model. For a simple task, the 
linguistic models give a good result. But after our first 
tests for interface evaluation in a complex industrial 
system control, those models don't give any more 
information than task model. The hierarchical aspect 
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of the interaction is to be keep. The description of the 
human-machine dialogue as a software language 
(interesting for automation) help to detect some 
problem: consistency, interaction difficulty, 
compatibility of the apprenticeship. But some 
research might be developed to make them valid. 

Quality formal model: The quality formal models 
concern the measurement properties of the interface 
in a more practical view than the above model. They 
are currently based on a usability and ergonomie 
knowledge base. Table 4 lists some of them, non-
exhaustively. The display evaluation of interactive 
system is based on the principle that some problems 
occurring during the use can be avoided a priori. 
The first type of automatic evaluation systems can 
analyze static information presentation. The Display 
analysis program measures the quality of 
alphanumeric language exclusively. The prototypes 
SYNOP and K R I / A G evaluate, respectively, the 
industrial mimic displays and the dialogue interfaces 
in a graphical environment. SYNOP modifies directly 
the screen, and KRI/AG provides a usability 
recommendation written like comments in textual 
reports. These two tools are limited: display 
assessment one to one without global view, non-
fulfilment of the knowledge base. KRI/AG system, 
more recent, interprets the standard UIL format (User 
Interface Language). This characteristic is very 
interesting for an automatic evaluation, and can be 
integrated in a future evaluation tool. This first type 
of approach shows the possibility to automate the 
many design guidelines currently proposed in a 
daunting presentation (manual and guide on paper). 
Other automatic evaluation system based on 
knowledge base are able to generate the interface or 
specification. From a description of the system, that 
method aims at obtaining a display respecting basic 
recommendation. APT is too limited for industrial 
interface design because it can only represent and test 
static numeric data. The Perlman program can 
describe the display structure in different abstraction 
levels. The aspect link to the presentation are 
formalizes as a network, with relationship between 
the display structural properties and presentation 
rules. This type of approach is too limited as a design 
help of the aspect based on the presentation, without 
analyzing the use, nor the dynamic. Today, the 
automatic interface generator might concern the 
dynamic evaluation of the HCL Ergo-conceptor, 
developed on the LAMIH, is based on the description 
of the application (i.e., an industrial system to be 
supervised). This tool assists the designer with some 

Table 4 Example of quality formal model: 
display quality model and automatic generation 

Techniques Reference Usability criteria 

Display Analysis 
Program 

Tullis, 1986 C2C3C5 C8 

SYNOP Kolski, and Millot, 1991 C2C3 C5 C8C16 
KRI/AG Lowgren and 

Nordqvist, 1990 
C2C3C5 C8C16 

APT Mackinlay, 1986 C2C3C5C6 C8C16C18 
Data structure Perlman, 1987 C2C3 C5 C6 C8C16C18 
Ergo-conceptor Kolski and Moussa, 1991 C2 C3 C5 C6 C8 C16 C18 

proposition of representation mode, supposedly 
adapted to the control task. The designer can choose 
directly that prescription and generates interactively 
the different mimic displays. This type of evaluation 
systems are interesting because they can automate 
several designs and realization steps. But there are 
also some problem: non-fulfilment of the knowledge 
base, difficulty to realize a good description of the 
application. 

Conclusion: Nowadays some researches are still 
carried out about some of the models which can not 
directly be used for an evaluation in an industrial 
situation. Their using demands an important and long 
formalism work and very little information was given 
about the method to realize the test during design. An 
other important point is that an evaluation tool of HCl 
can not be limited to an evaluation of exclusively 
every usability aspect. It might estimated the 
advantages and weaknesses. The analysis might 
concerns the input and output command language, 
and the screen organization. The different works 
presented in this section suggest that it is difficult to 
develop a tool able to evaluate every interface. A 
really satisfactory tool must be constituted on an 
evaluation environment. 

4. CONCLUSION 

Many HCl evaluation methods and techniques exist. 
Therefore some of them are usable for human-
machine interface used in simple task (e.g., office 
automation). For several years, we have been testing 
some of those methods in industrial situations. The 
empirical, observing and expert-based approaches 
give relatively good results (of course some adjusting 
is still needed). The realization of a controlled 
experiment and the recording, and then the data 
analyses take a very long time. It is currently non-
compatible with the time requirement and delay of the 
system development. And moreover, the final users 
are rarely available or accessible, and the designers 
are not already convinced of the utility of those early-
tests. In fact, the evaluation is considered more as a 
corrective function than as a generative information 
source for a design solution. Concerning the 
analytical approaches, someone of them raise a 
problem because of the dynamic of the situations to 
be evaluated. These are the aim of our present 
research in complex situations. 
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Abstract: One of the main problems of standards (e.g., DIN 66234, ISO 9241) in the con-
text of usability of software quality is, that they can not be measured in product features. We 
present a new approach to measure user interface quality in a quantitative way. First, we de-
veloped a concept to describe user interfaces on a granularity level, that is detailed enough to 
preserve important interface characteristics, and is general enough to cover most of known 
interface types. We distinguish between different types of 'interaction points'. With these 
kinds of interaction points we can describe several types of interfaces (CUI: command, 
menu, form-fill-in; GUI: desktop, direct manipulation, multimedia, etc.). We carried out two 
different comparative usability studies to validate our quantitative measures. The results of 
one other published comparative usability study can be predicted. Results of six different in-
terfaces are presented and discussed. 

Keywords: user interfaces, utility functions, testability, quantization. 

1. INTRODUCTION 

One of the main problems of standards (e.g., DIN 
66234, ISO 9241) to quantify software quality of 
usability is, that they can not be measured in product 
features (Kirakowski and Corbett, 1990). Four diffe-
rent views on human computer interaction to mea-
sure interactive qualities currently exists (see also 
Bevan, et al., 1991, p. 651; Rengger, 1991). 

(1) The interaction-oriented view: usability quality 
is measured in terms of how the user interacts 
with the product ("usability testing"). This view 
is the most common one. All kinds of usability 
testing with "real" users are subsumed in this 
category (IFIP, 1981). 

(2) The user-oriented view: usability quality is mea-
sured in terms of the mental effort and attitude of 
the user ("questionnaires" and "interviews"). 

(3) The product-oriented view: usability quality is 
measured in terms of the ergonomie attributes of 
the product itself (quantitative measures). 

(4) The formal view: usability is formalised and si-
mulated in terms of mental models (formal con-
cepts). Karat (1988) describes formal methods in 
the context of "theory-based" evaluation. 

The interactive qualities of user interfaces currently 
are quantified in the context of interaction-oriented 
view and user-oriented view, but these both appro-
aches are time consuming and more or less expensive 
(Jeffries and Desurvire, 1992). 

2. A DESCRIPTIVE CONCEPT OF 
INTERACTION POINTS 

We present a new approach to measure user interface 
quality in a quantitative way. First, we developed a 
concept to describe user interfaces on a granularity 
level, that is detailed enough to preserve important 
interface characteristics, and is general enough to 
cover most of known interface types (command lan-
guage, CUI, GUI, multimedia, etc.). Different types 
of user interfaces can be quantified and distinguished 
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by the general concept of "interaction points". Regar-
ding to the interactive semantic of "interaction 
points" (IPs), different types of IPs must be discrimi-
nated (see also Denert, 1977). 

An interactive system can be distinguished in a dia-
log and an application manager. So, we distinguish 
between dialog objects (DO, e.g. "window") and 

application objects (AO, e.g. "text document"), and 
dialog functions (DF, e.g. "open window") and appli-
cation functions (AF, e.g. "insert section mark"). 
Each function fe FS, that changes the state of an ap-
plication object, is an application function. All other 
functions are dialog functions (e.g., window opera-
tions like move, resize, close). The complete set of 
all description terms is defined in Table 1. 

Table 1 The interactive space (IS) consists of the object space (OS) and the function space (FS): FS 
can be distinguished in perceptible and hidden interactive functions (PF and HF). 

IS := OS u FS [interaction space] 
DC g IS [dialog context] 
OS := PO u HO [object space] 
FS := PF u HF [function space] 
PO := PDO u PAO [(perceptible) representations of objects] 
HO := HDO u HAO [hidden objects] 
PF := PDFIP u PAFIP [(perceptible) representations of functions] 
HF := HDFIP u HAFIP [hidden functions] 
PDFIP := {(df,pf) e HDFIP χ PF: pf = 5(df)} [(perceptible) represented DFTP] 
PAFIP := {(af,pf) e HAFIP χ PF: pf = cc(af)} [(perceptible) represented AFIP] 
IP := DFIP u AFIP [interaction points] 
DFIP := PDFIP u HDFIP [IPs of dialog functions] 
AFIP := PAFIP u HAFIP [IPs of application functions] 
δ := mapping function of a df € HDFIP to an appropriate pf e PF. 
α := mapping function of an af € HAFIP to an appropriate pf e PF. 
PDO := {(do,po) e HDO x PO: po = μ^ο)} [(perceptible) represented DO] 
PAO := {(ao,po) e HAO χ PO: po = v(ao)} [(perceptible) represented AO] 
μ := mapping function of a dialog object do e DO to an appropriate po € PO. 
ν := mapping function of an application object ao e AO to an appropriate po e PO. 

A dialog context (DC) is defined by all available ob-
jects and functions in the actual system state. If in 
the actual DC the set of available functions changes, 
then the system changes from one DC to another. 
All dialog objects (functions, resp.) in the actual DC 
are perceptible (PO, PF) or hidden (HO, HF). Four 
different mapping functions relate perceptible struc-
tures to hidden objects or functions. 

ness". A user interface is 100% interactively direct, if 
the user has fully access in the actual dialog context 
to all feFS (Laverson, et al., 1987). Good interface 
design is characterised by optimising the multitude of 
DFIPs (e.g. "flatten" the menu tree; see Paap and 
Roske-Hofstrand, 1988) and by allocating an 
appropriate PDFIP to the remaining HDFIPs. 

Each interaction point (IP) is related to at least one 
interactive function. If both mapping function's δ and 
α are of the type l:m(any), then the user interface is 
a command interface. If both mapping function's δ 
and α are of the type 1:1, then the user interface is a 
menu or direct manipulative interface where each 
fe FS is related to a perceptible structure PF (see 
Figure 2). The perceptual structure (visible, audible, 
or tactile) of a function (PF) can be, e.g., an icon, 
earcon, menu option, command prompt, or other 
mouse sensitive areas. 

The intersection of PF and PO is sometimes not 
empty: PF η PO Φ 0 . In the context of graphical in-
terfaces icons are elements of this intersection, e.g., 
PDFIP "copy" = PDO "clipboard", PAFIP "delete" = 
PAO "trash". Each interaction point (IP) is related to 
at least one interactive function (see Figure 1). 

One important difference between a menu and a direct 
manipulative interface can be the "interactive direct-

DC: dialog 
context 
(1.level), 

representation 
space of the 
dialog and 
application 
objects 
(PDO + PAO) 

PDFIP: the per-
ceptible repre-
sentation of a 
HDFIP 

HDFIP 
hidden func-
tional inter-
action point of 
the dialog 
manager 

actual DC 
(2.level) 

PAFIP: the per-
ceptible repre-
sentation of a 
HAFIP 

IAFIP: 
rhidden func-tional 
inter-action point 
of the application 
manager 

application 
manage r 

dialog manager 

Fig. 1. A schematic presentation of the I/O interface, 
the dialog and the application manager of an in-
teractive system with a menu tree of two levels. 
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Fig. 2. An actual dialog context (DC) of the text processing program MsWord with the representation space of the 
interactive object (PAO: text document; PDO: clipboard), and the representation space (PF: marked by 
circles) of the interactive functions (PAFIP: text entry point, undo; PDFIP: menu options). 

3. FOUR QUANTITATIVE MEASURES OF 
INTERFACE ATTRIBUTES 

To estimate the amount of "feedback" of an interface 
a ratio is calculated: "number of PFs" (#PF = 
#PDFIP + #PAFIP) divided by the "number of HFs" 
(#HF = #HDFIP + #HAFIP) per dialog context. This 
ratio quantifies the average "amount of functional 
feedback" of the function space (FB; see Formula 1). 
We abbreviate the number of all different dialog con-
texts with D. A GUI has often a very large number 
of DCs. To handle this problem we take only all task 
related DCs into account. Doing this, our measures 
will give us only a lower estimation for GUIs. 

The average length of all possible sequences of inter-
active operations (PATH) from the top level dialog 
context (DC, e.g., 'start context') down to DCs with 
the desired HAFIP or HDFIP can be used as a pos-
sible quantitative measure of "interactive directness" 
(ID, see Formula 2). The measure ID delivers two in-
dices: one for HAFIPs and one for HDFIPs. A PATH 
has no cycles and has not more than two additional 
dialog operations compared with the shortest se-
quence. An interface with the maximum ID of 100% 
has only one DC with path lengths of one dialog 
step. We abbreviate the number of all different dialog 
paths with P. 

D 
F u n c t i o n a l feedback: FB = 1/D Σ (#PF d / #HFd) * 100% 

d=l 

ί p l - i 
I n t e r a c t i v e d i r e c t n e s s : ID = \ 1/P Σ lng(PATHp) } * 100% 

I p= l J 

(1) 

(2) 

D 
A p p l i c a t i o n f l e x i b i l i t y : DFA = 1/D Σ (#HAFIPd) 

d=l 
(3) 

D 
D i a l o g f l e x i b i l i t y : DFD = 1/D Σ (#HDFIPd) 

d=l 
(4) 
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To quantify the flexibility of the application manager 
we calculate the average number of HAFIPs per dia-
log context (DFA; see Formula 3). To quantify the 
flexibility of the dialog manager we calculate the 
average number of HDFEPs per dialog context (DFD; 
see Formula 4). A modeless dialog state has maximal 
flexibility (e.g., "command" interfaces, or Oberon; 
Wirth and Gutknecht, 1992). 

Let us apply the five measures to our example in Fi-
gure 1. The average amount of functional feedback is: 
FB = (4/4 + 6/8) 12 * 100% = 87.5%. 
The average amount of interactive directness is: 
I D h a H P = ((2*1 + 5*2) / 7)"

1
 * 100% = 58.3%; 

IDHDFIP = ((2*1 + 3*2) / 5)"
1
 * 100% = 62.5%. 

The average amount of flexibility is: 
DFA = (2 + 5) / 2 = 3.5 and 
DFD = (2 + 3) / 2 = 2.5. 
To interpret the results of our measures appropriate-
ly, we need empirical studies. 

4. RESULTS AND DISCUSSION 

We carried out two different comparative usability 
studies to validate our measures (Rauterberg, 1992; 
Brunner and Rauterberg, 1993). A third external com-
parative study (Grützmacher, 1988) was used for a 
cross validation. All three investigated software pro-
ducts have the same application manager, but two 
different dialog managers each. 

4.1 Results of experiment-l 

We compared an old CUI-interface of a relational 
database management system with a new GUI-inter-
face (Rauterberg, 1992). The main result of this em-
pirical investigation was, that the mean task solving 
time with the GUI is significantly shorter than with 
the CUI interface. How can we explain this differen-
ce? Our first interpretation of this outcome was the 
supposed different amount of 'transparency' (Ulich, et 
al., 1991). One aspect of 'transparency' is 'feedback' 
(see Dix, et al., 1993, pp. 318-321). 

Interesting is the fact, that the GUI supports the user 
with less "visual feedback" (FB = 66%, see Table 3) 
on average than the CUI (FB = 73%). This amount 
of FB of the CUI is caused by 22 small DCs with 
FB = 100%; the GUI has only 14 DCs with FB = 
100%. The amount of functional feedback seems not 
to be related to the advantage of GUIs. There must be 
another reason. 

The "interactive directness" is not quite different be-
tween both interfaces 
(CUI: ID = 24.7% for AFIPs and 23.2% for DFIPs 
versus 
GUI: ID = 22.5% for AFIPs and 25.5% for DFIPs, 
see Table 4). 

Only the two measures of "flexibility" show an im-
portant difference between both interfaces 
(CUI: DFA =12.1 and DFD = 10.1 versus 
GUI: DFA = 19.5 and DFD = 20.4, see Table 3). 
We interpret this result to the effect that flexibility 
must exceed a threshold to be effective (DFD, DFA > 
15). 

4.2 Results and discussion of experiment-l I 

If our interpretation of the outcome of experiment-I 
is correct then we can not find a significant perfor-
mance difference for dialog structures that remain 
under the assumed threshold of 15. To control the 
factor of feedback we carried out this second experi-
ment with a multimedia information system that has 
100% functional feedback for both interfaces (Brunner 
and Rauterberg, 1993). 

We picked out a multimedia information system with 
a hierarchical dialog structure where DFA and DFD 
are clearly under 15. We implemented a comparable 
system with a net-shaped dialog structure where DFA 
and DFD have nearly the same ratio of flexibility as 
in experiment-I: 
D F A g u I / D F A c u i = 1.6 and 
DFAMMnet / DFAMMhier = 1.2; 
D F D g u I 1DFDCUI = 2.0 and 
DFDMMnet / DFDMMhier = 2.6. 

Table 2 Overv iew of our three empirical validation studies. D V means 'dependent variable' in the 
analysis of variance. T h e alpha-error is abbreviated with p. 

Expe-
riment 

Interface type and 
dialog structure 

Application type Source of the empirical 
comparison study 

Result of the empirical 
comparison study 

1 CUI-hierarchical Relational database Rauterberg (1992) DV: Task solving time 

1 GUI-hierarchical Relational database Rauterberg (1992) GUI « CUI (p<002) 

II Multimedia-hierarchical Information system Brunner & Rauterberg (1993) DV: Task solving time 

II Multimedia-net shaped Information system Brunner & Rauterberg (1993) MMhier <= MMnet 
(p<085) 

III CUI-hierarchical Simulation tool Grützmacher (1988) DV: Target discrepancy 

III CUI-net shaped Simulation tool Grützmacher (1988) CUIhier == CUInet 
(p<784) 
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Table 3 Comparison our three empirical validation studies relating to the quantitative measures ID. FB. 
DFA. and PFD. Ρ is the number of all different dialog PATHs for an AFIP or a DFIP: D is the 

number of all different DCs. 

Expe-
riment 

Interface type and 
dialog structure 

P(AFIP) Œ)(AFIP) 
% 

P(DFIP) ID(DFIP) 
% 

D FB 
% 

DFA DFD 

1 CUI-hierarchical 434 24.7 362 23.2 36 73 12.1 10.1 

1 GUI-hierarchical 547 22.5 570 25.5 28 66 19.5 20.4 

II Multimedia-hierarchical 241 25.1 34 28.1 68 100 3.6 0.5 

II Multimedia-net shaped 276 40.7 87 46.3 65 100 4.2 1.3 

III CUI-hierarchical 720 20.9 693 23.9 363 86 2.0 1.9 

III CUI-net shaped 490 15.8 1053 21.9 389 90 1.3 2.7 

As we predicted, we can not find a significant perfor-
mance difference between both types of dialog struc-
tures (see Table 2). To make sure that our results are 
not biased by our own expectations, we carried out a 
cross validation study. To do this, (1) we need the 
outcomes of an external independent comparison 
study between two different interfaces and (2) the pos-
sibility to apply our quantitative measures to all DCs 
of both interfaces. The empirical investigation of 
Grützmacher (1988) fulfils both conditions. 

4.3 Results and discussion of experiment-Ill 

The study of Grützmacher (1988) was carried out to 
investigate research questions in the context of how 
to control a complex domain with a simulation tool. 
One independent factor was varied: the dialog struc-
ture (hierarchical versus net-shaped). This simulation 
tool was implemented on a mainframe computer sys-
tem with character oriented terminals (IBM 3270). 

The dependent variable was not 'task solving time' 
but 'target discrepancy' as a performance measure. 
The sample consists of 20 users with the hierarchical 
dialog structure and 15 users with the net-shaped 
structure. The main result was that the factor 'dialog 
structure' was not significant. Given our interpreta-
tion of the last two experiments we expected a value 
for DFA and DFD under 15. 

With the generous support of Grützmacher we were 
able to analyse all 752 dialog contexts for both inter-
faces. For the hierarchical CUI we get the following 
results: DFA = 2.0 and DFD = 1.9; for the net-
shaped CUI: DFA = 1.3 and DFD = 2.7 (see last two 
rows in Table 3). These results for DFA and DFD of 
both CUI interfaces give us a sufficient evidence that 
the following assumptions are correct: 

(1) We can measure the dialog flexibility in a task 
independent and quantitative way, and 

(2) the values of DFA and DFD must exceed the 
threshold of 15. 

5. CONCLUSION 

Using the four quantitative measures for "feedback", 
"interactive directness" and "flexibility" to measure 
the interactive quality of user interfaces, we are able 
to classify the most common types: command, 
menu, desktop (see Rauterberg, 1993). The command 
interface is characterised by high interactive direct-
ness, but this interface type has a very low amount 
of visual feedback. Especially graphical interfaces 
(e.g., multimedia) can support users with sufficient 
interactive directness. GUIs are characterised by high 
dialog flexibility. 

The presented approach to quantify usability attri-
butes and the interactive quality of user interfaces is a 
first step in the right direction. The next step is a 
more detailed analysis of the relevant characteristics 
and validation of these characteristics in further empi-
rical investigations. In the context of standardisation 
we can use our criteria to test user interfaces for con-
formity with standards. 
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Abstract: How can we benefit from support people's experience in the design process, and how 
can we represent design rationale (DR) in order for it to be useful to a variety of end-users? This 
paper proposes a knowledge representation suitable for the rationalization of operational 
cognitive artifacts at design time. It enables the construction of cognitive functions that lead to 
the concept of software agents and active documents. 
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1. INTRODUCTION 

Design rationale (DR) is represented by the reasons that 
lead to the design of engineered artifacts and the 
relationships between these artifacts. Most DR 
investigations focused on knowledge reuse for new 
designs (Potts & Bruns, 1988), i.e. from design to 
design. But almost nothing has been done on support 
issues as inputs to the DR construction. Users' 
requirements should be an integrated part of DR. 
Furthermore, requirements for the certification of 
modern aircraft are becoming more constraining for the 
manufacturers. Up to now, showing that a system 
works fine has been sufficient to certify it. New 
regulations will require the certification of the way this 
system was designed, i.e., instead of only certifying the 
performance of a product, constructors will have to 
explain how they have designed it also (SAE, 1994). 
This is another important reason to consider operations 
and support requirements at design time, and in 
particular in the construction of DR. There are two 
major questions: how can designers benefit from end-
users' experience, and how can DR be represented in 

order for it to be useful to end-users? Support people, 
including operations, maintenance and training agents, 
spend enormous amounts of time trying to understand 
the functioning logic of the systems they are dealing 
with. We claim that appropriate viewpoints of DR 
improve understanding of functioning logic. The 
supportability of an engineered system is defined as the 
ability to support this system under a wider set of 
possible situations. Supportability depends on the 
traceability of DR seen from a support viewpoint. 
Traceability is the process of recording, maintaining 
and accessing DR. Our approach to this problem is to 
consider DR documentation as an intelligent assistant 
system (Boy, 1991a) which includes context-sensitive 
traceability. 

Designers very rarely develop formal theories, but they 
do develop specific artifacts with very little explanation 
even if sometimes they try to make these artifacts as 
generic as possible. Artifacts are usually described and 
justified structurally and functionally by a text 
(including anecdotes or rational descriptions and 
explanations), graphics (e.g. a button for a screen 
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interface), a video sequence, a simulation, or a straight 
piece of code. This paper introduces the description and 
justification of external mechanisms involved in the 
use of an artifact, in addition to the description and 
justification of internal mechanisms involved in the 
design of this artifact. One general answer to this 
problem is to construct cognitive functions as building 
blocks representing both designer knowledge and user 
knowledge involved in the artifact. The block 
representation (Boy & Caminel, 1989; Boy, 1989; 
Mathé, 1990; Boy, 1991ab) has been chosen to handle 
traceability problems. A block represents a cognitive 
function describing either how an artifact (internally) 
works and why, or how it is (externally) used and why. 

Carrol and Rosson (1991) have already mentioned this 
trend by saying that a psychological DR is an 
enumeration of the psychological claims embodied by 
an artifact for the situations in which it is used. In large 
projects such as aircraft manufacturing, a new aircraft 
varies from a previous one because of the introduction 
of incremental modifications. Such modifications may 
result from either new technological possibilities or 
recommendations from the practitioners. Cognitive 
functions need to be identified from the description of 
operations episodes and adapted for new designs. In this 
framework, automation is seen as a transfer of 
cognitive functions from human agents to machine 
agents, e.g., in the past human pilots were controlling 
the basic flight parameters of the airplane manually 
(i.e., they developed tracking-task cognitive functions), 
since the 1930s an autopilot performs this cognitive 
function for them. 

In this paper, supportability is stated as a main issue in 
the elicitation and storage of DR during the life cycle of 
an engineered system. In particular, end-users' 
experience feedback is an input to DR knowledge bases 
(Durstewitz, 1994). A distinction is made between 
stand-alone design and group design. For instance, 
when an aircraft is being designed, several viewpoints 
need to be kept in mind during the life cycle in order to 
reach a stable concept. A scenario describes the use of 
this approach to DR. 

2. GROUP WORK DURING THE LIFE CYCLE OF 
COMPLEX SYSTEMS 

This section advocates that during the life cycle of a 
complex system, there needs to be more cooperative 
activities and exchanges between the various agents. In 
particular, as there is usually little feedback between 
support people and designers, the former usually 
compensate design flaws and lack of documentation. 
The catch is that it is extremely difficult for the 
designers to anticipate support people's needs. 

A distinction is made between stand-alone design (the 
activity of a regular designer) and group design of a 
complex system (design in a large project). The first 
kind of activity is skill-based, and the second one is 
strategic or knowledge-based in Rasmussen's sense 
(1986). 

The first kind of design activity is very opportunistic. 
A study on design activity showed that even if a 
designer has a hierarchically structured plan for his 
activity, he uses it in an opportunistic way (Visser, 
1989). Other design research mentions the 
opportunistic aspects of the design activity (Bisseret, 
Figeac-Letang & Falzon, 1988; Guidon, Krasner & 
Curtis, 1987; Kant, 1985; Ullman, Staufer & 
Dietterich, 1987; Whitefield, 1986). 

Conversely large projects involve both a more classical 
planning activity and cooperative partnerships. Group 
design involves agents who interact with each others 
and exchange viewpoints. This interaction and exchange 
process is more or less effective according to the 
enterprise organization. These agents belong to various 
services such as designers, engineering, accounting, 
marketing, maintenance, training, operations, etc. The 
design cycle is usually sequential from design to 
operations, i.e., the overall design backbone is 
commonly organized into sequential phases. However, 
there are information exchanges between agents and 
subgroups of agents organized around viewpoints. They 
may interact through a shared database that is called 
enterprise memory or technical memory. From this 
perspective, design is a cooperative activity shared by 
various participants. 

Lowry and Feaster (1987) have emphasized the life 
cycle cost (LCC) of a system. They have divided it into 
four phases: (1) the mission definition phase that 
involves the conceptualization of the system, i.e., 
definition of the problem to be solved and consideration 
of initial architectures; (2) the design phase including 
the design itself and the development and test of the 
prototype; (3) the production phase that entails the 
manufacturing of the product; (4) the support phase 
which involves training, actual use of the system, 
maintenance, repairs, etc. The life cycle costs (LCC) 
for a military or commercial system (Department Of 
Defense LCC Distribution) were provided by 
(Lowenstein & Winter, 1986). Results showed that the 
definition phase took less than 1% of the total LCC 
cost, the design phase less than 10%, the production 
phase about 30% and the support phase 60%. 
Furthermore, the Fiscal Year 1985 Congressional 
Budget Report gives a Space Shuttle LCC distribution 
where the support phase is 86% of the total LCC cost 
(only 6% for the design phase). These numbers clearly 
indicate the importance of support in the life cycle cost 
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of a system. The main problem is that performance is 
currently almost the only major criterion taken into 
account during design and certification, with little or no 
emphasis on supportability. Lowry and Feaster have 
analyzed the 1986 Challenger accident. Among the 
essential issues they identified were accessibility, 
design criteria, integration, maintainability, 
management, procedure, reliability, des ign 
requirements, standards, training, and certification. All 
these issues show the current lack of supportability. 
Supportability includes maintenance, training and 
marketing issues. One important problem is to find the 
right balance between design for performance and design 
for supportability. 

3. USER-ORIENTED DESIGN RATIONALE 

3.1. The artifact-task-user triangle 

An artifact is a physical or conceptual human-designed 
entity useful for a given class of users to perform 
specific tasks. Carroll and Rosson (1991) talk about 
transactions between tasks and artifacts in the human-
computer interaction (HCl) world. It is sometimes very 
difficult to know if the task defines the artifact or if the 
artifact defines the task. In reality, users' profiles, tasks 
and artifacts are incrementally defined. The classical 
engineering tradition is centered on the construction of 
the artifact. The task and the user are usually taken into 
account implicitly. Tasks can be modeled from a task 
analysis or a model of the process that the artifact will 
help to perform. A specified task leads to a set of 
information requirements for the artifact. Conversely, 
the artifact sends back its own technological limitations 
according to the current availability of technology. 
Users can be incrementally taken into account in the 
design loop either through the development of syntaxo-
semantic user models or through the adaptation of 
analogous user models. User modeling can be implicit 
or explicit, and leads to the definition of appropriate 
user profiles. 

Task 

Artifact User profile 
Ergonomics and procedures/training 

Figure 1. The artifact-task-user triangle 

When a version of the artifact and the task are available, 
the user can use the artifact to perform the task. An 
analysis of user activity is then possible, and 

contributes to the modification of both the task and the 
artifact. The use of the artifact provides data to adapt 
both the artifact to the user {ergonomics), and the user 
to the artifact {procedures and training). The artifact-
task-user triangle is described in Figure 1. It implicitly 
defines an incremental approach to design that is 
elsewhere described as a spiral model for software 
development (Boehm, 1988). 

3.2. The four stage definition of design rationale 

The following definitions are given in the framework of 
large projects. When an aircraft is being designed there 
are several decision levels that can be strategic, tactical 
or procedural. At the strategic level, there are several 
alternatives available, some of them are seen as 
possible by a restricted set of agents. In aeronautics, 
aviation requirements are defined at the strategic level. 
At this level, alternatives are called assumptions or 
beliefs. These assumptions evolve towards a stable 
solution through a process of merging several 
viewpoints, consensus and tests. 

Justification of a smaller set of alternatives is 
performed by qualified personnel. These decisions may 
take time to be made. When alternative A* is 
developed, we are at the tactical and development levels, 
e.g., using a Computer-Aided Design (CAD) system. 
At these levels, design is more and more opportunistic. 
Designers tend to choose a solution straight away and 
iterate on it. They need to explain what they did 
afterwards. Note that before the CAD systems were 
available, design documentation was more 
incrementally and sequentially developed. This is 
because the design cycle was longer, and people had 
time to write memos and technical memoranda as 
outputs of design phases and inputs to the next ones. 
Today, engineers using CAD are experts in the 
development of stand-alone designs, but not necessarily 
in explaining their designs. This is why explanation 
has become a critical issue. 

We will define design rationale as the reasons
1
 R* 

why, at a given instant t, a project group decides to 

d e s i g n knowledge can be divided into five types 

(Freeman, 1990): design data that includes the structure, 

function, and properties of all artifacts used in the design; 

unstructured design knowledge that includes text or 

graphics; structured design knowledge that includes 

information in the form of tables, ratings, criteria, etc.; 

refined design knowledge that includes results of decision 

and classification methods like cluster or sensitivity 

analyses; and expertise that includes the engineering 

principles, models, design practices, and heuristics used in 

the design. All this information can be integrated in a 

multimedia database including text, graphics, and tables. 
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choose the best artifact alternative A* from a set of 
possible artifacts {A\, A 2 , ...} according to some 
criteria. This definition departs from the ones given in 
the 1991 special issue of the Human-Computer 
Interaction Journal on DR (Carrol & Moran, 1991). 
Corresponding authors did not emphasize large projects 
nor group design. 

f
 > 

A1 
R1 

^ . A1 

, s 

A 2 

Ai Ri Ai 

, s 

A 2 

Ai Ri Ai I R* 

Set of all 
alternatives 

Set of the 
possib le 
alternatives 

Set of the 
justified 
alternatives 

Crea t ive Justification Criterion C h o i c e Explanat ion 

S tage Stage Dec is ion S tage Stage 

Fig. 2. Various stages in the construction of the design 
rationale. 

The process of generating DR is divided into four 
stages (Figure 2). First, the project leaders must be 
aware of a set of possible alternatives {Αχ, A2 , ...}. 
We call this stage the creative stage. Second, for each 
of these alternatives Aj, he has a "good" reason Ri to 
support that alternative, otherwise he will not include 
Ai in the set of possible alternatives. We call this stage 
the justification stage. Thus, alternatives and reasons 
for a given goal can be defined as a set of couples {(Αχ, 
R i ) , (A2, R2X .»}. A reason Ri is a function of the 
task for which the tool is being designed, the 
possibilities of the current technology, the time frame 
available to design and develop the tool, and other 
factors such as social and political constraints. During 
the justification stage, the expression of a reason Rj 
may indicate that the corresponding alternative Aj is 
too weak to be kept in the set of possible alternatives. 
Third, the designer has to chose among the alternatives 
and find a couple (A*=Ai, Rj) which is justified by the 
reason R*. To do this the designer has to chose a set of 
criteria that will rationalize his choice. We call this 
stage the criteria choice/decision stage. R* is the 
argument used by the designer to defend the decision 
that Rj is the best reason in the set {Rj , R2, . . . } . To 
define R*, it is necessary to define the method used to 
make the choice. Note any reason Ri of the set {Ri, 
R2, .·.} may be modified during the decision process. 
Fourth, the expression of R* is called the explanation 
stage. Requirements follow from this explanation 
stage. The sequence [creative stage-justification stage-
decision stage-explanation stage] is generally a closed-
loop or iterative process. Furthermore, the more the 
domain is well mastered, the more the design loop may 
be open, i.e., very little or no interactions take place. 

Currently, several DR investigators are focussing on 
the incremental modification of the selected alternative 
A* as well as on its associated explanation R* (i.e. the 
explanation stage). In large projects, we claim that each 
of these stages needs to be analyzed independently, and 
the mechanisms linking them within the design process 
need to be understood. At each stage, there are 
incremental modifications that may be caused by 
directives coming from users, designers or other people 
(sponsors in particular). Alternatives, justifications, 
criteria, decisions and/or explanations are stored at each 
stage of the DR construction cycle (Figure 2). 
Decisions may be made according to various 
viewpoints. In practice, viewpoints are characterized by 
actual services of the enterprise, e.g., engineering, 
financial support, marketing, maintenance, and so on. 

4. A CASE STUDY 

The goal of this exercise is to show how the 
supportability-based DR approach can improve the 
supportability of an engineered system. We provide a 
more detailed description of this case elsewhere (Boy & 
L'Ebraly, 1994). 

The pilots of modern airplanes have become flight 
managers, i.e. they tend to supervise machine agents 
instead of maneuvering mechanical devices. For 
instance, the flight management and guidance system 
(FMGS) is a computer program (machine agent) that 
uses a navigation database including precompiled flight 
plans, and enables semi-automatic navigation. Before 
takeoff, the pilot inserts a flight plan into the FMGS. 
Consequently during the flight, the computer takes care 
of the guidance of the plane. The pilot can follow the 
evolution of the plane on a navigation display (ND) 
located in front of him. One of the current problems is 
the use of the multifunction command and display unit 
(MCDU) that is the user interface of the FMGS. Most 
pilots do not like to use the MCDU, e.g., they do not 
like its lateral location, its alphanumeric keyboard, its 
overloaded screen, its complex menu system, etc. 
EURISCO carried out a study to improve the current 
concept of MCDU which is briefly described below. 

A cognitive analysis of the flight programming task 
enabled the elicitation of 8 primitive cognitive 
functions: browse, check, depress, enter, insert, modify, 
select and set. Each more complex cognitive function is 
a composition of these primitives. Each cognitive 
function has been represented in the form of a 
knowledge block. Blocks are appropriate for 
representing procedures. A block includes goals, a set 
of conditions and a set of actions to reach the goals. 
There are three types of conditions: contextual 
conditions (that are persistent preconditions), triggering 
preconditions and abnormal conditions (that can be 
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preconditions or postconditions). Goals can be 
considered as normal postconditions. Selecting a 
specific action within a set of actions depends on the 
task, and its execution should lead to the satisfaction of 
a subgoal. Each specific action is attached to a set of 
abnormal conditions. Goals are suggested within a 
block either when its preconditions are satisfied or by 
another block. 

Contextual conditions of a block are all the 
preconditions that vary slowly at use time. They can be 
hierarchically structured. In the case of a flight for 
instance, we can distinguish the following macroscopic 
contextual conditions: preflight, takeoff, climb, cruise, 
descent, and landing. The preflight context (or phase) 
can be divided into the following subcontexts: 
intialisation, flight plan input, and rolling. The 
transition from the preflight context to the takeoff 
context determines a new set of persistent parameters. 
Context is actually characterized by a set of persistent 
parameters or facts. 

Fig. 3. Example of a network of blocks providing 
situated DR to both designers and support people. 

A block knowledge base has been elicited from 
discussions with pilots and observations of simulated 
flights. An example of blocks is presented in Figure 3. 
Support people have been involved in this design 
experiment. In figure 3, each block represents a DR 
part that is meaningful for both designers and support 
people. In addition, each block is connected to an 
interface image of the real navigation display, i.e., 
access to DR is situated. 

It was decided to remove the alphanumeric keyboard 
(creative stage with respect to the definitions provided 
in section 3), and to introduce a larger ND screen and a 
direct manipulation facility such as a trackball to 
manage information on this screen. This is an 
alternative to the current one. We have consequently 
developed a set of cognitive functions that are used by 
the pilots to program flight plans (justification stage). 
The efficiency of these functions was assessed using a 
GOMS analysis (part of the criterion for the decision 
stage) (Card et α/., 1983; Kieras, 1988). This analysis 
was performed with the help of operational people. It 
showed that the alternative to the current setup is much 
better, i.e., it takes much less time to access any 
FMGS function when one uses this alternative design 
(explanation stage). Furthermore, each cognitive 
function (knowledge block) was designed as a HyperCard 
card that gives the user the illusion of a "real" ND 
screen. In addition, each card is documented. Using such 
a hypermedia tool enables the generation of active 
documents that can both simulate real-world behavior 
and provide on-demand explanations. 

Current results have shown that hypertext is a good 
programming tool for this kind of approach to design 
(Conklin & Burgess Yakemovic, 1991; Lee & Lai, 
1991). We have already mentioned that hypertext 
systems increase accessibility, but they do not provide 
any built-in selectivity mechanism. For these reasons, 
the knowledge-based system technology can be very 
helpful for alleviating the selection problem and 
cognitive overhead of the user (both designers and 
operations people). Another reason for developing the 
block representation on top of hypertext systems is an 
easy mapping between the two: i.e., blocks are 
naturally associated with hypertext nodes containing 
DR. 

This example has demonstrated that the supportability-
based approach to rationalize design decisions can be 
extremely useful to explain why a part of a device has 
been specifically designed. This approach can be 
understood by designers, support people and 
certification people. Cognitive functions represented as 
knowledge blocks provide a powerful tool for mediating 
interaction between these practitioners. Blocks enable 
to incrementally store DR in context, and to easily 
retrieve and better interpret DR in context. 

5. DISCUSSION AND FUTURE DIRECTIONS 

Technical documentation was not produced in the same 
way in the past as it is produced now. Before the 
introduction of Computer Aided Design (CAD) tools, 
the design chain was very linear. Documents were 
produced sequentially to report (micro) decisions among 
alternatives. Documentation was developed sequentially 

477 



and causally. Today, stand-alone designers sit facing a 
CAD screen, and iterate on an alternative that they find 
appropriate all day long. They do not try more 
alternatives than before, but they have the ability to 
correct flaws very easily. Today, practice shows that 
technical documentation is developed from explanations 
of CAD designs or simulations. CAD engineers seem 
to have difficulties in reporting what they did. This 
practice could be extremely beneficial when the end 
users are in the assessment loop, and are directly or 
indirecdy involved in the documentation production. 
The notion of end-user is open and flexible; it includes 
operations, training, support, sale, etc. Designers can 
be end-users of reasons given by maintenance or 
training people, and conversely. This is a matter of 
viewpoint, e.g., from an aircraft designers' viewpoint 
pilots are end users. 

The production of a technical documentation is a 
dynamic process. It is incremental by nature. A 
documentation is never finished. It is always annotated, 
modified and reconstructed. It has versions. Versioning 
must be handled by an appropriate mechanism. Again, 
versioning is a matter of viewpoint. Viewpoints can be 
generalized (merged) or specialized (spliced). Versioning 
for designers may not be relevant to training people 
who have their own versioning of the way they see an 
airplane for instance. An important factor is that 
technical documentation can be an output of design as 
well as an input. Assessment reports and requirements 
documents often have the same purpose: they assess the 
current design to improve it. Technical documentation 
is the formalization of current knowledge of the system 
being developed and used. This formalization can be 
performed by various agents. Each agent gives an 
opinion in his/her context. In this sense, 
documentation is context-sensitive according to the 
documentation developer. It is also context-sensitive 
according to the documentation user. If the user adds 
annotations, it becomes a documentation developer, and 
so on. We say that documentation is agent-based in the 
sense that each agent in contact with the documentation 
adds his/her view on it, and then modifies it 
accordingly. If viewpoints are kept in the 
documentation, context-sensitive mechanisms must be 
available to create and maintain these viewpoints. 

The current practice of design engineering is often 
machine-centered: optimized for the tasks that can be 
performed by the machine itself, and neglecting to 
support the complementary role of the human in the 
loop (Boy & Gruber, 1990). The approach described in 
this paper takes an alternative view in which both 
design and operations are based on the utilization of DR 
documentation. Using such documentation increases the 
need to develop a context-sensitive indexing mechanism 
that is supported by the block representation. This 

mechanism is very similar to the mechanism used by 
end-users during operations. Operations procedures are 
developed from DR and may suggest modifications in 
DR (and by implication modification of the design 
itself). Procedures are based not only on DR, but also 
on users' requirements and suggestions when they are 
operating systems. We have extended the concept of 
"initial" DR to dynamic DR to capture the evolution of 
artifacts with time. In this view, the user should be a 
functional generator of DR. The more DR evolves, the 
more its traceability becomes a difficult issue. 
Evolution with time of DR and procedures to retrieve it 
(or to compile it, in the case of operations procedures) 
poses the problem of the formalization of context 
(contextual conditions). On one hand, the contextual 
conditions should be minimal to avoid excessive 
calculations. On the other hand, they must include as 
much information as possible to characterize the current 
situation. Definition of the contextual conditions is 
problem-dependent. It is very difficult, if not 
impossible, to define such contextual conditions a 
priori, since context comes from experience using the 
designed system and the corresponding documentation 
(compiled in the form of procedures or not). However, 
we have seen that contextual conditions can be 
incrementally augmented, i.e., expressions may be 
added to the current contextual conditions each time a 
new success (or failure) happens (Boy, 1991ab). 
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Abstract: A probabilistic methodology for evaluating hazard alerting systems is described 
that can be used in vehicle, transportation system, and process control applications. A 
means of showing the tradeoff between false alarms and missed detections is presented 
using signal detection theory concepts. The methodology accounts for uncertainties in 
measurement sources, alerting thresholds and displays, the human operator, and the 
situation dynamics. An example demonstration of the methodology is provided using the 
Traffic Alert and Collision Avoidance System (TCAS), an alerting system designed to 
prevent mid-air collisions between aircraft 
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1. INTRODUCTION 

A hazard alerting system is one of several safety 
components typically found in complex human-
operated systems such as vehicles, traffic control 
systems, and process control applications. In these 
applications, the operator performs a task with the 
system using operating procedures and informational 
displays that provide feedback on the system and on 
the environment in which it operates (Sheridan, 
1992; Wickens, 1992). Because unexpected hazards 
can be encountered, the alerting system serves to 
warn the operator that additional action may be 
needed to avoid an undesirable incident 

As the alerting system operates, it either remains 
silent or issues an alert that indicates that a hazard 
exists. Typically, this decision is based on whether 
certain states exceed critical values that form an 
alerting threshold. However, due to errors in 
measurements or limitations in design, faulty 
alerting decisions can occasionally occur. In 
particular, a system may fail to alert when necessary 
(termed a missed detection), or may issue an alert 
when one is not needed (termed a false alarm). Missed 
detections can result in an accident if the operator 
does not become aware of the hazard through other 

informational displays. False alarms have been 
shown to reduce the operator's confidence in the 
alerting system (DeCelles, 1991; Mellone and Frank, 
1993). Alerting system performance is therefore 
dependent on the probabilities of missed detection and 
false alarm. Both types of error are undesirable and 
generally cannot be eliminated simultaneously. 
Rather, some tradeoff between false alarms and 
missed detections must be made. 

A number of issues affect the ability of the alerting 
system to operate without missed detections and false 
alarms. Although many of these issues are common 
across applications, current design methods typically 
follow an ad hoc, evolutionary process. As alerting 
systems become more capable and more complex, 
however, the issues on which to focus design efforts 
become less evident. In particular, the effect of the 
human's response to an alert on the performance of 
the alerting system can be difficult to determine. 

This paper presents a generalized model of alerting 
systems and a methodology for evaluating alerting 
system performance. By recasting the alerting 
decision as a signal detection problem, classical 
Signal Detection Theory methods can be used. 
Uncertainties in the human response and in 
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Fig. 1. Generalized Alerting System Model 

measurements are considered. The methodology is 
then demonstrated through an example evaluation of 
the Traffic Alert and Collision Avoidance System 
(TCAS), used on civil jet transports. 

2. ALERTING SYSTEM MODEL 

Figure 1 shows a generalized control-system model 
of an alerting system that was developed by the 
authors. This model is based on a state-space 
representation of hazard situations. The state vector 
includes internal parameters such as a vehicle's 
spatial location, velocity, or acceleration, and 
external parameters describing a hazard's location, 
size, or severity. In this representation, there are four 
main elements in the control loop: Measurement 
Sources, Alerting System, Human Operator, and 
Situation Dynamics. 

The Measurement Sources block represents the 
components that provide estimates of the system 
states to the human and to the alerting system. In 
general, these observable states are only a subset of 
the complete set of states that describe the situation. 

The Alerting System uses a set of alerting thresholds 
to determine if an alert is warranted. When 
appropriate, alert information is provided to the 
Human Operator through aural or visual alerting 
displays. 

The Human Operator uses information from the 
alerting system and other measurement sources to 
make necessary control inputs to the Situation 
Dynamics. The operator's response is also a function 
of the intended task and factors such as experience, 
fatigue, and training. These control inputs affect the 
evolving state vector, which is fed back to the 
Measurement Sources as the loop repeats. 

Figure 2 shows an example situation in which the 
state vector is located in state-space near a hazard. 
Ideally, the alerting system should only alert the 

operator when it is clear that the hazard will be 
encountered unless action is taken. However, due to 
errors in the state measurements, the current state 
values are uncertain. In addition, errors in the 
extrapolation of the state trajectory (from an 
uncertain operator response, for example) result in a 
probabilistic future state trajectory. Thus, whether an 
alert is truly needed in a given situation is likewise 
uncertain, and missed detections or false alarms can 
occur. It is therefore necessary to consider the 
problem from a probabilistic standpoint to analyze 
the effects of uncertainties on the ability of the 
system to operate without missed detections and false 
alarms. 

Current State 

Fig. 2. Example Hazard Encounter Situation 

3 . PROBABILISTIC ANALYSIS METHOD 

To determine if an alert is needed in a given 
situation, it is first necessary to find the probability 
that an encounter with a hazard will occur along a 
given trajectory, termed an incident, and denoted I. 
For example, in Figure 2 an alert may be necessary if 
the probability of an incident is high. If the 
probability of an incident is low, then an alert may 
not be needed. 

Given a current state estimate, y, the probability that 
an incident will occur along a probabilistic trajectory 
Τ is written as PT(I I y). A generalized method for 
calculating PX(I I y) has been developed by Kuchar 
and Hansman (1995) and is outlined here. 
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The basic methodology for calculating PT(I I y) is 
shown in Figure 3. A set of equations that describe 
the dynamics of the situation and probability density 
functions (PDFs) describing the uncertainties in the 
parameters that define the trajectory are needed. For 
example, measurement uncertainties, the response 
time delay, and the aggressiveness of an avoidance 
maneuver can each be described by appropriate PDFs. 
The PDFs are obtained from hardware specifications 
or by a statistical analysis of actual or simulated 
hazard encounter situations. 

Situation 

_ J State Dynamic Equations 

Probability Density 
Functions 

[reaction delay | 

1Δ-

aggressiveness 

Probabilistic 
Analysis 

Probability of 
-•Incident 

P/ i iy) 

Fig. 3. Probabilistic Analysis Schematic 

The procedure takes the equations of dynamics and 
the PDFs and, through numerical integration or 
Monte Carlo evaluation, produces the probability of 
an incident. The flexibility of the procedure lies in its 
ability to account for varied hazard types and to treat 
the PDFs as generic modules, allowing for a rapid 
comparison between the effects of different PDFs on 

3.1 Probabilistic Models 

Because the measurements, the human response, and 
the system dynamics contain uncertainties, a 
probabilistic model of these components is needed to 
examine their effects on the overall alerting system. 
Measurement and dynamic uncertainties can generally 
be modeled based on hardware specifications. For 
example, a certain sensor may provide measurements 
that contain normally-distributed noise with a known 
variance. 

The human's response to an alert is likewise 
uncertain. This uncertainty can generally be broken 
down into a probabilistic response latency and a set 
of random variables that specify the type of avoidance 
maneuver that is used. In an aeronautical application, 
for example, an avoidance maneuver to avoid terrain 
can be modeled as having a certain probabilistic 
aircraft pitch rate, bank angle, and thrust schedule. 

3.2 Alerting Decision Outcomes 

The alerting decision must balance the need to alert 
the operator sufficiently early that an incident can be 
avoided against the desire to only alert when 
absolutely necessary. To determine if an alert is 
warranted in a given situation, it is therefore 

necessary to examine the hypothetical outcomes of 
the alerting decision. This decision is analogous to 
the signal detection problem of determining if a 
signal is present in background noise (Swets and 
Pickett, 1982). In particular, if no alert is issued, the 
state continues along what is termed the projected 
Nominal Trajectory, denoted N. In response to an 
alert, there is, in general, a discrete change in the 
actions of the operator and the state follows a 
different trajectory that may avoid an incident, termed 
the Avoidance Trajectory and denoted A. Both Ν and 
A are, in general, probabilistic just as Τ is in Fig. 2. 

Alerting 
Threshold 

Estimated 
State Value 

Fig. 4. Example Probability of an Incident Along 
Nominal and Avoidance Trajectories 

An example plot of PN(I I y) and PA(I I y) is shown 
in Figure 4 as a function of an estimated state value, 
y. As shown, as the value of y increases, the 
probability of an incident occurring along Ν or A 
likewise increases. The probability that an incident 
would have been avoided without an alert is given by 
1 - PN(I I y), and is analogous to the probability of a 
false alarm, P(FA), in Signal Detection Theory. The 
probability that an incident will occur even though 
an alert is issued is given by P A( I I y) , and is 
analogous to the probability of a missed detection, 
P(MD). One additional metric of system performance 
is often used: the probability of correct detection, 
P(CD), defined as P(CD) = 1 - P(MD). Also shown 
in Figure 4 is the benefit from alerting: the reduction 
in the probability of an incident that is possible 
because the alert is issued. As the threshold location 
is changed, there is a tradeoff between false alarms 
and missed detections. For example, moving the 
threshold to the left in Figure 4 increases the 
probability of false alarm, and therefore reduces the 
benefit from alerting. 

33 System Operating Characteristic (SOC) Curves 

The tradeoff between false alarms and missed 
detections can be viewed using a System Operating 
Characteristic (SOC) curve, similar to the Receiver 
Operating Characteristic (ROC) used in Signal 
Detection Theory (Swets & Pickett, 1982; Sheridan 
& Ferrell, 1974). SOC curves show the tradeoff 
between P(FA) and P(CD) as a function of the 
alerting threshold location, as shown in Figure 5. 
Each choice of an alerting threshold maps onto a 
single point along the SOC curve (two examples are 
shown in the figure). 
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Given a certain system design in terms of sensor 
accuracy, for example, the tradeoff between P(FA) 
and P(CD) is constrained to He on a single SOC 
curve. P(FA) can then be balanced against P(CD) by 
changing the alerting threshold location, which 
changes the operating point on the SOC curve. 
Increasing sensor accuracy or improving the 
operator's response results in a shift in the SOC 
curve toward the upper-left ideal operating point 

Thus, given a definition of the system (which 
includes a probabilistic description of the human's 
response), the threshold location can be chosen 
according to the relative desirability of false alarms 
and correct detections. However, unless changes are 
made in the system design or in the operator's 
response, the system's performance will be 
constrained to follow a certain SOC curve. 

Assuming straight-line extrapolations of each 
aircraft's trajectory, the Vertical Miss Distance 
(VMD) is a function of the range (r), range-rate ( r ) , 
relative altitude (A), and relative altitude-rate (h): 

VMD = h-h- (1) 

TCAS uses a complex set of alerting thresholds 
based on estimates of the four parameters discussed 
above (range, range-rate, altitude, altitude-rate). A 
complete description of the TCAS alerting logic 
(called Version 6.04A) is provided in a set of 
operating specifications (RTCA, 1983; MITRE, 
1993). In the situation used in this example, TCAS 
V6.04A issues an alert approximately 22 seconds 
before the projected time of impact. 

When a TCAS alert is issued, the system determines 
whether a climb or a descent will provide the largest 
vertical separation between the aircraft. In the 
situation used here, if the intruder continues its 
descent, a climbing maneuver by the TCAS aircraft 
will provide the greatest separation between the 
aircraft. If, however, the intruder levels off after the 
alert is issued, a potential collision is induced by the 
alert as the TCAS aircraft climbs into the now-level 
intruder (Figure 7). 

/ Intruder j 

Potential Collision 

θ True Flight Path 
1,000 ft 

TCAS Aircraft 

4. EXAMPLE APPLICATION OF THE 
METHODOLOGY 

The Traffic Alert and Collision Avoidance System 
(TCAS) is being used on transport aircraft in the 
U.S. to alert flight crews to potential mid-air 
collisions. This example addresses a situation in 
which an intruder is flying directly toward an aircraft 
equipped with TCAS (Figure 6). The intruder is 
currently above the TCAS aircraft and is projected to 
descend through the TCAS aircraft's altitude without 
leveling off. This situation has been known to 
produce false alarms in actual practice and provides an 
interesting example with which to apply the 
methodology. 

Intruder 

Intruder 

Fig. 6. Example Potential Collision Situation 

Fig. 7. Potential Induced Collision Due to Climb 
Alert 

Therefore, TCAS must balance a desire to alert early 
and provide greater separation if the intruder 
continues to descend, and a desire to postpone 
alerting until the intruder's intentions are more well 
known. 

4.1 Situation Parameters 

The example described here assumes that the two 
aircraft are flying at an altitude of 4,500 m (15,000 
ft) above Mean Sea Level, on a direct collision 
course at a closure rate of 200 m/s (400 knots). The 
intruder is descending toward the TCAS aircraft at 13 
m/s (2,500 ft/min). 

The intruder is assumed to continue its descent with 
probability 0.25 and to level off 305 m (1,000 ft) 
above the TCAS aircraft with probability 0.75. If the 
intruder levels off, it begins a maneuver such that a 
0.1 g acceleration pull-up will result in a nominal 
separation between the aircraft of 305 m (1,000 ft). 
The actual altitude at which the level-off maneuver 
begins is modeled as a normal distribution with a 
standard deviation of 24 m (80 ft) (approximately 2 
seconds of flight time). 
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If an alert is not issued, the TCAS aircraft is assumed 
to fly at a constant altitude (the Nominal Trajectory). 
In response to an alert, the TCAS aircraft flies a 
standard TCAS avoidance maneuver: 5 second delay 
followed by a 0.25 g acceleration pull-up maneuver 
to a climb rate of 7.6 m/s (1,500 ft/min) (RTCA, 
1983). This climbing maneuver defines the 
Avoidance Trajectory. 

A Monte Carlo simulation of the TCAS parameter 
estimation logic was performed to obtain the steady-
state standard deviations of each state estimate. 
Approximate standard deviations on the parameters 
for this situation are shown in Table 1. Normally 
distributed probability density functions were created 
with the standard deviations shown in Table 1 to 
model the uncertainty in state estimates. 

Table 1 TCAS Parameter Estimate Accuracies 

Estimate 
Parameter Standard Deviation 

r 5.5 m (18 ft) 
r 1.8m/s(6ft/s) 
h 25 m (83 ft) 
h 0.17 m/s (0.6 ft/s) 

4.2 Human Response Model 

The human response is assumed to include a 
probabilistic response delay, τ, followed by a 0.25 g 
pull-up maneuver to a 7.6 m/s (1,500 ft/min) climb 
rate. The response delay is modeled as a Gamma 
Distribution (Figure 8), which is a smooth, skewed 
distribution similar to that which might be expected 
(Hogg & Tanis, 1988). This PDF also provides a 
non-zero probability of very long response times 
representative of a flight crew that disregards or 
misunderstands an alert. A more detailed study of 
TCAS could use statistics from actual events or 
flight simulations to build other PDFs of response 
time delay. 

0 5 10 15 20 25 

Response delay, τ (sec) 
Fig. 8. Example Gamma Distribution a = 7, θ = 1.4 

The Gamma Distribution is given by: 

fi τ) = 
1 

Γ(α)θ
α 

Ta-le-% 

The mean, τ , of the Gamma Distribution is given 
by: 

τ = αθ (3) 

The PDFs used here have a parameter value of a = 7 
and θ is varied to provide a desired mean value. 

4.3 Calculation of the Probability of an Incident 

The PDFs used in this example, representing 
uncertainties in range, range-rate, altitude, altitude-
rate, and response latency, were used to calculate the 
probability of an incident along the Nominal and 
Avoidance Trajectories. These PDFs were 
numerically integrated to determine the probability 
that an incident would occur along a given trajectory. 
This integration can be summarized by Equation (4). 

P ( D = JG(r,r,A,A, τ ) / ( Γ ) / ( Γ ) / ( Α ) / ( Α ) / ( τ ) (4) 
AU PDFs 

where, for example, /(r) is the PDF for r, and G is a 
function that takes a value of 1 for combinations of 
parameters that result in a collision, and 0 otherwise. 
A collision is defined to occur if the Vertical Miss 
Distance is less than 30.5 m (100 ft). 

4.4 Results 

An SOC curve for this example is shown in Figure 9 
for the case in which the mean response delay is 5 
seconds. Note that the SOC curve for this example 
appears quite different from conventional ROC curves 
used in Signal Detection Theory, but the SOC curve 
can still be used in the same manner. As shown, the 
current alerting threshold location (TCAS V6.04A) is 
such that a near-minimum of false alarms are 
expected. Any further changes to reduce P(FA) will 
result in a rapid increase in P(MD). Due to the large 
uncertainties in the altitude of the intruder, the false 
alarm probability remains above approximately 0.4 
regardless of the threshold location. 

Alerting Threshold 
Location 

0.8 

Q 0.6 
U 
S
 0.4 

0.2 

Positive Benefit From 
Alerting 

Negative Benefit From 
Alerting 

0.2 0.4 0.6 

P(FA) 
0.8 

(2) Fig. 9. System Operating Characteristic (SOC) 
Curve for TCAS Example ( τ = 5 sec). 

where Γ (α ) = ( α - 1 ) ! Only by increasing the breadth or accuracy of 
information available to TCAS could the false alarm 
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probability be reduced. There is also a region on the 
SOC curve where P(CD) is less than P(FA): it is 
more dangerous to alert than to not alert. This region 
corresponds to alerting thresholds that are set such 
that there is a greater probability of climbing into a 
leveled intruder than colliding with an intruder that 
continues its descent. 

Figure 10 shows the probability of an incident when 
an alert is issued, P(MD), at the V6.04A threshold 
location as a function of the mean response latency, 
τ . A mean response delay of 5 sec results in a value 

of P(MD) of approximately 2xl0"
5
. An increase in 

the mean response time to 7 seconds results in an 
increase in the value of P(MD) to approximately 
5X10"

4
. Thus, an additional two second delay over 

that assumed by TCAS logic reduces the safety of the 
system by a factor of 25. 

1 r 

Mean Response Time, τ (sec) 

Fig. 10. Effect of Mean Response Time on 
Probability of an Incident, 

5. CONCLUSION 

A methodology for modeling and evaluating hazard 
alerting systems has been developed. This 
methodology accounts for uncertainties in 
measurements, the human response to an alert, and 
situation dynamics. The alerting decision is shown to 
be analogous to problems in Signal Detection 
Theory. This connection enables the use of 
conventional analysis tools to examine the tradeoffs 
between false alarms and missed detections. 
Parametric studies are also possible to examine the 
effect of the human response on alerting system 
performance. 

The methodology is demonstrated in an application 
using the Traffic Alert and Collision Avoidance 
System (TCAS) in use on U.S. jet transport aircraft. 
For the situation covered here, the current alerting 
threshold is shown to be located to effectively 
minimize false alarms before a rapid increase in 
missed detections occurs. The sensitivity of the 
alerting system's performance is also shown as a 
function of the mean response latency. This example 
serves to illustrate the basic concepts of using 
probabilistic analysis to evaluate alerting systems. A 
more detailed examination is certainly possible, and 
will be necessary in an actual design situation. 

The methodology is presented here using an 
aeronautical example. However, the methodology is 
easily extended to any alerting system application, 
including other vehicle types, large-scale 
transportation systems, and process control or 
medical applications. 
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Abstract: This paper describes the application of the Analytic Hierarchy Process (ΑΗΡ) as an 
experimental tool for obtaining subjective preferences in Human Factors studies. The ΑΗΡ 
utilizes redundant paired comparisons to obtain a relative ranking between alternatives under 
study. Compared with other approaches of analyzing subjective data, the ΑΗΡ has the 
advantage of allowing multiple alternatives while accommodating a small sample size. It 
incorporates the use of judgment matrices, ratio scales, and eigenvector weightings in 
computing a weighted ranking of the options under study. The methodology is explained and 
demonstrated using data from a study involving cockpit displays of Enhanced Vision Systems. 

Keywords: Human Factors, Decision Making, Comparing Elements, Man/Machine Interfaces, 
Information Analysis 

1. INTRODUCTION 

In the development and evaluation of Man-Machine 
interfaces, it is often desirable to obtain subjective 
preferences of multiple design options. When 
comparing various designs, the experimenter is often 
faced with the task of evaluating a multitude of 
subjective data to determine the preferred choice. In 
typical studies comparing automation or display 
designs, more than two options are often under 
evaluation making it difficult to produce statistically 
significant results from traditional approaches 
involving non-parametric rankings. These methods 
are further hindered in utility by the small subject 
groups often encountered in preliminary prototyping 
studies. 

Originally developed by Saaty (1980) as a decision 
making aid, the Analytic Hierarchy Process (ΑΗΡ) 
has found wide usage in a broad range of areas 
including market forecasting, architectural design, 
strategic policy planning, conflict analysis, project 
evaluations, and medical decision making (Vargas, 
1990). It has also found interest as a possible tool for 
subjective workload assessment (Vidulich, 1989). In 
this paper, the ΑΗΡ is described as an experimental 
tool for obtaining subjective preferences in Human 
Factors studies. It provides a means of evaluating 
multiple design options using weighted ranking 
scales. The methodology is demonstrated for a 
recently completed cockpit display study involving 
Enhanced Vision Systems. 

2. METHODOLOGY 

The Analytic Hierarchy Process is a decision aiding 
method developed by Saaty (1980) based on the use 
of relative judgment matrices. It breaks up multiple 
options into a series of paired comparisons which are 
then recombined to produce an overall weighted 
ranking. Typical techniques based on rankings 
involve assigning integer value ranks (of 1, 2, 3, etc.) 
to each of the different options under evaluation. 
Inherent in this approach is the loss of information 
regarding the relative size of the intervals between 
the rankings. However, this information can be a 
very important subjective measure and is a major 
premise upon which the ΑΗΡ is based. In evaluating 
three different cockpit displays, for example, if one of 
the displays were radically different from the other 
two, assigning integer rankings to the displays may 
not be sufficient to express the subjective opinions of 
the subjects evaluating the displays. Some 
knowledge of the relative differences between the 
rankings is needed. Display A may be minutely 
better than Display B, but Display C may be 
overwhelmingly better than display A. It is precisely 
this type of information which the ΑΗΡ methodology 
attempts to capture and utilize in its analysis of 
formulating a weighted ranking scale. 

2.1 Data Collection 

In the ΑΗΡ, data is collected using a series of head-
to-head paired comparisons between each pair of 
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design options being considered. A typical scale in 
obtaining such data is shown in Figure 1 where 
Display A is being compared to Display B. Saaty 
(1980) and Mitta (1993) suggest a format showing 
the two items, or options, to be compared on opposite 
ends of a 17 slot rating scale. The scale is a measure 
of dominance of one alternative over the other. It 
uses five descriptors in a pre-defined order and 
allows a single space between each one for 
compromises. The descriptors suggested by Saaty 
(1980) and Mitta (1993) are "equal", "weak", 
"strong", "very strong", and "absolute". These 
wordings maybe modified to provide easier 
comprehension for a particular subject group. The 
scale allows the subjects to indicate their judgment 
regarding the degree of dominance of one option over 
the other. The subjects indicate not only that one 
alternative dominates the other, but the degree to 
which it dominates. The dominance scale may be 
referenced to metrics such as workload, ease of use, 
aesthetics, or overall preference depending on 
objectives of the study. In the example shown in 
Figure 1, the measure is simply the "better" display. 

Each
 m

ij entry of M reflects the dominance of A{ 

(alternative i) over A} (alternative j) as specified by 
the following scale: 

mt- = 1 if alternative i and j are of equal 
strength 

mtj = 3 if alternative i weakly dominates 
alternative j 

mtj = 5 if alternative i strongly dominates 
alternative j 

mtj = 7 if alternative i very strongly 
dominates alternative j 

mtj = 9 if alternative / absolutely dominates 
alternative j 

Scale values 2, 4, 6, and 8 are used to reflect the 
compromise ratings in-between. 

Notice that M follows a reciprocal structure with the 
following specifications: 

i) m β = 1 / mir for m^ Φ 0 
ii)

 m
ij = 1, for / = j and i, j = 1, 2 , . . . , η 

Display A better Display Β better 

absolutely 
better 

(absolute) 

much 
better 

(very 
strong) 

better 

(strong) 

slightly 
better 

(weak) 

slightly 
better 

better much 
better 

absolutely 
better 

(equal) (weak) (strong) (very (absolute) 
strong) 

Fig. 1. Dominance Scale Used for Paired Comparison of Two Display Options 

Given η items to compare, all possible pairs of 
alternatives must be considered. Thus each subject 
must make n(n-l)/ 2 comparisons. If three options 
were to be compared ( rc=3), then each subject would 
make 3(3-l)/2 = 3 paired comparisons. If there were 
four options (rc=4), then six paired comparison 
would be made by each subject. In breaking up the 
analysis into a series of head-to-head comparisons, 
the results will indicate how each option compares 
relative to one another. Notice that by making all 
possible n(n-\)ll paired comparisons, redundant 
measurements are available. 

2.2 Judgment Matrices, Ratio Scales, and 
Eigenvector Weightings 

For each subject, the data from the paired 
comparisons are placed in a judgment matrix M 
where the rows and columns represent the compared 
items. Each cell in the matrix represents the 
comparison of the item in that row to the item in that 
column. If η is the number of items, or alternatives, 
to be compared, then M is matrix of size η χ η of the 
following form: 

The reciprocal format of M comes from the ÀHP 
axiom of ratio scales: if A is χ times more dominant 
than B, then Β is l/x the dominance of A. 
Furthermore, if C is y times more dominant than A, 
then C would be expected to be xy times more 
dominant than B. Note that the slots along the main 
diagonal, from upper left to lower right of the matrix, 
represent each item compared to itself, and therefore 
contain the value 1 to imply equality. 

The next step is to produce an overall rating scale 
from all the pair-wise comparisons. Several methods 
have been proposed in the past to produce this rating 
scale, including eigenvector weighting, logarithmic 
least squares, and simple averages (Saaty, 1980, 
1988, 1990a, 1990b; Vidulich, 1989; Budescu et al., 
1986). This paper will concentrate on the eigenvector 
method used in the original ΑΗΡ. 

In the eigenvector method, the scale is produced by 
calculating the principal eigenvector of M. The 
principal e igenvector , w = [vt>i W2 ··· w n ]

T
, 

corresponds to the largest eigenvalue, A m ax , and can 
be determined from solving the following system of 
equations: 

Ay A2 - An 

M ( 1 mi 2 

Αι 1 / mu 1 

An ,1 / m\n 
1/ m2„ - ι , (1) 

Mw = λ\ν (2) 

According to the ΑΗΡ methodology, w is typically 
normalized such that its components sum up to 1. 

(3) 
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Note that this differs from the more common practice 
of normalizing the components to a magnitude of 1. 
Afterwards, the eigenvector can be referred to as the 
priority vector, w can be thought of as a vector in 
the space of the η different options where the 
magnitude of the components in each direction is a 
measure of the strength of the respective option. The 
degree of dominance between two options is then the 
ratio of their w components. 

A maximum of η distinct eigenvalue-eigenvector 
pairs can be obtained from a « x « M matrix, but it 
is the eigenvector corresponding to the largest 
positive eigenvalue that is important. The maximum 
eigenvalue, λΙΜΧ, can be thought of as a measure of 
inconsistency m the paired ratings from the expected 
ΑΗΡ ratio scale axiom. It can be shown that 
A m ax > η (Saaty, 1990a). A nxn matrix, M , is said 
to be perfectly consistent if and only if A m ax =n. 
When this occurs, each column of M is a constant 
multiple of another column and there will be only one 
non-zero eigenvalue. As M deviates from this 
perfect consistency condition, A m a ^ will increase 
from the value n. Therefore, the ratio A m a x/ / z is an 
indication of consistency with A m a x/ n = 1, indicating 
perfect consistency and higher values indicating the 
degree of inconsistency. 

Example. A previous experiment conducted by Yang 
and Hansman (1994) will be used as an example. 
The objective was to evaluate three types of 
Enhanced Vision System displays in terms of both 
performance and subjective metrics. The ΑΗΡ 
methodology was used to rank the three displays (A, 
B, C) in terms of overall subjective preference. The 
experiment was conducted on a part-task simulator 
with airline pilots using the prototype display formats 
to perform low visibility Category III landings. After 
completion of all the experimental runs and having 
flown with all three displays, the pilot were asked to 
make pair-wise comparisons using questionnaires 
similar to Figure 1. The experimental scenario 
required each individual to complete three paired 
comparisons. For each comparison, the subject 
indicated which one of the two displays was better 
and specify the factor by which it was better than its 
counterpart. The ultimate objective was to rank the 
three displays in terms of the overall "better" display. 

The results of one pilot's judgments are tabulated in 
the following example matrix, M , below: 

M = 
f i Ve % 

ι
 ]

A 
3 1 (4) 

The entries ml} represent the dominance of display / 
over display j in terms of the subjective preference. 
Determination of the eigenvalues and eigenvectors 
provided the following results: 

^max 

W 

= 3.0735 

= [0.0623 0.2851 0.6526]
7 

0.0623 
0.2851 
0.6526 

1.0245 

display A 
display Β 
display C 

The results indicated that display C was the most 
preferred by this particular subject, exceeding display 
A and display Β by factors of 10.5 and 2.3, 
respectively. Display Β ranked second and exceeded 
display A by a factor of 4.6. The value of 
A m a x/ « = 1.0245 is close to unity, indicating good 
consistency. 

2.3 Multiple Subjects 

If data is obtained from more than one subject, a 
separate M matrix is tabulated for each person and 
separate priority vectors are computed. The matrix 
W is constructed from the eigenvectors w* , where 
k denotes the fc-th subject. If the number of subjects 
is s and there are η options being compared, W 
would be a η x s matrix: 

W = (wl, W 2 , · · . , ws) (6) 

W is called the individual ranking matrix because it 
contains the rankings of each individual. The 
columns of W are the normalized principle 
eigenvectors from each subject. Care must be taken 
to insure that all the w 's are normalized to sum up to 
1.0. In other words, the columns of W must each 
add up to unity. 

Example. Continuing with the experiment by Yang 
and Hansman (1994), six commercial airline pilots 
were used as test subjects. The W matrix from the 
study is shown below: 

W = (wl, W 2 , W 3 , W 4 , W 5 , W6 ) 

Ό . 0456 0.0526 0.1734 0.0510 0.0623 0.0457^ 
0.1986 0.4737 0.7720 0.2270 0.2851 0.7870 

^0.7558 0.4737 0.0546 0.7220 0.6526 0.1673J (7) 

The columns of W were formed from the priority 
vectors of each M matrix, one for each of the six 
subjects. Notice that the components of each vector, 
w*, add up to 1. 

2.4 Ranking of Subjects 

The next step is to combine the priority vector of all 
the subjects into one final ratio scale. The ΑΗΡ 
allows for results of each subject to contribute 
equivalently or differently depending on their skill 
level, experience, judgment ability, and so forth. 
Mitta (1993) suggests that the experimenter observe 
all the subjects during the trials and compare their 
abilities to make sound judgments. The subjects are 
ranked by the experimenter in a similar manner that 
the alternatives were ranked by the subjects to obtain 
the M matrix. With s subjects, the experimenter 
makes s(s - 1 ) / 2 paired comparison of the subjects 
and formulates a s x s matrix IVT, where the entries 
of M ' reflect the factors by which one subject 
dominates another in judgment skill. The ranking of 
the subjects is available from the normalized 
principal eigenvector of M ' and can be defined as 
s = [ j i $2 · ·* ss]

T
. The system of equations may be 

written as: 

(5) 
M ' s = A m a xs 

(8) 
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In most cases, however, the subjects should be given 
equal consideration in the final analysis; otherwise, 
the outcome could easily be biased toward a certain 
result. Given this, the contribution from all subjects 
are considered equally important and M' becomes a 
sxs matrix filled with all ones. Consequently, all 
entries of its principal eigenvector s will be the 
same; making the subjects all equally weighted, per 
se. It can then be shown that after normalizing, 
s = [l/s l/s ··· l / s ] T where s is the number of 
subjects participating. 

Example. Contribution from all six pilots ( 5 = 6) 
were given equal consideration, thus M' was a 6 x 6 
square matrix filled with all ones. The normalized 
principle eigenvector of M' was obtained from 
s = [l/s l/s ··· l / s ] . T 

M' = 

s = 

η 

k 
y 

subject 

subject 2 

subject 3 

subject 4 

subject 5 

subject 6 
(9) 

2.5 Final Overall Ranking 

The individual priority vectors from matrix W are 
algebraically combined to the ranking of the subjects, 
s , to obtain the final overall ranking. This final 
ranking is specified by a vector r, where r is the 
computed from the matrix multiplication: 

r = W s 

r should be normalized to sum up to 1.0 if it is not 
already in that form. The components of 
r = [r\ r-i ··· rn]T provide a weighted ranking scale 
of the η alternatives; the larger the value, the higher 
the rank. A rating of rx = r 2 = · · · = rn would imply 
that all the items or alternatives were considered 
equal overall by the subjects. The advantage of this 
type of scale is the information provided about the 
relative differences between the rankings. A and Β 
may both be preferred over C, but knowing that A is 
overwhelmingly preferred while Β is only slightly 
preferred can be an important asset to the 
experimenter or design engineer. When looking at 
the relative differences, recall the ΑΗΡ axiom of ratio 
scales used in developing the judgment matrix. The 
degree of dominance between two alternatives can be 
obtained by taking the ratio of their two values, η 
and η . Once this is done, it is useful to reference this 
ratio back to the qualitative descriptions used to form 
the scale of Figure 1. Taking r{ as the higher rated 
alternative, Table 1 can be used to make the 
conversion. 

Table 1. Conversion of Ratio Scale to 
Qualitative Description 

Dominance of rx over r} 

1 equal 
3 weak dominance 
5 strong dominance 
7 very strong dominance 

> 9 absolute dominance 

Example. Taking W and s from the ongoing 
example, the final overall ranking r can be easily 
computed to be: 

r = W s = 
"0.0718" 

0.4572 

0.4710 

display A 

display Β 

display C 

The results indicated that displays Β and C were the 
most preferred by this particular subject group, 
exceeding display A by factors of 6.4 and 6.6, 
respectively. With the help of Table 1, this would 
imply "strong" to "very strong" preference over 
display A. Although display C had a slightly larger 
value than display B, they can be considered equal 
since the dominance ratio between the two was 
approximately 1.0. 

The final data can be presented in a pie chart since 
the components of r sum to 1. An example is shown 
is Figure 2. The larger the area, the more dominant 
the display. The relative dominance between two 
displays can be obtained by taking the ratio of their 
respective areas. 

DISPLAY A 

.07 

DISPLAY C 

.47 

DISPLAY Β 

.46 

Figure 2. Final Results Presented on Pie Chart 

3. CONCLUSION 

The Analytic Hierarchy Process is a method to obtain 
subjective evaluations based on paired comparisons 
and relative judgment matrices. Although its 
application is fairly uncommon in the Human Factors 
field, the practice has found acceptance in a other 
fields including business, medicine, and politics. In 
this paper, the ΑΗΡ is described as an alternative 
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approach to statistical methods for comparing 
multiple design options using subjective assessments. 
The method is explained in part by using results from 
a previous study on display designs of Enhanced 
Vision Systems. 
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Abstract Increasing complexity of man- machine systems and requirements to their safety, quality, enviromental 

compatibility and job-acceptance by all categories of users interacting with the system via man-machine interfaces 

lead to broad implementation of user-centered approaches to integrated automation and extensive task analysis for 

adequate modelling of users' behaviour, technical system functioning and of their interaction. Practical 

implementation of the most popular techniques, such as, e.g., hierarchical task analysis for différent categories of 

users of large-scale systems is extremely time- and labour-consuming. This paper is focused on formalising new 

intensive strategies for task-analysis and -evaluation during design of adaptive interfaces for large-scale systems with 

several categories of users (e.g., engineers, operators etc). Practical example of task analysis at the biggest in Europe 

cement plant in Aalborg is discussed. 

Key Words. Task-analyses; modelling of human-mashine interaction; large-scale systems; design of interfaces; 
model validation. 

1. INTRODUCTION 

In recent years an increasing number of research 
activities have been performed on advanced user 
interfaces design for large scale systems (LSS). 
Flexible interfaces which provide adaptation of 
system's interactive behaviour to the specific needs 
of human users in concrete task situations promise 
to improve overall systems safety and quality, as 
well as users job acceptance and motivation 
(Johannsen,1994). It, in it's turn, demands extensive 
task analysis for adequate modelling of human 
users behaviour, of functioning technical system, 
i.e., of application modelling and of interaction 
between users and system via dialogue and 
presentation. 

Normally, the main goals of task analysis within the 
(re)design of constructed or operational large scale 
systems are the following 
• identification and examining of typical task 

that must be and/or are performed by users 
when they interact with system and each other 
(see, e.g., Sheridan, 1992), 

• evaluation of their efficiency and effectiveness 
for achieving concrete system goals (quality, 
safety, productivity, humanitarian goals etc.), 

• establishing and/or modifying the task 
requirements,including allocation of functions 
between human agents and machine, as well as 
job organisation and interface design. 

Hense, task analysis is a complicated time- and 
labour consuming multilevel process which covers 
all phases from task data collection, description and 
simulation to task behaviour requirements 
evaluation. 

This paper is focused on intensive methodologies 
for task-analysis and -evaluation, particularly by 
considering cognitive models of the involved 
experts and thus increasing their motivation and 
effectiveness in general. In the next section the 
most traditional approach, i.e.,hierarchical task 
analysis and difficulties in its execution and 
evaluation are discussed. The third section 
identifies sources for intensification of this 
methodology. The concrete example from cement 
industry which particular motivated this study is 
given in the fourth section. 

2. HIERARCHICAL TASK ANALYSIS FOR 
SYSTEMS INTERFACE DESIGN 

One of the most popular and fundamental 
approaches for systems interface design is 
hierarchical task analysis (HTA) which is normally 
executed separately for each user category,e.g., 
engineers, operators, maintenance personnel 
etc.(see, e.g.,Kirwan and Ainsworth, 1992). This 
approach typically leads to hierarchical or mean-
ends descriptions of the specific tasks using 
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following categories (see Lind, 1981, Sundstrom, 
1993, Averbukh, 1994) 

goals functions % tasks - means >̂ 
resources ^ criteria. 

These hierarchies are especially effective for 
interface design when they are specified 
symmetrically for different agents of interaction, 
i.e., users, human-machine interface and for 
technical system as well, as it is shown in the 
"botüe - diagram" in Fig.l,a (see Averbukh and 
Johannsen, 1994). 

Typical straightforward execution of this 
methodology using interviews, walk - throughs and 
talk - throughs, observations and time-lines etc., has 
following disadvantages: 

• it is time- and labour- consuming, particularly due 
to huge functional dimensionality and certain 
redundancy of hierarchical knowledge structures, 

• it lacks in consideration of cognitive models of 
experts, which usually differ for specific categories 
of experts and for analysis and evaluation phases as 
well. It, particularly, leads to 

- non-rational use of experts available within 
the time and budget constraints of HTA, 
- bordom and decreasing of motivation of the 
experts, etc., 

• it lacks the mechanism of dynamical facilitating 
the needed (back and forth) transitions among 
levels of cognitive control and is rather uni-
dimensional and sequence-oriented. That 

- provides only a "static" framework of the job 
composing tasks and to a large extent ignores, 
e.g., the need for and effects of the forgoing 
"intention formation" for successful job 
performance, 
- is somehow effective for traditional hier-
archical job organisation, but not for modern 
tendencies towards flexible team organisation 
structures (see, e.g., Meshkati, 1991). 

Considering these obstacles, the next section is 
focused on several specific strategies for intensifi-
cation of the HTA and evaluation of its results. 

3. INTENSIVE STRATEGIES FOR TASK 
ANALYSIS AND -EVALUATION 

3.1. Reduction of Complexity and Flexibility -
"Chain Diagrams" 

As it is shown in Fig.l,a, means-ends hierarchies 
can be schematically associated with the following 
questions for task- analysis and - evaluation: 

goals»why functions^how >̂ needs 
<tasks • when - means(» what)> 

Further, for the sake of simplicity we shall 
conditionally associate means (informational, 
communicative, technical etc.) and tasks on both 
activities- and specific "key-stroke" actions-levels 
with the only question when (to do what) related to 
generic needs. 

These questions give a frame for analysis of so 
called procedural task-knowledge or task -
characteristics. Analysis of available resources for 
execution the particular task and of related criteria 
leads to specification of so-called situational task 
characteristics (Averbukh, 1994). All together they 
allow to restructure fundamental and redundant 
hierarchical "bottle-diagrams" into flexible "chain-
diagrams", taking into account different end-users 
or other agents of interaction (question who), as it 
is shown in the Fig.l ,b. 

Chain task-knowledge representations give new 
opportunities for coping with the problems 
specified in the section 2, as it is shown bellow. 

5.2. Rational "Short-cut" Strategies 

Rationality and effectiveness of execution of task 
analysis can be significantly improved by 
considering typical "short-cut" reasoning strategies 
for different groups or categories of users, e.g., of 
supervisory and control systems (see, e.g., 
Rasmussen, 1981,1986). The examples of such 
strategies for two user groups, i.e., operators of 
supervisory and control systems and engineers 
during HTA for normal and emergency situations 
are schematically depicted in Fig.2,a,b (so-called Ζ 
- and δ - strategies). 

The task analysis experience (see, e.g., Heuer et 
al,1993)shows quite strong "zigzaging" preferences, 
i.e., Z-strategies for both categories of users in 
analysing situational vs procedural task 
characteristics within normal situations' scenario 
(Fig.2,a). In trouble shooting both user categories 
prefer knowledge-based δ - strategies of initial 
task-situation assessment (resources and criteria) 
with following selection of appropriate procedural 
task-characteristics (how-when) and "double-
checking" of criteria (Fig.2,b). For cooperative 
trouble-shooting scenario one of the possible short-
cut analysing strategies is depicted in Fig.2,c as an 
ε - strategy. 

Thus, preliminary stnicturisation of interaction 
knowledge using "chain - diagrams" and user-, 
scenario- and ΗΤΑ phase - oriented short-cut 
strategies, either approven, or hypotetical will allow 
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knowledge engineers to intensify HTA significantly 
by following adequate to the involved experts 
reasoning strategies and avoiding boring 
redundancy and "unusual" short-cuts, e.g., in 
interviews etc. It also simplifies multi-dimensional 
task-analysis for team problem-solving scenaria. 

In the next paragraph the way to intensify 
evaluation by executing rapid "in-process 
inspection" of task knowledge is discussed. 

3.3. Cross-validation of Task-Knowledge between 
Different User-Groups 

The real-life experimental conditions for execution 
and especially for evaluation of the results of 
Hierarchical Task Analysis in systems interface 
design are usually extremely restricted. These 
constraints originate not only from the limited 
budget and strictly planned project life-cycle, but 
also from restricted availability of experts, 
impossibility (e.g., for engineers or managers) to 
isolate themselves from daily job problems and to 
concentrate completely on task analysis, high 
influence of personal psychological factors, lack of 
formalisation and of fixed planning in HTA 
procedures due to different kinds of uncertainties 
and unforseen factors etc. 

This leads to decreasing of quality and reliability of 
the acquisited and formalised task knowledge. 
Bellow possible methodological solutions for 
improving total quality of both analysis and 
evaluation processes are specified. 

• Preliminary identification (prediction) of locally 
stable cognitive strategies and preferences in 
communication styles during both task-analysis and 
-evaluation phases for 

- specific user groups, 
- particular experts available within particular 
HTA phase. 

Different test-procedures supported by modern 
knowledge-based tools for knowledge acquisition 
(see overview, e.g., in Gavrilova and 
Tschervinskaya, 1992) and specified above chain-
representations can be used for this purpose. 

• Adaptation of HTA schedule to these identified 
possibilities/preferencies. E.g., neighbouring cate-
gories of users within traditional job hierarchies 
usually have knowledge about the same task 
characteristics with different level of abstraction 
and uncertainties and also, possess and/or prefer 
"opposite", i.e., goal- and data-driven reasoning 
strategies. It should be appropriately considered in 
planning and scheduling of both analysis and 
evaluation phases. 

• Planning of the possible switching points within 
the analysis schedule for rapid "in-process" 
inspection and/or completing of the acquisited 
knowledge by means of so-called cross-validation. 
It can be also called by analogy, concurrent 
engineering approach to HTA ( Hsu et al, 1994). 

E.g.,experts from the predecessor user-group within 
traditional job hierarchy in LSS often prefer to 
specify typical (rough) situational and task 
characteristics for the successor user-group. This 
together with some observations of performance of 
the users-successors can be used by knowledge-
engineers for preliminary "chain" knowledge 
representation with the following validation and/or 
completing by the experts from the successor user-
group. The given bellow example has proved this 
hypothesis. 

Mentioned above local cognitive models for 
different user groups as well, as cross-validation 
approaches are schematically shown in Fig.3,4. 

4. EXAMPLE FROM CEMENT INDUSTRY 

The specified above methodological principles 
were partially implemented and tested during rather 
intensive task analysis. It was executed by the team 
of three knowledge engineers from the University 
of Kassel together with participants from FLS/A at 
the Aalborg Portland, one of the largest cement 
plants in Europe (see Heuer et al, 1993). 

It was conducted in the frame of the 
BRITE/EURAM AMICA Project during 3.5 months 
for two user groups, namely control room operators 
and engineers (both control room- and 
commissioning engineers). 

First unstructured interviews and getting acquainted 
with the plant and control rooms were organised 
mainly as "group" interviews (2 days) with two 
operators, and three engineers. Later during the 
structured interviews and cooperative scenario 
construction the 3 sessions with 2 engineers (3 
hours each) and sessions with 2 operators (2 whole 
day sessions with one operator from 6 to 8 hours) 
and 5 sessions with another lasted in average 2-3 
hours were carried out. 

The unpredicted bordom was observed during 
discussion of concrete procedural details (activities-
actions) with operators for specific scenario "Start-
up the mill with OPC cement". Within very 
restricted schedule engineers have shown 
significant interest in analysing and verifying tasks 
of operators ( but not on the "key-stroke" level). 
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Rather intensive execution of this task analysis, as 
well as parallel activities within the AMICA project 
at Santa Gilla power plant by the knowledge-
engineers of CISE and ENEL were highly respected 
by industrial representatives. These activities 
motivated and in general approved the efficiency of 
the above methodological guidelines. 

5. CONCLUSIONS 

The problems discussed in this paper have 
extremely high importance for large scale systems 
design in achieving overall quality, safety, cost 
reduction, as well as users satisfaction during all 
design phases. Further research is needed in 
formalising concurrent engineering approach to 
task-analysis and evaluation and in developing 
appropriate knowledge-based tools and support 
technologies. Preliminary Expert Modelling, 
particularly using flexible "chain" knowledge 
representations for intensive execution of task 
analysis with rapid validation seems to be 
indispensible for systems' interface design, 
especially within new paradigms of team job 
organisation. 
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Abstract: In this paper a new paradigm is described which enhances conventional Supervisory and Control (S&Q 
systems to support- and learning systems. Those hypermedia S&C systems provide the operators with multiple views 
of different aspects of the process and can be used as a corporate knowledge base, where operators are encouraged to 
add their experience and to retrieve the knowledge of others. The concept fosters a continuous learning process during 
every day work.. The structure of the hypermedia S&C system is strongly influenced by the causal interconnections 
between the process variables, helping operators to develop a correct mental model of the process. 

Key Words: Mental models; hypermedia; process control; man-machine interface; learning. 

1. INTRODUCTION 

In recent years there has been a tendency in process 
control towards increased complexity, both in the 
connections of components and in the overall 
process automation schemes. This situation highly 
increases the demands on the operators for effec-
tively running a given process. Therefore the quality 
standards in process control do not depend solely on 
the characteristics of the technical process, but rely 
heavily on the educational standards of the operators 
(Sage, 1992). Additional efforts are needed to 
provide the knowledge and the skills that are 
necessary to run a complex process, especially in 
critical situations (Brehmer, 1987). 

In this paper a framework will be proposed that 
covers both aspects: the increased quality of the 
man-machine interface and the process visuali-
sation, as well as the mediation of knowledge. The 
concept of mental models (Johnson-Laird, 1983) as 
the representational form of knowledge will be used 
and it is assumed that the existence of correct mo-
dels is a prerequisite for successful process control 
(Johannsen, 1993). The process visualisation will 
not merely be used as a "window to the process", but 
will serve as a support- and learning system, which 
provides the operators with multiple views showing 
the different aspects of the system. To achieve this 
goal, a concept of the process visualisation system as 
a hypermedia-system will be proposed. This system 
will support the operators on different cognitive 
levels during supervision and control and will also 

serve as a source for corporate knowledge (Steels, 
1993) that is constantly enhanced. The proposed 
concept fosters a continuous learning process during 
everyday work, which makes the learning itself 
highly effective (Lave & Wenger, 1991). Increasing 
the qualification and capabilities of the operators is 
one way to reduce what Bainbridge (1987) calls "the 
ironies of automation". Although this provides no 
safeguard against 'latent errors" (Reason, 1990) it 
does help reducing the active operator errors. 
Another major goal is to improve the motivation or 
the complete and füll engagement of the person in 
pursuit of the end cause of the activity (Laurel, 
1986), a notion for which work psychology has 
coined the term task orientation. 

2. LEARNING OF COMPLEX SYSTEMS: A 
DESTILLATION COLUMN 

Large technical processes represent highly complex, 
dynamic systems. Operators working under such 
conditions are expected to have stable and correct 
models of the interconnections between the process 
variables and to act accordingly. An extensive 
technical education as well as an intensive training 
with the technical process are necessary in order to 
develop what is called expertise (Johannsen, 1993). 

To model a realistic process under laboratory 
conditions it is necessary to use high-fidelity 
simulations. One such simulation was developed at 
the University of Stuttgart (Gilles, Holl, Marquardt, 
Schneider, Mahler, Brinkmann & Will, 1990). It 
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models a chemical destination column for the 
separation of benzene and toluene. A schematic flow 
diagram can be found in Figure 1 

Figure 1: Flow diagram of a destination column 

3. MENTAL MODELS AS A PREREQUISITE 
FOR PROCESS CONTROL 

The quantity and quality of mental representations 
an operator holds about a certain process form the 
basis of her successful acting even in difficult 
situations. These representations come in different 
varieties, namely as analogue representations, 
procedural schemata and scripts and declarative 
networks (Anderson, 1980). The different terms and 
notions of the representations will be subsumed 
under the term mental model These models have 
both predictive and explanatory power (Norman, 
1983), e.g. an operator act on a process by recog-
nising the actual process situation and then choosing 
the appropriate mental model to act upon. These 
models (in this case schemata or scripts; Schank and 
Abelson, 1977) contain information that allows 
proper identification of the right schema for a given 
situation (i.e. a conditional part) and also fixed sets 
of actions that can be easily executed when the 
conditional part is matched. These schemata can be 
hierarchically composed of different sub-schemata, 
depending on the complexity of the situation. 
Hacker (1986) states that the correctness and level 
of discrimination of these models determines the 
quality of the operators actions, and that the quality 
of acting in the work context is mostly dependent 
from adequate underlying models. 

Different studies in the area of problem solving in 
dynamic systems have shown (e.g. Dörner, 1986, 
Brehmer, 1987; Funke, 1992) that human problem 
solvers have great difficulties in learning such 
systems by active manipulation and in building an 
adequate mental model. This seems to be especially 

the case with causal models, e.g. models in which 
the interconnections between variables in a system 
are represented. According to Funke (1992), these 
models develop in three successive steps. The first 
steps involves the building of general hypotheses by 
the problem solver. These hypotheses only contain 
assumptions about general connections between 
certain variables. The second, semi-qualitative step, 
makes assumptions about the direction of the 
established connections. Finally, on the highest, 
quantitative level, problem solvers exactly evaluate 
the strength of these connections. The ability to 
build these models deteriorates if the system gets 
more complex and dynamic Yet, exactly this 
happens in industrial and especially chemical 
processes and systems. For this reason it is necessary 
to support the operator in identifying system 
connections by using the adequate representation 
techniques. 

While the knowledge about the underlying structure 
of the system variables is necessary e.g. for trouble 
shooting and other problem solving activities, there 
also has to be support concerning the control-ability 
of the operators. As Broadbent, Fitzgerald and 
Broadbent (1986) have shown, there can be a 
considerable difference between the system 
knowledge somebody is able to verbalise and the 
quality of her control actions. This means that 
somebody who is able to correctly control a dynamic 
system does not need to have an explicit causal 
(mental) model and vice versa. Broadbent et al 
(1986) explain this by proposing two different 
problem solving strategies: The strategy of model 
manipulation assumes that the problem solver 
possesses a model about the system which matches 
the "real" situation as closely as possible. All actions 
and explanations for system states can be derived 
directly from this model. Using the strategy of 
situation matching the problem solver has a reper-
toire of correct actions which are linked to certain 
situations. This enables the problem solver to show a 
good performance when confronted with most of the 
common system states, but she is not able to perform 
predictions or reasoning concerning new situation 
on this basis. This strategy will fail in situations not 
yet available in the operator's repertoire (e.g. rather 
seldom system failures in chemical plants), and may 
result in different sorts of errors as described by 
Reason (1990). 

Therefore the main goal of educating process control 
operators has to be the mediation of correct and 
stable mental models, on which both actions and 
problem solving activities can be performed. The 
knowledge to be taught has to contain knowledge 
about the technical process itself, resulting in a 
network structure or causal model. It is also neces-
sary to provide knowledge about "how-to*1 control 
the process in many different system states. 
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In this paper, a MMI will be presented which 
incorporates the presentation of different types of 
mental models and thus serves to mediate 
knowledge on the different levels proposed. The 
following parts of the MMI will be presented in 
detail: 

• a dynamic causal model 

• a qualitative simulation enabling the operator to 
explore the process in different situations 

• a dynamic blackboard- and help system. 

4. DIFFERENT MODELS OF THE PROCESS 

The contents which are represented in the MMI are 
essentially based on different Mental Models of the 
user concerning aspects of the process. The 
information which forms the basis for the represen-
tations was gathered by studies of written material, 
questioning experienced operators and an extensive 
task analysis. This gathering of content to be 
presented forms one part of a circular process, the 
goal of which consists in a tight match of the design 
model, the User Model and the System Image 
(Norman, 1983). Figure 2 gives an overview of the 
process and the different models involved. 

Figure 2: Different Models of a process control 
system (after Norman, 1986) 

The data stemming from the analysis is necessarily 
incomplete and does not allow for an exact match of 
the individual user model. Therefore it is important 
to choose the level of resolution (Shen and Leiten, 
1992) for building the abstract "typical" user model 
(Norman, 1983). Level of resolution in this case 
refers to the absolute number of existing variables in 
the technical system (about 120 in the destination 
column) and the number of salient variables (the 
cognitively most prominent variables). The model 
that was identified in this way contained merely the 
six input and six state variables that account for 
most of the dynamics in the process. 

The design model represents the conceptual model 
of the system to be designed. It is the task of the 
designer to translate these abstract models into the 
system image. Ideally, the system image contains 
different graphical representations of the original 
user models. The presentation of these models 
should provide information of as many different 
aspects of the technical system as possible. 

5. USING HYPERMEDIA FOR MAN-MACHINE 
INTERFACES IN PROCESS CONTROL 

Many processes have hundreds or even thousands of 
variables. S&C systems must group information 
about these variables into screens and relate the 
screens with each other. This is an amazing analogy 
to the nodes and links of the hypermedia world. 
Indeed, modern S&C systems can be more than just 
a mimicry of the former switchboards. Today, 
screens can be enriched with knowledge. They can 
be used as a means for communication between 
different shifts or between experienced and junior 
operators. A well defined structure offers 
"predictable paths to expected information" 
(Herrstrom and Massey, 1989). This structure 
should be essentially hierarchic but can be enhanced 
with other task-oriented relations like causal 
relations (Hollender, 1994). 

6. HYPERMEDIA - BASED INTERFACES AS 
LEARNING ENVIRONMENTS 

The use of hypermedia-based man-machine inter-
faces serves mainly one purpose: To provide the 
operator with different views of the same process. 
The reason to do so comes from the special abilities 
and weaknesses of human information processing. 
Anderson (1983) applies different mechanisms on 
the choice of a specific production rule. One of the 
most important of these mechanisms is the degree of 
match between the given situation and the 
conditional term of a production rule. The more 
specific and exact this match is, the more likely is a 
production to fire. Under the assumption that the 
choice of situation-specific schemata for controlling 
actions is based on similar mechanisms it can be 
said that specific schemata become activated when 
their "slots" match the data in the given situation. If 
no schemata exist that have a "perfect" match, 
decision procedures are involved that may possibly 
lead to the choice of the wrong schema (e.g. 
"frequency gambling" or "similarity matching", 
Reason, 1990). The more differentiated and specific 
the existing schemata are, the more precise the 
matching procedures can be. The hypermedia-based 
MMI provides the mechanisms to tune the existing 
schemata into a more specific form. Also, the 
different views of the system can be used to provide 
more and different information for the matching 
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procedure in the case of uncertainty (i.e. no 
conditional parts are exactly matching). 

If, for example, an operator encounters a situation 
where the system for some reason gets unstable, the 
first step would be to recognize the cause for the 
instability. This would be the fault hypotheses of the 
operator. Using the standard (topological) display, 
the only data for accepting or rejecting the operators 
fault hypothesis comes from two sources: The 
display and the operators knowledge. Since these 
sources are not independent, the operator will 
selectively search the display for confirming 
evidence. This results in a fair probability of 
erroneously interpreting the only existing data 
source (the display). On the other hand, in using the 
multimodal (multimedia) displays, the operator may 
gather his data on a causal, a procedural and a goal 
oriented basis. In addition to this (always under the 
assumption that there is enough time available) she 
might also request data from the blackboard- and 
help system. This cooperation of different 
perspectives differentiates the data the operator is 
using for confirming her hypotheses, thus leading to 
a much firmer basis for the following course of 
action to take (i.e. accepting a given hypotheses as 
the conditional part of a production or schema). 

6.L The Causal Model and Simulation 

The "backbone" of the proposed hypermedia-
network is a causal model of the system. Although 
the often used topological representation of a 
process, providing a schematic "map" of a system, 
proves to be very useful in directing field operators 
and providing a "mental map" for the operators, this 
presentation is not sufficient. One of the major 
drawbacks of the topological representation is the 
fact that variables (or components of the system) 
that functionally have no or very little influence on 
each other may be shown closely grouped together, 
on the other hand there may be very tightly coupled 
variables which are presented far apart from each 
other. To overcome these difficulties, the causal 

model was developed in addition to the topological 
presentation. 

This model consists of different nodes, each of 
which is representing a specific system variable. The 
nodes are distinguished in two different types. The 
first type - direct nodes - represents a process 
variable that can be directly manipulated by the 
user. The second type - indirect nodes - stands for 
variables that can only be influenced via the direct 
ones. The links between the different nodes have a 
double functionality. On the one hand they represent 
the strength of influence a node is exerting on 
another node. On the other hand, links are used to 
represent the time it takes for a manipulation on one 
node to influence the connected node. The visuali-
sation of the network enables the operators to set the 
visual focus to the node (variable) they are currently 
interested in. This node is presented in the centre of 
the screen. The nodes exerting influence on the 
central node are presented to the left, ordered 
according to the strength of their influence and the 
response time. Variables being influenced by the 
central node are shown on the right, ordered 
accordingly. The operators can select every 
preceding or succeeding node, thus being able to 
follow complete cause-effect chains. The visuali-
sation of the causal model is intended to support the 
supervisory planning step. Figure 3 presents an 
overview of the qualitative causal model. 

6.2. The Hypermedia Help- and Blackboard System 

In addition to the multimodal presentation the 
operators will be supported by a dynamic black-
board- and help system. The information contained 
in this system may contain textual, pictorial and 
dynamic elements. Every operator can add new 
elements to the blackboard which are immediately 
available to all other personnel. Information 
contained in this blackboard will be evaluated in 
regular sessions and will be eventually become 
integrated in the help-system network as new nodes 
and links. 

502 



HT 
i 

r 

llijfc φ • MT 

BT BT 

BL BL 

BP 

Bottom Riling Level 
Bottoms (Product) 
Bottom Termpe rature 
Feed 
Feed Température 
Head Product 
Head Temperature 
ivfdole Temperature 

Heating (Reboiler) 
Reflux Container 
Reflux (Ratio) 

Figure 3: Qualitative causal model of the destination column 

7. IMPLEMENTATON CONCEPT OF THE INFO 
SYSTEM 

The INFO-MS (Information, Navigation, Failure 
handling and Organisation - Management System) 
is implemented in a shell structure. The basic 
elements of the kernel are module- and process 
variable objects. The element organisation is 
managed with the help of dynamically linked lists. 
The initial data for the dynamic lists can be loaded 
from an ASCII file (process model file) or from an 
object-oriented database. The process model file 
contains the structure of the plant in a hierarchical 
form. 

The INFO MMI visualises the process in several 
representations, such as topology, causal nets or goal 
oriented models, and gets the animation data from 
the INFO-MS. The INFO-MS gets the actualisation 
data either from the technical process, animation 
objects (simple simulations) or the hypermedia 
system HypMed. The animation data of HypMed 
were recorded previously from critical process 
situations and managed from a play-back driver. 
Thus, there is a simulation database of critical 
process situations that can be used any time for 
training purposes. The structure of the database of 
the hypermedia system HypMed is based on the 
qualitative causal model, process states and goal 
oriented hierarchies. The qualitative model contains 
qualitative objects such as process variables and 

connections. Every qualitative object contains 
different attributes such as a fuzzy variable, fuzzy 
sets, a local fuzzy rule base about change-of-rates, a 
delay time etc. The values off attributes are suitable 
to animate the causal-oriented user displays. 

Figure 4 shows a minimised causal model (lower 
left), the expanded links display (upper right) and 
the corresponding topological view (lower right) is 
An example of the INFO - MMI. 

8. CONCLUSION 

In this paper it was shown how hypermedia-based 
man-machine interfaces can be used to create a 
manifold, yet consistent representation of a complex 
technical process. Through the use of multimodal 
presentation techniques it is possible to mediate 
mental models conœrning different areas of 
knowledge, namely procedural and declarative 
mental models. The mediation of these different 
models provides the process control operators with a 
solid based for their supervisory and control tasks 
(Sheridan, 1993). 

Currently, extensive experiments are carried out to 
determine the amount and types of knowledge 
mediated by the interface. This is done by using 
different learning environments. The effect of these 
different representations will be assessed with help 
of several relevant scenarios. The experiences 
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already made with the new representation 
techniques give hope to a successful application of 
the complete system in the future. 
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Abstract : This paper presents a comparison of two supervisory control tools based on real-
time expert system technologies. The two tools are used in the same kind of environments, 
but have been developed using contrasting design philosophies. The first one has the 
objectives of fitting the technical constraints of the process and of being easily adaptable to 
all similar processes while the second has the objective of developing a maximal 
consistency between the process control strategies of the tools and the local process control 
strategies of the operators. The first philosophy offers better performance in terms of both 
acceptation and use. Explanations and consequences for generalisation are discussed. 

Key-words : system design, expert system, decision support system, knowledge engineering, 
process control, supervisory control, consistency. 

1. INTRODUCTION 

This paper is focused on the problem of the use of 
real-time expert systems in process control 
environments. It is based on observations gathered on 
two industrial applications of expert systems. 

Our interest in these observations is connected to a 
theoretical problem, namely the problem of the 
consistency between the user - in our situation, the 
operator - and the Expert System used in the task at 
hand. 

The Human Factors' point of view of this problem of 
consistency between intelligent support systems and 
human operator was quite clear until some years ago ; 
the general recommendation for the designers of such 
systems was twofold : 

- on the one hand, try to maximise the 
correspondence between the human-
operator's problem solving and that of the 
expert system. That is to say that the 
expert system should control the process 
in the same manner, and by applying the 
same rules, as the operator does ; 

- on the other hand, adapt the presentation 
of information by the interface in such a 
way that it conforms to the operator's 
expectancies. 

This point of view is central to Human-Centred 
Automation, and corresponds to the now classical 
User-Centred Design approach used in HCl (Norman 
& Drapper 1986). It has been an important point in 
promoting the evolution of system design from one 
centred exclusively on technical aspects to one taking 
the human operator into consideration. One of the 
main advantages attributed to consistent tools is that 
they improve the user's trust in the machine (Muir 
1987), in so far as the operator is supposed to prefer 
tools that are adapted to his way of working. 

But now, some Human Factors researchers have 
reconsidered this position, starting from different 
considerations : 

- from a theoretical point of view it has been 
argued (Moray 1987) that an expert system 
that tries to reproduce human cognitive 
characteristics could be dangerous in some 
situations. For instance, such a system could 

505 

mailto:grosjean@inrs.fr


reinforce the rigidity of problem-solving 
strategies ("cognitive lock up") of operators 
in diagnostic activities : 
"When a fault occurs, operators do not 
usually explore the environment and update 
their mental model. Instead of being 
triggered by discrepancies to pursue 
induction, they desperately try to fit data to 
their existing models, and are typically 
inflexible.f.. .] That is why intelligent 
decision aids, which do not become stuck, 
are required. It is also why expert systems 
which mimic the properties of humans, are 
exactly what are not required as intelligent 
decision aids".(Moray 1987). To avoid such 
fixation errors (Woods 1986, De Keyser et 
Woods 1989) it is then better to design 
expert systems that use strategies that are 
different of those used by human operators. 

- from the experimental point of view, some 
data (Lehner 1987) also suggest that the 
particularities of real time expert systems 
lead to design choices different from those 
available for classical off-line expert 
systems. Lehner sees three reasons for this : 
1) the temporal constraints of expert systems 
that impose (on the operator) a rapid 
understanding of its inference ; 2) the inter-
individual differences between operators in so 
far as their expertise is concerned, leading to 
differences in the interpretation of the expert 
system decisions ; 3) the fact that the 
operator does not input the data in the 
system and that he could not know their 
values. For Lehner, the greater the distance 
between the operator's reasoning modes and 
those of the system, the better the result of 
their co-operation. Meanwhile, he insisted 
on the necessity of acquiring a good 
conceptual understanding of the expert 
system's principles and reasoning modes. 

Nevertheless, empirical data related to the use of real 
time expert systems in real situations are very 
difficult to find. Information related to the effects of 
the basic design choices on the efficiency and 
acceptation of an application in a factory come 
mainly from experimental applications (Mitchell and 
Miller 1983, Minault and Penalva 1993) and are hard 
to transfer to field applications. The primary 
objective of the present work is to give some 
information concerning the effects of these primary 
choices on performance, and on both individual and 
collective acceptance of real-time expert systems. 

2. CONTEXT OF THE RESEARCH 

A comparison of design and use of two real time 
expert system applications will be presented here. 
These applications were developed in two French 
cement groups (surprisingly, some of the first and 
most advanced applications of supervisory control 
tools based on real time expert systems are running 
in the cement industry). 

This comparison was carried out during the course of 
a larger survey conducted in France on the application 
of process control tools, and ergonomie problems in 
supervisory control situations (Grosjean 1994a etb). 

The first part of the study was conducted with the 
technical support team of the two cement groups. 
The second part was carried out in one of the factories 
of the group where the expert system was used. The 
point of view of the people in charge of the 
conception of the system, the knowledge elicitation, 
and the construction of the Knowlede Base was 
considered, as well as that of the users (final users and 
engineers responsible for the updating of the tools). 

We have tried to understand the consequences of the 
design choices in the two groups from a systemic 
perspective, that is to say in their cognitive, 
motivational (acceptation of / trust in the technology 
and the tool), and organisational standpoints. 

3. METHOD 

The first part of this investigation was conducted 
through interviews in the technical support team that 
is in charge of the development of the expert system 
platform and of the implementation of the expert 
systems in factories. The approach was semi open-
ended. The following points were investigated : 
philosophy of the supervision praised by the design 
team, characteristics of the presentation of 
information, ergonomie recommendations adopted,... 

The second part of the investigation was carried out 
in one factory of each industrial group through 
interviews and observations : 

- Observations and interviews with plant 
managers, aimed at identifying the process and 
the expert system (nature, complexity, level of 
coupling, stability of the process, nature and 
importance of control automation, history of 
the implantation,...). 

- Observations of the expert system and 
supervisory software (information coding, plan 
segmentation, kind of automation used, 
complementary tools used, information and 
commands completeness,...). 

- Interviews with people involved in the 
updating and use of the expert system. 

- Semi open-ended observation of the 
supervisory activities, with verbalisation 
(to identify the comprehension of the 
information and of the behaviour of the tool, 
to identify the level of control used, the level 
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of proceduralisation in the task, the nature of 
the activities, ...). 

- Observation of visible ergonomie problems 
(vigilance, over informational load, diagnosis 
difficulties,...). 

- Interviews with operators guided by the 
problems encountered (small incidents) during 
the supervisory control activity. 

4. RESULTS : COMPARISON OF THE 
T W O SITUATIONS 

The results presented here are only an excerpt of the 
set of results concerning the two applications. It 
should be noted that the two processes are very 
similar in scope and in complexity. 

4.1. Description of the functions of the expert 
systems 

In the two cases, the expert system is connected on-
line to the process and to the low level automatons, 
and the task-specific data are thus automatically 
gathered by the expert system. The system produces 
its inference with a short cycle, namely about every 
3 minutes. 

The expert system could run in "open-loop" or in 
"closed-loop" mode. When running in open-loop 
mode, the results of the inferential process 
(evaluation of the state of the process, action 
requirement, ...) are provided to the operator who 
could use it or not to make his decisions. When 
running in closed-loop mode, the results of the 
expertise are used by the expert system to control the 
process without the intervention of the operator, 
but the operator is still informed about the diagnosis 
and decision taken by the system. 

Thus, in open-loop mode the system is running as an 
intelligent assistant, and in closed loop mode it is 
running as a semi-independant supervisor and as an 
intelligent assistant. 

4.2. Information provided 

The two interfaces present a number of similarities in 
so far as the nature and the structure of information 
are concerned. Nevertheless, the first interface makes 
a greater use of graphical coding than the second. For 
both supervisory control applications (including the 
expert system + classical supervisory tools), three 
levels of information could be distinguished, each 
level corresponding to a specific scope of activities : 

- The first level, corresponding to the 
emerging information built by the E.S. 
Information at this level is very condensed 
and very global. It relates for instance to 
the state of the three successive stages of 
the process. This structure information is 
used by the operator to verify that 
everything is normal in the three main 
sections of the process, or to identify the 
tendencies of evolution of these phases. 

- At a second level , information 
corresponds to traditional automation 
applications. This information concerns 
the state and the evolution of the basic 
parameters of the process and of the 
automation tools. That is exactly what 
can be found in process control situations 
where no expert system is used. 
The operator will use this information 
when a problem arises, when he thinks 
that a problem could arise, or when he 
thinks that the information presented at 
the first level is not completely reliable 
(and must be cross-checked !). 

- At a third level, information corresponds 
to the inferential processes carried out by 
the expert system. This information is 
presented as inferences trees that can be at 
different distances from basic process (and 
automaton) information. They are used 
by the operator when he thinks that 
something is going wrong in the 
inference process carried out by the expert 
system. 

In the first firm, the three levels of information 
correspond to three different VDUs. In the second 
one, the first and the third level are provided by the 
same VDU and the second level by a classical 
(separate) display. 

What seems important to underline is that the two 
applications converge towards the same kind of 
structure of information, even if the two tools have 
been developed independendy one of each other, and, 
even if the tools that complete the expert system are 
very dissimilar. 

4.3. Philosophy of development 

The two firms used contrasting philosophies of 
development : 

- in the first one, the expert systems were 
developed with a strictly technically-
driven perspective. The application 
running in the factory where the 
observations were gathered is as similar as 
possible to every application running in 
other factories of the group. 

- in the second one, the expert systems (for 
each factory) were developed with the 
option of maximising the consistency 
between the human operator and the 
expert system assistant. Each application 
is thus different from all of the other 
applications developed in the industrial 
group. 

In the "technically-driven" perspective : 
- the only knowledge elicitation carried out 

in the factory was aimed at identifying the 
technical particularities of the process, in 
as much as a general description of the 
"best" control strategy has already been 
developed by engineers of the technical 
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service, starting from an engineer's point 
of view of the "best" way to control the 
process ; 

- the global reasoning structure adopted by 
the expert system issues from this logical 
decomposition of the task carried out by 
engineers of the office (who don't really 
care about the details of the operators' 
activities) ; 

- the terminology and inferential network 
included by the final tools fit the 
engineers' rationality (the same for every 
factory) instead of that of the (local) 
operators. 

In the "maximal consistency" philosophy, the point 
of view was the opposite : 

- an extensive knowledge elicitation was 
carried out in each factory with the 
operators (as was also the case for the 
factory where the observation were 
gathered) ; 

- the global structure of reasoning included 
in the expert system is constructed based 
on the strategies used by operators (more 
precisely, by at least one operator) when 
manually controlling the process ; 

- the terminology and inferential network 
used fit the local customs, and were not 
supposed to be transferable to another site. 

- The intention put forward in this second 
approach was that the tool must always 
respect the "local" practices of the 
operators : their terms were used, 
their intermediary inferences and their 
own presentation of information were 
respected in the final tool. In accordance 
with the principle of classical Human 
Centred Automation presented in the 
introduction, this philosophy was 
explicitly chosen to optimise the 
acceptation of the tool and its 
appropriation by the operators and the 
team. 

4.4. Expert system utilisation 

In the case of the tools developed in the technically-
driven perspective, the tools were nearly always used 
in closed-loop mode (about 90 % of the time) and in 
a similar manner by the operators. 

For the other expert system, the disparity between 
operators concerning their rate of use of the expert 
system in closed-loop was very large. Some of them 
tried to use it all the time, others preferred to turn it 
to open-loop mode at the first sign of a discrepancy 
between what they would have done and what the 
expert system proposed to do. Moreover, after having 
turned the system to open-loop mode, they did not 
even use its diagnosis to support their own decision. 
Some of them even stopped considering the 
suggestion made by the tool. 

So the utilisation of the expert system appears to be 
more significant in the case of the application 

developed in a technically-driven perspective than for 
the tool developed with the perspective of maximal 
consistency. 

4.5. Trust in the reasoning capacities of the expert 
system 

In the two factories, in certain circumstances, some 
operators present an excessive degree of confidence in 
the reasoning capacities of the tools. In both cases, 
operators could attribute a flexibility in the inference 
processes of the expert system that was not 
justifiable. When questioned about what could have 
occurred if, after a poorly adapted decision of the 
expert system, they had not turned it off, operators 
answered that "the system would have (at last) 
understood its mistake and corrected it" or that 
"it would not have driven the process in that bad 
direction for a long time". This kind of 
interpretations is, of course, completely erroneous, 
and illustrates some gaps in the mental model of the 
capacities of the expert system. 

If in both situations some operators manifest this 
phenomenon of over-trust, it should be underlined 
that globally, the level of trust in the expert system 
is very different in the two situations. Many 
operators find if difficult to predict the behaviour of 
the expert system in the case of the tools developed 
in the "maximum consistency" orientation. 
Surprisingly, they express a strong disagreement with 
the way the tool handles the task. They said that they 
did not understand the principles of the intermediary 
inferences, that the reasoning did not seem 
completely rational to them. 

In as far as the other system is concerned, such 
problems do not appear, and it seems that everybody 
accepted the way the expertise is handle by the 
system, even if they conducted the process in a rather 
different way. 

So it seems that the acceptance and trust given to the 
tool is higher for tools developed in a technically-
driven perspective than for one developed precisely 
with the objective of being accepted through a greater 
correspondence to the natural mode of reasoning of 
the operators. The reason for this is not to be found 
(or at least not only) in a difference in the qualities of 
the two tools, but seems to lie in the process of 
knowledge elicitation in itself (see discussion). 

4.6. Organisational problems linked to the 
maintenance and up-dating of the tool. 

The consequences of the introduction of an expert 
system goes beyond the strictly technical, cognitive 
and acceptation problems. It concerns also 
organisational problems, namely linked to the 
evolution of the application, at least when the 
supervised process evolves, but also when some 
weakness in the expert system are found. 

In the industrial group where the maximal 
consistency option was chosen, there are as many 
different expert systems developed as they are different 
factories. So it is not surprising to see that the 
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problem of the up-dating of the tool is managed at 
the local level of each factory. In the unit where the 
observations were gathered, these evolution were the 
responsibility of a small team composed of a 
software engineer and one or two of the operators. 
The first individual was in charge of the technical 
aspects of the development, and the others provided 
their expertise for the feeding of the knowledge base. 
Some difficulties arose from the incremental nature 
of these kinds of adaptations. As operators are 
working on shift change-over, to test and include a 
new rule in the knowledge base could take a rather 
long time, and it is not rare that all the operators are 
not informed of the modification. In the same way, it 
could also be the case that the documentation that 
explains the inference done by the expert system was 
not completely up-to-date. 

A second problem (not observed) with this option is 
that when managers rotate between sites, it could be 
hard for them to understand the logic of their 
predecessor. 

In so far as the technically-driven perspective is 
concerned, the maintenance and up-dating of the tools 
follow a completely different pattern. As the systems 
are built on a single model for all the factories of the 
group, every decision of modification must revert to 
the technical team responsible for the group. So, 
when a problem is detected in a site, a note must be 
faxed to the technical team of the group and the 
modifications, when accepted are transmitted to the 
other factories. The procedure is much longer, 
but homogeneity is guaranteed. When managers 
change, as the system are nearly identical everywhere, 
the adaptation problems are limited. 

4.7. Training aspects. 

A last important consequence of the philosophies of 
development is related to the training of the 
operators. As the distance between their spontaneous 
strategies and the strategy adopted by the expert 
systems is perceived as important, it is not 
astonishing to see that the group where a technically-
driven perspective is adopted put a great emphasis in 
the training of their operators. Effectively, they must 
learn much more to build their own mental model of 
the expert system functioning. This training also 
contributes to the homogeneity of the knowledge, and 
is seen by the manager as a way to improve manual 
strategies as well. 

The importance of these training aspects is not put 
forward in the other industrial group. 

D I S C U S S I O N 

The efficiency of the two perspectives is rather 
contrasted. According to a larger number of criteria, 
the performances of the "technically-driven" approach 
were better than those of the "maximal consistency " 
approach : 

- the acceptation of the tool by the 
operators, and their trust in the reasoning 
carried out by the systems was better 

where the technically-driven perspective 
has been adopted ; 

- their understanding of the intermediary 
inferences of the tools was also better. 

Furthermore, the advantages of this technical 
perspective goes beyond the human-system 
interaction, for instance to the organisational aspects 
: in case of turn-over in the management team, the 
adaptation of a manager to a new factory is much 
easier as the differences between the two systems are 
small. 

It seems that one of the principal reasons for the poor 
level of performance of the system developed with a 
maximal consistency approach lies, unexpectedly, in 
the importance of the debate about the individual 
supervisory strategies of the operators. Adopting an 
expert system that fits the operators' strategies leads 
to the necessity of making a choice amongst these 
strategies, and (as far as the inter-individual 
differences were important) amongst the operators. So 
instead of favouring the adoption of the tools by all 
the operators, this philosophy of development 
provoked a negative reaction towards the tools for 
most of them. 

On the opposite, the system developed following a 
technically-driven perspective starts with potential 
defaults that lead many ergonomiste to prefer the 
other perspective. Namely, the fact that the process 
control modes are a priori very distant from those of 
all the operators could lead to a global rejection 
reaction. It seems that the quality of the design as 
well as the discernment of actions that facilitate the 
acceptation of the tool (namely the training policy) 
have largely compensated these handicaps. The better 
success of this application has to be related to the 
quality of the measure accompanying the 
implementation and the evolution of the tool. 
Moreover, one of the trump cards of this approach (in 
comparison with the other one) is that the expertise 
included in the tool, because it does not make any 
reference to that of the users, looks perfectly neutral. 
So the potential conflicts of influence and of 
knowledge related to the expert system are limited. 

Another point is that the difficulties linked to the 
follow-up of an application developed with regard to 
the local habits, at least in industrial groups, where 
the managers rotate between the various sites, are 
really considerable. This fact underlines the 
advantages of systems developed in a technical 
perspective, which is shared amongst the sites. It also 
shows that a global approach is useful before 
determining design choices that have long-term 
consequences. 

CONCLUSION 

The comparison of the two systems illustrates that 
the advantages associated with the approach where a 
maximal consistency between the process control 
modes of the expert system and those of the operators 
are not real in every circumstance. It seems that when 
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human expertise is rather multiform, when there is a 
risk of conflicts related to that expertise, adopting a 
(more) technically-driven perspective could be more 
efficient. The observations reported here underline the 
potential advantages of the technically driven 
perspective, as far as the integration of the tools in 
the organisational structure of the firm is carefully 
taken into account, and as far as accompanying 
measures are implemented. 

It has also been shown that the picture in this domain 
is much more contrasted than it would at first appear. 
A default on a cognitive perspective could become an 
advantage where organisational aspects are concerned, 
and vice versa. 

This result underlines also the necessity to carefully 
consider the advantages and inconveniences of the two 
design choices presented here before any real time 
expert system implantation. Furthermore it shows 
the necessity of a deeper theoretical reflection related 
to the nature and characteristics of the desirable 
matching between the characteristics of any tools and 
those of its users. A reflection in this direction has 
already been initiated by Vicente (1990). 
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A b s t r a c t This paper describes a modeling ap-
proach to road traffic based on two model struc-
tures. The first model deals with individual driver 
behavior for the primary driving tasks. The sec-
ond model describes the traffic process of a large 
area at a more global level as traffic flows. The re-
sult is a model tha t describes the detailed effects 
of task variables of interest on traffic performance 
and safety. 
In addition, the level of experience and the adap-
tive human capability to traffic system develop-
ments is considered by comparing two modeling 
approaches: a system theoretic approach (based 
on an Extended Kaiman filter) and a neural net-
work approach. 

1 I n t r o d u c t i o n 
Many detailed factors determine road traffic ca-
pacity and safety. An important category can be 
indicated with human factors (involved in the ma-
jority of accidents); others are related to: vehicle 
dynamics, regulations, environmental conditions, 
advanced technology, etc. The challenging prob-
lem is to establish the effect of these factors on 
raod traffic performance (road capacity, traveling 
time and safety (probability of incidents and ac-
cidents). The difficulty here is to relate detailed 
factors to overall measures of performance and 
safety of the total traffic process. 

In this paper the approach to solve this problem is 
based on modeling the road traffic process. At one 
hand this requires enough model detail to account 
for the effect of the many factors which influence 
traffic behavior. At the other hand, the model has 
to deal with the ul t imate issues of interest: traffic 
performance and safety. 
This implies a modeling approach star t ing with 
the detailed description of human behavior in the 
most important driver tasks: lane keeping, car 
following and overtaking. The result of these sub-

models are measures of traffic speed as a function 
of traffic density and of safety. These measures 
can be used as input for a more global description 
of road traffic in terms of traffic flows. Finally 
these traffic flow models have to be aggregated to 
cover a substantial road traffic area. 

A specific issue which is discussed into more detail 
is the driver's experience level. This is an impor-
tant factor with respect to driver behavior and it 's 
impact on traffic performance and safety. This hu-
man adaptive capability however, is also impor tant 
in a developing traffic system. 
Therefore, human learning is considered and mod-
eled based on two approaches. The first one is 
a system theoretic approach. In that case learn-
ing is modeled as an adaptive estimation process of 
unknown model parameters. The second approach 
utilizes a neural network to describe adaptively the 
input-output behavior of learning the driving task. 

2 M o d e l a n a l y s i s o f d r i v i n g 
t a s k s 

The overall goal of car driving is to go from A 
to Β in a certain way (safely, in a given t ime, 
etc.). The principal tasks derived from this are 
lane keeping, car following and overtaking slower 
vehicles, avoiding a collision with oncoming cars, 
based on visual cues of the outside world. 

2.1 Lane keeping-
Lane keeping is based on two primary visual cues: 

the inclination of (or distance to) the road side 

and the direction of an aimpoint. The first visual 

cue provides information about the lateral position 

y. The direction of an aimpoint ψα at distance d 

ahead is given by 

ΨΑ = Ψ + Ν/<1 (1) 
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Equation (1) shows that for large d, φα ~ φ and 
for small d ψα ~ y/d\ in other words: depending 
on the 'looking' distance ahead d, the driving task 
resembles more a relatively easy heading control 
task or a relatively difficult position control task. 
This can be illustrated by a simple root locus ana-
lysis (Figure 1). 
Assuming tha t the driver is generating a. steer-
ing wheel deflection δ proportional to the system 
output (i.e., φ, y or ψα), the closed loop system 
dynamics can be visualized by the poles of the root 
loci. The root loci show tha t aimpoint control re-
sembles more heading control or position control 
depending on the additional lead (zero at —u/d, 
with u the forward driving speed) corresponding 
to the implicit heading feedback. The value of d 
determines the trade-off between system stability 
and the bandwidth of the pa th mode. So d can 
be optimized and can be related to the driver's 
experience level. 

Two approaches can be followed to model the 
lane keeping task: a conventional servo-system 
approach (see McRuer and Krendel, 1974) and 
the optimal control model approach (Kleinman et 
al., 1970, Wewerinke, 1989). The former is useful 
for simple tasks, the latter is more appropriate for 
more complex (multivariable) tasks involving per-
ception, information processing, at tention sharing, 
etc. For the lane keeping task the servo-system 
modeling approach is selected because of it 's sim-
plicity. 

The hypothesis is tha t the driver behaves in such 
a way that a good closed loop system is obtained. 
The assumption can be made tha t the driver re-
sponds to the heading error, with a first order lag 
with time constant Th (a typical value is 0.5 s). 
K h is adjusted optimally. 

An illustrative example is obtained from Wew-
erinke, 1994. For a driving speed of 30 m, Th — 
0.55 and K h optimal, a lane changing task is con-
sidered. The response to four step commands is 
shown in Figure 2 for a looking distance d = 
100 m. The stable response is lagging (90% of 
the command is realized after 5 seconds) because 
of the dynamics of the vehicle, of the driver and 
primarily because of the control s trategy (looking 
distance ahead d). This result is compared with a 
neural network approach in the following. 

2.2 Car following 

Car following is based on the visual cues a and β 
shown in Figure 3. A geometric analysis reveals 
that these cues are inversely proportional to the 
distance to the preceding car ( X ) . Linearization 
of these relationships around a nominal condition 
yields a linear relationship between the visual cues 
and X (and between their derivatives) and u (the 

relative speed between the cars). 

Also for the car following task a simple servo-
system model is considered. Again a driver model 
is assumed consisting of a first order lag with a 
t ime constant Th = 0.5 seconds. 

The closed loop transfer function is given by 

X(s) = KhK* ( 2) 

Xd{s) s{Tus + l){Ths - 1) + Khs + KhKx

 K } 

The resulting closed loop poles consist of a well-
damped second order speed mode and a first order 
path mode with a bandwidth of approximately Kx. 

2.3 Overtaking 

2.3 .1 Task analys i s 

Overtaking is the most complex driving subtask 
including observing, information processing, de-
cision making, planning, maneuvering and other 
traffic. The overtaking si tuat ion is shown in Fig. 
4 for a two-lane road. The analysis for freeways is 
similar. 

Assume tha t car i intends to pass the preceding 
car j at distance Xj ahead. The possibility to do 
so depends on the oncoming cars k and i. At time 
i - o = 0 car i decides at distance Xj from car j to 
accelerate from speed uj to speed um (with time 
constant Tu. The distances to cars k and i (with 
speed ui) are Xk and Χι, respectively. At time t\ 
car i changes to the left lane. At t ime t-i car j is 
overtaken and car i re turns to the right lane again. 

The two conditions which must be satisfied are 
that at ti car k must be passed and car i must be 
away far enough to allow the overtaking maneuver. 
This implies the two inequalities 

Xk < Xj + (ue + uj)^ - Sk (3) 

Xt > Xj + Sj +St + (m + Uj)t2 (4) 

with Sj the distance which car i is overtaking 
in the left lane with respect to car j and Sk and 
Sc the safety distances to car k and i, respectively. 

Useful approximations can be derived (Hilberink, 
1994) for ti and in (for t\ and %2 smaller than Tu). 
The result is 

t^ßEK and . , » >
7

< * >
+ 5

> >
Γ

" ( 5 ) 

Combining eq. (5) with (3) and (4) shows that the 
decision criteria (3) and (4) depend on Xj (which 
can be identified with the overtaking strategy), car 
dynamics ( T u) , speeds and safety margins. 
The required gap between car k and car t Χ^ — Χ^) 
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can be determined as a function of Xj. The re-
sult in Fig. 5 shows tha t the required gap can be 
substantially reduced for a small Xj. So the pos-
sibility to trade-off Χι — Xk and Xj allows car i to 
optimize its overtaking strategy depending on the 
momentaneous traffic si tuation. 

2 .3 .2 O v e r t a k i n g m o d e l 

The speed of car i is represented by a first order 
process driven by a commanded speed (uc) and a 
first order disturbance input (wu). Other traffic is 
modeled with a constant average speed. The spe-
cific speed of each car is unknown to car i and has 
to be estimated based on the observed (derivative 
of) distances to the other cars. 
The system model of the total process can be ex-
pressed in the general form 

X(k+l) = f(X(k),U(k),W(k)) (6) 

with X = col(WUi,Ui,Xj,Xk>Xi,Xik,Xic) with 
Xik and Xu the adjoint states representing the 
inequalities (3) and (4), combined with (5). 

The distances to other cars can be estimated based 
on the visual angles shown in Fig. 3. The non-
linear relationships can be expressed in the general 
form 

yp(k) = g(X(k - i)) + v(k - 1) (7) 

with υ the observation noise and i the time delay. 
By means of an Extended Kaiman filter the states 
can be est imated. The estimated variable Xik and 
Xu are used to decide whether (Di) or not (Do) 
overtaking is possible, in case the distance to the 
slower preceding car becomes too small. This in-
volves a sequential decision process to determine 
continuously the mode of car i: 1. driving with 
speed i i c, 2. car following with speed Uj and 3. 
overtaking, which is basically a pre-program ma-
neuver (accelerating at * 0 till um and lane changes 
at ti and to). 

In Table 1 the overtaking performance is summa-
rized as a function of traffic density, for a given car 
(Tu = 10 s) and overtaking strategy (Xj = 10 m). 
Other traffic has a speed of 20 m/s (45 m / h ) . The 
desired speed of car i is 30 m/s (67.5 m / h ) . The 
density in the right lane (dr) and in the left lane 
(di) are varied independently. A density of 0.005 
(average number of cars per meter with a Pois-
son distribution) results in a relative velocity (vr) 
increase of 5.2 m/s (11.7 m/h) and 181 overtak-
ings (in a simulation period of 2 hours). Especially 
an increase in the left lane traffic density reduces 
the performance quickly; for di — 0.02 hardly any 
overtakings are still possible. 

2.4 Traffic flow modeling 

The description of large traffic areas requires a 
more global modeling approach. In that case traf-
fic behavior can be described in terms of traffic 
flows, instead of individual cars. This involves 
the description of average measures, such as speed, 
density and through put, per road segment. 
The situation is shown in Fig. 6. For the traffic 
density ρ can be written 

Pi(k+1) = A- ( i )+c fe - i ( t ) -g<(*Hr . - i ( t ) -S i ( f c ) ] (8 ) 

with q the through put (number of cars per unit 
t ime), r and s the traffic tha t enters and leaves the 
road, respectively, and c a constant. Furthermore, 
it will be clear that 

q-pv (9) 

with ν the average speed per road segment. So 
combining (9) with (8) yields a recursive equation 
for p: which can be solved if v(p) is known. 

Traditionally this relationship between ν and ρ is 
established empirically based on available data: 
typically, the speed decreases rapidly around 50 
cars /km and is close to zero beyond 100 cars /km. 
However, such an empirical basis excludes the pos-
sibility to predict the effect of detailed factors on 
the traffic process. 
To solve this problem the traffic flow model is 
combined with the foregoing detailed driver mod-
els. One of the outputs of these models is the 
average speed as a function of traffic density (see 
before) and this is precisely the required input for 
the traffic flow model. 

The result is a model s t ructure that describes the 
relationship between detailed traffic factors (re-
lated to driver behavior, traffic system design, en-
vironment, etc.) and overall measures of road ca-
pacity and safety. 

3 A d a p t i v e d r i v e r b e h a v i o r 

An important aspect of car driving is the level of 
experience and the adaptive human capability to 
traffic system developments. 
Learning the driving task can be related to the 
following task aspects. 
Knowledge has to be build up of the car response 
to control inputs (steering angle, gas, brakes). 
This internal model of the vehicle dynamics plays 
an important role in decision making, planning 
and controlling. 
The second task aspect tha t depends on the level 
of experience is the use of the visual cues. This 
concerns the specific cues involved, the accuracy 
with which the cues are perceived and the atten-
tion allocation among the various cues. 
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Thirdly, the level of experience can be related to 
the control strategy of the lane keeping task and 
the car following task. This implies trade-offs be-
tween the multiloop feedbacks (heading-, speed-
and position feedbacks) but also a possible feed-
forward control based on the forward (curved) 
road. The perceived course of the forward road 
segment can be accounted for by means of a pre-
programmed control sequence to track the next 
road segment. However, for most road situations, 
it seems reasonable to assume exclusively feedback 
control. 

The decision to overtake is based on the relation-
ships between the distances to the oncoming cars 
and the preceding car. The experience level of 
the driver can be related to an optimal passing 
strategy based on these relationships and on the 
time coordination involved. 

Two approaches are followed to model the afore-
mentioned learning-related issues. The first one is 
based on system theory. Learning is modeled as 
an adaptive estimation process of unknown model 
parameters based on new da ta (experience), re-
lated to the vehicle dynamics, the visual cues, the 
lane keeping control strategy and the overtaking 
maneuver. 
An important question in this context, is what 
one's initial knowledge is of the system. One pos-
sible assumption is tha t a beginning driver knows 
nothing. 
The model can be used to predict the effect of 
learning for the track keeping task, the car fol-
lowing task and the overtaking task in the case 
of other traffic. The task configurations consid-
ered include the variation in average traffic speed, 
visibility conditions and traffic density. Model 
predictions are in terms of performance measures 
and measures which are related to traffic safety, 
such as probabilities of collisions and decision and 
safety margins. 

In addition to this modeling approach, learning 
the car driving task is described in terms of a 
neural network (NN). Basically the NN model 
is an input-output model of the human opera-
tor, relating the task inputs (visual cues) to the 
control outputs (steer, gas and brakes). The as-
sumed model structure is a feedforward network 
with three layers (one hidden layer). The model 
parameters are the connection weights and thresh-
olds, representing the memory of the network. 
A backpropagation scheme is assumed to adjust 
the weights to mimic human learning. For that 
purpose input-output da ta of the afore-mentioned 
model are used. The backpropagation is aimed at 
the minimization of the output error (defined as 
the difference between the simulated outputs and 
the corresponding NN outputs) . 

In order to compare both approaches describing 
human learning behavior in car driving, the pre-
liminary simulation results of the lane keeping task 
are presented in the next section. 

4 S i m u l a t i o n r e s u l t s 
As a first step the lane changing maneuver is con-
sidered, of which the system model results are 
discussed in 2.1 and which is shown in Fig. 2. 
The NN was trained by presenting the system 
model results of 1000 lane changes between (ran-
domly) 0 and 2 meter at intervals between 0 and 
10 seconds. The heading and lateral deviation 
were presented as inputs; the steering wheel de-
flection was the output of the NN. Next, the same 
commanded lane changes as shown in Fig. 2 (ev-
ery ten seconds a lane change of 1 meter) were 
presented to the NN. The resulted response shows 
a rather close agreement with the system model 
results. 

Next, the heading control task was considered, in 
the presence of a random disturbance. The NN 
was trained on the basis of 25 seconds of da ta 
(250 da t a pairs). Fig. 7 shows the results for a 
varying number of iterations to adjust the weights 
of the NN. After about 100 iterations a reasonable 
close agreement with the system model results is 
obtained, showing tha t the NN is able to learn the 
relationship between heading and steering wheel 
deflection (the driver model) in spite of the pres-
ence of the random disturbance. 
After teaching the NN the heading task based on 
25 seconds da t a it is investigated how well the NN 
has learned the task (for new data) . This is shown 
in Fig. 8 for for 200 seconds. The NN (dashed 
line) matches the model heading closely (apart 
from the extreme values). 

The second approach to describe learning is for-
mulated as an adaptive estimation process of un-
known parameters.In the present example 2 pa-
rameters (k and a) are related to the heading dy-
namics and two parameters (Kh and Th) are part 
of the driver model. Two cases are considered. For 
case 1 it is assumed tha t Kh and Th (representing 
the driver) are unknown. The Extended Kaiman 
filter results are shown in Fig. 9. After about 50 
seconds the heading response is learned. For the 
second case all four parameters are assumed to be 
unknown. This is comparable to the NN which 
has also no information about the process struc-
ture. So learning has to be based solely on the 
input-output da ta . The EKF results are shown in 
Fig. 10. Now it takes a rather long t ime to learn 
the heading response (say 400-500 seconds). So, 
one could be tempted to conclude tha t the NN is 
in this ease superior. However, one must keep in 
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mind tha t the NN needed many iterations based 
on the da ta of 25 seconds. 

5 C o n c l u d i n g r e m a r k s 
In this paper a modeling approach to describe 
road traffic is based on two model structures. The 
first model deals with individual driving behavior 
for the primary driving tasks so as to describe 
the detailed effect of task variables of interest on 
traffic performance and safety. The resulting av-
erage speed can be assessed as a function of traffic 
density. 
This is the input for a second model which de-
scribes the traffic process of a large area at a more 
global level as traffic flows. The result is a model 
s tructure tha t can be used to predict the effect of 
detailed traffic factors on overall measures of road 
capacity and safety. 

In addition, the level of experience and the adap-
tive human capability to traffic system develop-
ments is considered by comparing two modeling 
approaches: a system theoretic approach (based 
on an Extended Kaiman filter) and a neural net-
work (NN) approach. 
Preliminary simulation results show that a NN is 
able to learn the driving task considered. Also 
an Extended Kaiman filter was able to learn the 

task, requiring more or less da t a depending on the 
a priori knowledge of the process. These two issues 
determine which of the two approaches is the best 
to describe human learning behavior. This has to 
be checked out in an experiment with real human 
operators. This is planned as the next s tep. 
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Abstract: Advanced safety vehicles are supposed to materialize driver-support systems such 
as distance-warning systems and emergency brake systems. In the present paper, the hazard-
controllability of the driver support systems is estimated based on deductive methodology. 
First of all, hazards are identified and the targeted systems are defined. Next, accidents 
causation models are developed in terms of fault-trees with the hazards being top-events. 
Then the accident causation models are analyzed qualitatively and quantitatively. Finally the 
effectiveness of the driver support-systems is estimated by comparing the statistics of the 
hazards for both vehicles equipped and those not equipped with the driver-support systems. 
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1. INTRODUCTION 

A distance-warning system (DWS) measures the 
distance between one's vehicle and the vehicle in front 
by means of laser beams and gives warning to a 
driver if his vehicle approaches the preceding one 
excessively. DWS has been developed and has lately 
been put to practical use by trucks and busses to 
prevent rear-end collision in Japan. An emergency-
brake system (EBS) stops a vehicle automatically 
before it collides with the preceding vehicle. EBS is 
now in contemplation. 

It is not only interesting but also important to 
analyze the hazard-controllability of driver support 
systems (DSSs) such as DWS or EBS for 
optimization of system structures and system safety 
assessment. 

Two opposite approaches exist for hazard-control-
lability analysis; one is inductive and the other is 
deductive. The former can be applied to systems with 
long operation histories and thus enough experiences 
of system abnormalities. This approach statistically 
analyzes large numbers of accidents, incidents and 
other occurrences observed so far. On the other hand, 
the deductive approach deals with relatively 

innovative systems where historical data are few. This 
approach first establishes causal models where less 
experienced events are successively expressed as 
functions of more experienced events. Ultimately 
they are expressed as function of basic or axiomatic 
events having enough statistical data. It has been, for 
example, applied to the studies on robot safety 
(Kandel, βία/., 1988; Sato, et al, 1987; Sato, étal, 
1990). 

The deductive approach consists of the following 
fundamental stages: 
1. Hazard identification and planning of hazard-
restraint structures, 
2. Development of causal models, 
3. Analyses of causal models, and 
4. Estimation of the hazard-controllability of the 
hazard-restraint measures. 

The data base for analyzing effectiveness of D S S s 
statistically has not been available. We, therefore, try 
to analyze and estimate the hazard-controllability of 
DSSs based on the deductive approach. 

Here, notation and terminology follow those given 
by Henley (1992). 
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Abbreviations 

BHEP: basic human error probability 

DSS: driver-support system 

DWS: distance-warning system 

EBS: emergency-brake system 

ENO: statistically expected number of occurrences of 

a top event 
K i l l : kinetic tree theory 
THERP: technique for human-error rate prediction 

2. DRIVER SUPPORT SYSTEMS (DSSs) 

2.1 Distance-warning system (DWS) 

The DWS consists of such main components as a 
man-machine interface, processor, laser sensor, speed 
sensor, self-diagnosis monitor as shown in Figure 1. 
The functions of these components are: 
1. The laser sensor measures the distance from the 
vehicle with DWS to the preceding one and the speed 
sensor senses its own vehicle's speed, respectively. 
2. The processor calculates safety distance from the 
vehicle to the preceding one and compares actual 
distance with the safety distance taking account of the 
inputs from the laser sensor and the speed sensor. It 
gives outputs to the man-machine interface if 
necessary. 
3. The processor diagnoses the sensors continuously 
and gives the results to the man- machine interface 
and the self-diagnosis monitor. 
4. The man-machine (M-M) interface has a digital 
distance display (which indicates the distance from the 
vehicle to the preceding one in real time), an audio 
and photo-display (which notices and warns the driver 
of an excessive approach), a lamp (which indicates 
the windowpanes of laser sensor being clouded up 
with dust), a D WS-failure indicator (which lamps if 
the processor diagnoses a failure of DWS), safety-
distance setting mode buttons, a power switch, etc. 
5. The self-diagnosis monitor indicates the failure 
mode on demand. 

2.2 Emergency-brake system (EBS) 

Figure 2 shows the EBS block diagram consisting of 
the same components as DWS except for the man-
machine interface, power switch, actuator and brake 
mechanism. The actuator acts the brake mechanism 
in accordance with outputs from the processor to 
control the vehicle's speed. A driver can release the 
EBS using the power switch. 

3. HAZARD IDENTIFICATION AND 
HAZARD-RESTRAINT STRUCTURES 

We first identify the following hazards: 
Primary hazard: A vehicle, which is not equipped 
with any DSS, collides with the vehicle in front 
because of a driver's error such as looking aside or 
dozing. 

A vehicle can be equipped with a D S S to control the 
primary hazard. However, there could still be the 
possibility of the following hazards: 
Secondary hazard: A vehicle equipped with a D S S 
collides the vehicle in front because of driver's error 
and/or a malfunction of the D S S. 

4. DEVELOPMENT OF CAUSAL 
MODELS 

We describe the causality of an accident, which is 
brought about by a hazard, with fault trees. Top 
events of fault trees represent system failure modes 
resulting in injury or damage; accordingly, system 
failure modes are determined by hazards. The primary 
and secondary hazards identified in the previous 
section result in the system failure mode "an outbreak 
of a rear-end collision". 

4.1 Causal model for the primary hazard 

The system failure mode "an outbreak of a rear-end 

collision" (E: the event identification code, and so 

forth) occurs when the event, a driver fails to 

decelerate (E0,0), arises under the condition that "the 

speed of the driver's vehicle is greater than the speed 

Speed 
sensorl 

Man-machine 
interface 

Driver 

Processor 

Motor 
vehicle! 

Self-diagnosis! 
monitor 

Laser Reflector of the 
sensor preceding vehicle 

Brake 
mechanism! 

Actuator 
subsysteml 

Speed 
sensor 

Motor 
vehicle 

Processor 

Driver 

Power 
switch 

Laser Reflector of the 
sensor preceding vehicle 

Fig. 1 DWS system block diagram Fig. 2 EBS system block diagram 
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of the preceding one
, f
(C). Event E0,0 occurs when 

one of the three following events, dozing (E2,l) , 
wrong handling (E2,2), and wrong judgment (E23) 
arises. Here, it is assumed that the driver's vehicle is 
not equipped with a D S S (El , l ) . The system failure 
logic for the primary hazard is represented by the fault 
tree in Figure 3. 

4.2 Causal model for the secondary hazard 
created by a vehicle with DWS 

The secondary hazard created by a vehicle with DWS 
could bring about the accident, an outbreak of a rear-
end collision (E

f
). In this case, the top event E' also 

occurs when the event, a driver fails to decelerate 
(ΕΟ,Ο'), arises under the condition that "the speed of 
the driver's vehicle is greater than the speed of the 
preceding one" (C ') as shown in Figure 4. 

We can divide event ΕΟ,Ο' into two classes, i.e., 
"under malfunction of DWS" (El ,2) and " under 
function of DWS" (El,3) as shown in Figure 4. 
Here, the event "malfunction of DWS" means that 
the DWS does not generate proper notice and 
warning. 

Event ΕΟ,Ο' occurs when one of the three events, 
dozing (Ε2,Γ), wrong handling (Ε2,2'), and wrong 
judgment (Ε2,3') arises, under the condition that "the 
DWS is functioning" (El ,3) . Event ΕΟ,Ο' also 
occurs when two events, malfunction of DWS 
(E2,4), driver's error (E2,5), exist simultaneously. 

Event E2,4 is classified into two cases "under DWS 
power switch off"(E3,l) and "under DWS power 
switch on"(E3,2). Event E2,5 arises when one of the 
three events, dozing (E2,l), wrong handling (E2,2), 
and wrong judgment (E2,3) exists, under the 
condition that the DWS is malfunctioning. Event 
E3,l arises when the event "a driver forgets toswitch 
on"(E4,l) or "a driver keeps switch off"(E4,2) exists. 
And event E4,2 is caused by the event, wrong 

warning (E5,l) or warning too frequent (E5,2). 

Event E3,2 occurs when one of the five events, laser-

sensor failure (E4,3) , speed sensor failure 

(E4,4).processor failure (E4,5) , man-machine 

interface failure (E4,6), and "power is not supplied to 

the processor from the motor vehicle"(E4,7) arises. 

Events, E4,5, E4,6 and E4,7, which are described 

using diamond event symbols, are further developed 

to more basic faults in order to obtain sufficient 

statistical data. However, we have to stop the 

description because of the paper space. 

43 Causal model for the secondary hazard 
created by a vehicle with EBS 

The secondary hazard created by a vehicle with EBS 

could bring about the accident, an outbreak of a rear-

end collision (E"). The causation of this accident is 

similar to that discussion in the previous section as 

shown in Figure 5. However the following logic is 

different: 

Event "failure to deceleration" (E0,0") arises when 

two events "malfunction of EBS" (El,4) and "driver's 

error" (El,5) exist, simultaneously. Event Ε 1,4 is 

divided into two cases "under power switch off" 

(E2,6) and "under power switch on" (E2,7). 

Event E2,6 occur when one of the events, "forget to 

switch on" (E4,8) and "keep switch off" (E4,9) 

because of "wrong functioning" (E53). 

Event E2,7 arises when one of the events "laser 

sensor failure" (E4,10), "speed sensor failure" 

(E4, l l ) , "processor failure" (E4,12), "actuator failure" 

(E4,13), "power not supplied" (E4,14) and "brake 

mechanism failure" (E4,15) occur. 

Dozing 

(The speed of vehicle is greater than the preceding one's) C 

'wrong \ / Wrong 
handling) (judgment) 

E2,l V 7 E2,2 V J E2,3 

Fig. 3 A fault tree for the primary hazard 
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5. ANALYSIS O F CAUSAL MODELS 5.1 Quantification of basic events 

The statistically expected number of occurrences of 

the top-event (ENO) is the main dependability for 

risk assessment. The methodology for quantifying the 

failure logic and estimating the ENO has been 

developed by Vasely (1970), Sato (1986), etc. Here, 

we examine the ENO using short-cut calculation 

methods derived from KITT (Henley, et al., 1992). 

KITT first evaluate the probability of each minimal 

cut set, i .e., the probability of simultaneous 

existence of basic events which compose the minimal 

cut set. The summation of the probabilities of 

minimal cut sets approximates the probability of 

event E0,0 (or ΕΟ,Ο' or E0,0") if each probability of 

the minimal cut set is sufficientiy smaller than unity. 

Thus, we can easily calculate the ENO by 

integrating the unconditional failure intensity of the 

system over inspection interval T. 

The following specification of (basic) events and 

assumptions are reasonable. 

1. Event C (C\ C"), the speed of vehicle is greater 

than the preceding one's, appears on the average of η 

times an hour. 

2. The probabilities of events E2,l (Ε2,1'), E2,2 

(Ε2,2'), E 2 3 (Ε2,3'), E4,l (E4,8), and E4,15, per 

demand, arep 1 (p,% p2 (p2')y p3 (p3')y p4 , and/? 5 

respectively. 

3. The occurrences of events E5 , l , E5,2, E4,3 

(E4,10), E4,4 ( E 4 , l l ) , E4,5 (E4,12), E4,6, E4,7 

(E4,14), E5,3 and E4,13 can be modeled by non-

repairable exponential distributions with failure rates 

λ ν λ2, λ3, λ4, λ5, λ6, λτ λ 5 , and λ ρ [hour
1
], 

respectively. 

4. The inspection interval of the system is Τ [hours], 

and the basic events do not exist immediately after a 

inspection. 

I An outbreak of a rear-end collision 

WrongX /Warnin] 
Warning ) too frequent 

Ze5,1 V J E5,2 E4,6 

Fig. 4 A fault tree for the secondary hazard created by a vehicle with DWS 
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5.2 Statistically expected number of 

occurrences of top event 

We define ENOj as the Ε NO for the primary hazard 

during one inspection interval, then from minimal 

cut sets and the quantified basic events, ENOj is: 

ENOj =n (p, +p2 +p3)T (1) 

Similarly, EN02 for the secondary hazard created by 

a vehicle with DWS is: 

ΕΝ02 =n \ρ1

}
+ρ2+ρ3Ηρ4̂ {λ1+λ2+λ3-¥λ4+λ5 

+λ6+λ7)ΤΙ2}(ρ1+ρ2+ρ3)]Τ (2) 

In the same way, EN03 for the secondary hazard 

created by a vehicle with E B S is: 

ΕΝ03 =n {ρ4+ρ5+(λ3+λ4+λ5+λ?+λ8 

^λ9)ΤΙ2}(ρ1+ρ2̂ ρ3)Τ (3) 

6. ESTIMATION O F HAZARD-

CONTROLLABILITY OF DSSs 

It is reasonable to define the ratio of ENOj to 

EN02, or of ENOj to EN03 as the criteria for 

thehazard controllability of D S S. Then, we obtain 

the following criterion from equations (1) and (2): 

η1 =ENOj \EN02 
Here, we have used the following relationship: 

Pr{a hardware withfailure rate λ is at fault at time 

τ}=1 — exp{-kx} 

=λτ (<1) 

=(Pi
 +

P2 +P3y\Pi'+P2+P3
+
tP4 +( W

a
j 

+ λ 4 +λ 5 +λ 6 +λ 7 ) Γ 12} (pj+ρ,+ρ,' )] (4) 

An outbreak of a rear-end colhsionl E" 

(The speed of vehicle is greater than the preceding one's ) C" 

Failure to decelerate] 

ζ )
 E 0

' ° " 

[Malfunction of EBS 1 E l , 4 
ί . 

Driver's error| E l ,5 

E4,10 / S p e e d X E4,12 . x V . v^Brake^s. 
sensor J ^ ^ c t u a t o î v . E4,14 ^ m e c h a n i s i n g 
failure/ ^ ^ f a i l u r e x ^ x f a i l u r e ^ / ^ 

E5,3 ^ ~ ^ E 4 , 1 1 \ ^ E 4 , 1 3 \ ^ ^ E 4 , 1 5 

Fig. 5 A fault tree for the secondary hazard created by a vehicle with EBS 
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From equations (1) and (3), 7. S U M M A R Y AND C O N C L U S I O N S 

η2 =EN01 IEN03 

= { ρ 4 + ρ 5 + ( λ 5 + λ 4 + λ 5 + λ 7 + λ 5 +λ 9)Γ /2}-
1
 (5) 

We now evaluate criteria η1 and η2 by calculating 

equations (4) and (5). The specific parameters of the 

systems are as follows: 

1. The basic human error probabilities (BHEPs) for 

the human errors, "dozing", "wrong handling" and 

"wrong judgment" are 1 0
s
, 5 x l 0

4
 and 6 x l 0

3
, 

respectively (Swain, etal, 1980). We suppose that a 

driver has five chances to correct his error on the way 

to a collision, i.e., an event tree with five branches 

models the process of collision, based on THERP. 

If we put the transition probabilities of "dozing", 

"wrong handling" and "wrong judgment" as 0.2, 

0.02, and 0.02 (which are based on subjectivistic 

viewpoints), then the following values are obtained: 

Pj= 1.6x10
8
, p2 = 8 x 1 0

1 1
 and p3 = 9 . 6 x l 0

1 0 

2. When a D W S is malfunctioning, the human error 

probabilities are equal to those in a system not 

equipped with any kind of D W S . When a D W S is 

functioning, we put the transition probabilities of 

"dozing", "wrong handling" and "wrong judgment" as 

0.002, 0.01 and 0.01, respectively. Then, the 

probabilities of events, Ε2,1', E2,2' and E2,3' 

become 1.6x10
1 6

, 5 x 1 0
1 2
 and 6x10

 u
, respectively. 

3. The maximum and minimum of the probability of 

event E4,l or E4,8 are 0.1 and 0.01, respectively. 

4. Hardware failures are: λ Ι=5χ10'
7
, λ^β.ΊχΙΟ

7
, 

λ 3=5χ10
5
, λ 4 = 5 χ 1 0

5
 , λ ^ χ Ι Ο

6
, λ ^ χ Ι Ο

5
, 

λ ^ χ Ι Ο
6
, λ8=10

5
 and λ ρ=5χ10

 6
[hour

ι
] and ρ5 = 

10
6
 [demand These values are based on reliability 

data books (Henley, et al., 1992; IEEE, 1983). 

Let inspection interval Τ be 2x10
s
 [hours], then the 

following results for η1 are obtained: 

^ J ^ =
5 S

 (at/>< =0.01) 

3.8 (a tp 4=0 .1 ) 

For η 2 

^ ^ =
 4 5

 (
at
 Ρ 4 =0.1) 

(6) 

(7) 

(8) 

(9) 

In the present paper, we estimate the hazard-control-

lability of the driver-support systems (D S S), i.e., a 

distance warning system (DWS) and an emergency-

brake system ( E B S ) for motor vehicles based on 

deductivemethodology. First, we identify hazards and 

define the systems. Next, we develop fault-trees with 

the top event, occurrence of a rear-end collision, for 

three kinds of vehicles: a vehicle not equipped with 

any D S S, a vehicle with a D W S and a vehicle with 

an EBS. Then we analyze the fault-trees using the 

KITT (kinetic tree theory) and T H E R P (technique 

for human-error rate prediction), and estimate the 

statistically expected numbers of occurrences of the 

top event (i.e., a rear-end collision) for these cases. 

Finally, the effectiveness of the D S S are estimated 

by introducing criteria which can make a comparison 

among these statistics. The estimation concludes that 

motor vehicles with D S S have a relative risk of rear-

end collisions significanüy lower than those without 

D S S . In order to take drastic steps, it is strongly 

suggested that a vehicle should be equipped with both 

D S S s , i.e., a D W S andaEBS. 
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Abstract: DAISY is a model based Driver Assisting §Ystem which includes a component 
that accounts for the adaptation to the individual driver. Artificial neural networks based on 
the ART architectures were used to realize this module. Besides a brief survey of the main 
features of DAISY this paper emphasizes the modeling of the driving behaviour with ART 
networks. The way the ART networks are adapted to the problem is described. This 
includes the realization of a hierarchical ART structure and of a situation specific 
weighting of the components of the feature vector. The network parameters were adjusted 
through Genetic algorithm optimization. 
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1.DAISY ARCHITECTURE 

1.1 Background 

In the industrialized countries the individual mobility 
is an essential part of the modern culture. However 
individual flexibility becomes more and more limited 
right now through high traffic density resulting in 
bumper to bumper traffic situations and an increasing 
number of accidents. Traffic research has found that 
a very high percentage of accidents results from 
wrong driver behaviour. Main reasons are 
deficiencies in adequate assessment of the actual 
traffic situation. 

For these reasons the University of the Armed 
Forces, Institute of System Dynamics and Flight 
Mechanics has developed an intelligent Driver 
Assisting SYstem (DAISY) which helps the driver to 
understand the actual traffic situation by hints or 
warnings when needed. However existing driver 
support systems suffer from low acceptance ratings 

by drivers. These systems usually don't take into 
account that different individual drivers might 
behave very differently when exposed to the same 
traffic situation. They do not adapt the warning 
messages to these individual driving traits. To 
overcome this shortcoming a driver support system 
has to be adaptive to both the actual situation and the 
individual driver. 

1.2 DAISY components: 

To satisfy these requirements a model based 
approach was used to implement the following main 
components of DAISY: 

To account for the required situation adaptivity 
DAISY contains the Situation Analysis Module 
(SA). This module performs an explicit analysis of 
the current objective traffic situation by classifying it 
from a driver's point of view on the basis of 
environmental data. The result is a symbolic 
description of the situation. This information is used 
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to predict the average behaviour of the other vehicles 
and to determine objective action limits caused eg. 
by other vehicles. The SA module is implemented on 
the basis of Petri-Nets. This methodology allows a 
modular implementation covering different aspects 
of the total traffic situation and combining them in a 
very flexible manner. Examples of implemented 
situation models are car following and lane keeping 
/overtaking. 

The Model of the Actual Driver (MOAD) accounts 
for the adaptivity to the individual driver. Here the 
actual driver's normal driving style is extracted from 
observations of his behaviour during a learning 
phase. In the MOAD the driver objectives (e.g. 
desired driving speed) are determined first. Then the 
driver intent is recognized by use of a rule based 
model. In a trained condition the skill based driver 
control inputs can be predicted and the individual 
normal driving behaviour described by characteristic 
time reserve values can be extracted. A further 
processing step is the assessment of the current driver 
resources. 

The Warning System (WS) combines the output of 
SA and MOAD to issue a warning in the case of a 
dangerous deviation from normal behaviour caused 
for example by distraction, degraded vigilance or 
driver overload. To detect the deviation from normal 
behaviour the time reserve is used as a danger 
measure. The time reserve reflects the driving 
behaviour of danger prevention on the time basis by 
a combination of certain parameters. It not only takes 
into account the actual situation but also includes 
potential driver actions and potential actions of other 
vehicles which could endanger the own one. The 
time reserve proved adequate in a number of 
experiments (Kopf, 1994). 

Figure 1 shows the whole DAISY system. In the 
following section the design of the behavioural driver 
model as an essential component of MOAD is 
described in more detail; the skill based modelling is 
emphasized. 
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Fig. 1. DAISY architecture 
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2. DESIGN OF THE BEHAVIOURAL DRIVER 
MODEL 

2.1 Description of the problem 

Human behaviour can be classified in three main 
levels: Knowledge based, rule based and skill based 
behaviour (Rassmussen,1983). The driving task can 
be subdivided in the levels navigation, guidance and 
control which match the Rassmussen scheme in the 
following manner: Knowledge based behaviour -
Navigation; Rule based behaviour - Guidance; Skill 
based behaviour - Control (Dönges, 1992). DAISY 
mainly covers the rule based and skill based 
behaviour of the driver. It is one of the main design 
tasks to give the MOAD module the ability to learn 
the individual driving behaviour on the rule and skill 
based level. 

When selecting an approach for driver modeling one 
has to pay attention to the following characteristics 
of the driving task: 

The driving behaviour is extremely situation 
specific. 
The driver perceives a lot of information at 
about the same time which influences his 
behaviour. 
Driving behaviour is nonlinear. 

These characteristics can be met by an approach 
based on artificial neural nets. To select a neural net 
paradigm for driver modeling also technical 
requirements have to be taken into account. 
Necessary requirements are: 

The learning module must have realtime 
processing capability. 
Gathered knowledge about the driving 
behaviour must be stored (stability). 
New knowledge must be incorporated in the 
system (plasticity). 

To meet also these requirements Fuzzy ART was 
chosen for the modeling task. 

2.2 Methodology 

Basic ideas in the neural network literature: The 
following basic mechanisms which are useful for 
driver modeling are implemented in different 
paradigms of artificial neural networks: 

Self organization 
Stability - plasticity trade off 
Association 

All ART networks were designed to operate in an 
environment that requires realtime capability by 
using self organization as a basic feature. They also 
incorporate the requirement of sufficient stability of 

learned patterns while always being able to acquire 
new knowledge (stability - plasticity trade off). In 
particular, Fuzzy ART allows to combine different 
analog sensor inputs to one feature vector and can be 
trained in realtime by a fast-commit, slow-recode 
option (Carpenter, 1991b). But Fuzzy ART primarily 
only performs classification of analog patterns. To 
build a driver model an association between the 
actual traffic situation and the anticipated driver 
reaction has to be made. In Carpenter (1991a) 
ARTMAP was published which consists of two 
ART-networks combined by an inter-art associative 
memory. Basically this topology combines two 
different feature vectors by association. An 
association mechanism is also implemented in the 
counterpropagation network (Hecht-Nielsen, 1988) 
and other network paradigms. 

Adaptation of Fuzzy ART to the problem.The first 
adaptation step was simply to associate time series of 
driver reactions with classes of traffic situations. 
Traffic situations are represented as feature vectors 
which include sensoric measurements of the vehicle 
itself, street parameters and information about other 
vehicles. These vectors were complement coded. 
Driver reaction was sampled and the signals were 
combined to vectors of time series of entire reaction 
sequences. To model the driving behaviour for lateral 
control the steering wheel rate and for longitudinal 
control the break and gas pedal position were taken. 
After classification of the situation describing vector 
by the selforganizing mechanisms of Fuzzy ART a 
vector containing sampled driver reactions is 
associated with the detected class during the learning 
phase. Refinement of this vector is done with the 
same learning rule which is part of the ART 
networks (Carpenter, 1991b). With this adaptation 
the driving behaviour can be learned by observation; 
this principle was used in a similar way but with a 
different neural network paradigm in Kraiss (1992). 

The second adaptation step was to build a hierarchy 
of Fuzzy ART networks. The reason for this step was 
the realtime requirement but also to provide better 
model accuracy. The Fuzzy ART networks of the 
first level perform a coarse clustering process. For 
every class found for the first level a second 
clustering process with higher resolution is made. 
Every class found for the second stage is associated 
with the driver reaction sequences. 

The third adaptation step was driven by the idea that 
different elements of the feature vector will have 
varying relevance in different traffic situations. 
Therefore a weighting of each element must be done. 
This was accomplished by introducing relevance 
parameters in the Fuzzy ART algorithm. In particular 
the category choice function (Carpenter, 1991b) was 
expanded with the component depending factors k; 
(equation 1). These factors can be looked at as extra 
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degrees of freedom compared to the basic algorithm 
which allows a situation specific weighting of the 
components of the feature vectors. 

Τ = /*1 

j 

2|Vmin(/,,^)| 
M (1) 

i -1 

Tj ξ matching value for category j 
Wj ξ M-dimensional weight vector of category j 
I ξ M-dimensional inputvector 
k = M-dimensional relevance parameter vector 
α = choice parameter 

Figure 2 outlines the Fuzzy ART hierarchy how it is 
implemented in the MOAD module and it's 
interaction with the SA. The symbolic description of 
the current objective situation is processed in a 
selection module which corresponds with the rule 
based Behavioural Driver Model to choose the ART-
network covering the situation. Depending on the 
situation the input vector components and the ART-
parameters are selected. All these informations are 
used in the Fuzzy ART hierarchy. In the trained 
condition driver specific outputs like time reserve 
values and control signals can be recalled. For driver 
adaptive warnings the actual time reserve values and 
the normal ones are compared in the WS. In DAISY 
right now 17 different Fuzzy ART hierarchies for 
longitudinal control are implemented; typical 
examples are car following or car approaching. For 
lateral control there are 24 Fuzzy ART hierarchies; 
typical examples are lane keeping and overtaking. 

Optimization of network parameters: Designing an 
artificial neural network to solve a specific problem 
often means the selection of network parameters by 
trial and error. Right now, no analytical method is 
available which provides problem specific parameter 
values of a special neural network. This is also true 
for the above described Fuzzy ART approach for 
driver modeling. In this approach the two vigilance 
parameters for coarse and fine clustering but also the 
introduced parameters for situation specific 
weighting of the input vector components must be 
tuned to get accurate driver models. 

Genetic algorithms have proven to be a very flexible 
and generally useable method to solve search and 
optimization problems (Goldberg, 1989). They 
realize the trial and error process to find a good 
problem solution. This method was used to optimize 
the Fuzzy ART parameters off-line in the following 
way (Figure 3): Recorded data from test trials which 
describe the driving behaviour of a particular driver 
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Model 

^Objective Situation 

Data Pre-
processing 
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MOAD 
Selection Module 

ART-Selection 

Input-Selection 

Parameter Λ 
Selection J 

1 Situation specific 
ART values 

Fuzzy-ART: 
Coarse Clustering 

^Coarse 
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Module 

Driver specific Driver specific 
timereserve 

_ To warning device 
• or actuators 

Fig. 2. The Fuzzy ART based MOAD module 

are used to train a population of Fuzzy ART 
networks; each of these has it's own set of 
parameters (e.g. vigilance parameters or relevance 
parameters). After training every network is used as a 
controller to drive a model of the used car. During 
this closed loop simulation car reactions and 
previously recorded data of the human driver are 
compared in order to calculate fitness values for the 
different network controllers. These values are used 
in the genetic algorithm to adapt the network specific 
parameters by use of genetic operators. A binary 
representation of the Fuzzy ART parameters is 
transformed in the floating point values of these 
parameters which are used for a new training cycle. 
This process is repeated until a satisfying solution is 
found or a predefined number of generations is 
reached. After a parameter set is found this can be 
used to train drivers on-line in future. The procedure 
was used to first adapt the vigilance parameter set 
and then the relevance parameter set; it was done 
twice to stabilize the found parameters. 
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Fig. 3. Principle of network parameter optimization 

The main characteristics of the implemented genetic 
algorithm are: 

Steady state reproduction without duplicates 
8 bit binary representation using gray coding 
Linear normalization as fitness technique 
Roulette wheel selection of individuals and 
operators 
Used operators: One-point crossover, two-
point crossover, uniform crossover,one-bit 
mutation 
Population size: 16 
New children: 4 

The concept of Pareto optimality was used because 
different fitness values were evaluated at the same 
time to describe the total fitness of the individuals 
(Goldberg, 1989, pp.197 - 201). 

2.3 Results: 

First the use of a trained and optimized neural driver 
model as a human-like controller is shown for 
longitudinal control.Figure 4 shows a comparison of 
the driver and his trained network; the driven speed 
in a car following situation is depicted for both in a 
typical sequence. In Figure 5 distance keeping of 
driver and network in the same sequence is plotted. 
The network is stable and behaves very similar to the 
driver which is an indication that the model can 
imitate the driver. 

As a sufficiently accurate human driver model is 
available this can be used in DAISY in different 
ways. Here the use for driver adaptive warnings for 
longitudinal control is outlined. The time reserve 
concept is well suited to define the warning threshold 
(Kopf, 1994). This measure can be used for objective 
as well as subjectively adapted hints and warnings. 
To realize situation adaptivity for each Fuzzy ART 
class class-specific statistical values can be evaluated 
for the time reserve eg. the average value and 
standard deviation. Both values describe the 
situation-specific normal region of the driving 
behaviour. By comparing the actual time reserve 

value with the normal region, deviations from normal 
can be detected. These deviations are considered to 
be caused by unnormal driving behaviour which may 
have it's deeper cause, for example, in a lack of 
vigilance. If the actual value of the time reserve is 
falling below a certain level adapted to the normal 
driving behaviour a warning is issued. 

Figure 6 shows the actual time reserve values during 
normal driving compared to the situation specific 
threshold values of the normal driving behaviour 
region; as can be seen the driver does not leave the 
normal region during the entire sequence indicating 
that the driver behaves normally. Figure 7 shows the 
comparison of an imitated unnormal driving 
behaviour of the same driver with the learned normal 
behaviour region; in this case, the driver leaves his 
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normal time reserve region all the time; this deviation 
can be taken as an indication for unnormal driving. 
Some kind of message should be issued to the driver 
to draw his attention to this behavioural change. The 
intensity of this message should be increased along 
with further departure of the normal driving 
behaviour, in particular with respect to the case, 
when the time reserve is approaching zero. 

3. CONCLUSION 

Car Driving Situation. IFAC Man-Machine 
Symposium 1992. Preprints pp.2.2.1 

Kopf,M. (1994). Ein Beitrag zur modellbasierten, 
adaptiven Fahrerunterstützung für das Fahren auf 
deutschen Autobahnen. Doctoral thesis. VDI 
Fortschrittsberichte, 12, Nr. 203 

Rassmussen, J. (1983). Skills, Rules, and 
Knowledge: Signals, Signs, and Symbols, and 
Other Distinctions in Human Performance 
Models. IEEE Transactions on Systems, Man, 
and Cybernetics,Vol. SMC-13, pp. 257 - 266 

In this paper it was shown that realtime learning of 
driving behaviour can be accomplished by a neural 
net approach based on Fuzzy ART. ART specific 
parameters and the introduced relevance parameters 
were found by means of off-line optimization with 
Genetic algorithms; once predefined, these parameter 
sets can be implemented in the on-line learning 
process to extract the normal driving behaviour by 
observation. The trained driver model can be used in 
a driver assisting system like DAISY in different 
ways: To satisfy the requirement of adaptiveness for 
messages and warnings it is possible to extract the 
driver and situation specific time reserve values to 
describe normal driving behaviour on a time basis. 
Deviations from these regions can be detected and 
used to issue driver adaptive warnings. It is also 
possible to use a trained neural network as a human-
like controller. Other possible applications like driver 
intent recognition, assessment of current driver 
resources and driver identification are part of the 
current reseach work. 
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CAR-FOLLOWING MEASUREMENTS, SIMULATIONS, AND 
A PROPOSED PROCEDURE FOR EVALUATING SAFETY 
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Abstract . Video data of highway traffic were used to study the effect of illumination, weather, and 
traffic density on the driver car-following behavior. A driving simulator was used to evaluate the effect 
of driver intention, gender, and experience on braking reaction time and following distance. The results 
show that the environmental factors influenence driver behavior mainly in congested traffic but not in 
free-flow traffic. Driver experience, gender and intention to pass all show some effects on car-following 
behavior. The distribution of driver reaction time fits a log-normal model. A safety evaluation procedure 
is proposed based on the obtained statistical distributions. 

Key Words. Driver behavior; simulators; simulation; statistical analysis; safety analysis. 

1. INTRODUCTION 

Rear-end collision is one of the most common 
types of crashes involving two or more vehicles. 
The National Safety Council (NSC) reported (Ac-
cident Facts, 1991) tha t there were approximately 
11.5 million automobile crashes in 1990, of which 
2.2 million were front-to-rear-end, about 19.1% 
of the total . These crashes accounted for 24% 
of all collisions involving two or more vehicles. 
The NSC further reported, in the same year, on 
1800 fatalities (in front-to-rear-end crashes) or 
4.4% of the fatalities occurring in all motor vehi-
cle crashes. Front-to-rear-end collisions accounted 
for 11.4% of all fatalities involving two or more ve-
hicles in crashes (McGeheen et al, 1992). 

There is plenty of evidence tha t these front-
to-rear-end accidents result primarily from the 
following- drivers keeping inadequate headway for 
the speed of travel and, therefore, not being able 
to stop or slow down sufficiently when the lead 
vehicle unexpectedly decelerates or stops rapidly 
due to the late timing of a maneuver, an obsta-
cle, or some other emergency si tuation. The NSC 
(Accident Facts, 1991) reported tha t 8.7% of all 
collisions or nearly one-half of front-to-rear-end 
crashes are due to drivers following too closely. 
Various warning systems and intelligent cruise 
controllers are being designed to help the inatten-
tive, inexperienced or risk-prone driver keep an 
adequate following distance and react when un-
expected situations occur. To be acceptable to 
the driver, those devices should be actuated by a 
"smart" algorithm which activates either or both 

warning and deceleration, depending on the cir-
cumstances. 

W h a t drivers believe to be an acceptable follow-
ing distance is not easy to deal with for many 
reasons. The individual driver has his/her own 
intuitive and heuristic internal model of the fol-
lowing situation. The driver may also decide to 
engage in active risk-taking behavior when plan-
ning and carrying out driving maneuvers. The 
driver's sensory and perceptual limits for detect-
ing speed and distances may change according to 
age and gender. These and many other factors are 
not mutually exclusive, which makes the defining 
of a safe following distance very complex. 

Considerable research has been directed to 
drivers' car-following behavior or headway dis-
tr ibution. Tolle (1976) compared different mod-
els of headway distribution using real highway 
data . Koshi et al (1983) suggested possible 
dual-mode car-following behavior. Chishaki and 
Tamura (1984) formulated a headway distribution 
model based on the distinction between leaders 
and followers. Several researchers tried to de-
fine so-called "safe" following distance (or head-
way). Dull and Peters (1978) defined the safe 
distance as a function of vehicle braking capabil-
ity and of driver reaction t ime. Fenton (1979) 
proposed a headway safety policy for automated 
highway operations. Ioannou et al (1992) used 
the California rule for safe car-following distance, 
a vehicle length for every 10 m.p.h, for their in-
telligent cruise controller. These mathematical 
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models, though easy to implement in simulation, 
can hardly reflect the real driver judgments of the 
safe following distances, since they all t ry to de-
fine what is a safe following distance instead of 
what following distances drivers believe to be safe 
and/or actually employ. 

This paper first investigates constant velocity car 
following behavior as a function of absolute speed, 
weather, illumination, traffic density, driver in-
tention, experience and gender. Two approaches 
were used to measure the car-following behavior: 
field measurements and simulator tests. The field 
measurements provide realistic but uncontrolled 
data for a large and varied population under dif-
ferent environmental conditions. The simulator 
tests, on the other hand, provide da ta among dif-
ferent groups of drivers in a planned, controlled 
environment. Those da ta are then used to develop 
and validate a car-following evaluation procedure. 

2. F IELD MEASUREMENTS 

2.1. Location 

Most measurements were carried out on Interstate 
1-93 near the downtown Boston area. This sec-
tion of 1-93 is a three-lane freeway going north 
and south. This location has the merit of hav-
ing steady traffic flow during the rush hour and 
even during the non-rush hour. Only those data 
from the inner two lanes were taken. A high el-
evated parking lot along the highway was chosen 
to place a video camera so tha t we could have a 
clear view of the whole highway and thus were able 
to distinguish between vehicles on adjacent lanes. 
Another location, the Massachusetts Turnpike (I-
90), was used to collect high speed da ta and to 
show the effect of different locations. This section 
of 1-90 is a four-lane toll highway going east and 
west. Again, only the inner two lanes were con-
sidered. Both highways are well maintained and 
have good surface quality. The average through-
put ranges from 1500 to 2000 vehicles per hour per 
lane during rush hour and approximately 1000 to 
1600 vehicles per hour per lane during non-rush 
hour. 

2.2. Data Collection and Analysis 

A Sony Hi-8 Handycam video camcorder was used 
for measurement. It had a 10:1 zoom lens with 
1 lux light sensitivity. The camera was adjusted 
so that about three cars following one another 
could be seen on the screen. This ensured proper 
car-following action bu t did not sacrifice accuracy. 
The camera had a built-in clock with resolution of 

1 second. The traffic da ta collected from the high-
ways were analyzed using the stop-frame method 
on a VCR. The VCR had a slow-frame speed of 
1/60 second per frame, and this was used to cal-
culate a velocity for the vehicles. 

Since this s tudy only considered car-following un-
der a steady traffic stream, cars with accelera-
tion/deceleration were discarded. To achieve this 
goal without measuring the acceleration rate, we 
employed the da t a only when there were at least 
three cars following each other at approximately 
the same speed. Two stationary marks , 55 feet 
apart on the highway, were used t o calibrate be-
tween the distance tha t appears on the T V display 
(TV-screen-inches) and the distance on location 
(real distance). In order to avoid errors caused by 
image distortion from the camera, we measured 
the distance from the center of the screen where 
the markers were observed. 

Each cited instance of car-following was classified 
by the speed at which both cars were traveling 
and the distance the cars were measured to be 
apar t from each other. It was assumed and af-
terward checked tha t both cars were traveling at 
the same speed. It was also assumed tha t the ve-
locity was constant for the specified distance be-
tween the two marks . A collection of about 50-100 
of these da t a points constituted one d a t a set for 
each video session. There were 60 video sessions 
from 1-93 and 15 sessions from 1-90. 

2.3. Results 

Based on the collected data, the car-following dis-
tance was found to vary greatly in each speed 
range. By observation, each distribution resem-
bles a log-normal distribution. 

Box plots are used for graphic comparison of the 
means of samples under different conditions. A 
box plot has several graphic elements. The lower 
and upper lines of each "box" are the 25th and 
75th percentiles of the distribution. The line in 
the middle of the box is the median value of the 
samples. The lines extending above and below 
the box show the to ta l range of da ta , except tha t 
any sample value tha t is more than 1.5 times the 
box range is shown as individual point above or 
below the box. Figure 1 compares the mean fol-
lowing distance under dry and wet road surfaces. 
An analysis of variance (ANOVA) of the effect of 
wet surface shows tha t there were no statistically 
significant differences for speeds higher than 40 
km/h r , while there were significant differences for 
speeds lower than 40 k m / h r (P<0 .05) . This sug-
gests tha t a wet surface affects car-following be-
havior for congested flows, but not for free flows. 
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The same phenomenon exists for night t ime (Fig-
ure 2). An ANOVA shows that , except for the 
speed range of 30-40 k m / h r , there were signifi-
cant differences in the car-following behavior un-
der congested flows (P<0.05) while it shows no 
significant differences under free flows. For the ef-
fect of traffic density, Figure 3 and its ANOVA 
seem to suggest tha t rush hour traffic has no ef-
fect on car-following behavior compared to non 
rush hour. 

Overall, the environmental effect of pavement 
wetness and spacious illumination on driver car-
following behavior seems to be minimal when the 
traffic is in free flow, while the effect appears to in-
crease when the traffic turns into congested flow. 
As for traffic density, no obvious effect is shown 
for the collected data . 

15 25 35 45 55 
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Fig. 1. Comparison of Mean Following Distance under 
Dry and Wet Road Surface 
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Fig. 2. Comparison of Mean Following Distance under 
Day and Night 
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Fig. 3. Comparison of Mean Following Distance during 
Rush and Non-rush Hour 

in a controlled environment with readily avail-
able measures of system performance. Many ex-
amples of the acceptance and utilization of driv-
ing research simulators now exist throughout the 
United States and Europe. 

The driving simulator developed in the Human-
Machine Systems Laboratory provides a variety 
of possible parameter variations. Figure 4 shows 
the configuration of the simulator. The fixed-base 
car cabin allows the driver to control the vehicle 
through the existing gas pedal, brake, and steer-
ing wheel. Two audio speakers are used to gener-
ate the sound environment. Steering wheel torque 
feedback is generated by a computer-controlled 
DC motor on the steering shaft. The motion of 
the vehicle is fed back to the driver mainly by the 
visual cues from the projection screen and secon-
darily by the feel of the steering wheel and the 
auditory cues which include engine noise and a 
car-passing sound. Both sound effects change in 
loudness and pitch according to the closing speed 
and distance relative to on-coming cars. The road 
scene consists of a two-lane highway with vehicles 
in each lane. The subject 's vehicle can pass or be 
passed by other vehicles. 

Generally speaking, skilled drivers were able to 
sense the lateral acceleration through visual cues 
and steering wheel torque. This simulator has 
been tested and performance on it compared to 
results from actual road test with regard to lon-
gitudinal distance to objects, oversteer on sharp 
curves and other variables. 

3. SIMULATOR T E S T 

3.1. Human-Machine Systems Laboratory 
(HMSL) Driving Simulator 

In most cases, the rationale for developing a driv-
ing simulator is to provide a safe and economi-
cal means for presenting an operational scenario 

3.2. Expenmental Task 

The simulator was used to test the effect of driver 
experience, gender and intention to pass on car-
following behavior, and to test the driver's braking 
reaction time under different conditions, such as 
lead car applying full brake and a suddenly ap-
pearing obstacle. In other words, car-following 
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Fig. 4. Configuration of HMSL Driving Simulator 

distance distribution and reaction time distribu-
tion under different driving conditions and under 
different speeds were measured using the HMSL 
simulator. 

The subjects were first given oral and written in-
struction describing the purpose and the proce-
dure of the experiment. They were then asked to 
practice driving the simulator for as long as nec-
essary in order to easily handle the vehicle and be 
familiar with a variety of presented scenarios tha t 
would appear in later experiments. Immediately 
following the practice, two different experiments 
were conducted with about 12 minutes for each ex-
periment and a 5-minute break between them. In 
the first experiment, the subjects were instructed 
to follow the lead car and to change speed or to 
brake as they would in normal driving according 
to the lead car conditions. The lead car changed 
speed randomly and occasionally braked to stop. 
For the second experiment, the subjects were al-
lowed to pass whenever possible without collision. 
There were "no passing" zones or on-coming cars 
to limit the passing frequency. Following distances 
at different speeds were continuously recorded in 
the computer, and braking reaction times were 
measured whenever the lead car applied its brake. 
This reaction t ime was measured from the onset 
of the lead car braking until the onset of the sub-
ject 's braking. 

3.3. Subjects 

The 24 drivers tested in the simulator were all 
holders of a current U.S. driver license. None of 
the drivers was professional. The subjects had 
been selected on the basis of their driving experi-
ence and their gender. Subjects included: 

(1) Inexperienced drivers, with a mean of 1.3 years 
of driving (σ = 0.5 year), and a mean age of 27.2 
(σ = 2.2). 
(2) Experienced drivers, with a mean of 6.3 years 
of driving (σ = 1.8 years), and a mean age of 29.7 

(σ = 5.5). 
(3) Female drivers, with a mean of 3.8 years of 
driving (σ = 2.4 years ) and a mean age of 29 (σ 
=5.2) . 
(4) Male drivers, with a mean of 4.0 years of driv-
ing (σ = 3.1 years) and mean age of 28.3 (σ = 
4.1). 

Categorization into two experience levels was 
made on the basis of statistical risk of accident, as-
suming drivers with up to 2 years experience have 
a higher risk of accident (Colbourn et al, 1978). 

All subjects were volunteers and were not paid for 
their services during the period of approximately 
1 hour required for testing. 

3.4. Results 

The log-normal distribution was assumed to com-
pare the mean following distance for each experi-
mental condition. 

The main effect of driver experience on follow-
ing distances was statistically significant (P<0.05) 
for all speed ranges except for the range of 60-70 
k m / h (P=0.34) . The comparison of the mean dis-
tance is shown in Figure 5. Figures 6 and 7 show 
the main effects of gender and intention to pass. 
Again, the differences are statistically significant 
in most speed ranges for both factors (P<0.05). 

45 55 65 75 85 95 105 115 
Speed (km/hr) 

Fig. 5. Compar ison of Mean Following Distance for 
Exper ienced and Inexperienced Drivers 

Figure 8 shows the cumulative density function for 
braking reaction time. The mean reaction time 
for the lead car applying its emergency brake is 
1.25 seconds, while tha t for sudden appearance of 
an obstacle is 1.10 seconds. Both reaction times 
include both perception time and foot movement 
time. 
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where D = the stopping distance required to avoid 
collision, V) = the speed of following car, Tr — 
the driver braking reaction t ime, V\ = the speed 
of lead car, oc\ = the deceleration of lead car, aj 
= the deceleration of following car. 

The parameters CTJ and a/ are dependent upon 
vehicle braking characteristics while Tr varies ac-
cording to the probability distribution derived in 
section 3. For the extreme case of a sudden-
stopped obstacle, ai is zero and the required stop-
ping distance would be the largest. 

Fig. 6. Compar i son of Mean Following Dis tance for 
Female and Male Drivers 

75 85 95 
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Fig. 7. Compar ison of Mean Following Dis tance with 
Passing and No-passing 

4. P R O P O S E D P R O C E D U R E F O R 
EVALUATING T H E SAFETY O F 

CAR-FOLLOWING 

Our analysis of the car-following strategy of a 
driver is based on all the factors considered in the 
previous two sections. Based on these data , the 
estimated probability distributions, a procedure is 
proposed to evaluate safety. It makes use of the 
commonly used equation for "safe following dis-
tance" 
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Figure 9 diagrams the proposed procedure for 
evaluating the safety of car-following. The car-
following distance distribution is acquired using 
the da ta from both highway measurements and 
simulator tests. The distribution of driver reac-
tion time, on the other hand, comes from the re-
sults of the simulator test only. The vehicle brak-
ing characteristics are dependent on vehicles type, 
vehicle speed, and road surface conditions. The 
discrete following distance and stopping distance 
are sampled separately using the Monte Carlo 
method. The difference between these two dis-
tances then forms the distribution of safety mar-
gin under that part icular condition. The s tatus of 
the vehicle, collision or not, is then determined. 

speed, 
weather, 
pavement, — * 
driver 
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driver » 
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Vehicle following 
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Fig. 8. Braking react ion t ime 

speed 
pavement 

Fig. 9. Block d iagram of the car-following evaluation 
algori thm 

To illustrate the procedure, consider the follow-
ing example. The distribution of the car-following 
distance under daylight, dry pavement, and for 
the speed range of 30-40 k m / h r acquired from the 
highway data is shown in Figure 10. The distri-
bution of the brake reaction t ime is described in 
Figure 8 for the the special case of encountering 
a sudden obstacle. In this case, it is further as-
sumed that , in an emergency, the following driver 
will brake at or near limit of tire-pavement fric-
tion. Hence, the braking of the following vehicle is 
fixed at 0.7g, a level achievable on dry pavement 
by vehicles capable of meeting FMVSS 105, the 
Federal Motor Vehicle Safety Standard for brak-

533 



ing. The stopping distance for this special case 
was derived by using Equation (1). This stop-
ping distance distribution is also shown in Figure 
10. Using the Monte Carlo sampling method, the 
safety margin could be a distribution as shown in 
Figure 11. From this hypothetical result one can 
see tha t under this special condition, about 96% 
of the population would have a collision if a sud-
den obstacle did appear. The same procedure can 
be used to evaluate the situation tha t the lead car 
applies full brake and slows to a stop. In that case 
only about 55% of events result in a collision. 

The procedure can be modified with some correc-
tion factors for different assumed conditions but 
using similar statistical distributions. For exam-
ple, da ta from the highway measurements show 
there is 0.9 meter greater average following dis-
tance under wet road surface for speed range 30-
40 k m / h . The safety margin might then be esti-
mated by simply shifting the distribution of safety 
margin to the right by 0.9 meter. In this case the 
collision probability would be 94% instead of 96% 
as in the dry surface condition. 

The procedure can be further refined to include 
correction at the stage of Monte Carlo sampling 
between reaction times and following distances (a 
young man with faster reaction times follows more 
closely) and of course can be improved upon with 
bet ter da ta as it becomes available. 

— — Car - fo l low ing d istance 

" ' — ·— Stopping d is tance 

- / 
: : : : : : : : : : 

.J..-}. ......-.ψ*. . l . . f „;. . .«.._. - f 
: : : : : : : : : : 

.J..-}. ......-.ψ*. . l . . f „;. . .«.._. 

j ] 

::;" " 7 / 7 ; ; ; : 
" γ / " ' "' 

0 5 10 IS 20 25 

Distance (m) 

Fig. 10. Cumulative frequency distributions for car-
following distance and stopping distance 

5. CONCLUSIONS 

A procedure for evaluating the safety margin of 
driver car-following behavior has been presented. 
Highway da ta on car following and simulator ex-
periments on car following and braking were per-
formed and the effects of different environmental 
conditions and driver conditions were discussed. 
The results show that there may not be a sim-
ple relationship between the car-following distance 

Distance to Col l is ion (m) 

Fig. 11. Hypothetical distribution of the safety margin 

and any single factor. This makes the s tudy of 
driver car-following behavior difficult. A proce-
dure based on these da t a plus assumptions about 
vehicle braking permits an evaluation of margin-
of-safety. Further studies are needed to refine the 
procedure for potential application in the design 
of an intelligent cruise controller and other im-
provements in highway t ranspor ta t ion . 
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Abstract: This paper presents human-machine organization study based on the working 
position concept. A methodology for designing this kind of system is proposed. The 
resulting organization is then described as a complex communication network between both 
the human and technical control systems of each working position. This global 
representation is illustrated with the air traffic control organization. Finally, the impact of 
new control tools is discussed through experimental and field studies. 
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1. INTRODUCTION 

In relation to the study of human-machine systems, 
an entire automated command is sometimes 
undesirable. Indeed, the corresponding automated 
system might not be entirely flexible nor reliable, in 
the case of a controlled process malfunctioning, for 
instance. Anyway, the long-term human inactivity in 
the control and supervisory loop of a complex 
system may lead to a loss of expertise. Moreover, an 
entirely manual command may also lead to some 
problems when for example, the human operator is 
overloaded. Therefore, when choosing the degree of 
automation for integration into a human-machine 
system, the main compromises include (1) what, (2) 
why and (3) how tasks have to be automated, 
according to both collective and individual features. 
In this way, the application of human-machine 
cooperation principles is a good way to avoid 
excessive automation, and to provide to the human 
operators specific cooperative assistance tools for 
decision and/or action. 

The air traffic control domain confronts the problem 
of both the design and the validation of a future 
system organization. Indeed, (1) as the air traffic 
increases considerably, (2) as the human air traffic 
controller's workload becomes sometimes heavy, (3) 
as the present control tools are saturated, it is urgent 
to assist efficiently the air traffic controllers in order 
to optimize their activity regulation. In this way, the 
purpose of many studies is to propose and validate a 
new air traffic control organization which allows the 
air traffic controllers to stay active in the control and 
supervisory loop of the process and which permits 
maintenance of an optimal global system 
performance. 

In such a way, the first part of this paper deals with 
this kind of human-machine system description. The 
second part evolves different organizations for the 
command system of a given controlled process. 
Finally, this global discussion is illustrated by the 
last part which concerns the air traffic control domain 
and in which concrete examples will give some 
practical system validation problems. 
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2. HUMAN-MACHINE SYSTEM MODELING 

A human-machine system design can be oriented 
toward a global methodology which is helpful to 
describe the studied organization. This kind of system 
study is based on specific working position modeling 
in which communication can be made through 
different interaction tools. 

2.7. System design methodology. 

This methodology is directed toward a top-down 
design phase and toward a bottom-up evaluation 
phase, figure 1. Each phase makes use of two 
models: the human model which determines the 
human limits and resources, and the task model 
which defines the interactions and the information 
needs of the team in order to perform the individual 
and collective tasks. 

Process objectives 
and characteristics 

4 
Process 
analysis 

Tasks 
analysis 

Design 
step 

Human 
operators 
modeling 

Human 
tasks 

modeling 

Validated 
human-machine system 

<-> Activity 
analysis 

<-> 
Experimental 

protocol 

Working position Ν > 

Working position 2 
Working position 1 

System implementation 

Evaluation 
step 

Fig. 1. System design methodology. 

The top-down phase begins with a process analysis 
that permits the definition of the control and 
supervisory tasks. Prescribed tasks are defined 
depending on material and human resources 
constraints so as to obtain (1) the foreseen 
functioning modes to determine what information is 
needed for process supervision, and (2) the foreseen 
dysfunctioning modes to provide the actions 
sequences carried out by the human operators to solve 
these problems. The task analysis concerns tasks 
performed by each human operator and the 
interactions between the different members, e.g. 
human actions chronology, human communications. 
This analysis is based on both objective and 
subjective data collected either in real context during 
normal activities, or in simulated context during pre-
defined experiments. It also determines the physical 
working position separation, the task sharing 
between the human operators and the legibility level 
of one human operator activity by another one. They 
lead to a task classification: those that may be 
entirely automated, those that cannot be executed by 
an automated tool, those that can be shared. In fact, 
in each working position, this classification allows 
the characterization of the human operator's role in 
the control and supervisory loop, the level of 
automation and the human-machine cooperation 

modes. Before the integration of the final human-
machine system, a last step consists of the 
specifications of the dialogue interfaces. 

The bottom-up phase, based on the study of effective 
tasks, aims at validating the human-machine system 
with regard to some evaluation criteria about 
individual activity and interactions between working 
positions. The evaluation objectives can take into 
account an assessment of the global performance, i.e. 
the difference between the real production of the 
piloted system and the expected production. 
Moreover, ergonomie criteria can explain some user 
problems, from methods that help to reconstitute the 
unobservable mental human activity. They are based 
on subjective evaluation methods and measurable 
parameters to assess for example the human 
workload. An appropriate experimental protocol 
defines the evaluation contexts and criteria to take 
into account during experiments. Finally, the 
analysis of the recorded subjective and/or objective 
data of the effective performed tasks will permit 
validation or refinement of the proposed human-
machine organization. 

2.2. Working position modeling. 

In the basic working position architecture, human-
machine interactions are numerous and occur through 
two control systems (Vanderhaegen, 1993), figure 2. 
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Fig. 2. Working position modeling. 

The human control system is constituted by one or 
several human operators. The technical control 
system is constituted by a local supervision system, 
one or several assistance tools, working tools and 
exchange protocol tools. The supervision system 
manages the input and output data from the 
controlled process. On the other hand, the assistance 
tools provide the human control system with a help 
to action and/or decision. The human operators are 
integrated into the main control and the supervisory 
loop of the process. Using different working tools 
that provide them all the information they need, they 
manage the local control goals and the process 
abnormalities that the automated system (i.e. both 
the assistance tools and the supervision system) 
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cannot solve. They also take into account the 
collective work goals. In such a way, they manage 
the data they have to send to and/or to receive from 
other working positions. 

The representation of the human-machine system 
includes these external and internal data flows. 
Internal communications correspond to the specific 
interactions that exist inside a working position 
according to local work goals . External 
communications are the result of communication 
procedures that exchange data between different 
working positions using (1) human communication 
protocol media (e .g . verbal or gestual 
communication, manual transfer), (2) specific 
working tools (e.g. telephone, radio, screen, printer, 
pen, paper, office supplies) and/or (3) exchange 
protocol tools (network, telephones lines, aerial, 
radar). External human-human communications are 
established either by specific verbal or gestual 
communication protocol, or by manual transfer of 
working tools such as a paper support. Sometimes, 
they are made through specific working tools as 
telephone or radio. In such a case, they require 
additional connection supports like telephone lines 
and aerials, in order to make the external 
communication possible. This transfer data can also 
be generated automatically by the assistance tools. 

3. COMMAND SYSTEM ORGANIZATION 

One of the results of the general system design 
methodology is the definition of the human-machine 
cooperation which presents different possible 
connections between assistance tools and human 
control systems. In this context, cooperation includes 
the coordinated tasks processing, taking into account 
geographical processing area and actions chronology 
between decision-makers. In such a way, the 
command system needs specific interfaces and can be 
managed from different interactions between working 
positions. 

3.1. Assistance tools connection. 

Interactions between the human operators and the 
assistance tools through the working tools are 
multiple, figure 3. These interactions are related to 
the definition of assistance tool goals. 

According to a vertical human-machine cooperation, 
assistance tools contribute to the decision-making 
process. In fact, human operators are responsible for 
the process tasks, and, if necessary, they can call on 
decision support tools which will supply them with 
advice. 

Related to a horizontal human-machine cooperation, 
assistance tools contribute to the course of action, 
i.e. the on-line decision assistance tool can act 
directly within the process. The human control 
system and the assistance tools are on the same 
decision level in which the control and supervisory 

tasks, and their related actions can be distributed in 
order to relieve the human operators of overloaded 
situations. Thus, the dynamic task allocation 
principle consists of inserting in the control and 
supervisory loop, a task allocator that shares control 
tasks between decision-makers. This task allocator 
can be managed according to subjective or objective 
allocation criteria, by taking into account a global 
performance score, a mental workload measure or an 
assessment of task demands. 

With regard to a multilevel human-machine 
cooperation, the assistance tools of a given working 
position help to filter the data between human and 
technical components of other working positions. 
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Computer : 
DECISION 

Task 
allocator 

Multilevel 
cooperation 
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Working position A 

Human operator 

Computer • Task 
allocator 

Fig. 3. Command system organization. 

Those connections of the assistance tools require 
optimal communications between human operators 
and the technical control system. The set of working 
tools for those communications constitutes the 
human-machine interfaces. In a working position, 
different kinds of interface can be considered 
depending on the global work objectives. Nowadays, 
interface design is oriented toward highly-evolved 
systems which are more and more adapted to human 
operator behavior. For example, there are flexible 
personalized interfaces which adapt (automatically or 
manually) to modifications of the human 
environment. Thus, different ways of adapting the 
interfaces to the requirements of the task, the 
machine and the human operator can be considered. 
For instance, with regard to the human-machine 
cooperation level choice, interfaces can adapt (1) to 
the human operators' ability or their skill level, (2) 
to the user by changing conversational style, (3) to 
the concept of: "What you see is what you get", 
and/or (4) to a mental workload assessment. In such a 
way, adaptive and multimodal interface principle can 
be applied. It is based on interfaces with different 
kinds of dialogue so as to make intelligent working 
positions. As a matter of fact, working positions 
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with integrated dataglove, touch screen, speech 
recognition, voice synthesis and video, can be 
studied. Furthermore, the concept of groupware, e.g. 
anthropocentric production systems, computer-
support cooperative work systems, group decision 
support systems, can also be used. The general and 
common purposes of those systems are to facilitate 
the communications and the data sharing between the 
working positions components, in order to free them 
from restraints of time and/or space, to improve their 
productivity and the system safety. 

4. THE AIR TRAFFIC CONTROL CASE 

Air traffic control is a good concrete example of a 
multilevel system which allows a control data 
filtering from different control levels. Particularly, 
the present control unit organization will change 
according to the variable abilities of human and 
technical control systems of the corresponding 
working positions. This entails the possible 
reorganization of the human operators' role in the 
control and supervisory loop. This point is developed 
through illustrative studies. 

3.2. Working position organization. 

Therefore, a working position organization aims also 
at regulating the human activity. Indeed, the human 
and technical tools enable regulation both by 
retroaction and anticipation or by defining different 
filtering levels between working positions. In such a 
way, organizations can be structured so as to manage 
data sharing and make negotiation possible in case of 
a lack of information or knowledge. Depending on 
the connections between working positions, different 
kinds of human-machine organizations can be 
represented. Figure 4 gives examples of such a 
representation. 
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Fig. 4. Examples of human-machine organization. 

The centralized organization is characterized by a 
single working position that takes into account the 
whole command process. In such a case, the media 
for external communication are not used. In other 
types of organizations in which the global process 
can be divided into different semi-dependant sub-
processes, the decentralization enables the 
distribution of tasks over working positions. The 
control system components have to cooperate so as 
to synchronize, exchange data, or access a common 
resource. Nevertheless, in the case of a complex 
process, it seems necessary to coordinate each 
individual component so as to optimize the overall 
process. This function can be performed by other 
upper command levels, i.e. the coordinators in a 
hierarchical organization. 

4.1. Global air traffic control organization. 

The global organization of the Air Traffic Control 
can be represented as a hierarchical one, figure 5. 
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Fig. 5. Air traffic control organization. 

The upper air traffic flow management is rather a 
long-term planning and regulation of the traffic flow, 
whereas the control center level concerns a medium-
term management of the control units. Both levels 
organize the traffic (1) quantitatively because they act 
on the number of planes taken in charge by the lower 
control units level, and (2) strategically because they 
do not command the controlled process directly. A 
control unit supervises a given geographical sector. It 
is decomposed into different working positions 
managed by human controllers, such as a tactical 
radar controller and a strategical short-term planning 
controller, figure 6. 

Control unit Control unit 
Tactical position ^ ^Strategical position^ 

1 - Radar controller 2 - Planning controller 3 - Radar screen 
4 - Radio 5 - Telephone 6 - Strip board 
7 - Strip printer 8 - Paper strip 9 - Stripping display 

10 - TV channel to display operational data (meteorology, military sectors) 

Fig. 6. Example of control unit organization. 

Through a radar screen, the radar controller supervises 
the traffic and dialogues with aircraft pilots by means 
of the radio. The supervision consists of anticipating 
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possible conflicts between planes that may transgress 
separation norms and in solving them asking pilots 
to modify their initial trajectory. Using the 
telephone, the planning controller communicates 
with those of adjacent sectors in order to ensure the 
coordination between sectors and to avoid unsolvable 
conflicts at the sectors borders. He also anticipates 
the traffic density with regard to the sector capacity 
and regulates the radar controller's workload. 

Both radar and planning controllers use paper strips, 
strip board to class them, radar screens that display 
on-line the evolution of planes and operational data 
that are displayed on a TV channel. Each printed strip 
contains the flight plan data of an aircraft. The 
planning controller receives it before the plane enters 
the sector. He analyses it, and transfers it to the radar 
controller who sorts it according to the dynamic 
planes evolution. Sometimes, from a simple 
stripping display, he can modify directly a flight 
plan. At this lower control unit level, the controllers 
evaluate qualitatively the situation because they 
optimize the control quality in terms of (1) safety 
constraint to avoid possible conflicts, (2) economic 
criterion to minimize the planes consumption and 
(3) regularity criterion to take off and land at the 
expected times. 

4.2. Experimental case study. 

This experimental study, called SPECTRA (French 
acronym for: Experimental System for the Air Traffic 
Control Tasks Allocation), is based on a multilevel 
cooperation concept (Vanderhaegen, 1993), figure 7. 
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Fig. 7. Control unit structure on SPECTRA. 

This study is carried out at the University of 
Valenciennes, in cooperation with the CENA (French 
Research Center in Air Traffic Control). It aims at 
increasing the sector capacity by regulating the 
controllers' activity and maintaining an optimal 
global performance. On the one hand, at the tactical 
level, the assistance tool is based on the dynamic 
task allocation principle that consists of sharing 
control tasks between a radar controller and an expert 
system, called SAINTEX (French acronym for: 
Experimental Automatic System for Night Air 
Traffic Control). On the other hand, at the strategic 
level, it concerns a system that cooperates with the 
planning controller and that is oriented toward a 
scheduling assistance tool for the optimization of the 
radar controller's activity regulation. 

Firstly, a feasibility study of the horizontal 
cooperation was made at the tactical level 
(Vanderhaegen, et al., 1994). In such a way, both a 
manual and automated dynamic allocation modes 
were integrated in SPECTRA structure. The manual 
one was performed by the radar controller who 
estimated his own performance and workload, and 
who allocated tasks either to himself or to 
SAINTEX. The automated one was based on the 
capabilities of the two decision-makers. For 
SAINTEX, those abilities are functional ones: only 
conflicts between two planes can be treated. For the 
human controller, these abilities are linked with 
functional task demands assessment which 
characterizes the task complexity. When task 
demands are too high and exceed a maximum level, 
conflicts are allocated to SAINTEX. In order to 
validate the SPECTRA concepts, four experiments (a 
training one, without assistance, in manual and 
automated modes) have been performed by nine 
qualified and six inexperienced controllers. The 
working tools were limited to a radar screen and a 
specific electronic stripping display to control planes 
by means of a keyboard and a mouse. Data related to 
(1) global performance related to the safety and 
economic levels, (2) task demands assessment, (3) 
subjective workload estimation on a unobtrusive 
graduated board, (4) subjective global workload with 
the Task Load indeX method, and (5) subjective 
comments about general information, workload 
information, comparisons between allocation modes, 
have been recorded during each experiment. 

The main results are optimistic. Indeed, depending on 
obtained subjective and objective data, both manual 
and automated dynamic tasks allocation modes are 
useful for loaded traffic control, in terms of workload 
decreasing and safety improvement. On the one hand, 
qualified controllers tend usually to verify the 
SAINTEX strategy because they do not entirely trust 
it. Anyway, they preferred the manual mode which 
allowed them to feel fully responsible for the entire 
air traffic control. Nevertheless they performed best 
with the automated mode which obliged them to take 
in charge fewer conflicts. On the other hand, the 
inexperienced controllers preferred the automated 
mode which released them from the extra load of task 
sharing. They have the best result with the manual 
one because they have given to SAINTEX more 
conflicts. Anyway, despite different uses of 
SAINTEX abilities, both a manual and automated 
mode permits adaptation of the task sharing related to 
the human need for assistance. 

4.3. Field case studies. 

In France, a national progressive restructuring of 
control rooms is planned from 1995. In this way, a 
CENA project, called PHIDIAS (French acronym for 
Integrated Peripheral of Dialogue and Assistance) was 
created in order to design and validate possible new 
tools which might be integrated on the future control 
unit for the air traffic control (Salvi, 1992). This 
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groupware validation is firstly based on a strong 
experimental study called HEGIAS (Host for 
Experimental Graphical Interfaces of Advanced 
automatic Systems). Through HEGIAS, some 
controllers from different control centers have 
validated the main human-machine interface 
principles proposed by PHIDIAS. Indeed, the 
intelligent electronic stripping that might replace the 
paper strip, the dialogue means (i.e. a touch screen, a 
mouse and a keyboard) and the codification by colour 
use seem to be helpful. This experimental step is 
convincing. Nevertheless, this new organization will 
not integrate anymore the manual strip management 
that is a good support for the human operational 
memory by means of physical writing and handling. 
On the other hand, an electronic stripping will permit 
the integration of assistance tools for decision and/or 
action, in the second step of the global PHIDIAS 
project. Therefore, one of the main work 
environment change is the transfer from an important 
human communication with verbal communications 
and paper strips exchanges to a human-machine-
human communication by means of an electronic 
stripping which allows the user to receive and send 
information. In such a way, PHIDIAS might modify 
the work environment in which human controllers 
will work in a more virtual world. Therefore, despite 
a positive experimental step, the main problem is to 
know if PHIDIAS will be a soft transition or a hard 
rupture (Morico and Poirot-Delpeche, 1992). 

Another interesting field study concerns the case of 
Linate airport, in Italy. Indeed, in April 1994, the 
control room work environment was modified. The 
transfer from the old control room to the new one 
was characterized by a space restructuring and control 
tool modifications. At the beginning, important 
economic consequences were due to lateness of 
planes. On the one hand, the lack of efficient training 
in the new control room and some imperfections of 
the new system entailed reducing temporarily the 
sectors capacity in order to minimize the safety risks. 
On the other hand, the expected number of planes 
was not decreased by the companies related to this 
modification. As a matter of fact, the lack of training 
in a simulated context entailed a hard change of the 
work environment and some user problems related to 
the new human-machine interfaces. Therefore, 
controllers verified constantly the data given by the 
system. Initially, the new control room was not an 
answer to the human demand. It was an adaptation of 
the controllers to the new system, during the first 
days of use, through particular field training method. 

Those illustrative examples show concrete requests 
which can or may be encountered during the 
validation of a new working position organization, in 
a specific real context. A simulation are not free of 
critiques concerning the experimental protocol 
processing and entails some questions about the 
practical validation of the proposed system. 
Moreover, the field training case shows the choice 
problem of the means to be used to keep an optimal 
safety level, minimizing possible risks and 
combining economic and regularity criteria. 

5. CONCLUSION 

This article has discussed the study of human-
machine organization and the case of air traffic 
control was detailed. A global methodology for 
designing and validating human-machine systems 
was proposed, using a working position 
representation. Working position communications 
were described for the command system 
organizations. Related to the air traffic control 
organization study, the paper has detailed the 
description of a control unit composed of working 
positions managed by human controllers for 
qualitative control. As a matter of fact, examples 
have illustrated the possible impacts of control tool 
changes in this work environment. 

On the one hand, the adaptation of the human-
machine system to the human operator is an 
important point during a system design. On the other 
hand, the human operator will have to adapt himself 
to the resulting system through specific and efficient 
methods for training on both simulated and real 
contexts. As a matter of fact, related to the present 
studies in air traffic control, controllers will work in 
a more and more virtual world which may modify the 
initial communication flow. Similar problems are 
already studied in human factors related to the cockpit 
in which pilots' training is more and more directed 
toward the crew resource management problems. 
Those studies results might be useful to orient those 
of the air traffic control about training methods or 
awareness programme to new human-machine system 
organization. 
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Abstract : To accommodate the future anticipated increase in air traffic, the Air Traffic 
Control (ATC) systems have to provide increased capacity by using enhanced 
technology. Future digital air-ground data link will enable the transmissions of 
automatically generated ATC messages into the cockpit. The feasibility of the visual 
presentation of such information is studied, using an Airbus A340 full flight training 
and research simulator. The study addresses in particular the development and 
integration of a display into the A340 cockpit, which presents tactical ATC messages 
and its evaluation. To specify the mental workload of the pilots, a secondary task 
technique, the NASA Task Load index, a recall test, interviews and eye movement 
measurements are used. 
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Human factors 

1. INTRODUCTION 

The future anticipated increase in air traffic means 
that the Air Traffic Control (ATC) systems not only 
have to be harmonized, but have to provide increased 
capacity by using enhanced technology on ground 
and aboard in order to keep mental workload within 
manageable limits. One possible approach will be the 
implementation of air-ground data link, providing the 
Air Traffic Management (ATM) computers on ATC 
side with all flight information derived from aircraft 
on-board Flight Management Systems (FMS) (Bohr, 
1990). 

2. RESEARCH CAPABILITIES 

The future ATM system and the integration of 
respective operational functions in the cockpit 
requires the optimization of the Human Machine 
Interface (HMI) in a highly automated aircraft 

environment The A340 full flight training and 
research simulator at the Technical University of 
Berlin provides respective research capabilities. The 
Flight Management System Simulation (FMSS) 
provides a very close replica of the A340 FMS man 
machine interface. The system comprises the 
interactions with the Primary Flight Display / Flight 
Mode Announciator and Navigation Display, the 
Flight Control Unit, the Multipurpose Control and 
Display Units and could therefore be used to 
simulate the air/ground data link functions in a 
highly realistic scenario. 

A very useful research tool of the simulator's 
Scientific Research Facility (SRF) is the 
Experimental Data Unit (EDU). The EDU allows the 
recording of an extensive number of different 
parameters during an inflight experiment. Not only 
the operational parameters, like the position of the 
aircraft, altitude or speed are recordable, additional 
parameters, e.g. concerning the use of the Flight 
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Control Unit (FCU), the occurrence of errors and the 
strength of sidestick movement can be recorded in 
real time during the simulated pseudo-realistic flight 
scenario. 
Another important research capability is the ISCAN 
HEADHUNTER system, which allows the recording 
of the pilots field of vision at a rate of 50 Hz. Using 
this ISCAN system it is possible to monitor the 
direction of the pilot's field of vision, the precise 
point at which he looks, the pupil diameter and the 
fixation duration of different points in the cockpit. 

3. METHOD 

The project's objective is the development and 
evaluation of an experimental integrated ATC 
message display, where the visual presentation of 
ATC messages is integrated into the existing cockpit 
displays. This is realized using the development 
software TIGERS in combination with special RGB 
TERABIT monitors, which replace the original 
aircrafts navigational displays. The data exchange is 
implemented via a simulated data link between 
ground and aircraft. In particular, aspects of the 
human machine interface are addressed, e. g. 
acceptance procedures, visual perception issues and 
implications on the pilot's workload. 

In a first step, the workload and scanning behavior 
including eye movement and fixation duration of 
pilots during flight in the A340 were studied. 
Therefore, a scenario with a flight from Munich 
(Germany) to Salzburg (Austria) and back was 
defined, using Standard Instrument Departure Routes 
(SID), cruise along the Air Traffic Service routes and 
Standard Arrival Routes (STAR). The pilots were 
asked to communicate conventionally via VHF with 
the appropriate ATC control units. 

The objective of these tests was to provide initial 
data for the implementation of an ATC message 
display in a modem 'glass' cockpit. The results of 
this first part of the study indicated, that the typical 
scanning cycle, which is defined by the number of 
viewing areas the pilot scans without scanning the 
same area again, includes only two different 
displays, before reaching a 'redundant area'. 

This and other results, e. g. the fixation duration 
times, indicate, that it is not feasible to create an 
additional viewing area by implementing a new 
display for ATC messages (Huettig et al, in press). 
Therefore, an experimental integrated ATC message 
display was developed. The visual presentation of 
the ATC messages is integrated into the existing 
Navigational Display (ND), one of the Electronic 
Flight Instrument System (EFIS) displays of the 

A340, including the development of new acceptance 
and crew procedures. 

In the main experiment, 10 experienced A340 airline 
crews participated. The pilots had to fly a standard 
scenario represented by a flight from Munich to 
Salzburg and back. Like in reality, the role of the 
crew as pilot flying (PF) and pilot non flying (PNF) 
was shared. Half of the experiments the pilots had to 
use the ATC display integrated into the Navigation 
Display for the transmission and presentation of the 
ATC message from ground to the aircraft. All 
messages from the pilots to the controllers were 
either transmitted via VHF and via pressing a 
confirmation button, respectively. For the manual 
confirmation of the displayed ATC messages, the 
rain repellent button was used, which is found on the 
lower end of the overhead panel approximately 35 
cm away from the pilot's head. 

As reference to today's flight situation, in the other 
half of the experiments the pilots had to fly the same 
scenario, but using only the conventional way of 
communication via VHF between the cockpit and the 
controller. 

During the flights the autopilot was set inoperative 
for about 10 minutes on each leg. All other system's 
was normal during the experiment. The weather 
condition were above minimum with a low head 
wind of approximately 5-10 kt. The crew procedure 
and the acceptance procedure was practiced for 
approximately 5 minutes before the flights. 

The implications of this data link environment on the 
pilots in flight compared to today's situation were 
investigated. In order to specify the differences 
between the two inflight situations during the main 
experiment, five different methods to measure 
workload differences were used. 

The NASA-Task-Load Index (TLX) (Hart and 
Staveland, 1988) was used to evaluate the subjective 
workload experienced by the pilots. After each leg a 
TLX test was given to each pilot. During flight the 
pilots were ordered to estimate the time span of one 
minute. This secondary task technique was used to 
estimate the residual workload capacity. The pilots 
were asked to press the chrono-button in the 
glareshield in front of them every 60 seconds. 

After the completion of the flight session, each pilot 
was asked to recall all of the ATC messages 
including their replies during the two legs flown. For 
further analysis the time used to complete an ATC 
message including the reply, aspects of the interview 
with each pilot and data of the ISCAN eye 
movement measuring system were used. 
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4. ATC MESSAGE DISPLAY 

The experimental Navigation Display with an ATC 
Message Bar was developed using the existing 
Navigation Display with all possible modes and 
shrinking it down by 10 percent down. The ATC bar 
was displayed in the upper part of the ND. The 
experimental Navigation Display was rebuilt by 
using the graphic development tool TIGERS from 
the simulator manufacturer CAE of Canada. 
According to the judgments of the participating 
pilots, there was no noticeable difference to the 
original Navigation Display. 

The following figure presents an example for a 
typical Navigation Display with an ATC message 
displayed. 

pilot non flying (PNF) and the pilot flying (PF). 
Distinction must be made between messages with 
immediate action required (change of ATC 
frequency, etc.), messages with delayed action 
required (e.g. request to report a future waypoint) 
and messages without action required (e.g. 
availability of a clearance). Every time when 
normally using the VHF for the communication 
between ground and aircraft, the PNF has to read 
back all the messages received from the ground. But 
if the message is transmitted via datalink to the 
aircraft and displayed in the ND, the PNF has to read 
the message to the PF. Then the PF has to confirm 
the message by the words „ATC confirm" or to 
refuse the message with „ATC refused". If the PF 
and the PNF want to confirm the message, the PNF 
has to push the „ATC confirm"-button. In all other 
cases the PNF has to use the VHF for the 
communication with the ATC controller and is not 
allowed to push the confirmation button, which in 
this stage of the study only has a status as a „read 
back and accept". If the PNF wants to inform ATC 
about the passing of a waypoint or has any other 
informations or questions, the use of the VHF 
communication is necessary. 

6. RESULTS 

The results of the subjective workload measurement 
TLX indicate, that flights in which the usual VHF 
communication was used, appeared to produce less 
workload than those flights in which the ATC 
message display was used. The TLX total scores are 
shown in the figure 2 below. 

Fig. 1. Experimental Navigational Display 

When an ATC message occurred for the first time, a 
short chime was given and the text was displayed in 
yellow in the ND. If the pilot did not respond by 
pushing the ATC confirm button within a period of 
10 seconds, the text started to flash with 
approximately 1 Hz. The ATC pictogram in the left 
comer of the ATC message display was presented 
for redundancy. After pushing the confirmation 
button, the ATC message stopped flashing and 
occurred in green color for about 10 seconds. After 
this period the ATC message was erased from the 
display. 

5. CREW PROCEDURE 

The crew procedure was developed to ensure 
complete knowledge, situation awareness and 
message information awareness for both pilots, the 

Fig. 2. TLX Total Scores 

The differences between the VHF condition and the 
ATC display condition in total score were significant 
(t = 2.29, df = 31, ρ < 0.05). The analysis of the 
different factors of the TLX shows, that most of the 
differences in the total score can be explained by the 
two factors "Mental Demand" and "Temporal 
Demand". 
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OATC-Display ON/HF-Comm. 

Fig. 3. TLX Factor Scores 

For the factor "Temporal Demand" a significant 
difference can be found (F = 4.37, df = 1, ρ < 0.05 ). 
All the other factor differences are not significant. 

Contrary to the subjective perception of the pilots, 
concerning the factor "Temporal Demand", the 
actual time spent to deal with an ATC message in the 
ATC display condition is less than the time used in 
the VHF condition. In average, the participating 
crews needed 2.75 seconds more to complete an 
ATC message, including its reply during the VHF 
condition. The average times of selected ATC 
messages are shown in the figure 4. 

station and as a third message group the ATC 
message „GO DIRECT ..." was selected. This 
message orders the pilots to alter the flight path 
toward a given waypoint. For those three ATC 
message groups the time used to complete a message 
has been analyzed. The differences between the two 
conditions are not significant, except for the ATC 
message group of "REPORT..." (F = 5.43, df = 1, 
ρ < 0.05). 

The results of the secondary task technique time 
estimation, shown in figure 5, are aggregated to an 
estimation index for secondary task measurements 
(Michon, 1966; Hart, 1975). 

ATC- VHF-

Display Comm 

Fig. 5. Time Estimation Index 

The scores indicate that in the VHF condition the 
time estimation was slightly more accurate, but there 
was no significant difference. 

eATC-Display DX/HF-Comm. 

14 

direct... 

Fig. 4. Time to complete an ATC message 

To analyze the amount of time used by the pilots to 
deal with each ATC message in both conditions, 
three typical ATC messages were selected. The 
message „REPORT ...", that e.g. orders the pilots to 
report a certain waypoint whenever the aircraft 
passes this waypoint, the message „CONTACT ...", 
which orders the pilots to contact a different ATC 

The results of the recall test after each complete 
flight session are shown in figure 6. The recall index 
was generated by rating each message with two 
points, if recalled completely, with one point if 
recalled partly and zero points if not recalled. The 
recall index that was measured in the ATC display 
condition is higher than in the VHF condition. 

ATC- VHF-

Display Comm. 

Fig. 6. Recall Index 
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The analysis of the eye movement measurements 
showed no differences concerning fixation time and 
cycle length between the two experiment groups and 
no differences compared to the first initial 
experiment (Huettig et al , in press). 

The concerns of the participating pilots regarding the 
ATC message display were mostly related to the 
crew procedure and the amount of time used by this 
procedure. Since both pilots are reading the 
incoming message, it should not be necessary to 
repeat it by reading it out loud. The statement of the 
pilot flying to refuse or confirm a message should be 
enough to ensure the needed awareness. Besides, the 
pilots felt, that the new ATC display produced more 
workload, than the usual VHF communication. But 
considering the little overall time they used this 
message display, all of the pilots were convinced, 
that this implementation could be a useful way to 
display uplinked messages in the cockpit. 

7. CONCLUSION 

The feasibility of an ATC message display integrated 
into the cockpit environment of a highly automated 
aircraft - A340 - was demonstrated. Because of the 
future importance of air-ground data link in Air 
Traffic Management, some forms of presentation 
have to be developed, evaluated and also validated. 
The presented study is a first approach towards an 
integrated format of information presentation. 

The results in regard to the workload measurements 
and to the eye movement measurements support this 
concept. Some improvements could also be 
identified in regard to time requirements for ATC 
communication. 

However, it was also clear, that the optimization of 
the Human Machine Interface (HMI) and in 
particular the crew procedures are most important for 
future acceptance of such systems. Further studies 
will therefore concentrate on HMI aspects and a 
further integration of the aircraft Flight Management 
System to e.g. direct alterations of flight plans and 
trajectories in the process of the communication 
through data link. 

REFERENCES 

Bohr, T. (1990). ATM-Kooperativer Weg in die 
Zukunft. Symposium Auswirkungen neuer 
Technologien auf die Sicherheit im Luft-
verkehr TÜV Rheinland. 

Hart, S. G. (1975). Time Estimation as a Secondary 
Task to Measure Workload, In: Proceedings 
of the 11th Annual Conference on Manual 
Control, (Report No. NASA TMX-62). 
Washington, DC: U.S. Government Printing 
Office, pp. 64 - 77. 

Hart, S.G. and Staveland, L.E. (1988). Development 
of N A S A - T L X (Task Load Index) : 
Results of Empirical and Theoretical 
Research. In: Human Mental Workload 
(Hancock, P.A. and Meshkati, N.). North-
Holland, Amsterdam. 

Huettig, G., Hotes, A. and Tautz, A. (in press). 
Human Factor Design Considerations for 
Air Traffic Control Information Displays in 
a Modern Glass Cockpit. Proceedings of the 
21 st conference of Aviation Psychology, 
EAAP, Dublin. 

Michon, J. A. (1966). Tapping Regularity as a 
Measure of Perceptual Motor Load. 
Ergonomics, 9, 67-73. 

545 



Copyright © IFAC Man-Machine Systems, 
Cambridge, Massachusetts, USA, 1995 

ANALYSIS AND MODELING OF FLIGHT CREW PERFORMANCE 
IN AUTOMATED AIR TRAFFIC MANAGEMENT SYSTEMS* 

Kevin. M. Corker1 

Gregory M. Pisanich2 

NASA Ames Research Center^ 
Moffett Field, California 

Sterling Software Inc.
2 

Palo Alto, California 

USA 

Abstract: NASA has recently initiated a research program to enhance commercial aviation 
throughput in crowded terminal areas. The Terminal Area Productivity (TAP) initiative 
seeks to focus technologies in automated air traffic management and to improve flight 
management systems. The interaction between air traffic control (ATC) automation, flight 
deck automation and the human operators who mediate them will be reported here. We've 
performed empirical studies in full-mission simulation to address procedural coordination 
between flight crews and air traffic controllers. In parallel, we have addressed the need 
for rapidly adaptable analytic techniques by developing a human performance model of 
flight crew. 
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1. INTRODUCTION 

The operational environment in the evolving national 
airspace is changing the nature of the tasks of flight 
management and airspace management. Task 
analytic data reveal that the flight crew (increasingly 
a flight-management crew) spends the majority of its 
time in cockpit supervising the automated systems 
that are flying the aircraft and communicating with 
the air-traffic management systems that are directing 
the aircraft through an increasingly crowded airspace 
(McGuire, Zieh, Goins, Erikson, Dwyer, Cody and 
Rouse, 1990; Wiener and Nagel, 1988). As 
automation advances in ATC, the same can be said 
of the air traffic controller. Right control 
technologies have provided automatic control that is 
more timely, more fuel efficient, and, if properly 
implemented, more reliable than human pilots in 
normal operation. Air traffic automation is providing 
support and decision aiding for the controller that 
will guide the controller to performance that would 
be unmanageable without automated aiding 
(Erzberger and Nedell, 1989, Davis, Erzberger and 
Green, 1991, Erzberger, Davis and Green, 1993). In 
terms of airspace management philosophies, the goal 

of increased terminal area productivity is expected 
to be obtained through tighter and more continuous 
control of the terminal area airspace (Williams and 
Green, 1993 and den Braven, W. 1992). Parallel 
independent simultaneous runway use under 
instrument meteorological conditions (IMC), curved 
approach trajectories, and decreased trailing and 
lateral distances all suggest a system wherein the 
margin for error is very small and the propagated 
effects of error or anomaly are potentially very 
large. We have applied empirical tests and models 
of human performance to begin to examine the 
procedural impact of the introduction of automation 
aiding for ATC on the operation of the flight deck. 

2. CENTER TRACON AUTOMATION 
SYSTEM (CTAS) 

The clearances that are provided to the flight crew in 
our full mission simulation are generated by the 
Center TRACON Automation System (CTAS) 
developed at NASA Ames Research Center in 
collaboration with the FAA. CTAS consists of three 
types of automated advisories for controllers in 
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management of the flow of traffic into the terminal 
area. The traffic management advisor (TMA) 
generates landing sequences, runway assignments 
and landing times for all arriving traffic. The descent 
advisor (DA) generates clearances for controllers 
guiding aircraft from the enroute portion of their 
flight into the feeder gates. The descent profile 
provided by the DA includes conflict free descent 
and arrival/crossing times in descent. The DA can 
also specify a top-of-descent (TOD) point to insure 
fuel-efficient flow of traffic into the final approach. 
(The operation of the DA is the portion of CT AS that 
we have concentrated on in this study.) The Final 
Approach Spacing Tool (FAST) provides speed and 
heading advisories for amendment to approach 
control. The integrated operation of three tools 
provides a critical technology to realizing the 
benefits of the TAP program. 

2.1 DA and Operational Requirements: 
Flight Deck 

The descent advisor calculates in fast-time, the 
equations of motion for an aircraft approaching the 
terminal area. It provides advisories for cruise speed, 
TOD, and descent speed profiles. The flight crew 
attempts to meet the requirements of this descent 
profile through the flight management technology 
available in the specific aircraft being flown. ( The 
aircraft simulator flown in our study were equipped 
with current generation flight management systems. ) 
Timeliness and accuracy in compliance with the 
CTAS advisories is essential to maintaining a 
safe/efficient profile in descent 

The flight crew faces several constraints in 
complying with and enacting the CTAS clearance. 
They must decide if there is time to enact the 
clearance from the point of receipt to the point of 
TOD. They must consider the flight characteristics 
of their aircraft. They must consider the 
meteorological situation, the comfort of the 
passengers, and any anomalous conditions that might 
constrain their ability to comply. Examples of 
weather factors would include reported icing, 
turbulence, or visible connective weather. 
Equipment factors include any equipment problems 
or descent limits. Factors influencing passenger 
comfort include pressurization limits, high 
turbulence, or an excessive rate of descent. In 
addition they must decide how (using what flight 
management tools) they intend to comply with the 
clearance, and then enact the proper interaction with 
their equipment to assure successful compliance. 

That process of decision and action has been the 
focus of our analyses and modeling. In making this 
decision, these rules are instantiated with information 
gathered from ATIS (Automated Terminal 
Information Service) and ACARS (Aircraft 
Communications Reporting and Addressing System) 
or from observed weather or pilot reports from 

preceding aircraft. The information gathered is 
applied to decision criteria that are applied as rules or 
thumb or fuzzy rule sets, not as hard limits. Some of 
this information is used to program (or inform) the 
Flight Management System (FMS), which generates 
a fuel-optimized top of descent point, descent profile, 
and speed for that aircraft. 

22 Air Traffic Control 

As the aircraft approaches, CTAS also performs its 
own calculations attempting to integrate the subject 
aircraft into the overall flow of traffic. The more 
information about current traffic conditions, crossing 
traffic, as well as the subjects aircraft state that 
CTAS has the better its prediction. CTAS as an 
optimizing system would prefer to issue a TOD 
clearance to a subject aircraft fairly late in that 
aircraft's approach to the TOD thereby providing the 
system more time and optimization cycles, and 
incurring less variability in a flight crew's response. 
The CTAS clearance is generally issued as an 
amendment to the profile descent that the flight crew 
has previously entered into the FMS. This clearance 
also specifies a top of descent point (distance from 
some way point), descent speed, bottom of descent 
altitude, and bottom of descent speed, all of which 
may be different from those generated earlier by the 
FMS. This difference derives, in part, as a result of 
incomplete information in the CTAS system relative 
to immediate aircraft state variables. 

23 Compliance 

Given the time available, the flight crew must make 
an initial determination as to whether a reasonable 
decision on the received clearance can be made at all. 
The flight crew takes an initial look at the clearance 
and makes quick, time/distance judgment based on 
prior experience as to whether the aircraft can 
comply with the clearance. After communicating 
their intent to accept, the flight crew then selects the 
appropriate automation method for implementing the 
clearance. This decision is based on an estimate of 
the time remaining to the top of descent and the 
implementation preferences of the flight crew. 
Although encouraged to use the highest level of 
automation possible (Vertical Navigation or VNAV), 
when time is short (because of delays or excessive 
distractions), the flight crew will forgo entering the 
clearance into the FMS and begin the descent using a 
more manual mode (for instance, Right level Change 
or FLCH). Once the descent has begun, the 
information can be entered into the FMS and the 
higher mode activated. 

3. HUMAN PERFORMANCE MODEL 

We have adapted the Man Machine Design and 
Analysis System's representation of a human 
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operator to this top of descent clearance scenario 
(Corker and Smith, 1993). This framework provides 
a collection of models that describe (within the 
limits of the accuracy of the constituent models) the 
responses that can be expected of human operators in 
several areas that are critical to safe and reliable 
operation of advanced aircraft systems. To provide a 
relatively complete and useful representation of the 
human operator in these systems, we need to account 
for three aspects of the operator's behavior: 
perceptual processes, cognitive processes, and 
response processes. Each of the human operators 
modeled by MIDAS contains models and 

knowledge-base structures, the interaction of which 
will produce a stream of simulated operator activities 
in response to mission requirements, equipment 
requirements, and models of human performance 
capabilities and limits. Figure 1 illustrates the 
components of the full MIDAS model. Due to the 
modular nature of the MIDAS framework not all of 
the modules depicted need be active in any particular 
application. The model elements highlighted in the 
figure are the models that were used in the 
commercial aviation scenario and they are described 
in some further detail below. 
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Figure 1. Full MIDAS closed loop model with all moc 
shaded. 

Updatable World Representation (UWR) In 
MIDAS, the Symbolic Operator Model, or SOM, 
provides a mechanism whereby human agents 
representing individual and potentially cooperating 
teams of pilots and controllers accesses their own 
tailored or personalized information about the world. 
This internal representation of world knowledge is 
called an UWR (Updatable World Representation). 
The contents of an UWR are determined, first, by 
pre-simulation loading of required mission, 
procedural, and equipment information. Then data is 
updated into each operator's UWR as a function of 
the perceptual mechanisms modeled in the operator. 
The data of each operator's UWR is operated on by 
daemons and rules to guide behavior and are the sole 
basis for a given operator's activity. The individual 
operator may, or may not, receive a piece of 
information available to the sensory apparatus as a 
function of perceptual focus and activity load at the 
relevant point in the mission. It is of some 
significance that, while ideally the human operators' 

; represented. Modules active in this simulation are 

representation of the world would be consonant with 
the state of the world, in fact this is rarely the case. 
The capability for both systematic and random 
deviation from the ground truth of the simulation 
world is a critically necessary component of any 
system that intends to represent and analyze 
nontrivial human performance. In this simulation 
the activity of the crew is guided by application of a 
set of rules to the receipt, acceptance/rejection, and 
enactment of the ATC CTAS clearance. 

Activity Representation: Activities are MIDAS 
objects that simulate actions performable by an agent in 
the system. Representations of activities available to 
an operator are contained in that operator's UWR. 
Activities are organized by flight-system and mission 
goals. Activities in this scenario are characterized by: 
preconditions that define the allowable conditions for 
their initiation satisfaction conditions which define 
their successful completion; spawning specifications 
which detail the temporal and logical constraints on 
any "child activities" that might be needed for activity 
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performance; decomposition methods that describe in a 
context-sensitive way what children should be spawned 
to accomplish a higher-level activity's goals; 
interruption status and interruption specifications 
which detail the interruption and resumption methods 
for that activity; and duration either estimated or 
calculated by an activity-specific function. These 
activities are the drivers for simulation action and are 
recorded as a function of simulation runs. The rules 
that the simulated air crew apply to a decision for 
action at the TOD are actions in the sense described 
above wit the added element of contingency 
represented in a propositional structure. The data to 
decide the proposition are found in the updateable 
world representation of the flight crew member or are 
sought by perceptual interrogation of the external 
simulation world 

4. EMPIRICAL STUDY AND MODEL 
ANALYSES 

An empirical study was performed in a full mission 
simulation at the NASA Ames Crew Vehicle 
Simulation Research Facility in order to examine the 
procedural impact of the interaction of CTAS-base 
clearances on flight crew operations in interaction with 
their flight management systems. 

4.1 Human-in the-Loop Simulation Method: 

The study was performed in a certified flight simulator 
of a 747-400 Boeing aircraft. The simulator is 
equipped with a current generation flight management 
system and all active systems and subsystems of that 
generation cockpit The simulator is on a moving base 
that recreates flight action in six axes of motion. In 
addition to the aircraft systems out-the-window views 
are supplied that include terrain, airport and other 
aircraft in the airspace. The subjects in this study 
served as volunteers and were all current line pilots 
from a single airline certified in the 747-400. Four 
two-pilot (Captain and First Officer) crews participated 
in the study and each of the pilots made two 
approaches and one landing in the experiment. The 
result was eight runs per flight crew across the 
experimental manipulations and sixteen runs for the 
human pilots overall. The experiment paradigm was a 
within subjects design in which each of the crew 
members experienced varied conditions of flight in 
their two descents. In order to investigate the impact of 
variations in CTAS clearances on FMS operation, the 
experiment varied three factors. First, starting from a 
cruise speed of 300 knots indicated airspeed (KIAS) 
the required speed in descent was given at two levels 
(260 or 320 KIAS). Second the altitude at which the 
descent was to be terminated was varied among four 
altitudes (17 ,19 ,21 & 23 thousand feet). Speed at this 
"crossing restriction" was required to be 250 knots. 
Finally, in order to press the crew relative to amount of 
time they had to enact the clearance, the distance 
before the TOD at which the clearance was provide 

was varied between 15 or 20 nautical miles prior to 
TOD. The flight crews were "inserted" into the 
airspace over Denver Stapleton International Airport at 
33,000 ft. and asked to fly one approach to the crossing 
restriction ("DRAKO") and one down to land at a 
simulation of Denver. 

42 Model-based Simulation Method: 

In order to compare the performance of the predictive 
model of flight crew behavior with that of the human 
flight crew, the model was initialized as the human 
flight crew had been. The model flight crew was then 
directed to fly descent profiles with the same 
conditions of speed, crossing restriction, and distance 
to top of descent as experienced by the human flight 
crews. We used a split-halves method in which the 
model's activity times (e.g. FMS operation and 
"button-push" time) were derived from one half of the 
human performance data and the model was tested to 
see if it could predict the behavior of the remaining half 
of the human performance data. The model has a 
stochastic element of interruption in communication to 
replicate communication with ATC. The interruption 
data were also generated by a split halves method so 
that the frequency and length of interruption that the 
model is providing is based in a reasonable set of actual 
ATC operations. The model invokes a contingent 
decision activity in which it considers, through its 
rules, whether or not a clearance is acceptable and 
when and how to enact it using the variety of methods 
within its activity set. The model was run eight times 
to match the human performance runs and its stochastic 
property was tested by performing four sets of eight 
runs. The model generated activity data comparable 
to that generated by the human operators. For example, 
data collected for the human flight crew included time 
to complete access and to enter the clearance, time to 
receive the clearance, time to decide on clearance 
acceptability, ATC communication times, and FMS 
operation times. The model similarly generated 
activity times for that sequence of behaviors that can be 
used in direct comparison. It should be noted that at 
the present time the model represents the activity of 
one crew member. In this case that activity of the 
pilot-not-flying. Right crew cooperative activity is not 
presently represented, though that capability is under 
investigation.. 

5. RESULTS 

The experiment and model are being used to analyze 
the procedural impact of ground and aircraft based 
automation. That analysis will include examination of 
data-link and voice operations and a detailed analysis 
of the effects automation interaction on the procedural 
sequence. The purpose of this paper is to provide 
evidence of the efficacy of the overall approach of a 
model-based analysis of complex human performance 
in the flight deck environment. With that purpose in 
mind, we confine our analysis here to a comparison of 
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the model behavior to that of the human-in-the loop 
simulation, a verification of overall model 
performance. (The impact of the specific CTAS 
manipulations on flight crew performance will be 
reported in an upcoming N A S A Technical 
Memorandum.) The hypothesis being tested then is 
that the model performance across the manipulations of 
CTAS will not be significantly different from that of 
the flight crew in the same performance regimen. There 
are multiple measures available to test flight crew 
versus model performance. We will compare model 
performance in the critical flight phase of receiving the 
CTAS TOD clearance, deciding whether and how to 
enact it and preparing the aircraft systems for the 
required TOD. This performance measure is being 
used in our ongoing analysis of automation integration 
issues. The variable reported here is the time 
remaining between the aircraft being fully configured 
for descent and the TOD point. This is a measure of the 
"spare time" the crew has between receiving and 
enacting a clearance and its required time of 
completion,, i. e., the TOD point. This measure is 
applied across the conditions of the experiment for 
comparison of model and human behavior. 

Three independent comparison were made and t tests 
were applied. First a comparison was made between 
the behavior of the model across the experimental 
conditions and the performance of the flight crew 
across those conditions (split-halves comparison). 
Second a comparison was made between the one model 
run and cumulative data from the four simulation 
model runs to check for internal consistency in the 
model (cumulative model data versus single run). 
Finally, the accumulated human data was compared to 
a single model run, chosen at random, to see if there 
was an effect on the model variance encountered by 
summing across model runs (flight crews versus 
simulation run.) In all cases the t test (df = 14) 
revealed no significant differences between the data 
sets compared. The comparisons are presented in Table 
1. 

Tablet . Three model versus 
human performance data comparisons 

t ρ σ < ο 
two-tailed 

split-halves 1.286 0.23 

cumm. model 
/single run 1.088 0.29 

flght crew 
/single run 1.017 0.33 

6. DISCUSSION 

The data suggest that the model performance is 
predictive of the flight crew performance across the 

conditions of this experiment. The lack of significant 
difference between the model and the cumulative 
human performance and the check for internal 
consistency in this model are encouraging to our effort. 
The simulation model produced a stream of activity 
that included decision and interaction with varied 
levels of flight management automation. In the time-
stressed operation at TOD, the model behavior is 
predictive of the flight crew's behavior in terms of the 
time taken to meet an ATC profile descent clearance. 

The particular effect of the experimental manipulations 
on the flight crew procedures and on the model's 
replication are not tested in this cross comparison. The 
effect of time-stress on performance is likely to be seen 
in procedural sequence changes and inter-activity time 
shifts which we have not include in the present 
analysis. The model supports such a comparison and 
given its initial positive indication of as a predictor of 
overall crew performance we will begin to examine its 
effectiveness in representing the micro-structure in the 
"strategic differences" of enacting a particular 
clearance. It will be our next task to examine the 
impact of a change in media of presentation of the 
clearance (voice versus data-link). It is also of interest 
to examine the potential procedural changes required 
by a misalignment of the ground -side and flight deck 
automation and the crew's requirement to bring them 
into concurrence. The selection of flight modes and 
their efficiency are also being examined. 

The model of human behavior in its coarse level 
predictability provides a tool for efficient and effective 
examination of these issues. Verification of the 
model's micro-behavior accuracy is required before the 
model-based analysis can be considered as a fully 
credible design-analysis tool. We are pursuing that 
verification. 
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Abstract . Conventional air traffic control (ATC) displays are simple 2D overhead views using 
symbols and text to represent aircraft and their altitudes. To improve accuracy and timeliness of 
predicting aircraft collisions, several alternate 2D and 3D ATC displays involving multiple views and 
stereo perspective graphics were designed. Results from a series of experiments involving scenarios 
with varying numbers of aircraft indicate that a 2D graphical display with multiple views presents 
the information more effectively than the 3D displays or the conventional 2D display. 
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1. INTRODUCTION 

Current air traffic control (ATC) displays are 2D 
overhead views tha t show the relative ground posi-
tion of each aircraft graphically, while the a l t i tude 
is displayed numerically. Controllers must predict 
potential collisions between aircraft by monitor-
ing their X-Y positions and their changes in alti-
tude. Deciding whether the aircraft will collide in 
the X-Y coordinate plane is straightforward with 
the visual cues of the moving graphical icons, bu t 
determining if the aircraft will be at the same al-
t i tude when their paths cross is a much more dif-
ficult task with only the numerical information 
displayed. 

The motivating hypothesis of this work was t h a t 
providing more visual feedback for the relative al-
t i tudes of the aircraft would enable the controller 
to make faster, more accurate decisions about 
whether or not aircraft will collide. Initial ex-
periments, however, confirmed results repor ted by 
Ellis and others, namely, tha t increasing an opera-
tor 's "immersion" or sense of "presence" in a given 
visual task does not necessarily enhance perfor-
mance, but may in fact hinder it (McGreevy and 
Ellis, 1986; Barfield and Kim, 1991). In the col-
lision prediction task studied here, one can argue 
tha t a properly designed 2D display of 2D d a t a 
presents the operator with a concise view of only 
the essential da t a required to make decisions; such 
a 2D display has abstracted out a wealth of infor-
mation tha t is irrelevant to the task. Given an 
interactive perspective view of a 3D scene, how-
ever, perhaps viewed in stereo, an operator first 
has to find an appropriate viewpoint and direc-
tion of view so tha t alti tude, distance and course 

estimates can be made. Not surprisingly, results 
here show tha t this added view control task does 
indeed degrade performance. 

In these first experiments subjects were asked to 
make collision predictions regarding pairs of air-
craft. Later experiments probed how increasing 
the complexity of the task by increasing the num-
ber of aircraft in the scene would affect operator 
performance with the 2D and 3D views. In or-
der to factor out the view control task in the 3D 
cases, two new displays t ha t used automatically-
computed, non-interactive viewpoints were intro-
duced. 

The purpose of this work is not solely to develop 
bet ter displays for predicting s t ra ight -path mid-
air collisions. After all, computers can certainly 
perform this type of mid-air collision calculation 
more quickly and reliably than humans (Harman, 
1989). However, the results reported here may be 
relevant to human ATC collision-prediction per-
formance under more realistic scenarios in which 
aircraft traverse curved and dynamically changing 
paths . Moreover, this work represents an explo-
ration of the more general problem of d a t a visu-
alization. 

Section 2 describes the initial experiment involv-
ing collision prediction between pairs of aircraft. 
Section 3 discusses the results of this first exper-
iment. Section 4 describes a similar experiment 
involving three aircraft. Section 5 describes the 
results of Experiment 2. Section 6 describes in-
formal results from further experiments involving 
more t han three aircraft. Section 7 offers conclud-
ing remarks on the overall research. 
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2. DESIGN O F E X P E R I M E N T 1 

For the first series of experiments, four different 
visual displays were designed, each showing ten 
scenarios of two aircraft flying in straight line 
pa ths with constant velocities. All experiments 
used a continuous upda te ra te with zero latency, 
ra ther t han the four-second radar scan time used 
in actual T R A C O N facilities. For each scenario 
the subject must predict whether or not the two 
aircraft will collide. T h e conditions signifying a 
collision are t h a t the al t i tude difference is less 
t han 50 feet and the differences in X and Y coor-
dinates are both less t han 100 feet. For each de-
cision tha t the subject makes, the following da ta 
axe recorded: 

1. whether the subject predicted a collision or a 
miss, and 

2. how many seconds before the collision (or 
pass-by) the subject made the prediction. In 
t he case of a miss, t he t ime before the instant 
of closest approach is recorded. 

T h e subject mus t press t he space bar if he or she 
believes the two aircraft will collide and the con-
trol key if they will miss. The subject is told tha t 
for each scenario a score is given, calculated by 
assigning a point for each second before the colli-
sion or pass-by tha t the subject made the predic-
tion. Incorrect decisions receive a score of zero (al-
though the t iming of t he decision is still recorded, 
for a more complete analysis). Thus, it is advan-
tageous to predict as early as possible, but only 
if the subject is reasonably sure of the correctness 
of the prediction. In each display the subject re-
ceives feedback bo th to acknowledge the pressing 
of a prediction key and to notify tha t a collision 
has occurred. 

Training scenarios were provided at the beginning 
of each display version to help negate the learning 
effect. Moreover, the order in which the four ver-
sions were presented was randomized for each sub-
ject, to counteract learning t rends across versions. 
In order to compare individual scenario scores 
across different versions, the same ten scenarios 
were used for each of the four versions. Subjects 
were never aware of this , since the differences in 
appearance of each of the displays were dramatic 
and the ordering of the ten scenarios was random-
ized for each display. After completing the scenar-
ios for all four versions, comments were recorded 
about which displays were most and least helpful 
to the task. 

version consists of a grid of green lines on a black 
background, denoting intervals of 1000 feet. Air-
craft are displayed as triangles moving across the 
screen, pointing in the direction of flight. Each tr i-
angle has a box moving alongside it, displaying the 
alt i tude of the aircraft (see Figure 1). Since the 
area displayed was ra ther large (one inch corre-
sponded to approximately 1000 feet), the icons for 
two aircraft meeting the horizontal collision crite-
rion would necessarily be touching, thus proxim-
ity in the X-Y coordinate plane is easy to detect . 
However, due to the rapidly changing numerical 
fields, trying to predict whether the vertical col-
lision criterion would occur is significantly more 
difficult. 

2.2. 2D Split-Screen Version (2DS) 

This version splits the screen into two par t s . The 
left side of the screen is the same X-Y plot as the 
2D1 version above. The right side shows an X-Z 
vertical cross section of the same scene, so t h a t 
the subject can graphically see the relative alti-
tudes of the two aircraft. Alt i tude numbers are 
displayed on the left side only (Figure 1). To fur-
ther help the subjects match up icons on the left 
side with their counterparts on the right, each air-
craft is displayed with a different color. Unlike the 
2D1 display, the right side allows subjects t o ob-
serve coincidences in height by checking whether 
the aircraft are graphed a t the same Ζ coordinate. 
Thus, they could use the following simple rule of 
thumb to predict collisions: if the two icons are 
headed toward each other on bo th screens, t he air-
craft will collide; if the icons will miss each other 
on either one of the screens then the aircraft will 
miss. 

Fig. 1. Display version 2DS. Version 2D1 displays only 
the left side. 

2 .1 . 2D Version (2D1) 

The 2D version is a simplified model of a current 
ATC radar screen tha t shows an X-Y plot of the 
aircraft along with their current altitudes. This 

2.3. 3D Version (3DV) 

This version displays the aircraft in a 3D vir tual 
environment, rendered on a Silicon Graphics Onyx 
workstation. The subject wears field sequential 
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Stereo glasses (StereoGraphics ' CrystalEyes) to 
see the image in three dimensions. A red aircraft 
and a blue aircraft are shown flying over a flat 
ground (Figure 2). The subject can change the 
view angles by dragging with the left mouse but-
ton vertically or horizontally. Dragging with the 
middle mouse bu t ton provides a zoom feature, so 
t ha t the subject can move in closer to the scene. 
In the 3D versions the al t i tude is not displayed nu-
merically, ensuring t ha t subjects rely only on the 
visual cues unique to a three-dimensional display. 
The appearance of collisions in this display is more 
na tura l in t ha t if any par t of one aircraft touches 
any par t of another , a collision has occurred. 

2.4. 3D Version with Drop-Bars (3DB) 

This version is the same as the previous one except 
tha t a perpendicular drop-bar was added to each 
aircraft to provide additional depth cues for alti-
tude est imation (Durfee and R. M. Willis, 1992). 
The drop-bar extends from the bo t tom of the air-
craft t o the ground and is segmented with differ-
ent colors every 200 feet. This feature is intended 
to help the subject perceive the relative altitudes 
of the two aircraft as well as their ground posi-
tions (Figure 2). The viewpoint is controlled in 
the same manner as in the 3DV version above. 

Fig. 2. Display version 3DB. Version 3DV is t he same, 
b u t w i thou t drop-bars . 

3. RESULTS O F E X P E R I M E N T 1 

Thir teen subjects part icipated in Experiment 1. 
Their average scores are represented by the solid 
line in Figure 3. Contrary to what was expected, 
the average scores for the 2D versions were al-
most 2 points above the 3D versions, with the 
2D S version a t the top. In some scenarios when 
a miss was obvious in the X-Y or X-Z projection 
planes, a subject could quickly make a correct de-
cision in the 2D versions because these projection 
planes are isolated in these displays, explaining 
why some scenarios score much higher in the 2D 

versions than in the 3D versions (Figure 4, scenar-
ios 2, 4 and 5). On the other hand, for scenario 
3, the subjects scored consistently higher in the 
3D versions than in the 2D versions (Figure 4), 
perhaps because subjects found t ha t viewing the 
scene from multiple angles was helpful. 

ο 

0 J 1 . . 1 1 
2D1 2DS 3DV 3DB 3DC 3DP 

Version 

Fig. 3. Overall average score by version for Experi-
ments 1 and 2. 

Note tha t the score provides a value t h a t rep-
resents both timing and accuracy for the sub-
ject. Accuracy alone was about the same for all 
four versions with approximately 20% incorrect in 
each. Given this uniformity in prediction accuracy 
across all versions, the results indicate t ha t sub-
jects were able to arrive a t more timely decisions 
with the 2D displays. The cause of this slower per-
formance in 3D is most likely a t t r ibu ted to strug-
gles with the additional interface task of finding a 
good viewpoint with the mouse. A related issue 
concerns the strategy used by the subjects t o make 
collision predictions. Many subjects used projec-
tions of aircraft onto coordinate planes to judge 
altitude, course, and proximity, as evidenced by 
a frequent alternation between vertical and hori-
zontal view angles in the 3D versions. Those who 
did not exhibit this switching of views in the 3D 
versions would have to perform these coordinate 
plane projections in their heads. Either way, these 
subjects would do bet ter with the 2D displays, in 
which this information is presented directly, than 
with the 3D displays, leading to increased times 
for decision making. Whatever strategies were 
used, however, the results show t h a t the t ime is 
used wisely for the 3D versions since their accu-
racy is similar to tha t of the 2D versions. 

To determine if the 2D and 3D scores were signifi-
cantly different, a series of t tests were performed. 
A matched-pair t test was used to compare each 
2D version to each 3D version a t a significance 
level of 95%. The tests showed t h a t bo th the 
2D1 and the 2DS versions had significantly higher 
mean scores than the 3DV and 3DB versions. 

The subjects' comments consistently identified 
the 2D S version as the easiest and the most effec-
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Scenario C r 10 
C C 

Fig. 4. Average scores for each scenario by version 
in Experiment 1. "M" denotes a miss; "C" 
denotes a collision. 

tive display. Subjects often remarked tha t using 
the mouse to change the viewpoint in the 3D dis-
plays was difficult, bu t could possibly become eas-
ier with more practice. There were mixed reviews 
about the drop-bars in the 3D Β version; approx-
imately half of the subjects liked them and half 
did not. 

4. DESIGN O F E X P E R I M E N T 2 

To determine the value of the above displays for 
more complex si tuations, a new set of nine scenar-
ios using three aircraft was designed. Two new 3D 
displays were implemented for inclusion in the new 
experiment in addit ion to the original four display 
versions. These new displays featured computer-
controlled viewpoints and view angles in order to 
eliminate the view control interface task. How-
ever, adding a thi rd aircraft to the scenarios led 
to four possible collision outcomes instead of just 
one. To avoid the task complexity of specify-
ing exactly which aircraft will collide and to al-
low more valid comparisons of new results with 
the results from Experiment 1, the binary choice 
method of Exper iment 1 was retained. Thus , the 
subject would press the space bar if any or all of 
the three aircraft were thought to collide and press 
the control key if all were thought to miss. 

4.1. Automatic Viewpoint Algorithms 

Transferring viewpoint control from the subject 
to the computer required an automatic computa-
tion of an opt imal viewpoint for collision detec-
tion based on the positions of the three aircraft. 
Several a t t empts at this had been made earlier 
for Experiment 1 using two aircraft. One idea 

was based on Das ' thesis on finding optimal view-
points for teleoperator displays. Using Das ' tech-
nique here, the computer placed the viewpoint on 
the geometric plane orthogonal to the line between 
the two aircraft and intersecting the midpoint of 
t ha t line (Das, 1989). The continuous nonlinear 
movements of this algorithm proved to be quite 
confusing, making it hard to isolate a direction of 
flight for the two aircraft. To alleviate this con-
fusion, the same algorithm was tried again with 
discrete updates in viewpoint a t four-second in-
tervals. This version was more suitable for isolat-
ing directions of flight, but caused disorientation 
after each periodic "cut." Based on these failed 
a t t empts , it was decided tha t the best algorithms 
would involve a simple linear motion of the view-
point a t a constant velocity, thereby minimizing 
any confusion between viewpoint motion and air-
craft motion. 

4.2. 3D Cockpit-Centered Version (3DC) 

This new display places the viewpoint in the cen-
ter of one of the three aircraft (called the "own-
craft"). The view angle is updated dynamically 
to orient along a ray tha t bisects the angle be-
tween the two rays from the owncraft to each of 
the other two aircraft (Figure 5). This direction 
is most likely to include both of the other aircraft 
in the field of view. To further ensure t ha t both of 
the other aircraft will be visible, the field of view is 
increased from the usual 45 degrees to 90 degrees. 
Additional objects are drawn on the ground, such 
as a runway and simple buildings, to help the sub-
jects discern the owncraft's direction of flight rel-
ative to the view direction. Also, the owncraft is 
not drawn since it could obscure large portions of 
the field of view. Before beginning training on this 
display, the subject is reminded to watch both for 
collisions between the owncraft and another air-
craft, as well as collisions between the other two 
aircraft. For the former case, the "looming" cue, 
in which an aircraft remains in the same location 
on the screen bu t grows larger with t ime (Levison 
et al, 1994), is suggested to the subject. Finally, 
the subject is reminded tha t the view direction is 
not necessarily the same as the direction of flight 
and may be constantly changing to stay focused 
on the other aircraft. 

4.3. 3D Programmed External View (3DP) 

This display provides a computer-controlled exter-
nal view of all three aircraft, zooming in contin-
uously as they approach each other so tha t they 
span the entire field of view at all t imes. The 
algorithm for computing the viewpoint is as fol-
lows. One aircraft (usually the lowest in altitude) 
is chosen as the center of focus. At all times the 
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Fig. 5. Viewing algorithm for 3DC version. 

viewing direction will be oriented toward this air-
craft, thus it will always appear in the center of 
the screen. The viewpoint is chosen by finding the 
ray extending from the focus aircraft and bisecting 
the line segment connecting the other two aircraft. 
The viewpoint is placed on this ray a t two and a 
half times the distance from the focus aircraft to 
the connecting line segment (Figure 6). Thus the 
viewpoint will always lie in the unique geometric 
plane defined by the three aircraft, and the view 
angle always centers on one aircraft, keeping the 
other two on opposite sides of the screen. Since 
al t i tude differences at the s tar t of each scenario 
are always small compared to horizontal distances, 
this algorithm begins from a relatively horizontal 
vantage point, which makes differences in alti tude 
readily apparent . As the scenario progresses, the 
viewing angle often migrates toward an oblique 
angle from which the horizontal motion can also 
be readily discerned. 

Viewing 
Direction 

M.5 

Viewpoint 

7» 

l/Z. 

Fig. 6. Viewing algorithm for 3DP version. 

5. RESULTS OF E X P E R I M E N T 2 

Eleven subjects participated in Experiment 2. 
Their average scores are represented by the dot-

ted line in Figure 3. Again the 2DS version had 
higher average scores t han all of the 3D versions. 
However, the gap between the mouse-controlled 
3D displays and the conventional 2D1 display is 
smaller than in Experiment 1. In addition, with-
out the mouse interface t he two new 3D displays 
perform as well or be t te r t h a n the 2D1 version. 
Furthermore, the 3DP (programmed viewpoint) 
version was the best of t he six in all but one of 
the non-collision scenarios (Figure 7). 

Compared to Experiment 1, remarkably different 
results were obtained regarding accuracy. Overall, 
in Experiment 2 the 2DS version yielded consis-
tently more accurate predictions than the other 
versions (Table 1). However, accuracy in the 3DC 
(cockpit-centered) and 3 D P versions was as good 
as or bet ter than tha t of t he 2D S version when 
there was no collision (false a larm). One possible 
explanation for this is the chiefly horizontal view 
angle used in 3DC and 3DP, highlighting the dif-
ferences in alt i tude between the aircraft. Also in 
contrast to Experiment 1 is the decreased accu-
racy of the 2D1 version, which might be accounted 
for by the increased mental workload of perform-
ing three-way numerical comparisons. 

Table 1 Accuracy for Exper iment 2. FA stands 
for false alarm percentage. FD stands 
for failure to detect collision 
percentage. P I s tands for percentage 
incorrect overall. Note tha t lower 
values indicate greater accuracy. 

2D1 2DS 3DV 3DB 3DC 3DP 
FA 43.2 22.7 40.9 38.6 22.7 18.2 
F D 38.2 23.6 38.2 32.7 38.2 36.4 
P I 40.4 23.2 39.4 35.4 31.3 29.4 

Unlike Experiment 1, the 2D1 version in Experi-
ment 2 had mean scores t h a t were equivalent to all 
of the 3D versions at a 95% significance level. This 
supports the hypothesis t h a t 3D is more helpful 
when the task is more difficult. The 2DS version 
had statistically higher mean scores at a 95% sig-
nificance level than all of t he 3D versions except 
for 3DP which it outperformed at only a 90% sig-
nificance level. Based on these results, it appears 
t h a t eliminating the need to find good viewpoints 
in the 3DC and 3DP versions allowed subjects to 
make faster, more accurate decisions than in the 
mouse-ccatrolled 3D versions (3DV and 3DB). 

Post-tr ial comments indicated t ha t most subjects 
continued to find the 2DS (split-screen) version ef-
fective, but matching up aircraft with their coun-
te rpar t s on the other screen was more difficult 
with three aircraft. Among the 3D versions, sub-
jects tended to prefer the 3D Ρ version. In gen-
eral, they still disliked having to use the mouse 
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to locate a good viewpoint in the 3DV and 3DB 
versions. 

Fig. 7. Average scores for each scenario by version in 
Experiment 2. 'M' denotes a miss; ' C denotes 
a collision. 

6. FINAL EXPERIMENTS AND RESULTS 

To further explore the idea that performance in 
the 3D versions might be approaching that of the 
2DS (split-screen) version, some informal follow-
up experiments were done. Six scenarios were cre-
ated for the 2D1, 2DS, and 3DP versions with 
four and five aircraft. From the reactions and the 
scores of the few subjects that were run, it ap-
peared that the 2DS version was still the most 
effective even with five aircraft. 

7. CONCLUDING REMARKS 

For simple straight-path scenarios involving two 
aircraft, the experiments indicate that collision 
prediction is best aided by a multi-viewpoint 2D 
display like the 2DS version above. The 2DS ver-
sion filters out much of the irrelevant information, 
presenting all three dimensions of the aircraft's 
locations in a schematic, graphical manner using 
familiar overhead and horizontal views. However, 
in some cases a well-designed 3D display can out-
perform the conventional 2D numerical altitude 
displays and perform competitively with the 2D 
split-screen version, particularly in more complex 
scenarios. 

Predicting collisions is only a small part of an air 
traffic controller's job. Further work needs to be 
done to determine if any of these new displays 
can help improve a controller's situational aware-
ness or performance in more complex tasks such 
as runway approaches. On the other hand, be-
cause the experiments described here compared 
2D schematic displays with perspective views of 

3D scenes for tasks of varying visual complex-
ity, the results may be useful for the more gen-
eral problem of data visualization, an area that 
is drawing increasing attention from a variety of 
fields (Wickens et al, 1994). 

Whatever the application, the assumption that a 
"good" display must offer a high degree of "pres-
ence" is not always justified. The display that re-
moves extraneous information, emphasizing only 
that which is essential to the task, is bound to win 
in the long run. 
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ABSTRACT - The Federal Aviation Administration is developing a set of software tools, 
known as the Center-TRACON Automation System (CTAS), to assist air traffic controllers 
in their management and control tasks. CTAS originated at National Aeronautics and Space 
Administration (NASA) Ames Research Center, where prototypes continue to evolve. In 
parallel, Massachusetts Institute of Technology/ Lincoln Laboratory (ΜΓΤ/LL) is refining 
and testing the software, including the Computer-Human Interface (CHI). This paper 
focuses on the CHI designed by MIT/LL for the Final Approach Spacing Tool (FAST) part 
of CTAS. The FAST design approach, CHI development and operational concept is 
presented. 
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1. INTRODUCTION 

FAST comprises new computer automation software 
designed to assist radar controller teams in efficiently 
sequencing flight arrivals and precisely spacing 
aircraft on final approach during busy periods at 
terminals. Automation advisories generated by 
FAST are computed with respect to such real-world 
uncertainties as winds and weather conditions, pilot 
response times, aircraft performance, navigation 
accuracy, and communication delays. The FAST 
advisories include recommended sequence and 
runway assignment, accompanied by intelligently 
timed speed reductions and turns to specific vectors. 
They are displayed to controllers on Full Digital Arts 
Displays (FDADs). Whether or not the controllers 
can effectively interact with sophisticated automation 
aids presented to them on these older-generation, 
monochrome displays is a key human factors issue. 

The FDAD workstations currently employed in 
terminal radar control rooms limit the Computer-
Human Interface (CHI) design options. While some 
cryptic graphics are displayed on the FDADs (small 
arcs for vectors and splats for speed reduction 
points), most of the advisory information has been 
added as alphanumeric augmentation to the existing 
data blocks presented near each aircraft's radar 
symbol. Currently, only critical and timely 
information is displayed on the data blocks, to aid the 
controllers in their primary task of maintaining 
separation. The CHI design challenge was to 
augment the data block with an operationally suitable 
presentation of the advisories. Such human factors 
issues as target recognition, decision making, spatial 
perception, memory, use of cognitive maps, and 
minimal procedure modifications were considered in 
designing the output and associated inputs for the 
FDAD implementation of this interactive tool. 

LI FAST CHI Output 

The system used in Terminal Radar Approach 
Control rooms (TRACONs) today, known as 
Automated Radar Terminal System (ARTS), displays 
full data blocks comprised of five data fields 
presented on three lines. In consecutive order, these 
fields contain the conflict alert and/or low altitude 
alert indicator (usually not visible), the aircraft 
identifier, the Mode C altitude or runway number, 
status information (an asterisk indicates controller 
entry in Mode C field, which timeshares with the 
Mode C readout), and ground speed or the aircraft 
type and the aircraft's weight class indicator (e.g., H 
for Heavy). Our design proposal is to present FAST 
data on an additional fourth line comprised of three 
more fields, as depicted in Figure 1. We refer to this 
technique as data block augmentation. 

In the FAST CHI design, the added fields are sized 
and reserved for mutually exclusive advice (see 
Table 1). Certain advisories are mutually exclusive, 
that is, they do not time share with any other 
advisories. Rather, they exclude the display of each 
other as well as other possible advisories for a given 
field. This is important for precluding a cluttered 
look as data blocks typically surround one another on 
a busy radar screen and can overlap. 

For example, the following advisories are mutually 
exclusive: 

• Sequence number and resequence number, since 
the former is absolute and the latter is a relative 
number that is displayed briefly while the logic 
works on the request to change sequence. 

• Controller discretion and the speed or heading 
number, since controller discretion logic inhibits 
generation of speed and turn advisories. 
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• Early/late indication, delay indication, and advice 
non-computable indication, since early/late is 
measured against the nominal route, delay is 
measured against the slowest route given the slowest 
time, and FAST is unable to compute advice when a 
trajectory error has been returned from CTAS. 

Field 0 

Field 1 

Field 2 

Field 3 

Field 4 

Field 5 Field 6 Field 7 

Figure 1. Existing ARTS data block augmented with 
FAST advisories. 

Judicious use of time sharing succinct bits of 
information is also used for displaying some of the 
FAST augmentation to the data block. Controllers 
have become accustomed to viewing information that 
is continuously updated but abbreviated in both 
presentation and length of time interval. In the 
existing ARTS, three of the full data block fields are 
capable of time sharing displayed information. 
These fields can time share independent of one 
another. The unit time is 1/2 second. The number of 
1/2 second intervals for the duration of each field is 

controllable via software. ARTS time shares fields 2 
and 4 in the third line of the data block while FAST 
will time share augmentation fields S and 7 in the 
fourth line. FAST displays advisories at the same 
rate as the vertically aligned ARTS data, although 
different rates aie technically possible. 

If some advisories are not available at a given time, 
then the corresponding reserved data fields will 
remain blank. This is consistent with display of the 
ARTS' fields directly above, where information is 
presented in reserved spaces. Representative 
samples of augmented data blocks are presented in 
Figure 2. 

CA 
UAL1234 
160 21 H 
12 D400 

UAL1234 
13L*B727 
17R H26 

UAL1234 
160 21 H 
-4- ZZZ 

UAL1234 
160 21 H 
MA CD 

UAL1234 
13L*B727 
19 PR 

FAST in fields 5 and 7: 

Sequence Number, 
Delay (in seconds) 

FAST Runway, 
STAR Turn Advisory 

Sequence Number, 
Speed Advisory 

Resequence Number, 
FAST Incomputable 

Missed Approach, 
Controller Discretion 

Sequence Number, 
Priority Advisory 

Figure 2. Sampler of FAST data block fields with 
advisories. 
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Contents of fields (ARTS uses 0 through 4, 
FAST uses 5 through 7): 

Field 0 - Conflict Alert, Low Altitude Alert 

Field 1 - Aircraft Identifier (ACID) 

Field 2 - Mode C Altitude/Scratchpad timeshared 

Field 3 - Status 

Field 4 - Ground Speed in knots and Heavy 
Indicator (if applicable)/Aircraft Type timeshared 

Field 5 - Sequence Number/FAST Runway 
Indication possibly timeshared or Resequence 
Number or Missed Approach Advisory 

Field 6 - Blank space 

Field 7 - Non-Computable Indicator or Priority 
Aircraft Advisory or Controller Discretion Symbol 
or Delay Indicator or Speed Advisory 
Number/STAR Turn Advisory Number possibly 
timeshared 

UAL1234 
160 21 H 
3 17 



Tahle 1 ARTS data Mock augmentation fields of FAST a d v i c e * 

#of 
Field # Characters Sample Content Meaning 

5 3 - 4 - Resequence Number or 

2 Sequence Number or 

MA Missed Approach Advisory 

13L possibly time shares with 

FAST Runway Indication 

6 1 blank space none 

7 6 zzz FAST advice incomputable or 

CD Controller Discretion or 

D400 Delay (in seconds) or 

PR Priority Aircraft Advisory 

17 Speed Advisory Number 

time shares with 

H26 STAR Tum Advisory Number 

CLEAR BACK 

SPACE 

ENTER 

TRK 

START 

TRK 

REPOS 

TRK 

SUSP 

TRK 

DROP 

HND 

OFF 

FLT 

DATA 

MULTI 

FUNC 

F8 Δ • 

F9 F10 F l l F12 F13 F14 F15 F16 

IFR 

+ 

VFR 

/ 

A 

BCN 

Β 

CFG 

C 

DIS 

D 

EMG 

Ε 

FIL 

F G 1 2 3 

H I J Κ 

LDR 

L 

MOD 

M Ν 4 5 6 

OFF 

Ο 

PRE 

Ρ Q R 

SYS 

s 

TAB 

Τ ϋ 7 8 9 

V W X Y Ζ * V 0 0 
• 

Figure 3. ARTSin Keyboard Layout Diagram 

12 FAST CHI Input 

As discussed above, the amount of output from 
FAST onto the FDAD - already crowded with such 
critical information as radar targets, data blocks, 
range rings, weather areas, satellite airport symbols, 
and tabular lists - was intentionally kept clear and 
concise. The same guiding principal holds for the 
additional input needed to support controllers' 
communications with FAST. Although the human 

factors design goal was to build a system as 
transparent as possible to the user, some essential 
FAST-specific keyboard entries were necessarily 
added as part of the CHI. In keeping with the 
development approach of introducing automation 
that is unobtrusive and easy to use, we determined 
that the existing ARTS keyboard (see Figure 3) and 
trackball be used for FAST input, which is consistent 
with our recommendation of augmenting the existing 
display for FAST output. The CHI design for FAST 



related input/output, therefore, should result in 
minimal impact or change to the controller's current 
operational concept 
Specifically, a currently unused function key (F12), 
and some unused shape keys (inverted triangle, 
square), were chosen to initiate the FAST inputs and 
differentiate them from the existing ARTS inputs. 
Within ARTS, certain keys have over the years been 
patched into the software to abbreviate frequently 
used functions. (Some of these are actually labelled 
on the keys and the same could be done for FAST 
inputs once acceptance is determined). For FAST 
inputs the number of keystrokes was kept down to 
one or two wherever technically feasible, with the 
exception of turning the transmission of ARTS data 
to FAST on and off since inadvertent activation is 
not desirable. Each input is echoed (i.e.,0 printed out 
verbatim as it is typed) in the ARTS preview area, 
already established for the purpose of echoing ARTS 
related inputs. The limited set of editing features in 
ARTS (clear, backspace) work consistently with 
FAST inputs. A separate small area called the FAST 
information list (FIL) is displayed to indicate the 
status of FAST (a simple rotating arrow reflects the 
system is alive), provide feedback for FAST-specific 
inputs and relate system messages. 

The ENTER key on the ARTS keyboard has the 
same effect as using the ENTER key attached to the 
trackball (which is mounted near the keyboard on the 
FDAD console's shelf). As with the existing ARTS, 
either method may be used for most inputs. Table 2 
presents the FAST-specific inputs currently 
supported by the software. The abbreviation "slew" 
refers to the action of moving the cursor (with the 
trackball) to cover the control position symbol of the 
desired data block or to pinpoint a spatial location on 
the FDAD. The acronym "ACID" is used to indicate 
the aircraft identification number may be keyed in. 
Where two input methods are listed for a given 
function, as in the ARTS either method will work. 
The FAST-specific output resulting from these inputs 
can be "quick looked" which is an ARTS feature that 
allows a neighboring controller in the same facility to 
temporarily view data blocks under the control of 
other radar positions. These outputs that are 
supported by the quick look feature are marked with 
an asterisk in Table 2. 

13 Progression of CHI design and development 

The CHI for FAST, indeed for all of CTAS, is being 
designed and developed in an iterative fashion with 
respect to the overall project philosophy of "human-
centered" automation. Many different controllers 
from each major region in the United States, as well 
as some from other nations, have been exposed to 
FAST on the monochrome FDADs (and on color 
SUN workstations that will not be delivered into the 
field). The FAA has supported this design effort by 
providing System Development Teams (SDTs) who 
tested the early prototypes in the laboratories at 
MIT/LL and NASA Ames (Davis, et al., 1990). 
Additional controllers continue to experiment with 
FAST in a non-operational mode at the field 
development sites of Denver and Dallas/Fort Worth 

(DFW) where Cadres of their peers are trained to 
teach them the tool. Currently, a FAST Assessment 
Team is conducting a final review of "passive" 
FAST, i.e., sequence numbers and runway 
assignments. Formal training of all controllers at 
DFW will follow. 

Close contact with the users of this product has 
allowed us to propose a design that was conceived 
and tested with human factors in mind. The first test 
of FAST on FDADs was conducted by MIT/LL 
using static symbology as part of a risk reduction 
series geared toward discovering if the tool could 
successfully migrate from a laboratory platform to a 
display used in the "real-world" of ATC. Up to this 
point, the SDT had seen FAST only on smaller color 
raster displays. Results from this risk reduction test, 
done at the FAA Technical Center (FAATC) 
confirmed that the CHI of the FAST data block 
augmentation was readily acceptable to the SDT 
(Picardi, 1992). Responses revealed strong 
agreement that the added FAST symbology does 
indeed appear distinct from the existing ARTS and 
videomap symbology. Therefore, confidence was 
gained that the passive advisories are being presented 
in an operationally suitable manner. 

For further investigation of the CHI and other 
engineering aspects, increased simulation fidelity 
was needed. Therefore, a FAST System Test 
Environment was conceived and built by ΜΓΓ/LL 
(Spencer, 1993). We used the FSTE to conduct a 
shake-down test of FAST with dynamic simulations 
using realistically heavy traffic scenarios and highly 
experienced full performance level controllers from 
Level V (the busiest) facilities The results from this 
dynamic real-time simulation where consistent with 
the SDTs initial favorable reaction to the FAST CHI. 
Based on the increased information displayed for 
FAST outputs, and timeliness required for FAST 
inputs, the controllers suggested limiting the number 
of advisories able to be quick looked and 
abbreviating the longer keystrokes (e.g., resequence). 
A copy of the FSTE was then delivered to NASA 
Ames to support their continued use of real-time 
simulations with the SDT (Picardi, 1992), and to 
FAATC where functionality demonstrations are 
conducted before each incremental field deployment 
to the development sites. 

One key finding during tests conducted on the 
FDADs has been that the active advisories, which 
included the display of turn arcs and speed splats, are 
not as discernable to the SDT and they have 
commented on their perception of screen clutter, with 
suggestions for alleviating it. Based on the SDTs 
suggestion resulting from the potential for confusing 
the turn advisory with other ARTS symbology, the 
vector number presented adjacent to the detached arc 
was removed and placed only in the data block. 
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Table 2 FAST-specific inputs supported on the FDAD keyboard 

Entry Format Function 

F12, ON, Enter This enables transmission of ARTS data to FAST. 

F12, OFF, Enter This disables transmission of ARTS data to FAST. 

F12, E, Enter This enables the display of FAST advisories at all positions. The FIL rotating 
indicator is shown when advisories are enabled. 

F12,1, Enter This disables the display of FAST advisories at all positions, but ARTS data is sent 
to FAST. The FIL rotating indicator is not displayed. 

F 1 2 , 0 , Enter This toggles FAST advisories on/off at the entering position. When FAST 
advisories are off, the letter Ο appears in the FIL as a status indicator. The FTL 
rotating indicator is not affected by this entry. 

F12, Β Enter This toggles turn and speed advisories on/off at the entering position. Other FAST 
advisories/displays are not affected. When turn and speed advisories are off, the 
character Q appears in the FIL as a status indicator. 

F l 2, X, ACID, This toggles scheduling status of specified aircraft between suspended and 
Enter (or Slew) scheduled. These changes in scheduling status must be acknowledged at the traffic 

management display. When an aircraft is suspended from the schedule, the 
indicator X replaces the sequence number in the data block.* 

F12, F, Enter This clears the FEL display of any error messages or resequence messages. 

F12, F, Slew This relocates the FAST Information List 

F l 2 , Δ, ACID, This toggles the priority scheduling status of the aircraft When an aircraft is being 
Enter (or Slew) given priority scheduling, the indicator PR appears in its data block augmentation.* 

F12, ·, ACID, Enter This designates the flight as a missed approach to FAST. The indicator MA will 
/ ςι χ appear in the data block augmentation, replacing the landing sequence number, 
(or Mew) FAST may display MA automatically as well.* 

F l 2, A, ACID, l it is causes FAST to schedule a missed approach aircraft 
Enter (or Slew) 

Rwy, Slew This assigns a landing runway to the aircraft The ARTS initially assigns a default 
landing runway to DFW arrivals based upon the entry fix, and displays this runway 
in the scratchpad area of the data block. If FAST agrees with this runway 
assignment, it will not issue any runway advisory. If FAST recommends a different 
runway, it will display a runway advisory in the data block augmentation. The 
controller only needs to make this keyboard entry if the default runway assigned by 
ARTS is unsatisfactory, or if FAST advises a different runway and a choice must be 
made. FAST will accept any runway assigned by the controller. Rwy is a single 
keystroke. For DFW arrivals the keys are as follows: 

+ f o r l 3 R , / for31R, · forl7RÂ35L, 

Δ forl8L/36R, 0 for l7L/35R,V for 18R/36L* 

F12, 5, ACID, The identified aircraft is given the landing sequence number 1, and all subsequent 
Enter (or Slew) aircraft assigned to the same runway are renumbered accordingly. 

F12,5, Rwy, Enter All aircraft assigned to the indicated runway have their landing sequence 
renumbered starting with 1. Rwy is a single key as for the runway assignment entry. 

F l 2, R, ACID, This resequences aircraft. The aircraft are entered in the order of their new 
Enter (or Slew) sequence. The first aircraft entered retains its current landing sequence number, and 

the other aircraft are sequenced behind it in the order they are entered. All entered 
aircraft must be assigned to the same runway. An aircraft can be removed from the 
sequence by entering it again, even though other aircraft have been entered in the 
meantime. While the aircraft are being resequenced, their sequence number is 
replaced by their relative sequence number in the format -n-. To facilitate the 
multiple entries, the ARTS multiple entry feature may be used by prefixing the first 
F12-R with M. This eliminates the need to enter F12 for subsequent entries, but the 
R must still be entered. 
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Currently, detached arcs are presented a short 
distance in front of the associated data block along 
the predicted flight path for the aircraft that will be 
issued a turn advisory. In laboratory testing on the 
development color workstations, both the arc and the 
data block are briefly painted in a unique distinct 
color to indicate their relationship. We suspect the 
lack of color to associate these detached advisories 
with their respective data blocks nearby on the 
monochrome FDAD and/or simply to call attention 
to them, i.e., situational awareness, is being reflected 
in the controllers' reaction. 

A movement is underway in the FAA, known as the 
Stand Alone Replacement System (STARS), to 
deploy color consoles into TRACONs which may 
address one issue of acceptability when using active 
FAST advisories. We will examine the CHI design 
issues such as this one as the product continues to be 
re-engineered in preparation for eventual field 
deployment. MTT/LL recently began the process of 
Development Test and Evaluation (DT&E) on the re-
engineered software for the Demonstration and 
Validation (D&V) phase of the project, during which 
the CHI of FAST and other parts of CTAS will 
eventually be formally verified. Meanwhile CHI 
design and requirements specification is undergoing 
final analysis and documentation by a team of 
researchers and users. 

2. CONCLUSION 

FAST, including the CHI described here, has been 
tested extensively by controller teams in laboratories 
at ΜΓΓ/LL and NASA Ames and is currently being 
evaluated for use by controllers in Dallas/Fort Worth 
and Denver terminals. Technically, FAST data 
presentation and interaction has been shown not to 
interfere with the presentation or operation of the 
primary system, ARTS, as demonstrated at the FAA 
Technical Center (FAATC) during "noninterference" 
tests. Important human factors issues regarding the 
FAST CHI, such as workload, distribution of 
automation access between controller teams and 
traffic management coordinators, and maintenance of 
situational awareness, remain to be fully determined 
and addressed when the software is deployed for 
ATC operations. In the future, the potential use of 
data link between the pilot in the cockpit and the 
radar controller in the TRACON with respect to ATC 
automation will be an interesting challenge to 
consider. For now, early research and development 
experience accompanied by simulation testing results 
has indicated that the CHI successfully 
communicates the FAST concept to the user 
community and that, in turn, the concept appears a 
viable one for automating a carefully chosen portion 
of the air traffic control task. 

In summary, the FAST CHI design retains 
consistency in appearance and behavior of data block 
items, while minimizing clutter and distraction. To 
enhance usability, spatial cues are provided for 
advisory placement on a single added line in the data 
block. Data presentation is abbreviated and 
presented to the controller only when timely. 
Controller input back to FAST was also designed to 
be minimal and consistent with their existing ARTS 
keyboard and trackball method. Progressively more 
robust testing with FAA-supplied controller teams 
has consistently shown that the CHI design for at 
least the first increment of this new automation 
(known as passive FAST) will be acceptable for 
operational use by air traffic controllers at the major 
TRACON facilities throughout the United States. 
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1. INTRODUCTION 

The paper describes a project undertaken by the 
School for Workers and the Technology 
Sub-Committee of the National Labor-Management 
Cornmittee of the Custom Woodworking Industry 
(NLCCWI). The committe is one of numerous efforts 
in many branches of industry wherein skilled workers 
and management attempt to design new systems of 
production. The design focus contrasts with more 
widespread attempts to jointly implement existing 
production technology. Should such design efforts 
succeed, significant increases in productivity would 
be expected along with changes in job content which 
emphasize skill and human development. 

2. BACKGROUND 

The modern mass production system in the United 
States imposed an organization of work which has 
increasingly separated the design of tools from their 
users. Dramatic examples of the separation have 
been the development of computer-based tools of all 
sorts. The basic mathematical theories, the 
inventions of the computer chip and the computer, as 
well as the marrying of computers to machinery, was 
done primarily in laboratories and research institutes 

far from the point of use. The control of machine 
tools, once the province of the skilled rmchinist was 
also increasingly removed from the shop floor. 
Today, CNC machine tools are controlled by 
programs usually produced off the shop floor by 
specialists in prograrnming. The programs are subject 
to after the fact changes if there is a problem. In 
particular the removal of planning and programming 
from the shop floor to the office has not been forced 
by technology but by the politics of control of the 
workplace which in turn was supposed to yield 
higher quality, higher productivity and thus lower 
costs (Brodner, 1985). 

However, there is a growing realization among 
engineers and industry that designs which treat 
workers as an after thought are more and more 
problematical (Brodner, 1988; Schultz-Wild et al., 
1985). 

At the same time, various worker-led institutions 
have begun to understand that technology can be 
designed and implemented in ways that might 
preserve or enhance skill while at the same time 
meting more traditional business needs (IAM, 1994; 
AFL-CIO, 1994). 

The humanization of work movements in Sweden and 
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Germany were the first widespread flowering of the 
notion that technology could integrated with the needs 
of workers. Hurnanization- that is less noise, safe 
working conditions, a human pace, more job 
variability, improved man rnachine interfaces, all take 
as a given the basic design criteria of the technology. 
A considerable step beyond the hurnanization of work 
has been the "socio-technical" school of design which 
attempts to bring more equality between technical 
criteria and social criteria. As a group of 
professionals socio-technical designers have argued 
for (and designed) holistic work organizations and 
more accessibility to prograrnming for shop floor 
workers. Increased job flexibility, group work and 
teams, along with increased skills training are part of 
a socio-technical approach. Here in the US 
"socio-technical" design has been implemented in 
places such as the Saturn facility in Spring Hill, 
Tennessee, among other locations. 

More recently a number of economic and social 
forces have emerged that places a redefinition of the 
man-machine and man-technology relationship at the 
forefront of design challenges. Among those forces 
are: 1) increasingly short product cycles; 2) a demand 
for ever higher quality standards; 3) segmented 
markets requiring more flexibility in production; 4) 
the tremendous cost of designing systems; 5) the 
increasing use of JIT production models; and 6) 
pressure from the workforce itself. 

3. COLLABORATIVE DESIGN 

The issue that must be posed today goes beyond the 
notion that engineers should design systems that give 
weight to the users needs (socio-technical). The 
challenge today is to enable organizations to liberate 
the intellectual potential of all members so as to 
function better. In other words how can users 
(workers, suppliers and customers) and engineers 
work collectively to design systems that work for 
both the users and the people who commission the 
work?

1 

Changes both in theories of management and in 
perceptions held by working people regarding their 
role in deterrnining work organization are taking 
place simultaneously. At the moment pressure from 
below is limited in scope but it is significant. The 
new view from below suggests that managing the 
firm-especially when it comes to the design of 
production is too important a decision to be left to 
management or engineers alone. 

"User" is defined as blue and whi te collar 
workers as well as the customer. In a sense the worker 
in a production system is the ultimate customer. 

A reflection of these changes is evident in the 
existence of various forms of employee involvement 
activities in all manner of enterprises. Strong labor-
management organizations exist in a variety of 
unionized industries. Examples of locations which 
have joint committees dealing with the design of the 
technology as a focus of their work include certain 
plants of the Ford Motor Company, all the basic steel 
industry and firms such as the Bath Iron Works. The 
basic steel companies have signed a contract with the 
United Steel Workers of America which specifically 
includes decisions regarding technology as an area for 
joint decision making (United Steelworkers of 
America). The Macriinists union, as noted earlier, 
has also identified technology as an area for potential 
partnership with industry (IAM, 1994; McCubbin et 
al., 1994). In all three instances the unions and firms 
have carried their discussions beyond implementing 
existing systems and into the realm of the redesign of 
work and tentatively into the area of technology 
design itself. 

4. CASE STUDY: THE CUSTOM WOOD 
WORKING INDUSTRY 

In 1992 the possibility of an industry group working 
with labor to define the technologies that best suited 
their industry presented itself in the custom 
woodworking industry. The United Brotherhood of 
Carpenters and Joiners and a number of custom 
woodworking shop owners established the National 
Labor-Management Committee for the Custom 
Woodworking Industry (The Federal Mediation and 
Conciliation Service has supported the work of the 
NLMCCWI). The overriding concern was expressed 
this way by members of the committee "if the custom 
wood working industry is not successful in meeting 
the challenge . . .of the production shops... it will be 
priced out of the market" (Grant, 1994). 

The objectives of the committee were to define 
common interests, such as training, and to work out 
means to advocate collectively for those interests. In 
early 1992 the National Labor Management 
Committee established a technology sub-committee. 
The sub-committee set out to assess the technical 
base of the industry and to identify, if possible, the 
technologies best suited to the industry. Additional 
objectives included encouraging the design and use of 
suitable new technologies and integrating the new 
productive methods into the existing apprenticeship 
system. The technology sub-cornmittee operates by 
consensus so decisions reached reflect commitment 
from all participants. 

4.1 The Industry 

The custom wood working industry is in the 
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secondary wood products sector. The industry 
includes one of a kind units and limited production 
runs of furniture, store fixtures, millwork 
(doors, windows, moldings), veneer paneling, 
casework (kitchen cabinets, custom office cabinets), 
and exhibits. All types of woods are used- solid and 
veneers, as well as plastic, particle board, and high 
and low pressure plastic laminate. As wood is a 
living substance and its composition changes with the 
species, temperature and humidity, shaping and 
finisliing wood requires a high degree of judgment 
(Grant, 1994). 

The industry is dominated by small family owned 
enterprises. Most firms employ less than 50 people. 
Many are located within urban areas and hence 
provide skilled urban based employment. The result 
is a fragmented industry, with little money for 
capital investment and little or no research 
capacity.(Malakoff et al., 1995) 

4.2 The Union as an Integrator 

The dispersed and small size of individual shops 
means that individual firms cannot train its needed 
supply of skilled labor nor can the custom 
woodworking industry alone dictate the technology. 
The fragmented nature of the industry allows the 
Carpenters Union to play a major role as integrator 
and organizer. The union organizes the training of 
skilled cabinet makers through the nationwide system 
of apprentice training. The most advanced 
apprenticeship sites also provide a point to introduce 
new technologies to the industry (The apprentice 
program is primarily focused on the construction end 
of the trade. Most cabinetry programs are housed in 
or are part of the construction apprenticeship training 
programs. There are about 35 cabinet sites 
nationwide. They are managed by a joint 
industry-union organization and financed by a cents 
per hour worked contribution). 

4.3 THE TECHNICAL LEVEL 

The technical base of the industry resembles that of 
the job shop in metal working about twenty years 
ago. A survey commissioned by the carpenters union 
indicated that the penetration of CNC or NC 
equipment, CAD/CAM and even CAD was at a 
relatively low level. For example only 15% of the 
respondents reported working in shops with CNC 
routers, 13% in shops with CNC boring machines. 
About 37% of the shops use CAD (Malakoff et al., 
1995). If there is modern equipment- CNC for 
example, it is usually not integrated into the shop. 
The survey data was substantiated by many in-depth 
interviews within the industry with both owners and 
skilled carpenters as well as extensive discussions 

with the major suppliers of wood working equipment 
in the United States. 

The pace of technological change has been uneven. 
In the late 70s and early 80s new forms of material 
altered what the carpenters actually worked with. In 
the late 80s the demand for high quality mass-
produced items brought about the use of CNC 
woodworking equipment. However, this equipment 
generally bypassed the custom woodworking shops 
because of its expense, inflexibility, and the lack of 
workers skilled in the use of the new equipment. By 
the late 1980s manufacturers of wood working 
equipment began to address the need for suitably 
scaled equipment for the custom industry. But still 
most modern machines stood alone and were not 
integrated into the facility (Grant, 1994). 

5. THE COLLABORATIVE DESIGN PROCESS 

The technology committee began its work in the 
Spring of 1993. At first the group concentrated on 
training itself in group problem-solving techniques so 
as to enable it to function. Secondly, the committee 
began a systematic survey of the industry to 
determine its technical level. Thirdly, the committee 
organized a series of visits and study tours to best 
practice firms, as determined by the committee. As 
the committee consisted of several skilled cabinet 
makers with long years of experience as well as 
owners from some of the most technologically 
advanced shops collectively the committee rapidly 
gained a mutual understanding of the state of the 
industry. 

The successful training phase enabled all members of 
the committee to reach a common understanding of 
the industry and for each member to understand and 
appreciate the needs of the other members. The 
cornmittee also educated itself regarding specific 
types of software and machinery currently on the 
market. Once the committee felt comfortable with its 
knowledge the group turned its attention to reaching 
consensus on the character of industry they would 
like to see in the future. In this regard there was 
considerable agreement. First, the committee decided 
the industry should be based on the use of skilled 
labor trained in a modern apprentice system. 
Secondly, the group determined that the needs for 
flexibility and customer satisfaction as well as quality 
could be met by small shops providing those shops 
modernized and made use of the potentials for the 
new technologies. We note that similar concerns 
regarding the holistic nature of work and the 
appropriateness of automation in flexible settings have 
been raised elsewhere (Martin et al., 1990; Martin, 
1990). 
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5.1 Design Criteria 

Given these values the committee then undertook to 
reach consensus on the criteria for the technologies 
that would be of greatest utility. The sub-committee 
adopted nine criteria. They wanted: 
• rnachinery to be flexible - defined as capable of 
being used in production of one of a kind items; 
• a technology system that would encourage self-
learning, which is defined as cabinetmakers, drawing 
on their craft skills and way of conceiving work, able 
to utilize to use machinery, perferably without 
learning a whole progiamming language; 
• systems that would improve competitiveness of the 
firms; 
• equipment or systems that could decrease product 
throughput time; 
• ergonomie considerations such as noise, fumes and 
repetitive motion syndrome to be dealt with in the 
design of the equipment; 
• enhancing the skill of the craftsman "...the 
committee doesn't...want machinery that reduces the 
skill content of craftman's jobs..the jobs of workers 
using machinery should not be made dull and 
repetitive" (Carpenters, 1994); 
• "simple, elegant" machines that skilled workers can 
use exercising their craft judgement; 
• affordability (given the small enterprise nature of 
the industry) - machines should be priced at $100,000 
maximum with payment over three or four years; 
• irachines that were durable and had low 
maintenence cost. 

The design criteria are to be given equal weight 
should a software system or machines be produced. 
In many respects the criteria developed by the 
committee mirrored the theoretical discussions that 
had taken place abroad in the late 1980s 
(Hirsch-Kreinsen et al., 1989; Corbett, 1987). 

Practically speaking the criteria meant that equipment 
had to be quieter but also be able to cut and shape 
rapidly. In terms of CNC/NC equipment the software 
had to be designed in such a fashion as to encourage 
shop floor programming and to build on the tacit 
knowledge of the carpenter- especially as it related to 
the changing and variable nature of wood. This 
notion of building on the knowledge of the carpenter 
and designing controls and software to do that has 
two aspects. One suggests using the knowledge of 
the carpenter to assess the conditions of the material 
rather than building expensive sensing and 
complicated software. This idea follows from the 
design criteria of low cost and the agreement of the 
value of skilled work. The second aspect addresses 
the view that programming using existing software 
basically asks the skilled worker to learn a different 
language and conception of his/her work. The 
committee feels that it would be most helpful to 
develop software that enhances rather than replaces 

the thought process of the skilled carpenter. 

Overall there was a desire to enhance a work 
organization that is basically collective in content, 
rather than breaking up the work into discrete 
packages- such a programming, design, etc. In 
other words the committee decided that the concept 
of "craft", that is the unification of conception and 
execution, needed to be enhanced because it is a 
positive good for the industry and, in fact, allows the 
custom woodworking industry to exist in the first 
place. As this is a custom business often the 
carpenter as well as the owner or salesperson is 
interacting with the customer and as a result 
"designing" the work he will do. In other words the 
craft concept is the dominant view that most workers 
have of themselves. In turn that notion of craft which 
is equated with quality is valued by the owners. 

5.2 Next Steps 

The next step in the process was to decide if it was 
possible to actually commission the production of 
machinery or software that would match the design 
criteria. Basically the committee felt that the existing 
machinery was close enough to the needs expressed 
by the committee to be utilized without significant 
design changes. The software was another story. 
Starting in the Autumn of 1993, the committee 
actively pursued means to find funds and to hire 
appropriate software designers who would work 
under the guidance of the committee. 

6. THE NATIONAL INSTITUTE FOR 
STANDARDS AND TECHNOLOGY (NIST) 

In the Summer of 1993, members of the committee 
met with representatives of the Advanced Technology 
Program (ATP) of the NIST in an attempt to find 
funding for the implementation phase of the project. 
Two related courses of action were followed. On the 
one hand the committee applied for funding in the 
"General Competitions" sponsored by the ATP. 
Secondly, the author worked with NIST to establish 
a focused program which would specifically fund 
collaborative design projects providing they met the 
other technical and business criteria of the Advanced 
Technology Program. In either case the objective 
was to achieve funding to implement a project in 
which the design criteria was the result of 
collaboration between skilled workers and engineers 
and which would result in design ideas superior to 
those derived from more traditional development 
practice (Emspak, 1994). 

Unfortunately neither source of funding was 
forthcoming. NIST believes that the emphasis on the 
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process of design, even including the possibility of 
developing computer-based design tools, is too 
sociological and does not meet the hard technology 
mission of the organization. At this point the 
committee has explored other sources of support both 
from government and industry. It is unclear if the 
committee will be able to commission the design of 
software to meet its standards. 

7. CONCLUSIONS 

The project of the Sub-Cornrnittee on Technology of 
the National Labor-Management Committee of the 
Custom Woodworking Industry was distinguished 
from other joint efforts in that it went beyond the 
collective implementation of a production system 
chosen by management. Nor did the committee 
simply try to choose between existing systems based 
on some evaluation of "user friendliness". Rather it 
was an attempt by owners and workers to collectively 
define a production system based on shared values 
and then actually cornmission its creation. Of 
significance in terms of the man-machine discussion 
was a realization by both management and labor of 
the importance of skill and the their subsequent 
ability to develop criteria which would incorporate 
skill in new production technologies. Thus from a 
plaiining and design point of view the committee's 
work was a success. 

However, the committee was not able to produce the 
product it desired- not for lack of volition, but for 
lack of development funding. Perhaps this situation 
is mirrored in other industries of similar make up, 
and if so, it would suggest that if collaborative design 
is to move forward in this country we need to 
develop a mechanism to encourage it. 
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Abstract: Gaining insights into the principles underlying human reasoning and 
troubleshooting strategies is likely to lead to a more effective and intelligent computer-
assisted interface design in diagnosis task. In this paper, an adaptive neuro-fuzzy model, 
which explores the latter approach, is proposed conceptually to implant human reasoning 
abilities and exploit human problem solving processes to diagnose novel faults by 
incorporating the knowledge association of fuzzy logic into the neural networks stmcture. 
The adaptive system, a hybrid of neural networks and fuzzy logic inference, has the 
potential to capture the benefits of three levels of troubleshooting knowledge, low level 
statistical results, middle level designer's control knowledge, and high level operator's field 
technique, into a single capsule. 
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1. INTRODUCTION 

Gaining insights into the principles underlying 
human reasoning and troubleshooting strategies 
is likely to lead to a more effective and 
intelligent computer-assisted design in diagnosis 
task. Solving this problem has been, and 
remains, a most challenging and fasrinating 
long-range goal in human-machine interaction 
design. 

1.1 Review of novel diagnosis in complex 
systems 

Traditionally, decision theoretic approach 
produces descriptions that are too mathematical 
and difficult to comprehend for a human expert 
[Rouse, 1984]. This even prevents the human 
user from intervening in the analysis with 
knowledge resources and observed failure 
symptoms. While expert systems have been 
built using large collections of rules based on 
empirical association or decision logic, interest 
(Fath et al, 1986; Govindaraj et al, 1986) has 

grown recently in the use of systems that provide 
deeper knowledge and human-like reasoning 
ability when solving problems that are either 
unfamiliar or unexpected to the human user. It 
has been reported (Yoon and Hammer, 1986; 
Fath etal, 1986) that the knowledge-based rules 
prevent human expert from using features which 
are known to be strongly dependent on each 
other, even if these features and relationships 
existing among them are actually by expert 
during the classification process. 

Hart (1982) and Michie (1982) have been written 
about the depth of knowledge should be 
represented in problem-solving model that is 
able to incorporate a variety of relative 
knowledge. The distinction is that "surface 
systems" are at best a data base of pattern-
decision pairs or condition-action rules. "Deep 
systems" will capture the human's pattern 
recognition ability and so called "first principles" 
human reasoning strategy. 

Studying about the strategies for diagnosis, 
Rasmussen (1986) pointed out two diagnostic 
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strategies-symptom strategy and topographic 
search-are generally applied by human expert in 
diagnostic tasks. While symptom strategy is 
using a set of observed symptoms to match a 
library of abnormal system conditions, 
topographic search is comparing a normal model 
in order to find the location of a failure. It has 
been argued that either one can't provide deep 
knowledge for complex reasoning. Duncan et al 
(1980) and Morris and Rouse (1985) have 
conducted similar experiments on trained 
strategies on fault diagnosis experiments. On 
novel faults, both research found operators with 
only theory knowledge are incapable to solve 
novel problems comparing to other two groups 
which were tained with either rules and nothing. 
A possible implication of these empirical 
experiments is that an aid should contain a 
system model with human feature recognition 
and "first principles" reasoning abilities with 
difficult situations. 

1.2 Human aspects of problem solving 

Anderson's ACT* (Adaptive control of thought) 
is an elaborate theory that accounts for a 
paradigm about the acquisition of problem-
solving skills. The ACT* theory assumes a 
problem solver will try to solve a problem by 
analogy to previous knowledge resources of a 
similar example (Anderson, 1983). ACT* 
provides learning mechanisms regarding 
knowledge transition in a knowledge-rich 
domain. While Rasmussen (1986) states a 
diagnostic search aid should explore human's 
feature recognition ability and the functional 
description with expert's knowledge. A 
conceptual knowledge hierarchy paves the road 
for guiding user to solve novel problems. 

2. NEURO-FUZZY MODEL FOR THE 
DIAGNOSTIC PROCESS 

The recent development on incorporating the 
learning algorithm and nonlinearity clustering 
ability of neural networks into the human-like 
thinking process of fuzzy logic has been a great 
success applying in control algorithm and 
learning mechanism (Buckley et al, 1993; 
Carpenter et al, 1992). However, little studies 
have been done in simulated human cognition 
activities in the presence of imprecise data and 
uncertain knowledge by combining both benefits 
of neural networks and fuzzy system. 

The combination of neural networks an fuzzy 
logic have three advantages as following. 
(1) Cloning: transforms historical data set into 
patterns with similar solutions. This 
functionality reduces human's working memory 
load. 
(2) Tracking: provides a learning trajectory to a 
reference reasoning. The diagnostic process from 
symptom patterns to system function leads user 
away from making incorrect hypothesis. 
(3) Dynamic optimization: provides a reasoning 
tool to maximize utility based on different 
knowledge sources. The learning ability offers 
an important advantages over classical methods. 
The emphasized merit is the fuzzy rules has the 
ability of describing the problem solver's 
preference structure instead of the stria 
correspondence by traditional deductive rules 
(Whalenefa/, 1982). 

2.1 Mathematical background of neuro-fuzzy 
model 

The mathematical background of Neuro-fuzzy 
model originates from fuzzy neuron concept 
which has been applied in a variety of domains 
(Gupta and Rao, 1994; Imasaki et al, 1992; 
Maesa and Murakami, 1993). In Figure 1, 

X= input data (1) 
ART1= adaptive reasoning theory (2) 
Yp

K
= ρ clusters at k th step (3) 

Z= output of neuro-fuzzy system (4) 

First, the input pattern is compared with 
reference samples or clusters. Second, the 
computed reference similarities are translated into 
another domain by a membership functions. 
Third, to evaluate a total grade that input 
belongs to a certain class, then the membership 
grades of all reference samples in the class aie 
combined by an AND operation. Finally, a 
defuzzification process is executed 

ART 1 Fuzzier 
P 

ART 1 Fuzzier 

Figure 1 Block diagram of the neuro-fuzzy 
model 
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2.2 Computing reference similarities 

As unsupervised model (when no human 
intervention is presented), ART1 performs 
clustering by comparing the minimum distance 
between each sample data vector X with the 
existing patterns C. The ART1 can 
accommodate a new cluster without affecting the 
storage of cluster already ; earned. Moreover, 
ART1 reflects the degree of similarity of those 
clusters. Euclidean distance is applied on 
computing reference similarity. 

HD(X i ,Y i) = 1 / ( X i - Y i )
T
( X 1 - Y 1 ) (5) 

Χ ι Ο ( ρ ) = [n - HD(X,C ( P ))] - HD(X,C ( P )) 
(6) 

_ 1 
net = - X

l
C

( p ) 

net p = n - H D ( X , C
( p )

) 

2.3 Membership function 

(7) 

(8) 

An entropy measure is introduced to represent 
the vagueness of fuzzy numbers, which is 
equivalent to determine the quantity of 
information contained in them. For finite 
reference knowledge sources. 

Κ = {klyk2,...,km} (9) 

The membership degree for category Λ is 
defined by membership function as 

μ ^ ) : [ 0 , 1 ] 
(10) 

Mathematical operations are performed using 
logical operators, such as AND, OR and 
negation. 

( Χ ν Υ χ smaxiXi.Yi) 

( X a Y ) ; sminiXi.Yi) 

- (XX n n e g d - X ; ) 

(11) 

(12) 

(13) 

A linguistic table in Table 1 is used to determine 
linguistic value. 

Table 1 Table for determining the linguistic 
values 

VLR LR MR HR VHR 
VLE 
LE 
ME 
HE 
VHE 

VLE, LE, ME, HE, and VHE are utilized to 
describe the evidence degree for input vector X 
with each potential clusters, while VLR, LR, 
MR, HR, and VHR are used to describe the 
relationship for input X to different knowledge 
sources. 

3. TASK EXPERIMENT 

A forging press (Lin, et al, 1994) is applied in 
this task for subjects to diagnose and 
troubleshoot possible faults. Forging hydraulic 
machines are widely utilized as major 
manufacturing equipment in advanced industry. 
Figure 2 is the functional hierarchy of the 
simulated machine. The experimental data 
includes protocols and operator action sequences. 

hydraulid 

circuit 

oil valves 

1 i 
nyarauiict ι crossbeam 

Figure 2 Hierarchy of simulated machine 

4. CONCLUSION 

Biology does provide a motivation and 
framework for the development of the Neuro-
fuzzy structures. The approach of neuro-fuzzy 
models for diagnosing task represents an effort 
toward effectiveness and learning. The emphasis 
in this paper, both from mathematical structure 
and information processing point of view, is the 
confluence of measurement of the neural inputs 
and accumulated experiences in synaptic weights, 
and the linguistic fuzzy rules from designer's 
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knowledge. With the development of the Neuro-
fuzzy model, it is envisaged that learning 
schemes for diagnosing ill have following 
features: 
(1) easy to implement fiizzy natural languages so 
that the structure of knowledge is clear and 
efficient. 
(2) easy to accumulate user's experiences for any 
changed in the task and environment. 
However, it should be noted that more research 
endeavors are necessary to develop general 
topology of the Neuro-fuzzy model, so that the 
system is made of applicable to model and 
control complex system. 
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Abstract: In this paper we first present a new method dedicated to the design of automated 
manufacturing systems, and then the evaluation of both its efficiency and its usability from the 
designer point of view. The originality of this work mainly lays in the evaluation approach 
which, rather than considering the sole technical aspects of the method (description power, 
formalism,...), uses a real design context and aims at assessing the benefits gained by designers 
using this method rather than others. 

Keywords: Manufacturing Systems, Design, Evaluation, Formalism. 

INTRODUCTION 

Today, industry, for its medium and wide range produc-
tions uses more and more automated means. These 
means have to meet quality, reliability, maintainability 
constraints that are more and more demanding. The 
satisfaction of these constraints and, as a consequence, 
the quality of the resulting system depends mainly on 
the decisions and choices made during the specification 
and design phases of the system. As a matter of fact, 
errors made during these phases will have significant 
consequences on the overall cost of the project (Smith 
1988). 

Regarding the importance of the specification and design 
steps joined to the increasing complexity and quality 
requirements of the designed systems, these steps can 
no more be realized without a methodological support. 
In this way, Automated Manufacturing Systems (AMS) 
designers, considering the lack of methods dedicated 
specifically to their work, use different methods extracted 
from other fields such as software engineering or con-
sumer goods design. 

A preliminary study allowed us to put forward that these 
methods were poorly suited to the use the AMS designers 
were making of them (Zaytoon, et ai, 1993; Lhoste, et 
al, 1991; Popieul, 1994). In this way, we developed a 
new AMS specific design method which is named 
AMSD. This method is briefly described in the first part 
of this paper. 

A first validation step of AMSD, consisting in using it 
on two actual contexts, allowed us to demonstrate the 
good representation capacity of the method. However, 
this kind of validation does not demonstrate its usability. 
To do so we have used an original validation approach 
based on the observation of designers in an actual AMS 
design problem context. This approach and the obtained 
results are detailed in parts two and three of this paper. 

1. THE "AMSD" DESIGN METHOD 

1.1 Proposed formalism 

The proposed formalism is introduced figure 1. It is 
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based on a hierarchic decomposition of the problem 
using a set of specific graphic symbols. 

Data flow Data flow 
1 

^ Control flow _^ 

_ Physical flow 

Driving Part 

fffi 

1 

Control flo\y # 

Physical flow 

1 

^ Control flow _^ 

_ Physical flow Operative part 
ßE 

1 

Control flo\y # 

Physical flow 
Operative part 

ßE 

Figure 1: Proposed formalism for a diagram level 
different from zero 

order to refine the description. The examples below 
(figures 3 to 4) show the first description levels of a 
small tooling model used as a laboratory validation. 

This formalism includes two main elements : 

• "boxes" divided into two areas. The lower one 
symbolizes the operating part, the physical support 
of the function while the upper one is the driver of 
this physical part. In the middle, an icon symbolizes 
the interaction between these two parts. A number 
in the lower right corner identifies the box in the 
diagram and its location in the hierarchy. Its form 
is OXXX.Y where OXXX represents the successive 
indices of the "mother boxes" and the Y the index 
of the box in the current diagram. 

• Arrows, whose aspect is significative of the flow 
they represent : bold for physical flows, normal for 
information flows, and dashed for control flows. 
These arrows are used either to link "boxes" or to 
materialize the importation of an existing flow 
from an upper level. In this case, they are linked to 
a plain circle materializing the link with the 
hierarchy. 

Figure 3: Decomposition of diagram 0 

_0_L 

Coordinate 

Coordinator 

Drill
 1

 Pan 
available

 1 ,
°*l«l 

Raw part 

I \\ r

T a p
5 S 

^ Energy 

f Tooling document 

• Part 
finished 
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Drill Tap Mill 

Drilling post 
01.2 

End drilling 

Tapping post 
01.3 

End tapping 

Milling post 
014 

Drilling post 
01.2 Drilled 

Tapping post 
01.3 Tapped 

Milling post 
014 Finished 

part 

Figure 4: Decomposition of diagram 0.1 

This description can be done down to the lower abstrac-
tion levels of the system allowing the representation of 
the physical parts implementing it. 

To improve the description accuracy, textual templates 
have been added to each graphic element. These 
templates do not have to be filled completely in the first 
steps of the design process, this has to be done only 
when useful. 

1.2 Using this method 

The use of this method is quite similar to the use of 
functional ones. First, the designer has to build a context 
diagram. As for SADT, this one locates the system in 
the outside environment. To do so, it shows the function 
performed by the system and all the flows implied in the 
problem (see example on fig 2). 

Tooling 
document Produce 

Manufacturing 
system 0 

Finished part 

Figure 2: Three post model, diagram 0 

The next step consists in dividing the zero diagram in 

2. VALIDATION APPROACH 

2.1 Aims 

In order to define the experimental context, we searched 
the main topics that were relevant to the usability and 
interest of an AMS design method. In our context, two 
main topics can be found: 

• Capacity of the design system (designer + method). 
This topic will help to know if the use of a particular 
method allows the designer to increase his capacity 
of design problem solving and, if so, in what extent. 

• Interaction between the method and the designer. 
This topic will help to find out whether the design 
helping tool is well suited to designers working 
habits. 

In front of each topic, it is possible to list several points 
of interest that characterize it in a more accurate way. 
As an example, for the topic "capacity of the design 
system" we can put "solving time", "refinement degree 
of the solution",... 
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Problem So lu t ion 

Study o f p rob lem and solut ion in 
order to characterize the so lv ing 
system 

Video means used to record designers activity were 
hidden in the ceiling of the experimentation room and 
were running without the subjects knowing. This cau-
tion has been taken in order to avoid a bias in the 
experimentations.The subjects could be frightened to 
know they are being watched (figure 6). 

Prob lem So lu t ion 

Study o f in teract ion between 
method and designer 

Figure 5: The two main topics retained to 
characterize a design method. 

From these points of interest, it is now possible to build 
the questions to which the experimentations will have 
to provide an answer, and then to list the experimental 
means required to do so. 

2.2 Experimental context 

In order to take into account evaluation criteria and 
available observation means, we retained the following: 

• For objective criteria: 
- the "paper" result of the design activity, 
- a video recording of the designer's activity during 

the solving of the problem. 

• For subjective criterions: 
- an "a posteriori" verbalization stimulated by 

questions. 

Concerning the experimental context, in order to solve 
the problem they were submitted to, subjects were 
placed, once at a time, in a calm isolated room. They 
were given the following equipment: 

• the terms of the problem to be solved, 
• paper and pens of different colours, 
• a small reference document on the method they had 

to use when it was the case. 

Video recording room 

A I v i t c 

/ Experimentation room 

A 

Figure 6: Experimental platform. 

2.3 Experimental protocol 

In order to reach the aim of the experimentations, which 
is to study the influence of the use of a design method 
on the solving process, but also in order to qualify the 
interest of using a method rather than an other, it is 
necessary to use three test scenari whose results could 
be compared. These scenari are detailed below. 

The first one deals with the solving of an AMS problem 
without prescribing the use of a specific method. The 
subject keeps the free choice of using a method he 
knows or of not using any method at all. This first test 
will allow us to assess roughly the experience of each 
subject in the AMS field and will be, for each subject, 
the reference point for studying the benefit (or not) of 
the use of the different methods. 

The second scenario deals with the solving of an AMS 
problem using a well known method: S ADT (Structured 
Analysis and Design Technique). S ADT is a commonly 
used method in this field and its choice for this second 
test will allow us to quantify the benefit (or loss) 
resulting in the use of a method regarding the lack of 
method. 

The third scenario deals with the solving of an AMS 
problem using the AMSD method. This third test aims 
at assessing the interest of using AMSD in this context 
(has its use had a positive influence on the problem 
solving ?), but aims also at revealing possible defaults 
AMSD could present in order to propose improvements. 

The carrying out of these scenari has required a training 
period from the sujects to the two prescribed methods. 
After this period, all subjects selected for this 
experimentation (6 subjects) were supposed to have an 
homogeneous knowledge on the methods (SADT & 
AMSD). 

Then, each one of the six subjects realized three tests, 
using the three scenari successively to solve three 
different problems. To minimize inter-individual 
differences, problems have been chosen of a same 
difficulty level and distributed among the three scenari. 

After each test, paper results describing the solution to 
the problems were kept and comments of the subjects 
collected through questionnaires and a verbalization. 

Subjects were also asked to assess the difficulties they 
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felt about the problem using "linear evaluation scales" 
on the topics: understanding of the problem, reflection, 
transcript, search in hierarchy levels, check, correction. 

Through this experimental protocol and thanks to the 
experimental platform described above, we extracted 
the informations that allowed us to deduce results that 
are introduced in the next part. 

3. RESULTS 

In this part, we will present a synthesis of the results 
obtained concerning the proposed solutions and the 
subjective criterions without details about the 
characteristics of each method. For a more detailed 
presentation see Popieul (94). 

3.1 Used strategies and solutions proposed by the 
subjects 

First of all, the times needed to reach a solution are 
rather homogeneous and vary from lh30 to 2 hours. It 
must be noticed that the subjects have worked for 
similar durations but proposed more or less complete 
solutions. As a matter of fact, subjects that didn't feel 
any difficulties to propose a solution went to a further 
level of detail than subjects who were in a failure or 
semi-failure situation which gave-up after a same 
amount of time. 

The satisfaction of the prescribed constraints was found 
rather independent of the method and specific to each 
subject. Mainly, all strong constraints have been taken 
into account (definition of the system, sequence of 
actions, ...). Light constraints have been more or less 
taken into account (system low cost, system easyness, 
...). The explanations of the subjects on this point lay in 
the difficulty encountered during solving. If a solution 
which has been found with difficulty meets the strong 
constraints, this solution is kept, even regardless the 
light constraints, subjects preferring a less suited solu-
tion than a failure situation (cognitive cost (Wisser 
88)). 

Concerning proposed solutions, it must be noticed that 
AMSD does not increase the quality of the proposed 
system in itself (the idea). This seems rather logical and 
is confirmed by the fact that the quality of solutions is 
homogeneous for each subject and does not evolve with 
the used method. Most often, the best solutions are 
proposed by subjects having a good experience of 
industry, which confirms the great part of re-use in 
design. 

However, what is true for the global system is false for 
the sole driving part of the system. As a matter of fact, 
AMSD improved the quality of the driving part of the 
proposed system. Only AMSD incited the subjects in 

sharing the driving of the system among sub-systems. 
With SADT or without any method, driving has always 
been considered as centralized and working on a set of 
inputs and outputs concerning the whole system. 

We also noticed that the use of AMSD helped the 
description quality of the proposed solution. Indeed, the 
number of understandable solutions that could be easily 
implemented is higher with AMSD (5/6) than with 
SADT (3/6) or without method (3/6). This is mainly due 
to the subjects sudden awareness of the necessity to 
describe the operative part both with the control part 
and not only one or the other, which is mainly what they 
did in the two other scenari. 

3.2 Influence of the methods during the design 
phase 

Subjective evaluations with questionnaires. The most 
interesting point concerning these evaluations is that 
three out of the six subjects found that the problem they 
solved with AMSD was the easiest among the three they 
had to solve, which was wrong because they were 
dealing with two different problems (problems 1 & 2). 

As this feeling cannot be explained by a real difference 
in problem difficulties (these ones being almost the 
same, except for the third problem, which was perceived 
as more difficult) it can probably be explained by a 
higher easiness of ideas transcription when using AMSD 
than in the two other cases. 

Except for little problems when dealing with conveyors, 
the first results about the use of AMSD are positive. 
First of all, following the satisfaction of use expressed 
in the assessment questionnaires, but also, in a more 
objective way, as a consequence of the way the method 
has been used. Most of the subjects (5/6) worked with 
AMSD in the same manner: 

• construction of a draft representation of the proposed 
system, 

• realization of an AMSD model of this draft, 
• refinement of this AMSD model (each of the boxes) 

leading to the identification of missing informa-
tions that are reintroduced in the upper levels (ad-
dition of sensors, flows,...). 

Though we thought they would proceed as follow: 

• description of the problem with AMSD, 
• refinement, 
• design of subparts (physical ones) of the proposed 

system in order to implement functions of the 
identified modules, 

• modelling of these solutions with AMSD, 
• refinement of these solutions and description of the 

corresponding driving part. 
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Subjects j ustified their way of proceeding by the easiness 
of the problems they had to solve. However, they also 
noticed that for a larger scale problem, they would also 
make very soon a draft representation of the physical 
solution. 

Subjective evaluation of difficulty levels. Before starting 
a global study of all the topics used to characterize the 
different points of difficulty perceived by the subjects 
during the experimentations, first, we focused on both 
topics revealed by the analysis of the questionnaires: 
reflection and transcription. For each of these two 
topics, we built a contingency table summing up the 18 
tests made with the three methods. To do so, the 
difficulty perceived by the subjects has been equally 
divided into three ranges : low, medium and high. 
Resulting tables are introduced below (table 1). 

Table 1: Contingency tables for reflection and 
transcription topics 

Reflection Low Medium High 

SD 

SADT 

AMSD 

1 4 1 
5 1 

3 

Transcription Low Medium High 

SD 

SADT 

AMSD 

1 1 4 

1 2 3 

4 2 

These tables put forward that globally, reflection and 
mainly transcription difficulties have been perceived 
lower when using AMSD than in the two other cases. 
This confirms the results deduced from the answers to 
questionnaires. 

In order to assess globally this difference, we computed 
the inter-subjects means of the subjectives evaluations 
for each topic for the three methods. The resulting graph 
is presented below (figure 7). 

Evaluated topics 

Figure 7: Inter-subjects means of subjectives 
evaluations 

It appears clearly on this graph that, on average, AMSD 

reveals to be more efficient than other methods 
concerning transcription and does not increase the 
difficulty linked to reflection. 

Concerning the other evaluated topics, we can notice 
that SADT gets systematically worse results. This 
confirms the low fitting of this method to the context of 
AMS design, which has been already shown in a previous 
work (Popieul 94). 

The medium results obtained by AMSD on these other 
topics are the same that those obtained by a work 
without any prescribed method and even a little better. 

3.3 Activity analysis 

Raw data. From a preview of the video tapes recorded 
during each test, we extracted the few basic activities 
that can be observed as consequences of the mainly 
cognitive task induced by design problem solving. Nine 
activities have been found : 

• reading of the statements of the problem, 
• reflection, 
• problem representation, 
• reading of the method user's manual (in case of a 

scenario with a prescribed method), 
• transcript (of final document), 
• draft 
• reading/checking (draft or final document), 
• correction, 
• other. 

Then each of the 18 video tapes has been reviewed in 
order to draw the activities chronograms of each test 
(see an example on figure 8). 

Legend: 1 : Statements reading 6 : Draft 
2 : Reflection 7 : Reading / Checking j 
3 : Problem representation 8 : Correction 
4 : Reading of manual 9 : Other 
5 : Transcript 

. 1\ 
Ü 

I 5 

υ 
< 3 

0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500 

Time in seconds 

Figure 8: Example of an activity chronogram. 

It must be noticed that the attribution of a basic activity 
at a given time is rather difficult, it is even impossible 
sometimes to distinguish an activity among several 
ones. In these cases (rather few in number), several 
simultaneous activities have been mentioned, supposing 
an homogeneous time sharing between them. This 
happened mainly for : 
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• reflection & transcript, 
• reading/checking & transcript, 
• statements reading & reflection. 

Results. From these data characterizing the sequencing 
of the identified basic activities, several studies have 
been done. We will present here only the results 
concerning the ratios of elementary tasks durations 
regarding the whole test duration for each subject and 
each test (see example on figure 9). 

0 -H—
1 

Figure 9: Percentages of total time spent for each 
basic activity (subject 5, scenari 1, 2, 3). 

The first remark before any interpretation is about the 
difficulty level of the three problems. As problems one 
and two have been perceived of an equivalent difficulty 
level and leads to similar reflection ratios, problem 
three, which has been felt to be more difficult leads to 
longer reflection durations and was certainly so. 

Taking into account this remark, it appears that the time 
ratio dedicated to reflection is almost the same for the 
three methods. From this, we can deduce that, as AMSD 
does not induce a time ratio for reflection higher than 
the other two scenari, it has no negative influence on 
time ratio. 

The ratio of transcript is the next characteristic point. 
We can see here that although that AMSD has the 
heaviest graphic representation, the amount of time 
dedicated to transcript is similar during its use as for 
SADT. Even more if we notice that subjects who spent 
more time for transcription with AMSD are the ones 
that used more often the given reference manual. This 
can reveal a little lack of practice with the method. 

It can also be noticed that none of the scenari had a real 
influence on time ratios for reading, checking or correc-
tion. 

As a synthesis, this temporal study can be concluded in 
saying that without increasing amounts of time nedeed 
for reflection or transcript, AMSD allows to reach a 
higher number of usable solutions. 

5. CONCLUSION 

The aim of this paper was to present a new design 
method for Automated Manufacturing Systems and its 
evaluation from the user point of view. 

The way this evaluation was made allowed us to put 
forward several assets and also several needs of 
improvements of the method we propose, which reveals 
the interest of proceeding this way. 

However, the experimental context we used remains far 
from a real AMS design context and thus has to be 
improved. Our current work is in this way. 

At mean terms, simultaneously with the development 
of AMSD (extension of the existing software support 
tool with a simulation layer), we intend to realize 
experiments with a team of designers working on a real 
AMS problem. 
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Abstract: This paper presents a methodology for supporting human decision-making in ad-
vanced manufacturing systems. The methodology is comprised of three components: 1) a 
conceptual framework to organize descriptions of human role in a manufacturing shop 
floor, (2) a computational architecture to represent both the automated aspects of a dis-
crete-parts manufacturing system as well as the associated operator problem solving, and 
(3) guidelines for translating model results into operational decision aids. The methodolo-
gy is illustrated with an application to electronic assembly systems. 
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1. INTRODUCTION 

Modern manufacturing systems are characterized by 

increasing levels of automation and integration, de-

creasing levels of work-in-process inventory, and a 

supervisory role for humans (Cohen and Zysman, 

1988; Jaikumar, 1986). Modeling and analysis of the 

system to gain a better understanding of system com-

plexities are critical for design and ongoing system 

management. Although the applications of the various 

modeling methods, such as analytical models and dis-

crete-event simulation models, have provided useful 

insights to specific questions about the system, such 

methods have largely ignored the role of people. As a 

result, the role of the human in supervisory control of 

advanced manufacturing processes is uncertain. 

A growing body of recent literature in user-centered 

design has begun to study the role of people in predom-

inantly automated manufacturing systems. Such re-

search efforts include social science studies which 

provide insights on problems with poorly automated 

systems (Corbett, 1988; Zuboff, 1988), conceptual de-

sign-oriented research which provide domain-inde-

pendent guidelines on systems design (Rouse, 1988), 

laboratory-based studies that attempt to provide an-

swers to specific questions related to the role of the hu-

man operators in manufacturing systems (Benson et 

al., 1992; Dunkler et al., 1988), and field-based stud-

ies that attempt to provide insights on problems based 

on empirical data in operational facilities (Bereiter 

and Miller, 1989; Cohen et al., 1992). Currently, how-

ever, there appears to be a lack of a unified framework 

to integrate these results or to facilitate their transfer 

581 

http://valhalla.cs.wright.edu


into operational computer-based aids to support hu-

man decisions in advanced manufacturing systems. 

This paper presents an approach for supporting human 

decision-making in advanced manufacturing systems. 

Based on case studies in real-world manufacturing 

plants, this research seeks to answer several questions 

including the following: (1) what are the tasks per-

formed by the shop floor human operators in advanced 

manufacturing systems? (2) how to develop models of 

the system and operator functions in a computational 

platform? and (3) how to translate model results to bet-

ter design the automated aspects of the system and to 

develop off-line and on-line computer-based deci-

sion aids for supporting decision making. 

This research has three major components: (1) a con-

ceptual framework to organize descriptions of human 

role in a manufacturing shop floor, (2) a computational 

architecture to represent both the automated aspects of 

a discrete-parts manufacturing system as well as the 

associated operator problem solving, and (3) a set of 

guidelines for translating model results into operation-

al decision aids. These three components are illus-

trated with their application to electronic assembly 

systems. 

2. THE CONTEXT: ELECTRONIC ASSEMBLY 
SYSTEMS 

Figure 1 depicts a typical printed circuit card assembly 

line. Unpopulated printed circuit card boards (PCBs) 

are manually placed on the screen printer where solder 

paste is applied on them. The boards then go to the 

placement area. One or more automated placement 

machines place various components including resis-

tors, capacitors, and integrated circuits (ICs) on the 

board. The boards then pass through a reflow oven and 

reach the insertion area. One or more automated inser-

tion machines insert through-hole components on the 

board. Large through-hole components which could 

not be inserted by the automated insertion machines 

are inserted manually. The boards then go through a 

wave solder process. The boards are then cleaned, 

sheared, and manually touched up, if necessary. Test-

ing and repair comprise the final stages of the process. 

Boards must pass both the in-circuit test (ICT) and 

functional test before being sent for packaging. 

The above description is for a generic electronic as-

sembly line. There may be minor variations to the sys-

tem depending on the type of boards produced in the 

manufacturing plant. For example, an assembly sys-

tem producing boards with only the surface mount 

components will not have any automated insertion 

machines. 

Although people in the administrative, technical, and 

managerial divisions of a company all play an integral 

role in the successful operation of an electronic assem-

bly enterprise, this research focuses on shop floor per-

sonnel that include technicians, engineers, and first-

line managers in the factory. Supporting human role in 

these systems involves specification of the human 

functions in the system operation and control. The 

methodology outlined in this paper supports under-

standing and aiding of human role in manufacturing 

systems. 

TEST & REPAIR AREA 

Screen 
Printer 

Placement 
Area 

Reflow Oven Placement 
Area 

Reflow Oven 

Indicates the direction 

of the flow of PCB 

Figure 1. Schematic of a generic electronic assembly system. 
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3. THE METHODOLOGY 

are illustrated by application to electronic assembly 

systems. 

The methodology comprises of three phases: (1) per-

forming field study analysis, (2) developing computer 

models, and (3) implementing decision aids. The key 

issues in each of the three phases and the support 

mechanisms are outlined in Table 1. 

An important outcome of performing field study anal-

ysis is the development of an organized description of 

the activities performed by operators and automated 

components of a system. The field study phase is sup-

ported through a conceptual framework that helps gen-

erate a system description in terms of the manufactur-

ing processes, operations performed at the various 

stages of the process, and tasks performed by people 

and automated equipment on the shop floor. 

The fundamental issue in modeling is one of represen-

tation. Abstractions are provided in a computational 

architecture designed to support modeling of relevant 

aspects of automated activities and operator problem 

solving in a system. The architecture is implemented 

in an object-oriented environment; it facilitates mod-

eling and analysis of a system (Narayanan et al., 

1994). 

Table 1. Components of the methodology. 

Phases Key Issues Support Mech-
anism 

Field Study 
Analysis 

Modeling 

Decision Aids 

Organized de-
scription of op-
erator func-
tions and auto-
mated activi-
ties 

Representation 
of automated 
activities and 
operator prob-
lem solving 

Identification 
of task de-
mands and ap-
proaches to 
support 

Conceptual 
framework 

Computational 
architecture 

Implementa-
tion guidelines 

In designing and developing decision aids, the key is-

sue is to identify task demands based on the results of 

modeling. This phase is supported through imple-

mentation guidelines. The three support mechanisms 

3.1 Conceptual framework 

An operator/automation function decomposition of 

the various stages of electronic assembly systems is 

shown in Table 2. In the table, the columns represent 

the type of operators or automated equipment, and the 

rows represent the various stages of the manufacturing 

process. TL denotes technicians with low skill level 

and training, TH denotes technicians with high skill 

level and training, ET denotes technically functioning 

engineers, EM denotes managerially functioning en-

gineers, or first line managers, and AUTO denotes au-

tomated equipment. 

The various stages of the manufacturing process corre-

spond to the schematic of Figure 1. All the sections be-

tween the major areas shown in the schematic is 

grouped together as transit in Table 2. 

The descriptive framework highlights the manual and 

automated tasks performed in the system, necessary 

skill levels, and potential support areas. For example, 

it can be inferred from the table that technicians with 

low skill levels and training apply solder and load the 

PCB in the solder area, monitor the reflow oven and 

the wave solder process, move material in the transit 

areas, and log in data about the PCB. Tasks performed 

by the first line managers are system wide and include 

shift supervison, demand forecasting, manpower 

scheduling, and job release batching. Automated 

equipment in the form of a conveyor moves material 

through the assembly line. Vision systems and auto-

mated testers function in the test and repair area. Auto-

mated placement and insertion machines populate the 

PCB with components. 

The second phase in the proposed methodology in-

volves the development of computer models of rele-

vant aspects of the system. Modeling is supported by a 

computational architecture which is described in the 

following section. 

3.2 Computational architecture 

The computational architecture designed to support 

this methodology has domain-specific constructs for 

modeling manufacturing automation and task-specif-

ic abstractions for representing operator problem-

solving. 
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Table 2. An operator/automation function decomposi-

tion in electronic assembly systems. 

Type TL TH ET EM AUTO 

Screen Apply Job 
Printer solder 

paste 

Load 
board 

Re-
lease 

Place- Moni- Pro- Re- Com-
ment tor cess 

plan-
ning 
for 
se-
quenc-
ing 
and 
feeder 
com-
ponent 
alloca-

source 
Al-
loca-
tion, 
Man 
power 
sched-
uling, 
layout 
design 

ponent 
place-
ment 

Auto-
mated 
pro-
cess 
plan 
gener-
ator 

tion (some 
) (most) 

(some 
) 

Re- Moni- Move, 
flow tor Heat 
Oven 

Inser- Moni- Pro- De- Com-
tion tor cess mand ponent 

Com- plan- fore- inser-

ponent ning cast- tion 

inser- ing 
tion 

Wave Moni- Move, 
solder tor Pro-

cess 

ICT Data 
log 

Trou-
ble-
shoot, 
Repair 

Tester, 
Vision 

Func- Trou- Trou- Test 
tional ble- ble- sup-
Test shoot, shoot port 

Repair 
port 

Tran- Move 
sit mate-

rial, 
clean, 
shear 

The architecture was applied to three major modeling 

problems in electronic assembly systems: (1) analysis 

of concurrent placement machines, (2) analysis of a 

conveyor-based assembly line, and (3) analysis of 

troubleshooting in an assembly line. The three ap-

plications are outlined in this section. 

Concurrent placement machines: The goal of this case 

study was to develop a descriptive model of machines 

that emulate various characteristics in real-world 

placement or insertion machines used in printed cir-

cuit-card assembly. The time taken by a machine to 

place all the required components on a board is the 

cycle time for that assembly. Process planning, per-

formed by a human operator or by an automated pro-

gram, attempts to minimize the cycle time. Decisions 

made in process planning that affect the cycle time in-

clude arragement and sequencing decisions that ad-

dress the arrangement of component feeders and se-

quencing of the placement operations (McGinnis, et 

al., 1992). 

Analytic models attempt to generate optimal solutions 

for the component feeder assignment and the place-

ment sequence. The optimum cycle time estimates ob-

tained by these algorithms may or may not be the actu-

al cycle time one encounters when the solution is 

applied to real problems. The solution depends on the 

assumptions made in the model and the approxima-

tions made in the solution procedure. Models which 

emulate the characteristics of a placement machine are 

necessary to validate solutions obtained from analyti-

cal models. The architecture was used to develop ge-

neric abstractions to model a broad class of such ma-

chines. Models developed using the architecture can 

also be used for what-if analysis in evaluating be-

tween various possible solutions. Details of the imple-

mentation of the architecture for this application can 

be found in Narayanan et al. (1994). 

Conveyor-based assembly line: This case study fo-

cused on the modeling and analysis of automated ma-

terial flow control. The system modeled was a convey-

or-based electronic assembly line used in a high 

volume automotive application. In contrast to the 

placement machine model described earlier, this case 

study focused on a higher-level shop floor control. In 

this application, conveyor control plays an important 

role in the performance of the overall system. The ar-

chitecture provided controller objects which enabled 

direct mapping to controllers in the actual system and 

facilitated the testing of different control strategies on 

the system performance (Sreekanth, 1994). First-line 

managers in an electronic assembly line can potential-

ly use the architecture to model and analyze similar 

systems and make decisions on resource allocation, 

batching, and layout design. 

Electronic troubleshooting: This case study involved 

the modeling and analysis of the performance of oper-

ator troubleshooting in the in-circuit test area of an as-
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sembly plant. Cohen et al. (1992) describe an operator 

function model of electronic troubleshooting based on 

real-world data collection. That study and subsequent 

research on problem solving and learning in this task 

provided some interesting insights (Narayanan et al., 

1992; Ram et al., 1994). First, operators rely signifi-

cantly on past experiences; for example, they recol-

lected known problems while troubleshooting. Sec-

ond, operators relied predominantly on shallow 

reasoning methods using heuristic and context-sensi-

tive associative knowledge during problem solving. 

Third, the observation by Barr and Feigenbaum 

(1981), that humans often solve a problem by finding a 

way to think about a problem that facilitates a solution, 

was also evident. Finally, learning plays an important 

role in the increased performance of an operator with 

experience. 

Although troubleshooting operators are trained for 

performing skill-oriented actions such as replacing a 

missing part through manual soldering, there is little 

on-line or off-line computer-based support for prob-

lem diagnosis in extant electronic assembly systems, 

clearly a critical phase in troubleshooting. The model 

developed for this application contains abstractions 

for representing various types of associative and heu-

ristic knowledge and learning strategies used by oper-

ators in troubleshooting. 

3.3 Implementation Guidelines 

The guidelines to implementing decision aids are spe-

cific to the types of users and the functions they per-

form in electronic assembly systems. The guidelines 

outlined below are tailored to the three applications 

discussed in the previous section. 

The modeling results of the placement machine analy-

sis are perhaps most useful to a process planners. A 

front-end support system could potentially enhance 

the utility of the model for what-if analysis. The sup-

port system should ease the burden of system specifi-

cation for the process planner, support visualization of 

the model results, and highlight the concurrency of the 

interactions between the components of the machine 

being modeled. The current implementation of the ar-

chitecture outputs Gantt-chart like graphs on the state 

of the various components of a machine over time. 

The modeling results of the conveyor-based assembly 

line are most useful to first-line managers. Aggregate 

systems-level analysis can be performed and deci-

sions on system redesign and resource allocation can 

be made based on the model results. A graphical con-

figuration support system could be useful in facilitat-

ing system specification. In the current implementa-

tion of the architecture, a Motif-based graphical 

front-end supports system configuration. 

The modeling results of research on electronic trou-

bleshooting and learning has implications on develop-

ing both off-line computer-based tutoring systems 

and on-line computer-based decision support sys-

tems. Major issues in developing an intelligent tutor-

ing system include what to teach and how to teach 

(Psotka et al., 1988). Modeling results indicate that it 

is valuable to teach shallow troubleshooting knowl-

edge, including context-specific associative knowl-

edge and general heuristic knowledge. Similarly, one 

means of providing on-line decision support is by hav-

ing a repository of past cases, appropriately indexed so 

context-sensitive assistance can be provided during 

problem solving. 

4. SUMMARY 

Understanding the role of automation and people is 

critical in designing advanced manufacturing systems. 

In the context of electronic assembly systems, a meth-

odology was presented to organize descriptions of the 

role of shop floor personnel and automation in a sys-

tem, to develop computer models of relevant aspects 

of the system, and to translate model results into op-

erational decision aids. The constructs in the computa-

tional architecture to support operator problem solv-

ing are limited to material flow control and 

troubleshooting tasks. Further research is necessary to 

develop abstractions for planning and design. Future 

research will also investigate extensibility of the meth-

odology to other advanced manufacturing systems. 
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Abstrac t . The work presented here tests the validity of a model of human performance of intermit-
tent contact tasks in which the arm is alternately free and constrained by contact with an object. 
Experiments were performed to quantify typical human behavior while making unconstrained, con-
strained, and intermittently constrained two-joint arm movements. Additional experiments were 
performed which measured the static two-joint impedance of the experimental subjects. A series of 
linear and non-linear time-invariant models were created from these impedance measurements and 
then tested for competence in modeling human behavior measured in the three tasks. It was found 
that tasks with simple dynamics such as the unconstrained and constrained movements could be 
competently modeled with the proposed models. However, none of the models tested could match 
the behavior of the arm during the intermittent contact task. 

K e y Words . Arm Movements, Modeling, Impedance, Human-Machine Interface, Simulation. 

1. INTRODUCTION 

Dynamic models of human manipulation are im-
portant for the design and control of machines 
that interact with humans, such as haptic vir-
tual environment displays, telerobots and artifi-
cial limbs. Intermittent contact is commonplace 
in these tasks but has not yet been the subject 
of extensive study. Due to the abrupt change 
of mechanical conditions between constrained and 
unconstrained motion, they present a challenging 
test of theories of how the brain controls the arm 
and hand. Previous work by Flash (1987) showed 
that a simple time-invariant model can be remark-
ably competent in reproducing unconstrained hu-
man arm movement. The focus of this work is to 
determine if that time-invariant model (or a sim-
ple extension of it) could also reproduce the be-
havior of the arm when it is constrained by contact 
with an object. 

The models tested are based on the postulate that 
movement generation and control of contact are 
both generalizations of posture. This so-called 
"equilibrium-point" theory of human motor con-
trol is based on the observation that muscles cou-
pled with their reflex loops behave like viscoelas-
tic springs. Acting in groups (including agonist 
and antagonist) they define an equilibrium or at-
tractor posture of the limb. Neural commands 
that define a sequence of postures along a de-
sired trajectory (a virtual trajectory) will gener-
ate spring-like muscle forces to track the moving; 

attractor point. To control contact and manipula-
tion, moving the attractor point within an object 
will cause the limb to exert a force on that ob-
ject. The appealing feature of this theory is that 
dynamics have been mapped onto statics; move-
ment and manipulation may be represented and 
executed in terms of postures without the com-
plexities of multi-body spatial linkage dynamics. 

In prior work, Flash showed that a simulation 
model based on this theory was remarkably com-
petent to reproduce unconstrained human arm 
movement. In those simulations, Flash modeled 
the limb as a nonlinear inertial linkage and used 
a linear model with stiffness and damping for the 
net impedance of the human arm, but varied its 
shape and orientation in proportion to the mea-
sured variation of arm stiffness with posture. Us-
ing straight line virtual trajectories as the driv-
ing input, Flash found that the simulations were 
competent in recreating even the subtle details of 
observed human arm trajectories. 

We extend Flash's work to kinematically con-
strained motions of the arm. Data was collected as 
human subjects made reaching movements while 
attached to a simple planar robot. On selected 
trials a constraint was applied by the robot immo-
bilizing one of its degrees of freedom. In a further 
experiment, subjects making reaching movements 
were initially constrained by the robot, but the 
constraint was removed in mid-movement. This 
task was akin to a human making intermittent 
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contact with a hard surface during object manip-
ulation. 

Taking this data, a series of simulations were per-
formed in the hopes of finding a single model 
which could encompass all three cases. Three dif-
ferent models were tested - a linear impedance 
model similar to the one used by Flash, a non-
linear stiffness model derived from measurements 
of postural impedance, and a nonlinear stiffness 
and damping model. 

2. MATERIALS AND METHODS 

Data from two separate experiment procedures 
are used in this paper. The first experiment mea-
sures the postural stiffness field of the subject's 
arm. The second experiment measures the behav-
ior of the arm as it performs simple point-to-point 
reaching movements. Perturbations are applied 
to the movements in the form of positional con-
straints in order to simulate full and intermittent 
contact. 

The postural impedance measurement is similar 
to the technique used by Mussa-Ivaldi et al. (1987) 
and Shadmehr et al. (1993). The movement data 
was taken from earlier work presented in Won 
(1993). A short summary of the data collection 
technique follows. A more detailed explanation of 
the movement experiments can be found in Won 
(1993). 

2.1. Experimental Procedure 

Subjects were required to perform both experi-
ments in the same day. First the postural mea-
surement were taken, and then after a half hour 
rest the movement experiments were performed. 
In both experiments, subjects were seated in front 
of a planar two-link robot grasping the force trans-
ducer handle attached to the end-effector. The 
arm of the subject was suspended with a sling 
so that the upper arm and forearm remained in 
plane with the arms of the robot. In addition, 
the subject wore a wrist cuff which effectively im-
mobilized the wrist leaving only the shoulder and 
elbow as available degrees of freedom. Position of 
and force at the handle was recorded during both 
experiments. 

Postural Measurement After grasping the han-
dle of the robot, the subject was instructed to 
position the handle under a target and close their 
eyes. The robot then applied a series of 35 dis-
placements in different directions from this initial 
spot. The displacements were achieved by com-
manding the robot to gradually change its desired 
position in the form of a ramp taking 9 seconds 

to achieve the final displacement 5 cm away. Af-
ter each displacement, the motors were turned off 
and the arm was allowed to return to the initial 
position before the next displacement was applied. 
The subject was instructed to ignore the pertur-
bation and "not to intervene voluntarily." 

Movement Experiment. For the movement data, 
the subject started with the handle under an il-
luminated target light was prompted to make a 
movement when the light at the current position 
was extinguished and another light at the target 
position was illuminated. The subject was in-
structed to move to the target as if reaching for 
some object at that point. The subject was also 
instructed to attempt to ignore any abnormalities 
during the movement and perform the movements 
normally. 

At intervals, perturbations were applied to the 
subject through one of the magnetic brakes. 
These perturbations took two forms. The first 
type locked the brake associated with the elbow 
joint of the robot from the start of the movement 
to the end. Locking the elbow removed a degree 
of freedom from the robot so that the handle path 
was constrained to lie on a circle. The constraint 
was applied in such a way that both the start and 
target positions lay upon the circular path. The 
second type of constraint locked the elbow joint 
at the beginning of the movement. However, dur-
ing movement, the constraint was released with-
out warning, and the arm was free to move in both 
degrees of freedom. 

2.2. Model of the Human Arm 

The model of the human arm has two major com-
ponents. The first is a dynamic model of the in-
ertias of both the human arm and the robot arm. 
Assuming that the distance from the robot base to 
the shoulder of the subject is fixed, this is a two 
degree of freedom system. The second compo-
nent is the input, r , the vector of torques applied 
to each joint of the human arm by the muscles. 
By the virtual trajectory hypothesis, it will be as-
sumed that the behavior of the human produced 
torques can be described by the following relation-
ship. 

r = η(θ-θο)+τ0ψ-θο) (1) 

where the central command of the CNS is repre-
sented as a motion of an attractor point θ0. Previ-
ously the static and viscous relationships, τ& and 
-η,, have been modeled as a linear stiffness and 
damping. 

In this paper, linear and nonlinear models based 
on field approximation were explored. In the ex-
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périment described previously, force and position 
da t a were recorded as each subject was displaced 
from posture. This da t a describes a vector field of 
forces as a function of x-y displacement as shown 
in Figure 1(a). Since Mussa-Ivaldi showed tha t 
the stiffness tensor was more invariant in joint co-
ordinates than in endpoint coordinates, the end-
point vector field was transformed to joint space as 
shown in Figure 1(b) before a t tempt ing to model 
the field. 

Using the technique developed by Mussa-Ivaldi et 
al. (1991), the force fields were approximated by a 
linear combination of "basis fields" centered at dif-
ferent locations of the da t a workspace. Previous 
work has shown tha t the shoulder-elbow postural 
field is well approximated by a conservative field 
(Mussa-Ivaldi et al., 1991; Shadmehr et al., 1993). 
Therefore the "basis field" used is the gradient of 
the bivariate Gaussian radial basis function sug-
gested by Poggio and Girosi (1990). 

d = exp -
(x - Xi)

2
 (y - yif 

2σΐ 

The basis field is then 

(2) 

(3) 

so tha t the force at a given displacement is ap-
proximated by the η basis fields. 

(4) 
i=l 

The set of coefficients, c*, are found by a least 
squares fit by using the pseudo-inverse to find the 
solution to the following equation. 

f =Φο (5) 

where f is t he vector of the measured forces and 
Φ is the mat r ix of basis fields evaluated each da ta 
position. 
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2.3. Simulations 

A 4th order Runge-Kut ta numerical integrator 
was used to integrate the equations of motion for 
this system. The muscular torques were gener-
ated by moving the equilibrium point in Equat ion 
1 along a straight line from the s tar t to the target 
with a minimum jerk velocity profile (Flash and 
Hogan, 1985). 

In addition, the Broydon-Fletcher-Goldfarb-
Shanno method of constrained non-linear opti-
mization was used to tune the simulations to 
match the measured data . It was shown in the 
work of Mussa-Ivaldi tha t coactivation causes onlv 

Fig. 1. Static force field measurement, (a) The exper-
imental data as the hand is steadily displaced 
over a 5 cm range. The vectors represent the 
forces measured at the displacement marked by 
the tail of the vector, (b) The field in (a) trans-
formed to shoulder-elbow space. The vectors 
now represent torque magnitude and direction, 
(c) The analytical model of (b) using 25 basis 
fields centered at the locations marked by a 
cross. 
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Fig. 2. The result of the linear impedance simulations 
for the (a) free and (b) intermittent contact 
cases. The dotted line represents average ex-
perimental data while the solid Une is the sim-
ulation output. Movements start from the up-
per left proceeding diagonally downward. 

a scaling of stiffness, and although not experimen-
tally verified, it will also be assumed that only a 
simple scaling occurs with the viscous component 
as well. Therefore, the optimization tuned the 
scaling factor of the static and viscous impedance 
components of the arm to minimize a squared er-
ror between the simulated trajectory and the mea-
sured trajectory. In order to enforce agreement 
across all three cases, the cost function was actu-
ally the sum of the errors of the two kinematicaily 
free cases - the unconstrained and the constrained 
and released case. 

3. RESULTS 

3.1. Linear Simulations 

Using force data for displacements within 1 cm 
of posture, endpoint stiffness was found by linear 
regression and transformed (using the Jacobian) 
into joint space. Due to the lack of reliable mea-
surements of the two-joint viscous component, the 
linear viscous impedance was assumed to have the 
same shape as the linear stiffness but with a differ-
ent scaling factor. For the subject whose data will 
be shown in this paper, the total linear impedance 

r = α 

+ß 

- 2 4 . 1 - 8 . 5 
- 8 . 5 - 3 6 . 0 

- 2 4 . 1 - 8 . 5 
- 8 . 5 - 3 6 . 0 

θ*-θ°0 

ee-e% 
θ* -θ°0 

(6) 

where a and β are the scaling factors tuned by 
the optimization routine. 

When simulating unconstrained movements, this 
linear impedance was very successful in recreat-
ing the experimental data (see Flash (1987) and 
Won (1993)). However when attempting to fit all 
three experimental cases, the limits of this model 
are made clear. Figure 3(b) displays forces that 
are much larger than the typical forces seen in 
the experimental data of Figure 3(a). The maxi-
mum force measured experimentally was under 4 
Newtons instead of the 6 Newtons predicted by 
the simulation. In addition due to the need to 
minimize errors in the trajectories shown in Fig-
ure 2, the optimization reduced the damping to 
a level such that the unconstrained trajectory in 
(a) is less straight than the experimental data and 
the release trajectory in (b) has a smaller inward 
return. This was a common problem as the sys-
tem required larger damping for straight uncon-
strained trajectories but smaller damping for the 
large inward returns. The parameters themselves 
are physically justifiable since the scales, a = 1.89 
and β = .07, give a time constant of 37 ms which is 
near the 50 ms twitch contraction time of human 
biceps and triceps (Buchthal and Schmalbruch, 
1970). 

3.2. Nonlinear Stiffness 

Taking the measured joint space fields and using 
25 evenly-spaced basis fields, an analytic approx-
imation to the field was calculated as shown in 
Figure 1(c). Similar to the linear simulations, 
this field will be scaled by a constant a by the 
optimization routine. In contrast to the linear 
approximation, the field approximation includes 
important nonlinearities such as the drop in stiff-
ness at larger displacement as well as the non-
symmetrical behavior of the actual field. The vis-
cous component was linear as in the previous case. 

Using the non-linear field, the performance of the 
simulation in the fully constrained case (Figure 
3(c)) was much improved. Due to the non-linear 
stiffness, the forces evoked by the constraint are 
similar in magnitude (and direction) to the ex-
perimental data. However, as in the linear case, 
the attempt to match both the unconstrained case 
and the release case failed (Figure 4). Again, the 
39 ms time constant (a = 2.07 and β — .08) is 
close to a realistic value for human muscles. 
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Fig. 4. The result of the nonlinear stiffness simula-
tions for the (a) free and (b) intermittent con-
tact cases. The dotted line represents average 
experimental data while the solid Üne is the 
simulation output. 

Nonlinear Stiffness 
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Fig. 3. The constrained motion data for the linear and 
nonlinear simulations. The constraint forces 
the hand to move along a circular arc. The 
measured forces axe indicated by vectors, (a) 
is typical data from a human subject perform-
ing the task, (b) is the result of the linear 
impedance simulation, (c) is the result of the 
nonlinear stiffness, linear damping simulation. 
Movements start on the upper left. 

3.3. Nonlinear Damping 

These results suggested that the different cases 
required different damping values. Although en-
couraging straighter unconstrained trajectories, 
higher damping hinders the arm from making 
large inward returns after release from the con-
straint. We next attempted to use a nonlinear 
damping model. Unfortunately, this impedance 
component has been virtually unexplored espe-
cially in the two-joint case. We made the plau-
sible (but unsupported) assumption that the non-
linearity of the force-velocity relation was similar 
in form to that of the force-displacement relation. 
The final model used the approximation for stiff-
ness and the same for" damping. With this model, 
the damping factor will drop at higher velocities 
which will permit a larger inward return after re-
lease when the system is moving at large veloci-
ties. 

This model did exhibit an inward return compa-
rable to experimental observations but introduced 
other problems as shown in Figure 5. As the at-
tractor point reaches the target the system is mov-
ing quickly. Due to the nonlinearity the viscous 
field is providing very little resistive torque in this 
case and permits exaggerated and unrealistic os-
cillations at the end of the movement, α in this 
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Fig. 5. The result of the nonlinear stiffness and damp-
ing simulations for the (a) free and (b) inter-
mittent contact cases. The dotted line repre-
sents average experimental data while the solid 
line is the simulation output. 
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case was 3.8, and β was 0.8. 

4. CONCLUSION 

This work extended Flash's simulations of free 
motion to include sustained and intermittent con-
tact. Using a non-linear model of the postural 
field greatly improved the accuracy of the sus-
tained contact simulations. However, none of the 
models investigated provided a satisfactory simu-
lation of the intermittent contact task, primarily 
due to a lack of reliable data on the subject's vis-
cous behavior. Given the remarkable success of 
these models in free and sustained contact move-
ments, we recommend that this analysis be con-
tinued with a more complete measurement and 
parameterization of human arm impedance. 
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Abstract: In the design and construction of force-reflecting interfaces the properties of 

the human operator using the interface must be considered. Two components of the 

human operator system are of particular importance, namely the biomechanical and 

sensory processing subsystems. In order to feed back information about contact forces 

and the mechanical properties of objects being manipulated by the robot it is essential to 

know the operator's sensitivity to changes in force, stiffness and viscosity and the gain 

and bandwidth required to feed back this information. Psychophysical studies have 

demonstrated that the ability of human operators to resolve changes in stiffness and 

viscosity is inferior to that for force. This means that if an operator controlling a robot 

is required to detect changes in stiffness or viscosity, then small changes will have to be 

scaled up in order for the operator to detect them consistently. 

Keywords: Human-machine interface Human perception Operators Robotics 

Telemanipulation Teleoperation 

1. INTRODUCTION 

Information about the performance of a human 
operator controlling a robot can be displayed in a 
variety of ways, although typically it is presented 
visually. Considerable effort has therefore been 
devoted to the development of head-mounted 
displays and other visual devices, such as 
high-resolution rear projection screens, that provide 
the operator with a realistic image of the working 
environment of the robot. With the development of 
teleoperated robots that are used to perform high 
precision tasks, such as microsurgery, it has become 
evident that visual feedback alone is inadequate, and 
that task performance can be enhanced if the operator 
has information about the forces experienced by the 
robot. Force-reflecting interfaces have therefore 
been incorporated into a number of preliminary 
surgical robotic systems as they have been shown to 
be important to the detection of contact conditions 
with body tissues and to the control of cutting forces 
(Hunter et al., 1993; Kazanzides et al., 1992; Sabatini 
et al., 1989; Shimoga and Khosla, 1994). 

In order for robotic systems to be accepted in surgery, 
they must at the very least provide surgeons with the 
capabilities that they already have, that is, 
information about contact between the surgical 
instrument and the tissue being manipulated, the 
forces generated at the interface between the tool and 
tissue (which can be in the order of 0.3-0.4 N), and the 
position of the surgical instruments (Charles et al., 
1989). Because the forces generated by robots 
performing high precision tasks are typically very 
small, they must be scaled up before they are 
transmitted back through a computer to a 
force-reflecting interface in order for the operator to 
perceive them. This means that a teleoperated 
microsurgical robot can not only enhance the 
performance of surgeons by extending their dextrous 
capabilities but also provide them with information 
that is usually absent during an operation. 

The design of force-reflecting and haptic interfaces 
used to control and sense the status of a teleoperated 
robot must take into account the biomechanical and 
sensory properties of the operator. In order to feed 
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back information about contact forces and the 
mechanical properties of objects being manipulated 
by the robot it is essential to know the operator's 
sensitivity to changes in force, stiffness and viscosity 
and the gain and bandwidth required to feed back this 
information. These data can only come from 
psychophysical studies of the human proprioceptive 
and tactile systems. 

2. HUMAN OPERATOR SYSTEM 

The human operator who forms part of the 
closed-loop system controlling the robot is usually 
considered as a lumped system rather than as a 
summation of a number of subsystems, some of which 
are shown in Figure 1. Two of these component 
subsystems are particularly important to the design of 
force-reflecting interfaces used in microsurgical 
robots, namely the limb mechanics and sensory 
processing units. Biomechanical studies of the human 
arm and forearm are essential because of the large 
changes in both the force and stiffness of the hand and 
arm during high precision tasks. By increasing the 
stiffness of the hand and arm the position resolution 
of the hand improves, which makes it less susceptible 
to the effects of a perturbing force (Tendick and Stark, 
1989). 

As the forces used to grasp a surgical tool increase, so 
too does the stiffness of the forearm and hand (Jones 
and Hunter, 1990a), which means that the perceived 
magnitude of forces reflected back from a robot to the 
operator will change as a function of the stiffness of 
the operator's arm. Measurements of forearm 
stiffness indicate that during high precision tasks 
involving relatively small finger forces, this increase 
can be in the order of a 2-3 times that of the stiffness 
of the limb at rest These variations would result in 
large differences in the amplitude of forces 
experienced by an operator through a force-
reflecting interface. If these variations in the 
mechanical properties of the arm are not incorporated 
into the design of the interface, an operator would be 
unable to make accurate judgments of the forces 
experienced by the microsurgical robot and under 
some conditions would be unable to perceive the 
forces. 

Analysis of the sensory processing subsystem of the 
human operator has become an integral part of the 
development of the microsurgical robot. A number of 
psychophysical studies have been conducted in which 

the sensitivity of subjects to variations in mechanical 
variables has been measured. The objective of these 
experiments is to determine the consistency with 
which an operator can detect changes in stiffness and 
viscosity. Anecdotal reports suggest that the latter 
two variables are used by surgeons when resecting 
tissue and that it may therefore optimize operator 
control if information about these variables is 
presented to the surgeon controlling the 
microsurgical robot. 

Two methods have been used to determine the 
sensitivity of subjects to changes in stiffness and 
viscosity. The first is the contralateral limb matching 
procedure, and the second is the adaptive 
psychophysical technique known as the transformed 
up-down method (Gescheider, 1985). 

3· METHODS 

3.1 Apparatus 

Psychophysical studies have been performed using a 
custom-built experimental rig (1 m square at the base 
and 2 m high) on which two electromagnetic linear 
motors are mounted, each of which is powered by a 
custom 2000 W water-cooled class A/B low noise 
power amplifier. Connected to the translation stage of 
each motor is a rod and aluminum cuff that is used to 
clamp the motor to the wrist. Mounted in the center 
of the rig is a four-axis electrically adjustable seat, 
and in front of this chair is a horizontal beam on which 
aluminum elbow supports are bolted. 

Force is measured using a load cell (Entran Devices) 
mounted at the end of the brass tube to which the wrist 
is attached. An inductive displacement transducer 
(Data Instruments) is affixed behind the linear motor 
coil coaxially with the tube attaching to the wrist. 
Displacement, force and motor current signals are 
sampled at 5 kHz by 18-bit A/Ds (Hewlett-Packard) 
resident on a VXI bus in an I/O crate controlled by an 
IBM R6000/320 computer. The motor stiffness and 
viscosity is controlled digitally via 16-bit D/As 
(Tasco) running at 5 kHz. 

3.2 Procedure 

Subjects sit in the chair with each elbow joint resting 
in an individually molded plastic cast (Aquaplast) 
that is in turn encased in an aluminum elbow support. 
The position of these supports is adjusted until the 
angle between the upper arm and forearm is 90°. 
During the experiments subjects wear headphones 

input] neural 
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cognitive 
processing 

neural contractile 
dynamics 

force limb 
mechanics 

contractile 
dynamics 

limb 
mechanics 

position 

Fig. 1. Human operator subsystems 
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through which tones are presented that signal the start 
and termination of each trial. To prevent subjects 
from using visual cues they are blindfolded during the 
experiments. 

Four separate experiments have been conducted to 
measure the sensory resolution or differential 
thresholds for stiffness and viscosity. In two 
experiments the contralateral matching procedure 
was used and results from these have been published 
(Jones and Hunter, 1990b, 1993). In two new 
experiments reported here the transformed up-down 
method has been used to study the perception of 
stiffness and viscosity. The former method required 
that subjects adjust the stiffness or viscosity of a linear 
motor connected to one arm, the matching limb, until 
it was perceived to be the same as that of the motor 
attached to the other, reference, arm. The matching 
stiffness or viscosity was controlled by rotating the 
left foot (about the ankle axis) on a bi-directional 
footplate attached to the rig, on which an angular 
position transducer was mounted. The stiffness or 
viscosity of the motor attached to the reference arm 
was fixed on each trial at one of 10 values and ranged 
from 0 to 6260 N/m in the stiffness experiment and 
from 2 to 1024 N.s/m for viscosity. Each of these 
amplitudes was presented ten times. With this 
procedure the subject has active control over the 
mechanical variable of interest and can adjust it 
continuously until the stiffness or viscosity of the two 
motors is perceived to be the same. 

The transformed up-down procedure differs from the 
matching technique in that subjects do not control the 
stiffness or viscosity of the motors but indicate on 
each trial which motor has the larger stiffness or 
viscosity. A single-interval forced-choice paradigm 
was used in these experiments. Subjects were given 
8 s to move their arms against the motors and then 
indicate (by pulling the appropriate arm towards 
them) which motor had the greater stiffness or 
viscosity. The correct response was indicated to the 
subject by a pulse delivered to the correct arm. For 
each block of 50 trials the stiffness or viscosity of the 
reference signal was fixed at one of 6 or 8 values, 
respectively. For stiffness this ranged from 200 to 
6400 N/m and from 4 to 512 N.s/m for viscosity. 

At the start of each block of trials the comparison 
signal was set to twice that of the reference signal and 
thereafter the difference between the reference and 
comparison signal decreased or increased depending 
on the subject's responses. A transformed up-down 
procedure was used (Levitt, 1971) to track the 
subject's threshold, with the absolute difference 
between the reference and comparison signals being 
halved after two successive correct responses and 
doubled after one incorrect response. These rules 
seek a stimulus level that corresponds to 71% correct 
performance. Because it was the difference between 
the reference and comparison signals that was 

relevant, it was randomly determined on each trail 
whether the difference was added to or subtracted 
from the reference to create the comparison signal. In 
order to control for errors of measurement that can 
arise when stimuli are presented to different receptive 
areas on the body, such as the left and right arms, the 
reference and comparison signals were randomly 
assigned to the left and right motors on each trial. 

4· RESULTS 

In the matching experiments the mean and standard 
deviation of the ten matching stiffnesses and 
viscosities at each reference amplitude were 
calculated for each of the ten subjects. Differential 
thresholds can be calculated from matching data 
provided that the stimulus is continuously variable 
and that both the standard and comparison stimuli can 
be presented simultaneously (Gescheider, 1985). The 
threshold is defined as the standard deviation of the 
matching stiffness or viscosity values produced at 
each reference viscosity, and the ratio of the 
differential threshold to the matching stimulus is 
known as the Weber fraction. This fraction is an index 
of sensory resolution and can be compared across 
different variables. The Weber fractions for stiffness 
and viscosity estimated using the matching technique 
are shown in Figures 2 and 3. As can be seen in the 
figures, the Weber fraction increases considerably at 
lower stimulus levels, a feature often noted in other 
sensory systems. Over the range of stimulus 
intensities that the Weber fractions were essentially 
constant, the mean value for stiffness was 0.23 and for 
viscosity it was 0.34. 

0 2000 4000 6000 
Stiffness (N/m) 

Fig. 2. Weber fraction (SD/mean matching stiffness) 
measured at each matching stiffness. Each point 
represents the mean of 10 subjects' data. 

The transformed up-down method tracks the 
differential threshold on the basis of the subject's 
responses and is therefore considered to be a more 
efficient method of measuring thresholds. In general 
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the absolute difference between the reference and 
comparison signals decreased during the first 10-15 
trials and thereafter hovered around the subject's 
threshold level. The differential threshold was 
defined as the geometric mean of the absolute 
difference between the reference and comparison 
signal for the last 30 trials and was calculated for each 
subject at each reference amplitude. The relation 
between the reference stiffness and viscosity and the 
differential threshold are shown in Figures 4 and 5. 

1 10 100 
Viscosity (N.s/m) 

1000 

Fig. 3. Weber fraction (SD/mean matching viscosity) 
measured at each matching viscosity. Each point 
represents the mean of 11 subjects' data. 
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Fig. 4. Differential thresholds measured at each 
reference stiffness. The slope of the line is the 
Weber fraction for stiffness. 

As can be seen in Figures 4 and 5 the thresholds 
increase monotonically and essentially linearly with 
the amplitude of the reference stimulus. The linear 
regression line fitted to these data accounted for 99% 
of the variance in Figure 4 and 98% of the variance in 

Figure 5. The slope of this line is the Weber fraction, 
and for stiffness it was 0.16 and for viscosity 0.19. 
These data suggest that there is a considerable 
improvement in the ability to detect changes in 
stiffness or viscosity if the task is simply to indicate 
which of two mechanical systems has the larger 
stiffness or viscosity and that if the element of control 
is involved in perception, as is the case with the 
matching technique, then performance deteriorates. 
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Fig. 5. Differential thresholds measured at each 
reference viscosity. 

5. CONCLUSIONS 

The Weber fraction represents the magnitude of 
change in a variable that an operator can reliably 
discriminate. The larger the fraction, the greater the 
amplitude change required for discrimination. The 
results presented here indicate that subjects are better 
at discriminating changes in stiffness and viscosity 
than has been reported previously using other 
psychophysical methods (Jones and Hunter, 1990b, 
1993), but that for both of these variables relatively 
large variations must occur before an operator will 
detect them. The ability to discriminate these changes 
is, however, a function of the current level of stiffness 
or viscosity being fed back from the environment, as 
Figures 4 and 5 show. This means that if an operator 
controlling a robot is required to detect a change in 
stiffness or viscosity (e.g. moving through an 
environment of varying viscosity or detecting a 
change in the consistency of tissue that may be 
indicative of disease), then small changes would have 
to be scaled up in order for the operator to detect them 
consistenüy. 

The ability to discriminate changes in stiffness and 
viscosity is considerably inferior to that reported for 
force. Estimates of the Weber fraction for force range 
from 0.05 to 0.10 (Jones, 1986; Tan et al., 1992). This 
means that at a relatively low force level of 500 mN 
a change of 50 mN or more can be perceived. 
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The studies described here are relevant to the design 
of haptic and force-reflecting interfaces in that they 
provide information about how sensitive operators 
are to changes in the mechanical properties of objects 
in the environment with which either they or a robot 
are interacting. In addition, they indicate how this 
information can be presented to operators in order to 
optimize their performance. 
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Abstrac t . This paper introduces a model for the neuromuscular system of the pilot's arm. The 
model is elaborated for roll control of an aircraft with a side stick. Two experiments to test the model 
and provide parameter values are described. Not all parameters of the model could be individually 
estimated at the hand of the experimental data. The resulting model and parameter values can 
however adequately describe manual control with active and passive side sticks, also in cases where 
external disturbances act on the stick/manipulator system. 

Keywords . Manual control, aircraft control, models, manipulators, neuromuscular system 

1. INTRODUCTION 

The application of side sticks in some new types of 
aicraft, examples are the General Dynamics F^6 
and Airbus A320, was an incentive to start re-
search on the manual control with side sticks at 
the Faculty of Aerospace Engineering, Delft Uni-
versity of Technology. The tool chosen for this 
work was a servo-controlled side stick. This stick 
is equipped with a hydraulic servo motor with hy-
drostatic bearings. In combination with a real-
time computer such a stick can be used to sim-
ulate the properties, i.e. mass, damping, springs 
and non-linear dynamics, of a wide range of side-
stick hardware. 

However, simulation of existing hardware does not 
exhaust the capabilities of such a servo-controlled 
side stick. One possibility is the implementation 
of an active side stick. In this configuration the 
force exerted on the stick is used as the input of 

target displays 
& outside 

visual 
pilot 

Ttlc side stick 
force 

sensor 

side stick 
position 

servo 

aircraft 

Fig. 1. Control of an aircraft with an active side stick. 
The moment on the stick, m,, is used as the 
aircraft input signal, an output of the aircraft 
is fed back to the pilot via the stick position 
x 5. Any disturbance on the aircraft w, e.g. by 
turbulence, can be felt in the side stick 

the aircraft, or another system to be controlled, 
and, using the servo motor, the position of the 
stick is linked to one of the outputs of the aircraft. 
A typical example would be roll control input, and 
feedback of the aircraft's roll rate to the stick roll 
position (Figure 1). Such an active stick provides 
the pilot with a wealth of relevant proprioceptive 
input, which enables him to control the aircraft or 
simulation with much greater precision (Hosman 
et al, 1990). 

The moment exerted on the stick (m, ) is the input 
for the aircraft, an output of the aircraft, e.g. roll 
rate (φ), controls the stick position. One of the 
challenges a designer of a fly-by-wire flight con-
trol system, either with side stick or with a center 
stick, faces, is the greater freedom to choose the 
dynamic properties of the manipulator. In order 
to use this potential, with passive manipulators 
or with active manipulators as mentioned above, 
he needs to be able to predict the behaviour of 
the combination of side stick and the pilot's hand. 
Data about the neuromuscular system (nms) of 
the pilot's arm, in a form suited to clarify the puz-
zles encountered in the research with side sticks at 
DUT, or to properly explain and predict the be-
haviour of side sticks currently in use (e.g. roll 
ratchet in the F16), was not found in the litera-
ture. 

Therefore, work was started on modelling of the 
pilot's nms and on the design of experiments to 
test the model and find the appropriate parame-
ter values. The model and the experiments were 
elaborated for the case of roll control of an aircraft 
with a side stick (Paassen, 1994). This model, and 
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Table 1 List of parameters for the nms 
hardware. 

component parameter symbol 

CC damping coefficient B m 

max. contractile moment 
SEC spring constant Ke 

PEC spring constant Kp 

skin damping coefficient Be 

spring constant Kc 

limb moment of inertia h 

two experiments used to derive its parameter val-
ues, are described in this paper. 

2. MODEL DESCRIPTION 

The newly developed model describes the pilot's 
nms. One part of the model describes the hard-
ware, i.e. muscles, inertia of the arm, skin flexi-
bility. Another part describes the neural circuits 
whereby the pilot controls his muscles to attain 
a certain limb position, and the circuits for com-
pensation of disturbing moments on the stick and 
limb. The fact that the nms and side stick dynam-
ics are not lumped into the same model, and that 
the reaction to external disturbances on the stick 
and limb system can be calculated, distinguishes 
the model from the nms modelling currently in 
use in the Optimal Control Model (Kleinman et 
α/., 1970) or the cross-over model by McRuer and 
Jex (1967). 

In order to keep the model complexity within 
bounds, a number of simplifying assumptions is 
made. The first concerns the manner in which 
the pilot moves the side stick. It is assumed that 
in moving the stick he or she keeps the wrist joint 
stiff, keeps the elbow in a fixed place and rotates 
the lower arm inward and outward to move the 
stick. This permits the modelling of the limb's 
mass with a single moment of inertia. 

The muscles linking the shoulder blade, the trunk 
and the upper arm, and that effectuate the inward 
- outward rotation of the upper arm and lower 
arm, are modelled with a single push-pull mus-
cle model 1. This model is a three-element muscle 
model, sometimes also called a Hill type muscle 
model, see Figure 2. This muscle model contains 
a series elastic component (SEC), a parallel elastic 
component (PEC) and a contractile component 
(CC). 

1
 Originally, a pair of non-linear models was also consid-
ered. However, the data from the experiments did not 
support the identification of the parameters of this model 
(Paassen, 1994). 

side 
stick 

PEC 

skin spring 
and 
damper 

! V W . ' ' ' 
: SEC 1 

·< » 4 

Fig. 2. Schematic top view of the pilot's arm showing 
the "hardware" of the nms model: a muscle 
model, limb inertia and a spring and damper 
modelling skin properties. The figure shows 
the length of the CC, x m , extension of the 
SEC, z e , limb position χι and stick position 

The skin is modelled as a flexible link between 
the limb and the stick consistsing of a spring and 
a damper mounted in parallel. The skin model 
is required for obtaining a reasonable simulation 
when the nms is excited by movement of the stick 
with the hydraulic actuator, as was done in one 
of the experiments. A mass, spring and damper 
analogy for the combination of muscle, skin and 
limb model is given in Figure 2. Parameters for 
the skin model, muscle model and the limb inertia 
are listed in Table 1. 

The combination of the limb mass, the muscle and 
the side stick may be considered as a plant that 
must be controlled in order to provide the right 
inputs to the aircraft. In the design of this part of 
the model is was tried to incorporate the two ba-
sic modes of control available to the human. Open 
loop control, with muscle control signals based on 
an internal representation (IR) for the execution 
of fast movements, and closed loop control us-
ing sensory information, for execution of precise 
movements. 

A control theory analogy is used to model the con-
trol and feedback loops in the nm system. The 
control signals for the muscle are calculated on 
the basis of the IR of the limb and the side stick. 
This internal model is embedded in a closed con-
trol loop, see Figure 3. This loop generates both 
the control signal for the muscle model (g/) and 
a reference signal for the expected limb position 
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Fig. 3. Combination modelling pilot's control behaviour and the nms. the hardware is described in Figure 2. 
This figure shows the neural feedback and the equalisation filter for the internal representation (IR). The 
variable qm is the control signal for the muscle, built up from the control calculated on basis of the internal 
model, qj, and the neural feedback qn. xn is the limb position of the internal model for the hardware, up 

is the visual input of the pilot, mwl is a disturbance on the limb. 

The pilot's reactions to disturbances acting on the 
stick and limb are modelled with a lead-lag filter 
and a time delay, see also Figure 3 (neural feed-
back). The time delay models the delay due to 
transmission times in the axons. 

For the complete description of the subject's be-
haviour in the second experiment, the model has 
to be combined with a model for the pilot's control 
behaviour. The model by McRuer and Jex (1967) 
is used for this purpose. The output of this model 
is now the target position for the limb, the input 
is the error perceived on the display. 
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Fig. 4. Set-up used in the experiments. 

3. EXPERIMENTS 

The model was elaborated for roll control with a 
side stick. A fixed base set-up, with a hydrauli-
cally driven side stick was used to perform exper-
iments that tested the model and provided data 
for the identification of the parameters (Fig. 4. 
This paper describes details of two experiments 
that provided data for the identification of the 
abovementioned model. A third experiment, cal-
ibration of EMG data, is summarily described, 
for a fourth experiment the reader is referred to 
(Paassen, 1994). 

3.1. Calibration of the relation between SRE and 
moment exerted on the stick. 

During all experiments, the subject's EMG signals 
were measured at seven locations. The EMG mea-
surement unit converted these signals into SRE, 
smoothed, rectified EMG, by passing the EMG 
through a full-wave rectifier and a 200 Hz, 3rd 
order low-pass Butterworth filter. These SRE sig-
nals were recorded at a sampling rate of 500 Hz. 

For the data processing of the experiments, it was 
necessary to know the relation between the mo-

ment exerted on the stick and the SRE signals. 
In a calibration experiment, subjects had to press 
against the stick at 15 force levels, ranging from 
30Ν inward to 25 Ν outward force on the stick. 
These levels enclosed the force levels used in the 
other expeeriments. Results of this experiment 
permitted interpretation of the SRE signals in the 
other experiments. 

3.2. Parameter identification of the model compo-
nents for the muscle, skin and the limb inertia. 

Experiment description. Because the model is 
quite complicated and contains a sizeable num-
ber of parameters, it was attempted to break up 
the experiments and thus also the parameter iden-
tification. In this experiment, only the hardware 
components of the nms are considered. A test sig-
nal, consisting of a pre-defined position displace-
ment, was applied with a hydraulically driven side 
stick (Figure 5). 

Normally, the movement of the stick and the 
arm would lead to neural reactions, i.e. changes 
in muscle activation, that try to counteract the 
movement of the stick. The subjects were asked 
to suppress these reactions, and thereby allow a 
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Fig. 6. Model for the estimation of the parameters of 
the nms hardware. Inputs are the stick posi-
tion, an input noise w and the activation signal 
qe, reconstructed at the hand of the SRE - stick 
moment calibration. Filter parameters of the 
noise filter: Cw = 0.7 and uw = 1 rad s

- 1
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measurement of the nms hardware components 
alone. To help them in this task, feedback of 
EMG signals was applied. Just prior to a test 
input, the smoothed rectified EMG signals (SRE) 
on six muscles were measured (flexors of the wrist, 
pectoralis major, sternal and clavicular part; ex-
tensors of the wrist, deltoid and trapezius). Dur-
ing the test input, the SRE signals were sum-
mated in 0.1 s intervals and compared to the lev-
els measured earlier. The difference was squared 
and summated into an error score, which was pre-
sented on a display in front of the subject. 

In practice sessions the subjects familiarised 
themselves with the error score, and learned to 
suppress a large part of their reactions to the test 
input, or, more accurately phrased, they learned 
to keep the activation of the muscles, as measured 
by the SRE, approximately constant. 

When considering only the hardware of the nms, 
this can be seen as a systems with two inputs, 
muscle activation and stick position, and one out-
put, the moment exerted on the stick. 

For the parameter identification, this two-input 
model was used. The stick position could be mea-
sured without problems. For the second input, the 
muscle activation, an approximate measure was 
calculated using the results from the calibration 
experiment and the measured SRE signals. To ex-
press the (large) uncertainty in this activation sig-
nal, the model for the identification method also 
considers a coloured noise at the activation input. 
The reconstructed activation signal is filtered by 
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Fig. 7. Results of the parameter estimation of exper-
iment one, four parameters at different offset 
moments. Male subject, 74 kg, height 1.74 m, 
lower arm length 0.34 m. The experiment was 
repeated 10 times, points indicate the average 
result and bars indicate the sample standard 
deviation. 

a 1st order filter, of which gain and time constant 
are optimised by the parameter estimation pro-
gram. In this way the activation signal was used 
only when this was advantageous for the parame-
ter estimation. 

Certain non-linear muscle models, e.g. the model 
by Winters and Stark (1985), predict a depen-
dency of the (linear) muscle properties on the mus-
cle activation input. To test this, subjects had to 
exert an offset moment on the stick, prior to and 
during the test inputs, this was used to control 
the average activation during a test input. 

Results. Figure 7 shows the results of the param-
eter estimation for four parameters, Bm, Kpec, Bc 

and Jj at different offset moments. The remaining 
two parameters, Ke and Ke could not be deter-
mined in this experiment. The parameter m m a x 

acts only as a scale factor, this parameter was set 
to 40 [Nm]. The SEC spring constant was set to a 
value Ke = öOfNinrad"

1
], roughly based on (Win-

ters and Stark, 1985), and the skin spring constant 
to, Kc = 4 0 0 [ N m r a d

- 1
] . No literature is available 

for this parameter, but this value assures that the 
skin compression/extension in the model remains 
reasonably small. The expected effect of the off-
set moment on the CC damping coefficient, Bm, 
was not observed, the offset moment seems only 
to have a small effect on parameter Kpeci some-
thing which the non-linear muscle models do not 
predict; an explanation for this is not known. 

3.3. Measurement of the complete nms & pilot 
equalisation in a control task. 

In this experiment, the subjects executed a man-
ual control task. They controlled a system that 
displays the typical characteristics of the aircraft 
roll dynamics, namely: 
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Fig. 8. Control task with two test signals, one (t'i ) is a 
disturbing moment on the side stick, the sec-
ond (t'2) a disturbance on the controlled system 
input. This enables the identification of the pi-
lot's moment réponse to stick position, Hx(v) 
and to display presentation, Hc(v) 

Ha(s) = 
s(sra + 1) (1) 

The roll time constant ra = 0.4 [s] and the gain 
constant was Ka = 4. In this experiment the pilot, 
including his nms, is considered to be a two-input, 
one output system. The inputs are 1) the error 
presented on the display and 2) the stick position, 
the output is the moment on the stick. In order 
to be able to independently identify the reaction 
to these two inputs, two test signals were used in 
the experiment (Figure 8). The first signal (t'i) 
is a disturbing moment on the side stick, the sec-
ond signal (t '2) is a disturbance on the controlled 
aircraft-like system. These signals each consist of 
a sum of fifteen sine functions, chosen so that the 
subjects cannot recognise any deterministic com-
ponents in the test signals. The side stick simula-
tion used in the experiment had a mass of 1.5 kg, 
damping constant 23.3, spring constant 400 N / m . 
Defined for the centre of the hand, 90 mm above 
the stick rotation axis. 

Take as an example one of the frequencies where 
test signal t'i is active. The stick moment, dis-
play error and stick position are transformed to 
obtain the Fourier coefficients Μχ, Εχ and Χχ at 
this frequency. The coefficients M2f E2 and X2 

are obtained by interpolation from neighbouring 
frequencies where the other test signal, t'2, is ac-
tive. Estimates for the transfer functions for the 
moment on the stick in response to system error 
(He) and in response to stick position (Hx) can 
be calculated as: 

ΜχΧ2 — Μ2Χχ 

ΕχΧ2 — Ε2Χχ 

ΕχΜ2 - Ε2Μχ 

ΕχΧ2 — Ε2Χχ 

(2) 

(3) 

It is also possible to calculate an approxima-
tion for the standard deviation of these esti-

1.0 10.0 100.0 
o[rad s1] 

1.0 10.0 100.0 
Q)[rad s*1 

1.0 10.0 100.0 
cû[rad s1] 

1.0 10.0 100.0 
o>[rad s1] 

Fig. 9. Results of the second experiment, the esti-
mated describing functions He(v) and Hx(v), 
at the frequencies in test signals t'i and t'2. 
The vertical bars denote the standard devia-
tion. The dotted lines show the response of 
the model after parameter fit. 

mates, for this the reader is referred to (Paassen, 
1994; Paassen, 1991). 

Results. The results of the abovementioned ex-
periment and the subsequent non-parametric es-
timation are describing functions of the pilot's be-
haviour, see Figure 9. In a following stage these 
intermediate results were used to further estimate 
parameters of the model of the nms. This was 
done by minimising the weighted, squared dis-
tance between the measured transfer functions 
He(v^ Hx(v) and their model equivalents He{y) 
and Ηχ(ν) at the fifteen frequencies of t'i and the 
fifteen frequencies of t'2. The weighing was done 
with the inverse of the standard deviations found 
for He(u) and Hx(v). 

The parameter values that were found for the 
neuromuscular hardware the previous experiment 
were borrowed here. This left the parameters from 
the pilot model (4), the neural feedback model (4) 
and the neural control model (3) for estimation. 
The pilot model lead and lag terms were adjusted 
according to the rules given in (McRuer and Jex, 
1967). The other parameters were manually ad-
justed until a fair match was found between the 
measured and model frequency responses. 

In the parametric estimation of the model with a 
Gauss-Newton search method, it was not possible 
to use all parameters in the estimation, see Ta-
ble 3. The results for the lead and lag terms in 
the neural feedback are relatively close, suggesting 
that a proportional feedback and time delay would 
suffice to model the neural feedback. Lead and/or 
lag terms for the neural control model could also 
not be estimated with the Gauss-Newton method. 
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Table 2 Results from the parameter estimation, 
first experiment, male subject, 72 kg, 
1.75 m, lower arm length, elbow to side 
stick center 0.31 m. 

parameter value s.d. 

[Nms r a d
- 1

] 0.538 0.241 

Kpec [ N m r a d
- 1

] 9.14 5.39 
[Nms rad"

1
] 7.01 1.14 

h [kgm
2
] 0.0417 0.0059 

[Nmrad"
1
] 400 (fixed) 

Ke [Nmrad^
1
] 50 (fixed) 

Table 3 Results from the parameter estimation, 
manual adjustment (*) or adjustment 
according to the rules in (McRuer and 
Jex, 1967) (**), experiment 2 

model parameter value 

pilot Kp 0.487 
equalisation Atp M 0.213 

T
PL [s] 0.5** 

[β] 0** 
neural K„ 1.904 
feedback [s] 0.1* 

M 0.253 
Atn [s] 0.02* 

IR Kf 2.853 
equalisation T

fL [s] 0* 
filter fit [s] 0.3* 

4. CONCLUSIONS 

This paper presented a model for the pilot's neu-
romuscular system that can be used to describe re-
actions to disturbances applied to the stick/limb 
combination. It can also be applied in the in-
vestigation of non-conventional sticks, i.e. active 
sticks, as in (Paassen, 1992), designs for control 
loading simulations, or to study the pilot's con-
trol behaviour with conventional side sticks in sit-
uations where a disturbing moment on the stick 
and the arm should be modelled, for example to 
account for the accelerations in a moving vehicle. 

Two experiments have been described to test the 
model and estimate parameter values. The model 
can adequately describe the neuromuscular sys-
tem's response in these tests. However, it is not 
possible to estimate all the model's parameters. 
With the experiment to test the neuromuscular 
hardware, it did not appear possible to estimate 
the spring constants of the muscle model's series 
elasticity and of the skin model. The experiment 
to test the muscle control and neural feedback 
models provided similar difficulties. It seems an 

appropriate step to simplify these models. 

It should be noted however, that the human neu-
romuscular system can adapt itself to the task at 
hand. The parameter values found in these ex-
periment for the neural feedback and the neural 
control part of the model can only describe the 
control with side sticks, and in situations similar 
to those in the experiments. Other situations may 
require different parameter values, and a simpli-
fied model might not suffice for these situations. 

The experiments have, so far, only been car-
ried out for the case of roll control with a side 
stick. The experimental set-up that was used may 
be modified to investigate roll control. A new 
flight simulator facility is being built at the Delft 
University of Technology, SIMON A (International 
Centre for Research in Simulation, MOtion and 
NAvigation). The flight controls in this facility 
may be used to evaluate the model with yokes. A 
further focus of research may be the adaptation 
of the neuromuscular system to different manipu-
lator properties. 
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A b s t r a c t . Lesions of human cortex areas often lead to elementary as well as higher-order distur-
bances of motor behaviour. In a cooperation between the Institute of Technical Computer Science 
in Aachen and the Department of Neurology in Düsseldorf, a system based on Virtual Reality (VR) 
techniques is being developed for the diagnosis of patients suffering from such sensorimotor distur-
bances. The use of VR comprises two aspects: firstly, VR can be used as an advanced visualization 
tool for motion analysis by the physician. Secondly, patients can be brought into virtual scenarios 
where they can perform specific motor tasks for diagnosis and therapy purposes. 

K e y W o r d s . Medical applications; diagnosis; arm movements; motion parameters; virtual reality; 
stereo vision; computer graphics; human/machine interaction 

1. INTRODUCTION 

The term Virtual Reality (VR) describes a 
computer-generated scenario of objects (virtual 
environment, virtual world) with which the user 
(here patient or physician) can interact. In 
contrast to conventional human-computer inter-
faces the interaction is designed in three dimen-
sions rather than in two. The combination of 
three-dimensional computer graphics, special dis-
play techniques (head-mounted displays or stereo 
glasses) and specific input devices (spaceball, 
dataglove, etc.) allows intuitive manipulation of 
objects in the virtual world, thus giving the user 
the impression of being part of the scenario. 

This paper introduces a Motor Performance Anal-
ysis System (MPAS) being developed in coop-
eration between the Institute of Technical Com-
puter Science at Aachen Technical University and 
the Department of Neurology at Heinrich Heine 
University Düsseldorf, employing Virtual Reality 
techniques in order to improve the diagnosis of 
sensorimotor disturbances. MPAS is based on 
a Silicon Graphics Iris Indigo

2
 Extreme UNIX-

workstation, which provides the computing and 
graphics performance necessary for the generation 
and presentation of VR scenarios. 

In principle, sensorimotor disturbances can be di-
vided into elementary dysfunctions like pareses 
and higher-order disturbances, one of which is 
apraxia (Freund, 1992). An apraxic patient has 
lost the capability to spatially and/or chrono-

logically organize and coordinate movement se-
quences. Apraxias can arise from lesions of the 
human cortex and are often accompanied by ele-
mentary sensorimotor disturbances. 

VR-based 
motion tasks 

ι 
conventional 
motion tasks 

motion recording 

hand / arm modelling 

ι 
VR-based 
analysis 

conventional 
analysis 

Fig. 1. System overview 

In MPAS the use of VR in the field of sensorimo-
tor disturbances comprises two aspects (see Fig. 
1): on the one hand, patients can be brought into 
virtual scenarios where they perform specific tasks 
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- either to measure their performance for diagno-
sis (e.g. duration or accuracy of movements) or to 
train certain actions for rehabilitation purposes. 
On the other hand, the physician can benefit from 
three-dimensional visualization capabilities dur-
ing motion analysis. Both aspects are integrated 
into MPAS together with existing "conventional" 
motion tasks and analysis methods. 

Sections 2 and 3 briefly discuss the motion 
recording methods implemented in MPAS and 
hand/arm modelling respectively. Section 4 refers 
to the motion analysis component, whereas sec-
tion 5 deals with the motion task generation com-
ponent of the system. 

2. MOTION RECORDING 

To this day, diagnosis of sensorimotor distur-
bances is essentially based on the diagnostician's 
experience and is usually restricted to qualitative 
descriptions of the patient's motor performances 
(Goldenberg, 1993). Quantitative descriptions of 
complex motor performances have only recently 
been used in clinical studies. Since higher-order 
disturbances resulting from lesions of the cortex 
affect coordination of the whole upper extremity, 
measurements cannot be limited to single joints 
(Mai et ai} 1993). Instead, position tracking sys-
tems are often used with cameras which record 
the positions of markers attached to the patient's 
body (Poizner et α/., 1990; Müller et ai, 1991). 

MPAS uses the Seispot II optoelectronic track-
ing system. Here, markers are infrared light emit-
ting diodes (LEDs) whose three-dimensional co-
ordinates are calculated from different viewpoints 
of two or three cameras at a sample rate of up to 
100 Hz. The LEDs are illuminated sequentially in 
order to provide identification in real time. This 
real time capability makes it possible to utilize 
measured (tracked) movements not only off-line 
for later diagnosis by the physician, but also for 
on-line interaction with objects in a virtual sce-
nario using one's own hand(s). 

In addition to Seispot II, MPAS has been 
equipped with a dataglove from VPL Research in 
combination with an electromagnetic tracking sys-
tem from Polhemus Inc. attached to the patient's 
wrist. However, since those systems are still lack-
ing sufficient accuracy and speed, they are not 
suited for a precise assessment of motor deficits. 

3. HAND/ARM MODELLING 

Up to now, modelling techniques are not used for 
the motion analysis of sensorimotor disturbances 
(see dotted arrow in Fig. 1). However, an ade-

quate hand/arm model cannot only provide data 
for existing analysis methods, it is also compulsory 
in order to realize a three-dimensional animation 
of motions in a VR-based analysis. 

In general, different available recording tech-
niques provide different information, describing 
the state of the upper extremities only incom-
pletely. An optoelectronic system, e.g., pro-
vides three-dimensional trajectories of markers at-
tached to the patient's body, whereas a dataglove 
yields angle information about the finger joints. 
Electromagnetic tracking systems yield position 
and orientation of their sensors. 

It is obviously desirable to have a uniform data 
format that describes as many state variables of 
hand(s) and arm(s) as exactly as possible for later 
use in motion analysis. As a consequence, an 
adequate modelling technique including anthro-
pometric data should be used in order to com-
pute lacking state values from the values supplied 
directly by the respective motion recording tech-
nique. 

Using Seispot II, the system has to determine all 
joint angles from three-dimensional marker po-
sitions at any time. For that purpose, a set of 
LED positions attached to the patient's body has 
been established, providing sufficient information 
for angle calculation. Apart from shoulder end el-
bow markers, for example, at least two LEDs are 
necessary to provide forearm position and rota-
tion. As an increase of LED number results in a 
decrease in maximum sampling rate, the LED set 
is optimized with regard to the number of LEDs. 

In MPAS the modelling procedure itself combines 
inverse kinematics and simple vector calculations 
(Schmitt, 1994). Since this paper concentrates on 
Virtual Reality features, the modelling procedure 
is not discussed in detail here. 

4. MOTION ANALYSIS 

Currently, motion visualization and analysis in 
the field of sensorimotor disturbances are not 
sufficiently supported by contemporary computer 
techniques. Recorded trajectories supplied by op-
toelectronic systems are usually simply visualized 
as two-dimensional plots. Stick diagrams, con-
necting marker positions at corresponding times 
by lines, are often used to demonstrate a pa-
tient's movement. Values of single joint angles 
or kinematic parameters such as velocity and ac-
celeration are calculated and presented as two-
dimensional diagrams or tables (Winter, 1990). 

In contrast, Virtual Reality techniques allow 
three-dimensional visualization and manipulation 

606 



of medical data which can be subsequently ex-
plored interactively by a physician. In case of 
motion analysis, the patient's movements are vi-
sualized in three dimensions, and the physician 
changes view position, view direction and view an-
gle in real time. 

Basically, trajectories of markers can be visual-
ized in this way. However, more important than 
this static form of visualization is the possibility 
to animate a patient's movement using a geomet-
ric representation of the hand/arm model as de-
scribed in section 3. This intuitive way of presen-
tation enables the physician to concentrate on the 
specific aspects of a motor deficit. Motions can be 
animated within VR at different rates, thus allow-
ing precise assessment and interpretation. Fig. 2 
shows such an animation including the trajecto-
ries of markers at thumb and index finger. 

Fig. 2. Screen snapshot from an animation showing a 
patient's hand movement 

In MPAS, three-dimensional visualization is 
achieved using a high-resolution graphics monitor 
in combination with stereo shutter glasses (Fig. 
3). The monitor alternately displays images to the 
left and the right eye, while the glasses synchro-
neously darken the right and left lens respectively. 
The spaceball, a joystick-like device for six degrees 
of freedom (translation and rotation, each in three 
dimensions), enables the physician to move within 
the virtual scenario and look at the trajectories or 
the animation from different viewpoints. 

5. MOTION TASKS 

A usual examination of sensorimotor disturbances 
employs a pool of functional tests. Patients have 
to perform motor tasks, which are then ana-
lyzed for diagnostic purposes and therapy plan-
ning. Motions can be performed on request or as 
imitations and may include interaction with one 
or more objects. 

Fig. 3. Physician using the motion analysis component 
of MPAS 

No motion tasks have been developed so far, how-
ever, requiring patients to act in Virtual Reality. 
In many cases the use of virtual instead of real 
test environments has significant advantages: 

Firstly, VR-based tests can be accurately graded, 
realizing a smooth transition from simple, low-
dimensional to more complex motor tasks. Thus, 
series of motor tasks can be generated not only for 
diagnostic, but also for therapy purposes. Here, 
an additional motivating effect for patients arises 
from the precise feedback in real time. 

Secondly, motion tasks of special interest can be 
shaped that require test environments which are 
difficult or even impossible to generate in real-
ity. For instance, prehension movements are fre-
quently used as model paradigm for the interac-
tion between transport and manipulation move-
ments in planning and execution. Here, the pa-
tient is instructed to reach for and grasp an object, 
e.g. a cube, as fast and as accurately as possible. 
New insights about mental information process-
ing can be gained if the object changes position 
or size during the prehension task. Such effects 
are difficult to realize using real objects (Paulig-
nan et α/., 1991; Gentilucci et al, 1992; Castiello 
et α/., 1993), whereas scaling and moving of vir-
tual, Computergraphic objects is trivial. 

Futhermore, VR-based motor tasks should lead 
to a more precise assessment of higher-order dis-
turbances like apraxias. Here, the problem is 
that apraxias are often accompanied by elemen-
tary motor disturbances. In such cases, up to 
now single testing of the underlying "mental mo-
tor images" has not been possible, as the execu-
tion requires the use of the patient's own motor 
system. However, providing different input tech-
nologies (3D tracking devices, spaceball, computer 
mouse) to control complex movements within vir-
tual environments, it will be possible to separate 
different levels of movement planning and execu-
tion. 
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Visualization concept A very important question 
refers to how virtual scenarios should be presented 
to the patients for the execution of motor tasks. In 
Virtual Reality systems a head-mounted display 
is often used, which allows full immersion into a 
virtual world. However, from the authors' experi-
ence, even healthy persons are frequently irritated 
by the complete loss of visual contact to the real 
environment. In particular, in full immersive en-
vironments the patients' hands have to be repre-
sented by Computergraphic counterparts. There-
fore, a non-immersive visualization technique is 
preferable, especially with regard to those motion 
tasks, in which patients have to interact with ob-
jects using their own hands. 

As a consequence, in MPAS a visualization tech-
nique based on a high-resolution graphics monitor 
and stereo glasses is not only used during motion 
analysis (see section 4), but also for motion tasks. 
Since virtual objects can be visualized stereoscop-
ically by this technique, they seem to be situated 
in free space, i.e. in front of the monitor, and can 
be grasped as shown in Fig. 4. 

However, the interaction with virtual objects also 
requires that they are perceived by the subject as 
stationary. In other words, the virtual scenario 
must be visualized in a way that it is perceived 
exactly like a scenario of real objects. Therefore 
the visualization of a virtual scenario has to be 
adapted dynamically to the patient's view posi-
tion and direction. The inclusion of these vari-
ables into the projection of the current frame 
in real time, known as "Virtual Holography" or 
"Fishtank Virtual Reality", is regarded by the au-
thors as essential for the implementation of mo-
tor tasks. At present, an electromagnetic tracking 
system is used in MPAS to measure the patients' 
head position and orientation, but it is planned to 
replace it with a video-based tracking system. 

At the Institute of Technical Computer Science 
in Aachen, algorithms have been developed which 
compensate for non-linear distortions that result 
from curvature and refraction index of the screen 
and cause projection errors depending to a great 
extent on the current viewpoint (Walter, 1994). 
Figures 5 and 6 may give an impression of the ac-
curacy achievable by these algorithms. While the 
lower cube is real, the upper one is a holographi-
cally visualized virtual cube. 

Since Virtual Holography increases the 3D-effect 
dramatically, the physician can also profit from 
this technique during motion analyis, even if vir-
tual objects have not to be manipulated here. 

Fig. 4. Interaction with a virtual object, here using a 
dataglove 

Fig. 5. Real (lower) and virtual (upper) cube as seen 
by an observer being centered in front of the 
screen 

Fig. 6. Moving the head to the right, the projection is 
changed so that the view to the virtual cube is 
exactly the same as to the real cube. 
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6. CONCLUSION 

It has been shown that Virtual Reality techniques 
can be usefully applied in the field of sensorimotor 
disturbances. Virtual scenarios can be created, in 
which patients perform specific motor tasks. Us-
ing an optoelectronic position tracking system for 
motion recording as well as for interaction with 
virtual objects, and using Virtual Holography as 
an adequate visualization technique, the authors 
are now developing and testing suitable scenarios. 
Furthermore, an advanced visualization and ani-
mation tool using Virtual Reality technology for 
diagnosis purposes and therapy planning has been 
developed, which the physician can profit from 
during motion analysis. 
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Abstract: This research investigated human operation of a hand-held power drill by 
analyzing patterns in upper limb posture for various drilling conditions: drilling height, 
drill length and level of axial force exerted on the drill handle. Subjects used similar 
postures for drilling locations with similar kinematics. In addition, posture was not 
statistically different for the range of axial forces and drill lengths studied Results suggest 
that human do not try to obtain isotropy or maximum manipulability conditions at the 
hand while executing the task. Minimization of joint torques appears more plausible. 
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INTRODUCTION 

This study investigated human operation of a hand-
held power drill. The general goal of the research 
was to investigate the control strategy that humans 
use in the operation of hand-held power tools. 
Better understanding of human performance in such 
manipulation tasks may be helpful for the 
automation of industrial processes, to improve 
productivity or to replace human operators in 
potentially dangerous work situations. Furthermore, 
it may form the basis for more precise hand-held tool 
design guidelines to reduce the prevalence of 
occupational disorders such as Carpal Tunnel 
Syndrome (CTS) and Hand-Arm Vibration 
Syndrome (HAVS). The drilling task was selected 
because it is a quasi-static task and it requires gross 
hand motor coordination. The drilling task involves 
the accurate positioning of a tool and the production 
of a significant force on an inherently unstable 
object: those issues are common to the operation of 
other hand-held power tools such as riveters and 
power screwdrivers. 

Drilling is a complex motor coordination task that 
requires synergistic control of many muscles and 
articulations of the human body. Drilling is at 
maximum a 6 DOF task and the upper limb has at 
least 10 DOF (6 in rotation and 3 in translation by 
locating the shoulder in 3D space). Such important 
redundancy may be used advantageously to optimize 
performance while still producing the required 
forces and moments on the drill handle. For 
instance, it has been suggested that humans choose a 
limb posture such that they achieve a condition of 
isotropy (Angeles, 1992) or maximum 
manipulability at the hand (Yoshikawa, 1990). 

Upper limb posture may also be chosen such that a 
particular stiffness field is apparent at the hand. 
Studies by Mussa-Ivaldi et al. (1985) have shown 
that the human hand has a significant stiffness 
magnitude (500 N/m) Stiffness may be changed by 
simultaneous activation of opposing muscle groups 
but hand stiffness (and, in general, mechanical 
impedance) is also a strong function of limb posture. 
In particular, that study indicated that humans were 
able to change the orientation of hand stiffness only 
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by limb postural variations. A simple model of the 
drilling task shows that a minimum hand stiffness is 
required to stabilize the drill, and this minimum 
depends on the level of axial force exerted on the 
drill handle, as well as the drill length and the upper 
limb posture. 

Currently, it is not clear whether drill operators 
select a particular posture nor whether it is related to 
any control strategies which are commonly used for 
the control of redundant manipulators. Because 
posture is involved in several aspects of the drilling 
task, patterns in drill operator upper limb posture 
may provide useful information on the control 
strategy that is used. This paper presents the results 
of a study that analyzed the upper limb posture 
selected by drill operators. Since the operator must 
compensate for static instability, the research 
focused on the effect of instability on upper limb 
posture. Drill operator upper limb posture was 
measured for different drilling heights, different 
levels of axial force exerted on the handle and 
different drill lengths. 

1. STABILITY ANALYSIS OF DRILLING TASK 

Assume a simple model of a drill that can pivot 
about the contact point without friction (cf. Fig 1). 
When an operator exerts an axial force F a on a drill 
handle, there is a destabilizing moment M induced: 

M = Fax, (1) 

where χ is a small displacement of the drill handle. 
This moment can be compensated by the action of a 
spring of stiffness K. A minimum bound on Κ can 
be computed from the moment balance about the 
pivot point: 

KxL C O S 0 - F a x > O . (2) 

For small deviations, the equation reduces to: 

K>^-. (3) 

This equation indicates that the minimum stiffness 
required to compensate for the instability is a 
function of the level of axial force exerted and the 
drill length. Equation (3), plotted in figure 2, 
indicates that the required stiffness for a reasonable 
drill length i.e. 20 to 35 cm, is within the 
physiological range of human hand stiffness. More 
complex models show that the kinematics of the 
manipulator that pushes on the drill is also 
important. 

Fig. 1. Mechanical model of instability due to an 
axial force Fj, exerted on drill handle. 

2. METHODS 

Subjects were instructed to pick up a drill (1.5 kg, 
3/8" Makita power drill model #651()LVR 3.5A), 
and to drill at given locations on a stainless steel 
metal plate (cf. Fig. 3). The plate was fixed on a 
vertical panel mounted on a rolling cart. While the 
subject drilled, the body posture was recorded both 
by an infrared SELSPOT camera system and a video 
camera. Cameras measured the 3D location of 
infrared LED markers affixed to the upper limb (C7 
vertebra, shoulder, arm, elbow, forearm) and the 
drill. 

To avoid lateral instability of the drill bit tip on the 
metal surface, starter holes were pre-machined into 
the metal plate at pre-determined locations. The 
torque transmitted by the metal plate to the drill bit 
was very small and insensitive to the orientation of 
the drill because the drill bit was unable to dig into 
the high strength stainless steel plate. Hence, the 
drilling conditions did not change even after drilling 
at the same spot several times. 

ORILL L E N G T H (m) 

Fig. 2. Normalized transverse linear stiffness 
variation with drill length. Stiffness values arc 
given for practical range of drill length. 
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Fig. 3. Experimental setup for drilling experiment. 

A Barry-Wright FS6-120A 6 axes force sensor 
prevented the board from sliding toward the cart 
while subjects were drilling. Only the axial force 
perpendicular to the board was measured by the cell 
(200 Hz sampling rate). 

Subjects were allowed to use only one hand to 
operate the drill and the other hand was not to be 
used to grasp the cart. Subjects were also not 
allowed to lean the elbow of their drilling arm 
against their waist. During drilling, the subject was 
to maintain a predetermined axial force on the drill 
handle, typically 65% of maximum exerted force 
(MEF) and occasionally, 50% or 85% of their MEF. 
The actual axial force produced was fed back to the 
subject using a visual display constructed of 5 LEDs. 
The LED display was fixed at the center of the 
drilling panel, ensuring that subjects did not modify 
their body posture to look properly at the LEDs. No 
additional instructions were given to the subjects. 

Each trial consisted of a 2 to 5 second drilling 
period. Once the subject had stabilized the axial 
force on the drill (the experiment supervisor had 
access to a display showing the real time value of the 
axial force exerted), the infrared camera system 
acquired kinematic marker data over a .5 second 
period at 200 Hz sampling frequency. To minimize 
the influence of previous trials on subsequent ones, 
between each trial subjects put the drill on a chair 
and moved away from the panel. Between each trial, 
the subject was able to rest for 20 seconds to a 
minute, during which time kinematic data was 
stored for postprocessing. Resting periods of about 5 
minutes were allowed between each set of 3 
consecutive tests. 

For the first test, called the LOCATION test, 
subjects were instructed to drill at a randomly 
selected location from 1 to 6 (cf. Fig. 3). For the 
second test, called the FORCE lest, subjects had to 
drill at either location 2 or 3, with force levels that 
randomly varied between 50%, 65% and 85% of 
their maximum exerting force. For the third test, 
called the LENGTH test, subjects had to drill at 
either location 2 or 3, with three different drill bits 
which resulted in drill lengths of 22, 27 and 32 cm. 
There were five trials per experimental condition, for 
a total of 30 trials per test. Two left handed and six 
right handed subjects participated to the study. 

3. RESULTS 

3.1 Stick plots 

Stick plots were used to depict the subject's upper 
limb posture. They are line segments that connect 
the C7 vertebra, the shoulder, the elbow, the hand, 
and two points on the drill, all computed from 
measured marker's positions affixed on the subject. 
A typical example is shown in Figure 4. Those are 
the results for one subject, all trials of the 
LOCATION test. If subjects select a posture based 
only on the kinematics and/or the dynamics of the 
task, it should be expected that upper limb posture 
would be repeatable for the same drilling location, 
and moreover, that posture between locations 2 and 
5, or 3 and 6 should be the same. The stick plots 
support this hypothesis. For instance, the shoulder 
marker remained within a 6 cm radius from one trial 
to another. There are some variations of posture 
which are partly due to the fact that the orientation 
of the drill was not constrained. Subjects could 
slightly move the drill up or down by a few degrees 
without making the drill bit unstable at the surface. 
The subject-drill system could also rotate in a 
horizontal plane about the drill tip, without 
changing the upper limb configuration. These 
global rotations were removed before statistical 
analysis. 

3.2 Grood & Suntay joint angles 

Elimination of global rotations can be done by 
analyzing posture in the joint angle domain. The 
rotations occurring at the wrist, the elbow and the 
shoulder can be described by joint angles which 
together, define the upper limb posture. To avoid 
the non-commutativity of Euler angles, the Grood 
&Suntay (1982) technique was used to determine 
the Flexion/Extension, External/Internal rotation, 
and Abduction/Adduction occurring at one 
particular joint of the upper limb. 
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0 0.5 1 
X axis (m) 

Fig. 4. Stick plots of one subject. Results from 30 
trials, LOCATION test. Top plot: top view of 
the subject; bottom plot: lateral view of the 
subject. XY plane is vertical, and XZ plane is 
horizontal. (—) for limb at locations 1 to 4; (—) 
for limb at locations 5 and 6; (-.-) for drill at any 
locations. The box represents the vertical board 
on the rolling cart. 

The computed wrist joint angles for the LOCATION 
test of one subject are shown in Figure 5a in a 3D 
plot. Similar plots can also be made for the elbow 
and the shoulder. Each symbol represents the state 
of the wrist joint for one of the 30 trials of the test. 
The plot shows that points are grouped in separate 
clusters which arc related to any of the six drilling 
locations. Points for locations 2 and 5, or 3 and 6 
arc generally overlapped. 

Because of the small number of experimental data 
points, to perform statistical tests, each point was 
first projected on the main eigenvector of the 30 
point cluster. The result is shown in Figure 5b. 
Then, the distance along the eigenvector between 
each point and the mean of the points of location 4 
were computed and plotted, as illustrated in Figure 
6. Based on these distances, called Linear Angles, 
ID statistical t-tests were performed. 

40 ν 

Ext/lnt Flex/Ext 

Fig. 5. Grood & Suntay wrist joint angles for one 
subject. Results from 30 trials, LOCATION 
test. Top plot (5a): 3D plot of joint angle 
points. Bottom plot (5b): 3D plot of projected 
joint angle points on the main eigenvector of the 
cloud of 30 points, (o) points for locations 1 
and 4; (*) points for location 2 and 5; (+) 
points for location 3 and 6. The straight lines 
represent the main eigenvectors of the cloud of 
points for the wrist (—), the elbow (-.-) and the 
shoulder (—). 

Results for this subject show that the technique used 
can not tell whether wrist joint angles arc different 
between locations 2 and 5, or 3 and 6 (for either 2%, 
5% or 10% significance). However, at any of the 
three significance levels, results show that posture is 
different between points 2 and 3, as expected based 
on the stick plots of Figure 4. Similar results were 
obtained for the elbow and the shoulder, for five of 
the eight subjects that were investigated. 

The linear joint angle analysis was also used to 
compare upper limb postures for different force 
levels and different drill lengths. The analysis 
showed that the test could not differentiate between 
postures selected for the different experimental 
conditions studied. 
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drill 

p t 1 p t 2 p t 3 p t 4 p t 5 p t 6 

Fig. 6. Wrist linear angles for one subject, 
LOCATION test. 

3.3 Other upper limb descriptors 

Grood & Suntay linear joint angles have been useful 
for statistical tests, but they are not physically 
meaningful. Other limb descriptors arc more 
appropriate such as: (I) the angle between the vector 
which connects the drill tip to the shoulder, called 
VTSVDR angle (cf. Figs. 7 and 8), (2) the angle 
between the vector which connects the drill tip to the 
elbow, called VTEVDR angle (cf. Figs. 7 and 9), (3) 
the elbow flexion angle (cf. Table 1), and (4) the 
distance between the hand and the shoulder (cf. 
Table 2). Figure 8 shows that most of the right 
handed subjects (si to s6) had VTSVDR angles 
around 0 degree. This means that the drill axis was 
aligned with the shoulder, when looking at a 
superior view. In contrast, left handed subjects (s7 
and s8) generally had lower VTSVDR values. 
Instead, as illustrated in Figure 9, they aligned the 
elbow with the drill axis since their VTEVDR angle 
was around 0 degree. 

Elbow flexion angles, listed in Table 1, varied across 
subjects but remained generally constant for any of 
the experimental conditions studied. The distance 
between the hand and the shoulder was also 
generally constant within a subject but varied across 
subjects. 

4. CONCLUSIONS 

The objective of this research was to investigate 
whether the analysis of posture would provide useful 
information on the strategy that humans use to 
operate a power drill. The small variations of 
posture for similar drilling conditions suggest that 
posture is, indeed, controlled and does not vary 
randomly. 

wrist 
VTEVDR 

VTSVDR 

elbow 

shoulder 

Fig. 7. Illustration of other limb descriptors on a 
superior view of the subject and the drill. 

s1 s2 s3 s4 s5 s6 s7 s8 

Fig. 8. Angle between the vector which connects the 
drill tip to the shoulder (VTSVDR angle) for all 
subjects, LOCATION test. 

s1 s2 s3 $4 s5 86 s7 s8 

Fig. 9. Angle between the vector which connects the 
drill tip to the elbow (VTEVDR angle) for all 
subjects, LOCATION test. 
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Table 1 Means and standard deviation of elbow 
flexion angle (EF angle) for all subjects and all tests. 

Subject EF mean EFstd Ν 

si 63 10 59 
s2 57 16 90 
s3 94 7 89 
s4 98 7 82 
s5 113 11 60 
s6 58 8 88 
s7 119 6 90 
s8 127 6 86 

Yoshikawa Τ (1990) Foundations of Robotics/ 
Analysis and Control, MIT Press, Cambridge. 
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Table 2 Means and standard deviation of hand-
shoulder distance (H-S distance) for all subjects and 
all tests. 

Subject H-S mean H-S std Ν 
si .55 .03 52 
s2 .55 .05 90 
s3 .41 .03 89 
s4 .43 .03 63 
s5 .38 .02 87 
s6 .61 .03 88 
s7 .31 .02 90 
s8 .31 .03 86 

The apparent invariance of posture with drill length 
and axial force exerted suggests that the kinematics 
of the task is an important factor. However, 
assuming a 2D two segment model of the upper 
limb, results show that human operators did not try 
to achieve isotropy or to maximize manipulability at 
the hand. These would require elbow flexion of 
respectively 45 degrees and 90 degrees. Instead, five 
subjects of eight had elbow flexion over 90 degrees, 
averaging from 63 to 127 degrees across all subjects. 

Variation of limb posture relative to the drill showed 
that subjects aligned the drill axis with either the 
elbow or the shoulder joints. This suggests that 
posture may be chosen to minimize joint torque. 
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Abstract . A significant feature of human arm movements is intermittency] the limbs often move as 
if distinct submovements have been smoothed together. An experiment is outlined which compares 
a popular arm prosthesis to the unimpaired arm, and a performance measure based on intermittency 
is introduced. Origins of the intermittency phenomenon are discussed, and potential engineering 
applications are presented. 

K e y Words . Arm movements; cybernetics; human factors; human-machine interface; man/machine 
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1. INTRODUCTION 

Although moving the upper limbs is a skill humans 
execute with almost effortless ease, a good under-
standing of the schemes by which these limbs are 
controlled remains elusive. Many decades of seri-
ous research have not resulted in robot arms tha t 
can duplicate all aspects of human performance; 
rather , humans have only just begun to under-
s tand the characteristics of their motion. 

1.1. Intermittency 

One feature of human movement tha t seems rela-
tively robust is intermittency. The discovery that 
human limbs often move in an apparently seg-
mented or intermit tent fashion was probably first 
observed by Woodworth (1899). Woodworth no-
ticed tha t human subjects, when moving a pen-
cil inside a slot to a fixed target, seemed to do 
so in two steps. The subjects appeared to first 
move the pencil quickly to a region near the tar-
get, and then move the pencil much more slowly 
in the final approach. Woodworth called these 
two phases "initial adjustment" and "current con-
trol" . Much later, models based on intermittency 
phenomena successfully described other fixed-
target movement paradigms (e.g. when target size, 
movement distance, or movement t ime was con-
strained) (Crossman and Goodeve, 1983; Meyer 
et α/., 1988; Meyer et ai, 1990). 

Intermittency is not limited to pointing to fixed 
targets; it was also been noted in continuous 
tracking (in the context of gun positioning) dur-

ing and after the second world war (Craik, 1947; 
Craik, 1948). Navas and Stark (1968) determined 
tha t the intermittency observed in visuo-motor 
tracking was not clock-synchronized but ra ther 
input-synchronized; after a single stimulus input , 
subjects could respond to a second at virtually 
any time after a fixed interval. 

Other evidence for intermit tency has been ob-
served in circle-tracing (Abend et al, 1982), peg 
insertion tasks (Milner and Ijaz, 1990), and in cat 
forelimb isometric force production (Ghez and Vi-
cario, 1978). 

If intermittency is fundamental to human move-
ment, the phenomenon should affect the perfor-
mance of tools controlled by humans. One such 
tool tha t has a particularly int imate relationship 
to the user is an upper-limb prosthesis. Inter-
estingly, a rm prostheses possess a relatively low 
success ra te relative to leg prostheses. Although 
much research has gone into developing new pros-
thesis models, only about 50% of the amputee 
population wear the devices. Of those tha t do, 
approximately 90% wear the most technologically 
primitive model, the body-powered type. 

1.2. The Body-Powered Arm Prosthesis 

In this context, "body-powered" means t ha t the 
power to operate the prosthesis comes from the 
amputee 's own body; the amputee wears a har-
ness tha t translates shoulder motion (biscapular 
abduction and upper a rm flexion) into elbow flex-
ion (see Figure 1). The harness pulls a cable tha t 
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lifts the prosthesis forearm; gravity is needed to 
pull the forearm down and extend the elbow. A 
second cable serves to lock and unlock the elbow. 

^ SMALL CURSOR REPRESENTS 
PROSTHESIS POSITION 

Fig. 1. T h e body-powered prosthesis . 

The alternative to body-powered prostheses is one 
of several myoelectric models. Myoelectric arm 
prostheses measure the small electric signals from 
the amputee's remaining musculature (usually the 
stump muscles) as control inputs. The prosthesis 
moves via one or more electric motors and battery 
pack. Of course, exactly how the device responds 
to the myoelectric signals depends on how it was 
designed and/or programmed. 

Myoelectric arm prostheses were developed in or-
der to give amputees a more natural man/machine 
interface—an approximation to an ideal cyber-
netic linkage, in which the input and output con-
nections of the artificial arm are identical to those 
of the real arm. 

Many researchers have proposed that the rela-
tive low popularity of myoelectric arms is because 
they do not allow amputees the haptic sensation 
of movement; there is no direct output connec-
tion from the prosthesis to the neural system. 
Some propose that intact joints should be used 
as control sites (rather than isometric muscle ac-
tivity); the state of each prosthesis degree of free-
dom should be a unique function of an intact joint 
degree of freedom. Prostheses controlled this way 
are referred to as "Extended Physiological Propri-
oception" (EPP) devices; it has been speculated 
that a reason for the success of body-powered 
prostheses is that they facilitate EPP. 

Of course, the body-powered prosthesis does have 
distinct disadvantages. The relatively small ra-
tio of shoulder displacement to prosthesis forearm 
displacement results in a small load capacity and 
high harness forces. These forces are typically 
exerted on the axilla, which is ill-suited for load 
bearing. 

The overwhelming popularity of the body-
powered prostheses despite its disadvantages led 

Fig. 2. Display used for all tasks . 

us to perform several experiments with experi-
enced body-powered users. The purpose of these 
experiments was to explore different performance 
measures in comparing body-powered prosthesis 
movements to movements of the unimpaired arm. 
This paper will briefly present some results of one 
experiment. 

2. A "CLASSIC" EXPERIMENT TO 
MEASURE ARM PERFORMANCE 

Five male users of body-powered prostheses per-
formed a series of simple pursuit tracking tasks 
on both the prosthesis and unimpaired sides. All 
subjects had used a body-powered prosthesis for 
at least six months, and had no physical or mental 
disabilities other than the loss of one arm. 

2.1. Methods 

A potentiometer-based electrogoniometer was fas-
tened to either the unimpaired or prosthesis arm 
of the subject, depending on which side was being 
tested. Subjects stood with their arms at their 
sides; they were told to look at a computer work-
station display (see Figure 2). The display con-
sisted of a hollow box (the target) and a solid bar 
(representing the position of the forearm), both of 
which moved up and down inside a narrow rect-
angle. The subjects were instructed to keep the 
bar inside the box. 

Target motion corresponded to bandwidth-limited 
quasi-random Gaussian signals (standard devia-
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tion 14.6 degrees) whose amplitude covered ap-
proximately half the range of prosthesis elbow mo-
tion (centered at 67.5 degrees—the approximate 
middle of elbow travel) . 10th order unity gain 
low pass But terwor th filters were used on Gaus-
sian noise to generate four bandwidths: 0.16, 0.40, 
0.96, and 1.84 Hertz. T h e signals ranged in length 
from 200 to 400 seconds. Subjects tracked two sig-
nals a t each bandwidth . 

2.2. Results and Discussion 

Figure 3 shows some typical da t a after smoothing. 
For clarity, only 15 seconds of the trial is shown. 
Note tha t the response to the smoothly moving 
target is a series of short , quick movements, typ-
ical of the intermit tency phenomena observed by 
other researchers. T h e short movement segments 
are much more visible in the velocity traces than 
in the position traces. On the unimpaired side, the 
movements seem to occur with greater frequency 
and appear to overlap. On the prosthesis side, the 
movements are much more separate and distinct. 

Sub 1 (Unimp) 0.16 Tri 1 Sub 1 (Pros) 0.16 Tri 1 

5 0 5 5 6 0 6 5 5 0 5 5 6 0 6 5 

Time (s) Time (s) 

Q Sub 1 (Unimp) 0 . 1 6 Tri 1 SQ Sub 1 (Pros) 0 . 1 6 Tri 1 

5 0 5 5 6 0 6 5 5 0 5 5 6 0 6 5 

Time (s) Time (s) 

Fig. 3. Example of tracking data (Subject 1, 0.16 
Hertz cutoff). Dotted Unes represent the tar-
get position and velocity, while solid Unes 
represent position and velocity of the sub-
ject's unimpaired elbow (left plots) and body-
powered prosthesis (right plots). 

A simple way to compare performance between 
the unimpaired and prosthesis sides is to calcu-
late mean squared error between target and cur-
sor. Results for all subjects and all trials can 
be seen in Figure 4. Note tha t although mean 
squared error increases with bandwidth (as ex-
pected) , it is decidedly unclear as to which side 
is superior at high bandwidths . The relative per-
formance of Subjects 1, 2, and 5 grows and then 
shrinks as bandwidth increases, while the perfor-
mance of Subjects 3 and 4 seems to continually 
increase. 

0 0 .5 1 1.5 2 0 0 .5 1 1.5 2 

Signal Bandwidth (Hz) Signal Bandwidth (Hz) 

^ n Subj 5 . + Unimp. ο Pros 

0 0 .5 1 1.5 2 

Signal Bandwidth (Hz) 

Fig. 4. Mean squared error of all tracking trials. Mean 
squared error is displayed as a function of 
tracking signal bandwidth. Plus signs and dot-
ted lines represent the unimpaired side, while 
circles and solid Unes represent the prosthesis 
side. The horizontal line represents the stan-
dard deviation of the input signals. 

In contrast to the mean squared error measure, a 
performance measure based on the intermit tency 
phenomenon produces clearer results. Figure 5 
shows the results of counting and measuring the 
peaks in the velocity da ta for each trial. Average 
peak rates for the first 90 seconds of each tr ial are 
plotted versus target signal bandwidth. 

Note that the subjects do not produce discrete ac-
tions at constant rates across trials. For most sub-
jects, the prosthesis can keep up with the unim-
paired arm at low frequencies, but as signal band-
width increases, the prosthesis cannot keep pace 
with the unimpaired arm. The da ta also suggest 
tha t velocity peak production rate may asymp-
totically be approaching a limit (somewhere over 
3 Hertz), but further experimentation would be 
necessary to determine this limit conclusively. 

3. CAUSES O F I N T E R M I T T E N T BEHAVIOR 

The causes of intermittent movement behavior are 
not well agreed upon. Researchers have noted tha t 
in the visual tracking paradigm, intermittency can 
be reduced (but not removed completely) by tem-
porarily removing visual feedback while tracking 
a repeating waveform (Miall et αΖ., 1993). In the 
compensatory tracking paradigm (where only er-
ror is displayed) intermittency can be altered by 
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Fig. 5. Summary of tracking velocity peak data. Peak 
rates are plotted versus target signal band-
width. Plus signs and dotted lines represent 
the unimpaired side, while circles and solid 
lines represent the prosthesis side. 

changing the apparent error "deadzone" (the size 
of the acceptable target region) (Wolpert et al, 
1992). It has also been pointed out (Milner and 
Ijaz, 1990) that the times between intermittent 
actions in reaching (150-200 ms) are similar to es-
timates of visual reaction time obtained from hu-
mans responding to target shifts (Georgopoulos 
et al, 1983). In our lab, we are currently pur-
suing a series of non-visual tracking experiments 
to be performed alongside analogous visual track-
ing tasks to quantify the visual dependence of the 
intermittency phenomenon. 

Yet another speculation about intermittency is 
that it may be related to task learning (Milner 
and Ijaz, 1990). Intermittent actions may be part 
of an overall learning strategy in which the ac-
tions are the basic constructs of a complex mo-
tor command. A first approximation to a desired 
movement could be made by using a series of in-
termittent actions, with relatively high-level brain 
functions checking the success at the end of each 
action. With practice, these submovements could 
be blended together to form larger, more complex 
submovements. Once the desired task was com-
pletely learned, the high-level part of the brain 
would only need to "download" the completely 
learned movement at the beginning of the task; 
the relatively expensive high-level control would 
then be more available for other functions. Ex-
periments are currently ongoing in our laboratory 

to test this hypothesis. 

Intermittency may prove useful as an approach 
to partially constrained motion problems. Russell 
(1990) found preliminary evidence that a segmen-
tation strategy may be used in a crank turning 
task. Our current work involves further experi-
mentation related to these results. 

4. UTILITY OF INTERMITTENCY 

The simple experiment described in this paper 
showed how a performance measure based on in-
termittency could potentially reveal more infor-
mation than one based directly on the task ob-
jective. Although the purpose of the task was to 
"keep the bar inside the box", the subject strat-
egy was to execute intermittent corrections at high 
output rates, and these rates were noticeably dis-
torted on the prosthesis side. If the intermittency 
phenomenon is sufficiently robust, features like ve-
locity peak height, shape, number, and rate could 
feasibly be used to quantify the performance of 
many free motion tasks with many different kinds 
of tools. Since intermittent submovements appear 
to be a "normal" feature of human motor behav-
ior, the phenomenon could provide a quantitative 
measure of motor normalcy in, say, humans with 
neuromotor deficiency. Such a measure would 
then be extremely useful in identifying therapies 
which work and designing machines for effective 
rehabilitation. 

The intermittency phenomenon may be a result 
of feedback to a set of memorized "waveforms" 
(Miall et al, 1993). If this is indeed the case, 
then a relatively small set of waveforms could 
feasibly be used to describe extremely complex 
human movements. If such a movement "alpha-
bet" could be identified, the transmission of hu-
man movement information in telemanipulation 
and/or remote virtual environment applications 
could be made much easier. Related to reduced 
information transmission is the potential to use 
the movement alphabet to make bounded error 
predictions. These predictions would be useful to 
offset measurement and transmission delays in the 
aforementioned applications. 

If intermittent submovements are truly used in 
conjunction with human learning, the idea should 
be transferable to autonomous robots learning 
novel tasks. Consider a robot with a limb con-
trolled in a hierarchical fashion; a high-level con-
troller calculates appropriate movement trajecto-
ries that are sent down to a simple low-level con-
troller (which keeps the limb stable). The high-
level controller could pick from a library of poten-
tial submovements in order to complete a move-
ment task slowly and carefully; it would only 
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need to "pay at tent ion" when a selecting a new 
submovement. After the entire task was accom-
plished once, the robot could try again, this t ime 
blending the most successful submovements to-
gether. When the robot had fully learned the task, 
the high-level controller would only provide com-
putation at the beginning of the complete move-
ment, thus freeing computational resources during 
the movement for other machine functions. 

5. CONCLUSION 

Intermittency is a feature of human movement 
that has been observed in many separate situa-
tions, but much work still needs to be done in 
exploiting the phenomenon for engineering pur-
poses. A simple experiment comparing unim-
paired arms to body-powered arm prostheses was 
presented, and a performance measure based on 
the intermittency phenomenon was shown to be 
useful. The phenomenon could be partially due 
the delays in visual feedback; it could also be part 
of a learning strategy or a control method for 
partially constrained movements. A bet ter un-
derstanding of intermittency will help in evalu-
ating human-machine interfaces, t ransmit t ing hu-
man movement information, and designing au-
tonomous robot controllers. 
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Designers of advanced computer-based interfaces for complex work environments are facing 
important design challenges, but research has not kept pace with their needs. Ecological 
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1. INTRODUCTION 

Many industries are transitioning from traditional 
(e.g., analogue, hard-wired) instrumentation to 
computer-based technology in designing advanced 
interfaces for complex human-machine systems. If 
this trend is to result in an improvement in 
performance and safety, or at the very least, to 
maintain current levels where they are, then a deep 
understanding of the impact that such technology can 
have on human performance is required. More 
specifically, one would like to base the design of 
such advanced interfaces on a set of defensible 
principles. Such principles must satisfy a number of 
stringent requirements. First, they must be well 
suited to the demanding characteristics of complex 
work environments. Second, they should be based 
on sound research so that designers and regulatory 
bodies can be confident that the new designs created 
from such principles will in fact lead to acceptable 
levels of performance and safety. Third, such 
principles should also be perceived to be of practical 
value to industry, otherwise they will be just an 
academic curiosity. There is a consensus in the 
cognitive engineering community that a framework 
satisfying all of these requirements does not yet 
exist. This means that designers currently do not 

have much guidance from the research community as 
they design advanced interfaces based on information 
technology. 

Ecological interface design (EID) is a theoretical 
framework for interface design for complex human-
machine systems that is intended to satisfy the 
requirements just outlined. The goal of EID is to 
allow operators to take advantage of their powerful 
perception and action capabil i t ies whi le 
simultaneously providing the support required for 
problem solving activities that are required to 
effectively deal with unanticipated events (Vicente 
and Rasmussen, 1992). This paper integrates some 
of the recent research on EID. In the next section, 
the EID framework will be described in more detail. 

2. ECOLOGICAL INTERFACE DESIGN 

EID is based on two seminal concepts from cognitive 
engineering research, the abstraction hierarchy (AH) 
and the skills, rules, knowledge framework 
(Rasmussen, 1986). The AH is a multilevel 
knowledge representation framework that can be used 
to develop physical and functional plant models, as 
well as the mappings between them. It is used in 
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EID to identify the information content and structure 
of the interface. In addition to specifying interface 
content, the principles of EID also suggest how 
information should be displayed in an interface. The 
idea is to take advantage of operators' powerful 
pattern recognition and psychomotor abilities. Thus, 
EID recommends that information be presented in 
such a way as to promote skill- and rule-based 
behavior, allowing operators to deal with task 
demands in a relatively efficient and reliable manner. 
Knowledge-based behavior is also supported by 
embedding an AH representation of the work domain 
in the interface. This provides operators with an 
external visualization of plant structure and dynamics 
which offers support during abnormal situations 
requiring problem solving. 

The three principles of EID, each corresponding to a 
given level of cognitive control, are as follows: 

1. Skill-based behaviour (SBB) - to support 
interaction via time-space signals, the operator 
should be able to act directly on the display, 
and the structure of the displayed information 
should be isomorphic to the part-whole 
structure of movements. 
2. Rule-based behaviour (RBB) - provide a 
consistent one-to-one mapping between the 
work domain constraints and the cues or signs 
provided by the interface. 
3. Knowledge-based behaviour (KBB) -
represent the work domain in the form of an 
AH to serve as an externalized mental model 
that will support knowledge-based problem 
solving. 

For a detailed description and justification of these 
principles, see Vicente and Rasmussen (1990,1992). 
For a detailed example showing how these principles 
can be applied to interface design, see Vicente and 
Rasmussen (1990). 

Because the AH plays such an important role in EID, 
it is important to describe it in more detail. The AH 
is a multilevel representation format that describes 
the various layers of constraint in the work domain. 
Each level represents a different model of the system. 
For many complex human-machine systems, five 
levels of constraint have been found to be of use: 

1. The purposes for which the system was 
designed (Functional Purpose); 
2. The intended causal structure of the process 
in terms of mass, energy, information, or value 
flows (Abstract Function); 
3. The basic functions that the plant is designed 
to achieve (Generalized Function); 
4. The characteristics of the components and the 
connections between them (Physical Function); 
5. The appearance and spatial location of those 
components (Physical Form). 

Higher levels represent functional information about 
system purposes, whereas lower levels represent 

physical information about how those purposes are 
realized by plant components. 

There are two advantages to adopting the AH as a 
basis for interface design (Vicente and Rasmussen, 
1992; Bisantz and Vicente, 1994). First, this 
approach allows one to identify, a priori, the 
information needed to cope with events which are 
unfamiliar to operators and which have not been 
anticipated by designers. This is a very important 
property since such unanticipated events pose the 
greatest threat to system safety in complex industrial 
systems. Whereas traditional approaches to interface 
design rarely make an attempt to deal with this 
problem, the AH was explicitly designed to deal with 
unanticipated events. Secondly, the AH is also a 
psychologically relevant problem representation. 
There is a significant body of empirical research from 
a number of diverse domains showing that problem 
solving protocols can be mapped onto an AH 
representation (see Rasmussen, 1986 and Vicente and 
Rasmussen, 1992 for reviews). Thus, in addition to 
satisfying the engineering requirement of containing 
the information needed to cope with unanticipated 
events, the AH also satisfies the psychological 
requirement of providing a representation that is 
consistent with operators' problem solving processes. 

As a result of its unique characteristics, EID is an 
obvious candidate for designing graphic, computer 
interfaces for complex human-machine systems 
where unanticipated events can occur. In the 
following section, some of the previous research 
conducted on EID will be reviewed. 

3. LITERATURE REVIEW 

3J Starting Point 

Initial work on EID was conducted in the process 
control domain. A review of the research and 
development efforts on multilevel interface design for 
power plant control rooms revealed that several 
researchers had developed interface designs that were 
based on an AH representation of the plant. Thus, 
these previous efforts were of direct relevance to EID. 
Unfortunately, up until the time that the review was 
conducted (1990), no experiment had been conducted 
comparing a multilevel interface based on an AH 
representation to any other type of interface (Vicente, 
1992). As a result, the direct empirical evidence for 
the EID framework was very weak, not because the 
results obtained were equivocal but rather because 
appropriate studies simply had not been conducted. 
This provided a starting point for a research program 
on EID. 

The remainder of this section will describe some of 
the recent research that has been conducted on EID. 
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To reduce the scope to a manageable level, the review 
will be focused on the research that has been 
conducted by the Cognitive Engineering Laboratory 
(CEL) at the University of Toronto. Most of this 
research has been conducted using a simplified, but 
representative, thermal-hydraulic process simulation. 
Thus, the next subsection will begin by describing 
this system. 

3.2 Research Vehicle 

Most of the CEL research on EID has been conducted 
with two related systems, DURESS and DURESS II. 
DURESS II is an updated, interactive version of 
DURESS, a thermal-hydraulic process control 
microworld simulation program. The original 
DURESS system was a non-interactive system that 
presented subjects with real-time, "canned" scenarios. 
Subjects were able to view the behaviour of the 
system but not to control it. DURESS II, in 
addition to some minor structural changes, differs 
from the original primarily in that it allows for real-
time interaction so that subjects may actively control 
the system. 

DURESS II consists of two redundant feedwater 
streams (FWSs) that can be configured to supply 
water to either, both, or neither of the two reservoirs. 
Each reservoir has associated with it an externally 
determined demand for water that can change over 
time. The system's purposes are twofold: to keep 
each of the reservoirs at a prescribed temperature (40° 
C and 20° C), and to satisfy the current mass (water) 
output demand rates. To accomplish these goals, the 
subject has control over eight valves, two pumps, 
and two heaters. All of these components are 
governed by first order lag dynamics, with a time 
constant of 15 seconds for the heaters and 5 seconds 
for the remaining components. A diagram of the 
system can be found in Vicente and Rasmussen 
(1990). 

Two different interfaces for DURESS II have been 
designed to date. The first one is based on a piping 
and instrumentation diagram (P&ID) representation 
of the system. This interface provides a physical 
view of the system, focusing on displaying the 
current state of all of the components and the goal 
variables. The P&ID format was chosen because it 
is typical of how existing computer interfaces for 
process control systems have been designed. Thus, it 
serves as a meaningful control condition. 

The second interface for DURESS II was based on 
the principles of EID. A detailed explanation of how 
this interface was designed can be found in Vicente 
and Rasmussen (1990), so only a brief overview will 
be provided here. The EID interface contains all the 
information contained in the P&ID interface, but it 
also contains higher-order functional information that 

was identified through an AH analysis of DURESS 
(see Vicente and Rasmussen, 1990). Examples of 
functional information include valve flowrates, heat 
transfer rates, and in particular, mass and energy 
topologies. This added information provides a basis 
for supporting effective reasoning during 
unanticipated events, one of the important goals of 
the EID framework. In addition to the inclusion of 
this high-order relational information, another 
distinctive feature of the EID interface is the form in 
which information is provided. The interface was 
designed so as to preserve a one-to-one mapping 
between domain constraints and the salient, 
perceptual properties of the interface, thereby 
providing an external visualization of the system that 
is intended to enhance information extraction. This 
is in keeping with the EID goal of supporting the 
power of perception and action. A more detailed 
description of the rationale behind the design of this 
interface can be found in Vicente and Rasmussen 
(1990). 

3.3 Laboratory Findings 

The first experimental evaluation of EID was 
conducted in the context of the non-interactive 
version of DURESS (Vicente, 1992a). The goal of 
that study was to compare the earlier versions of the 
P&ID and EID interfaces in terms of how well they 
support problem solving behaviour, or KB Β. The 
experimental evidence indicated that the EID interface 
provided better support for KBB than the P&ID 
interface. While this finding was encouraging, the 
study was limited in several ways. First, the 
subjects were either theoretical experts or novices at 
generic thermal-hydraulic principles, but neither 
group had any substantial experience with DURESS 
itself. Second, the experiment evaluated the subjects' 
ability to diagnose and remember the values of 
dynamic, "canned" scenarios. Therefore, subjects did 
not interactively control the system. While there 
were reasons for conducting the experiment under this 
restricted set of conditions (cf. Vicente, 1992a), it 
remained to be seen whether the advantage of the EID 
interface would still hold with subjects with 
extensive experience controlling DURESS. 

The second evaluation of EID was also conducted in 
the context of DURESS (Vicente, Christoffersen, and 
Pereklita, in press). In that study, subjects again 
diagnosed real-time canned scenarios, but this time, 
only using the EID interface. In addition, verbal 
protocols were collected as the subjects tried to 
diagnose the nature of the events presented to them. 
A process tracing analysis was conducted by mapping 
subjects' verbalizations onto a two dimensional 
problem space representation of DURESS, defined by 
an AH and a part-whole hierarchy (Rasmussen, 
1986). Process measures of performance were 
correlated with product measures of performance to 
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determine whether there were any statistically 
significant relationships between subjects' cognitive 
strategies and their diagnosis accuracy. The results 
indicate that the greater the extent to which subjects 
adopted the top-down "zooming-in" strategy, that the 
AH is intended to support (Rasmussen, 1986), the 
more accurate their diagnosis performance was. This 
experiment was the first to empirically demonstrate 
the problem solving advantages associated with 
reasoning in an AH problem space. Nevertheless, 
the results are limited by the fact that the subjects did 
not interactively control the system. 

A third study was designed to overcome the 
limitations of the previous two (Pawlak and Vicente, 
1994). The experiment was conducted with the 
interactive DURESS II simulation so that subjects 
could control the system components. Slightly 
revised versions of the P&ID and EID interfaces were 
compared. Subjects were given extensive practice at 
controlling the system (1 hour per weekday for 4 
weeks) with one of the two interfaces before their 
performance on normal events and unfamiliar faults 
was evaluated. The results revealed that, under 
normal conditions, there was no performance 
difference between the EID and P&ID interfaces. 
However, dual task performance results indicate that 
the P&ID interface relies more on verbal resources, 
whereas the EID interface requires more spatial 
resources. Furthermore, a process tracing analysis of 
the fault trials showed that the EID interface led to 
faster fault detection and more accurate fault diagnosis 
performance. In addition, two deficiencies of the EID 
interface were identified, one suggesting a need for 
integrating trend information with emergent feature 
displays, and the other suggesting that displays 
tailored for enhanced perception of the system state 
may not always be well suited for fault 
compensation. The primary contribution of this 
study, then, was to compare the P&ID and EID 
interfaces under a more representative (Brunswik, 
1956) set of experimental conditions. 

The most recent experimental evaluation of EID was 
intended to investigate the long-term influences of 
EID on operator performance and knowledge 
(Christoffersen, Hunter, and Vicente, 1994). The 
EID and P&ID interfaces for DURESS II were again 
compared. More specifically, a longitudinal 
experiment lasting 6 months was conducted to 
compare these interfaces under a variety of 
conditions, including normal trials, routine faults, 
and non-routine faults. Just as in the previous study, 
subjects controlled the system every weekday (not 
including holidays) for about one hour per day. 
Product measures (e.g., time, actions) and process 
measures (e.g., verbal protocols) of performance were 
collected. In addition, several knowledge elicitation 
measures were occasionally administered to determine 
how the subjects' knowledge organization evolved 
over time. At the end of the experiment, subjects 

switched interfaces and had to control DURESS II 
under normal and routine fault conditions using the 
new interface. The primary findings of the study 
were threefold. First, on normal trials, there was 
very little difference in the average performance of the 
interface groups. The group using the P&ID 
interface, however, consistently showed more 
variability in their performance, occasionally taking 
much longer than usual to complete the required 
tasks. This effect was found to hold even after 5 
months of practice, and was specific to the interface, 
not to the subjects. Second, for both routine and 
non-routine faults, the EID interface was found to 
lead to better performance, especially with respect to 
diagnosis accuracy. These effects seemed to stem 
from strategy differences between interface groups, 
which were in turn a result of the interaction between 
the subjects' knowledge and the information provided 
in the interfaces. Third, subjects using the EID 
interface who actively explored the system and 
reflected on the feedback provided were able to 
achieve levels of adaptation and performance not 
observed with subjects using the P&ID interface. 
When adopting a surface approach to learning, 
however, subjects using the EID interface were likely 
to exhibit a very shallow knowledge base and poor 
performance (although no worse than that attained by 
subjects using the P&ID interface with a comparable 
level of motivation). Thus, it appears that there are 
certain preconditions which have to be satisfied if the 
benefits of the EID interface are to be fully enjoyed. 

3.4 Industrial Prototype 

Although the results obtained from the laboratory 
studies with DURESS and DURESS II have been 
very encouraging, it is important to determine if the 
EID framework can be scaled up to complex 
industrial systems. As a first step in this direction, a 
project was undertaken with ABB Corporate Research 
- Heidelberg to design a prototype EID interface for 
the feedwater subsystem of an ABB conventional 
power plant (Dinadis and Vicente, 1994). This 
proved to be a very valuable experience. 

The study showed that the EID framework can be 
meaningfully applied to industrial systems that are 
much larger in scale than the DURESS system that 
had been used to evaluate EID. An AH analysis of 
the feedwater subsystem was conducted and served to 
identify the information content of the interface. 
This information was then mapped onto salient 
perceptual cues in the interface that are intended to 
make informaüon extraction accurate and efficient. 

Another significant outcome of the feasibility study 
was a proof of principle that EID can be integrated 
with other interface design concepts. EID was only 
intended to address some basic issues in interface 
design (Vicente and Rasmussen, 1992), and so there 
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are several important design problems for which it 
does not provide guidance. Perhaps the most salient 
example is the issue of navigation. There are many 
different ways to display a multilevel interface based 
on an AH across display pages or windows (Vicente, 
1992c), but EID does not prescribe which is the most 
effective. In fact, there is very little empirical 
evidence on which to base such a decision (Vicente, 
1992b). However, the concept of visual momentum 
(Woods, 1984), which was specifically developed to 
address this issue, was used in the development of the 
ABB prototype. 

Similarly, EID is also silent on specific issues about 
coding of visual form. Because it is intended to be a 
general framework (Vicente and Rasmussen, 1992), 
EID motivates designers to pursue certain objectives 
(e.g. mapping domain constraints onto perceptual 
signs in the interface), but it does not offer a set of 
procedural steps for how to achieve those objectives. 
Again, however, it was possible to rely on other 
design principles (i.e., perceptual organization 
techniques) to address this interface design issue. 
These examples reinforce the point made by Vicente 
and Rasmussen (1992) that following the principles 
of EID alone does not allow one to design an 
effective interface for large scale systems. However, 
these results also show that EID provides a solid 
basis for design that addresses fundamental issues, 
and moreover, that it can be integrated with other 
important design principles. This makes EID a 
viable candidate for designing interfaces for complex 
industrial systems. 

4. TECHNOLOGY TRANSFER TO INDUSTRY 

As mentioned in the introduction, if an interface 
design framework is to be more than an academic 
curiosity, it must be perceived by industry to be 
relevant to significant design problems. How well 
has EID fared in this regard? 

Despite the relative novelty of the framework, there 
has already been a limited success in transferring EID 
to industry. This technology transfer has occurred 
primarily in the nuclear and process control industries 
and to varying degrees. A very modest form of 
technology transfer has occurred with AECL 
Research and Honeywell. Both of these companies 
have adapted the EID interface for DURESS into 
prototypes that are intended to illustrate state-of-the-
art interface design concepts that may find themselves 
in advanced control rooms of the future. 

Researchers at the Nuclear Engineering Laboratory of 
Toshiba in Japan (Monta et al, 1991) have gone 
much further. They have adopted EID as the basis 
for designing their advanced control room for a next 
generation boiling water reactor plant In addition to 
adopting the framework, they have also incorporated 

and adapted specific features of the EID interface for 
DURESS (e.g., the mass balance graphics) into 
some of their displays. This application is notable 
since it has been conducted at the scale of a full-scope 
nuclear power plant simulator. It is important to 
note, however, that this application of EID has yet to 
be evaluated. 

More recently, Mitsubishi Atomic Power Industries 
in Japan has demonstrated a very strong interest in 
EID. They have contracted Battelle to initiate a 5 
year research program, solely on EDD. The program 
has just started, so no results are available yet. 

In summary, EID has already attracted a fair amount 
of attention, at least from the nuclear industry. This 
is notable for several reasons. First, most of the 
research on EED has been conducted on a simplified 
yet representative process control simulation. This 
shows that it is possible to conduct laboratory 
research that has meaningful implications for 
complex, applied problems. Second, technology 
transfer from basic research to industry has been very 
hard to come by in human factors. The limited 
success of EID therefore stands out from the norm. 

Nevertheless, it is important to point out that the 
true value of EED to industry has yet to be firmly 
established. It would certainly be very premature to 
suggest that all control rooms for nuclear power 
plants, for example, should be based on EDD. Many 
research issues still remain to be addressed. More 
importantly, EED has yet to be evaluated on a large 
scale with professional operators. Thus, while there 
are many reasons to think that ELD is a promising 
avenue to pursue, it is much too early to recommend 
it as a proven design framework. 

5. FUTURE RESEARCH 

Given the results of the work reviewed above, several 
issues for future research suggest themselves: 

1. The biggest impediment to conducting research in 
this area is the lack of sensitive tools and methods 
for analyzing subject performance in dynamic, multi-
degree of freedom systems. Any progress in this area 
is likely to yield enormous benefits. 

2. It seems that people differ greatly in the extent to 
which they actively reflect upon, and learn from, 
their experience with an EID interface. Those who 
adopt a reflective attitude towards learning are the 
ones who are able to take the greatest advantage of an 
EID interface. It would be very useful to have a 
measure of this ability. 

3. The introduction of EED interfaces seems to 
require a fundamental shift away from procedural 
thinking to adaptation and reflection on the part of 
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Operators. Thus, it is likely that the benefits of EID 
interfaces cannot be fully realized with traditional 
training programs. The interaction between interface 
design and training needs to investigated. 

4. The utility of EID principles needs to be 
investigated in broader, more realistic contexts. For 
example, the issue of how to integrate physical and 
functional information in larger-scale systems, where 
the entire system cannot be represented on a single 
display page, needs to be investigated further. Also, 
the utility of the EID framework for work domains 
other than process control needs to addressed. 

Some of these issues are currently being addressed at 
the CEL at the University of Toronto. 
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Abstract: An integrated software system has been under development which aims at analyzing and 

evaluating the effectiveness of man-machine system designing, by computer simulations from varoius 

viewpoints of human factors. The target software system consists of two functional blocks: (i) distributed 

simulation system for man-machine interaction at man-machine interface, and (ii) man-machine design 

information évaluât or. In this paper, the configuration of distributed simulation system is firstly 

introduced, followed by the explanation how operator simulator model is organized by petri net model. 

Keywords: Man/machine systems, Man/machine interaction, Man/machine interface, Human factors, 

Human error, Cognitive systems 

1. INTRODUCTION 

Owing to the recent progress in computer control, information 

processing and human interface devices, designing of 

instrumentation and control (I&C) system for various plant 

system is rapidly going toward full digital I&C system with 

increased portion of automation. This is called as "supervisory 

control'* (Sheridan,1992) in man-machine system (MMS), and 

the problems of I&C System designing in these days have 

centered on how to evaluate the man-machine interface 

(MMI) design from various human factors viewpoints, such 

as (i)appropriateness of operators' role in total man-machine 

system, (ii) evaluation of effectiveness for the operator's task 

fulfillment, (iii) evaluation of impact of human reliability by 

the introduction of new operation procedure. 

The authors had made preparatory analysis to understand the 

human-machine interaction structure in the existing 

emergency operation procedure of nuclear power plant 

(Yoshikawa, 1992). This was made by a graphical task 

analysis procedure which is comprised of (i)task transition 

diagram, (ii)hierarchical task analysis diagram, (iii)crew 

organization and communicat ion diagram as input 

information for analysis, while (iv) action mode analysis table 

as output product. And then, from such desk-top analysis 

procedure which has been traditional in human factors 

analysis, the authors have proceeded to the development of 

computer-aided, simulation-based evaluation support system, 

for the predictive analysis of man-machine system designing 

from various viewpoint of human factors, especially centering 

on "cognitive mismatch in human-machine interaction". We 

are now in the process of developing the whole software 

system, the principal functional parts of which are divided 

into the two sub-systems, distributed simulation system and 

man-machine design information evaluator. The distributed 

simulation system is the back-end simulation system for all 

the three behaviors in concern in total man-machine system, 

ie., plant behavior, behavior of man-machine interface 

equipment, and operator's cognitive behavior. On the other 

hand, the man-machine design information evaluator is the 

front-end analysis support interface for both the qualitative 

and quantitative evaluations of cause and consequence of 

potential human error by operator's cognitive mismatch 

between perceived information and the presented information 

through man-machine interface. 

In this paper, the methodology for organizing the distributed 

simulation system will be presented, with highlighting the 

modeling and simulation method of operator cognitive 

behavior at man-machine interface by petri net model 

629 



(Peterson, 1981). 

2. DISTRIBUTED SIMULATION SYSTEM 

Method of integrated dynamic simulation for man-machine 

system as a whole will be a straight forward and thus effective 

tool for the predictive analysis of the cognitive mismatch 

between the both behaviors of operator and plant system. On 

the part of plant system simulation, the related modeling 

methods and computer simulation techniques have been the 

area of traditional system engineering, and there are a lot of 

plant simulators available as software tools. 

Concerning the behavior of human element, it is completely 

different from the modeling of machine element with respect 

to principle and mechanism of behavior, and it is a very 

difficult problem to model human cognitive behavior at man-

machine interface. The authors have newly applied petri net 

for modeling human cognitive behavior, because of its 

easiness to organize the distributed simulation system in 

concern, considering the variety of human model level from 

a rather simpler one to more elaborate one in order to 

implement it into the whole system gradually. The authors 

are now under development of the initial phase of the operator 

simulator by petri net model which still takes into account of 

necessary psychological factors of operator cognitives such 

as perception, cognition and motor action with different 

mechanisms of human memory. The details of modeling 

framework, simulation method and the current status of 

development will be described separately in Section 3. 

Apart from the problem of human modeling mentioned above, 

we will need a model of man-machine interface, when w e 

think of integrated simulation on man-machine interaction . 

This should be an abstracted model of real man-machine 

interface equipment (ie. control board) which can effectively 

interface the model parameters in the both simulators of plant 

and operator. For this purpose, we have been developing 

"Man-Machine Interface (MMI) information generator", a 

kind of online knowlegde database model. By this MMI 

information generator, multif acet conditions of man-machine 

interface equipment with respect to structural configuration, 

topological relationship, functional characteristics, etc., are 

modeled by a knowledge database with hierarchical frame 

representation, and the dynamic information elements coming 

from and going to the both simulators can be included in the 

appropriate slots of the frames and can be updated from time 

to time during dynamic simulation. 

To sum up, the computer simulation of man-machine 

interaction will be organized by the distributed architecture 

of the three simulators; plant simulator, operator simulator 

and MMI information generator. Figure 1 summarizes general 

idea of this distributed simulation system with the information 

flow among the three different simulators. 

3. OPERATOR SIMULATOR 

3.1 Conceptual framework of human model by pern net 

Reason who viewed human as "fallible machine" proposed a 

general framework of human modeling which will be able to 

predict not only right human performance but also possible 

human error form (Reason, 1990). This is the product of 

conceptual aggregation from the existing knowledge in the 

field of cognitive psychology, and from his thinking, the 

Plant Simulator 

Plant Simulator 

I/O Data Table 

Man-Machine Interface 

Information Processor 

- ( Operator Simulator y 

Fig. 1. Organization and information flow in distributed simulation system. 
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general idea on how to model human cognitives at man-

machine interface can be summarized as shown in Fig. 2. 

There have been a lot of simulation works published thus far 

for modeling human cognitive behavior, and most of them 

applies AI technique using blackboard architecture. But the 

authors set to develop operator simulator model by applying 

petri net model because of the following considerations to 

implement the general framework in Fig.2 into an efficient 

distributed simulation system: 

( l )Need of modeling both serial processing portion 

(conscious process) and paralell processing (unconscious 

process), 

(2)Need of describing "chunking of knowledge structure" by 

hierarchical way, 

(3) Need of visualizing state transition in cognitive process, 

(4) Ease of modeling the interaction of cognitive process with 

out-world information through MMI information 

generator, 

(5) Ease of handling knowlegde base structure (update and 

grade-up) to meet the analysis objectives flexibly, and 

(6) Need of estimating various performance measures (such 

as mental worklord index). 

The advantage of applying petri net model lies in its merit of 

describing state transition by the use of "place" and 

"transition", where we can mix both the serial and parallel 

processes, and visualize the structure and the dynamic 

process of state transition comprehensively on graphical 

display. 

But there remains problems if we proceed to apply ordinary 

petri net model for formulating the conceptual model as 

described in Fig.2. The most important point is that the 

distinction between "processing mechanism " and "data 

structure " is not necessarily clear from Fig.2 because it is 

rather crude picture on how human cognitives work as a 

whole. Therefore, we have to make clear the general idea in 

Fig. 2 into a more workable formulation to construct human 

model by petri net model. 

At the moment, the authors are thinking of translating it into 

the system architecture as shown in Fig.3, where the whole 

functions of human cognitives are divided into perception 

system, cognitive system and motor system. In Fig.3, the 

distinction between processing mechanism and data structure 

is only made for cognitive process by "KB processing" and 

"KB database", respectively. 

The area of PWM is the background pallete area of 

information elements coming from perception system, to 

and from KB database and going to motor system, while 

FWM that for conscious processing to the attended 

information elements from PWM. KB database corresponds 

to long-term memory. 

Outer 
World 
Information 

Semantic Cognit ive 

interpreter fitter 

V inf< 
Vocal and postural communicat ion 
information f rom other members 

ition Ν 

•C KB units with highei 
activation level in K B 

/ Retrieve /selection 
y mechanism for KB contents 

: Similarity matching 

: Frequency gambling 

KB (Unconscious World): 
Parallel processing 

Buffer 

Call ing condition 
(2-3 words) 
to KB 

Two kinds of K B 

: KB with action program 

: KB without action program 

V / / / / / / / / / / / / / 

G 

v. 

1 

Filtering of input information 
from man-machine interface 
by perception processing 

Limited information elements with 
conspicuous saliency will be highlighted as in 
PWM 

PWM(SubConsciOus world) : 
Background information storage 
for conscious processing 

F W M (Conscious wor ld) : Attentional and serial processing 

: Limitation of information unit within magical numbers 

: Cycle t ime about several mill iseconds 

: Workload increase when density of consecutive 

processing becomes high 

: Generation and test ing of hypothesis 

: Generation of knowledge and evaluation 
Deductive reasoning: 
Abduct ive reasoning: 

: Maintenance of context vs . change of priority of 
action plan 

: Information chunking as mechanism of 
information compress ion 

A 

Automatic execution of action program 
when activation level becomes high 

PWM: Peripheral Working Memory 
FWM: Focal Working Memory 
KB: Knowledge Base (Long-term Memory) 

Fig.2. Conceptual framework of human model for man-machine interface problem. 
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Operator StamteHoir Mtoitel 

Cognitive System 

KB prosessmg 

Perception System Motor System 

C E 3 
Man-Machine-lnterface 

c Plant Simulator 3 
Fig.3. Configuration of operator simulator model. 

The important funct ions in KB process ing are 

(i) prioritization of incoming information elements which 

come from perception system and KB database, by assigning 

"Importance Index". (The information elements with high 

priorities are those with "High Saliency" from perception 

system all the way through semantic interpreter and cognitive 

filter, and spontaneously activated knowledge elements with 

"High Activation Level" in KB database. The information 

elements or words with high "Importance Index " correspond 

to "Calling Conditions" in Fig.2.), (ii)retrieval of information 

elements from KB database by keywords search with Calling 

Condition, (iii) inference function at FWM with interaction 

to KB database keeping the context in concern, (iv) chunking 

function of the both information elements activated in FWM 

during attentional process and the knowlege elements in KB 

database which are "theorized " unconsciously as learning or 

experience will accumulate. If the cognitive process bypasses 

FWM and the action is made only through PWM pallete, then 

this process will be "skill-based process" and if the process 

is on FWM but it follows just the procedural knowledge base 

in KB database with no further inference mechanism 

triggered, then it will be "rule-based process" otherwise 

" knowledge-base". 

3.2 Petri net model for cognitive system 

We have conducted on the petri net modeling for the part of 

cognitive system with rather simpler modeling assumptions 

than those required for the final targets as mentioned above; 

only rule-based procedural process with a single calling 

condition (single word) selected by preset "Importance Index" 

vector. The items and contents of the information elements 

in FWM are shown in Fig.4, while the way how to convert a 

given operation procedure into petri net model as information 

Items Contents 

Information Content Which does what? 

Importance Index Priority measure of 
processing 

Information Source 
Perception System, 
Knowledge-Base, 
Knowledge Prosessing 

Status of KB Processing 
Prosessing is needed. 
Processing is ended. 
Processing is unKnQWn 

Relationship between 
Other Information 

Fig.4. Information elements for FWM pallete. 

elements in KB database is illustrated as shown in Fig. 5. 

As seen in Fig.5, there are two types of places, simple places 

indicated by single circles,and hierarchical places by double 

circles. Note that a statement label attached to each place is 

the statement of specific action to be made. The content of 

hierarchical place will be further expanded like the sequence 

of places and transitions as shown in the bottom part of Fig. 

5. The transitions are indicated by perpendicular bars as 

shown in the same figure. 

There are four types of tokens for place, as explained in Fig.6. 

If all the places connected to a transition towards upstream 

direction become "finished" state, then the transition will fire 

and all the places downwards becomes "candidate" state. The 

state of place changes from "candidate" to "finish", if the 

content of attended information element (highest Importance 

Index in FWM list) agrees with the statement label among 

the places with " candidate " state. 

The way how PWM, FWM and KB database work together 

by the cognitive system is illustrated in Fig.7. The sequence 

of transient is as follows; 

(l)In KB database, "instrument A low alarm" is already at 

"candidate" state. First, an information element "Instrument 

A Alarm on" is noticed via perception system and PWM, 

and this changes highest "Importance Index" vector in FWM 

so that the most attended action in FWM is "Instrument A 

alarm NEEDED". 

(2)Then FWM starts information search to KB database by 

keyword "Instrument A alarm". 

(3)The search in KB database finds that the place "Instrument 

A Low Alarm"with "candidate " state (mark a ) agrees with 

the keyword. Then this place a will be activated. 

(4)The token of the place a changes to "finished" state in 

the meantime and the downstream transition fires. Then all 

the places downstream of the transitions ( β and J ) become 

"candidate" state. Afterwards, those status change information 

in KB database are sent back to FWM via PWM, so that the 

FWM information content be altered as "Instrument A alarm 

ENDED", "Assume Accident-type A NEEDED", and 

"Assume False Alarm NEEDED". 
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Operation Knowledge for Alarm Triggering 

If Alarm A is triggered, then doubt whether Accident-type A, 
Accident-type B, or False Alarm. 

And if Instrument A is low and Instrument Β is low, 
then Judge as Accident-type A. 

And if Instrument Β is low and Instrument C is low, 
then Judge as Accident-type B. 

If neither Accident-type A nor Accident-type B, 
then judge as False Alarm, 
and push Alarm Confirm Button and neglect alarm. 

Describe Operation Procedure 
by Petri Net Model 

KB Database 

Assume 
Accident-type A Judge as 

Accident-type A 

Alarm A 
Recognize 

Assume 
False Alarm 

Push 
Alarm Confirm Button 

Confirm Move to End of 
Instrument Instrument Position Read Instrument Jugde Instrument Confirm 

Fig.5. Method of converting operation procedure to Petri Net model as KB database. 

Type of Token Status of Place Meaning 

Ο "Candidate" of 
Action 

If the place content which is already "candidate" state agrees with the 
request from FWM, then the token of this place wil become "Finish" state, 
after action succeeds. But if the action failed, the token becomes "Failed" 
state. 
As soon as the upstream transition is fired, the place becomes 
"Candidate" state and the information content of the place is sent to PWM. 
(If the place is the initial one of the petri net sequence with no token marks 
in the sequence, it is assumed as "candidate" status.) 

• Action "Finished" When the place becomes this state, then the direct downstream 
transition to this place is checked whether or not it satisfies firing 
condition, and if it fires, then the output places of this transition 
become "Candidate" state. 
As soon as the place is found to shift from "Candidate" to "Finished" 
status by the request from FWM, status flug of KB processing in FWM 
is requested to change from "needed" to "ended" by way of PWM. 

X Action "Failed" When the place becomes this state, the request of changing the status 
flug of KB processing in FWM from "needed" to "ended" is made via 
PWM. No firing of the downstream transition occurs in this case. 

None No activating state The place with this token state is outside of the search from FWM. 

Fig.6. Types of tokens and their meaning. 
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^ Perception System ^ 

[1] Information Input from 
Man-Machine Interface 

PWM 

FWM 
Instrument A Alarm NEEDED 

xxxxxxxxxxxxxxxxx XXXX 

KB Database 

[2] Information Search to 
Knowledge Base 

Assume Accident-type A 

Instrument A Low Alarm f Λβ^^-

*J Assume False Alarm 

J 
-|-*®-

[3] If searched info from FWM coincides with 
token place info 

Q Perception System ^ 

C PWM 

[4] Send back updated 
info to FWM 

FWM 
!> Al Instrument A Alarm ENDED 

A s s u m e Accident- type A N E E D E D 

A s s u m e False Alarm N E E D E D 

KB Database 

Instrument A Low Alarm 

Assume Accident-type A 

Assume False Alarm 

Fig.7. Control algorithm on how PWM, FWM and KB database work together in cognitive system. 

4. CONCLUSION REFERENCES 

In this paper, the authors presented the modeling methods 

and development of the distributed simulation system for man-

machine interaction, especially highlighting the use of petri 

net model for organizing cognitive system in the operator 

simulator. Although the software system development is 

rather initiating phase, the example simulation practise thus 

far conducted for PWR LOCA accident resulted in that the 

proposed method would be fundamentally an effective 

approach alternative to the AI methodology to model various 

aspects and characteristics of human cognitive behavior at 

man-machine interface. 

In future, the authors are going further development such 

as elaboration of the modeling capabilities of cognitive 

system, development of the remaining sub-system elements 

such as perception system and motor system, and finally total 

system integration, in order to realize the target distributed 

simulation system of man-machine interaction as the back-

end system of the whole analysis support system for man-

machine system design information. 
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Abstract . In safety monitoring, uncertainty domain exists in states of the monitored object where 
a sensor cannot determine whether the object is in safety or in danger. To reduce the uncertainty, 
a new design method of non-homogeneous monitoring system(NHMS) is proposed that utilizes two 
types of sensors which have different thresholds. Our paper analyzes how to judge states of the object 
at uncertainty domain in NHMS without information added from human being and in NHMS with 
it, respectively. Probabilistic model and Dempster-Shafer model are adopted and the conditions are 
proposed under which inspections by human beings are effective. 

Key Words. Man/machine systems; Probabilistic models; Decision theory; Safety analysis; Moni-
toring systems; Dempster-Shafer theory; Uncertainty 

1. INTRODUCTION 

Reliable safety monitoring is important for detect-
ing abnormal si tuations in large-scale systems or 
in those systems that cannot be observed directly. 
It is known, however, tha t a sensor is vulnera-
ble to two types of contradictory failures; a failed 
dangerous (FD) failure and a failed safe (FS) fail-
ure (Henley, 1985). An F D failure means that 
a sensor fails to generate an alarm signal for the 
monitored object in danger, while an FS failure 
means that a sensor generates an alarm signal for 
the object in safety. A safety monitoring system, 
which has been developed to prevent both FD and 
FS failures of individual sensors, generates a reli-
able alarm through a synthet ic judgment based on 
information from several sensors. 

Phillips (1980) has shown tha t the optimal struc-
ture of Ν independent identical sensors is a k-
out-of-iV, under which an alarm is generated if 
at least k sensors produce alarm signals. Though 
this structure is effective to avoid influence from 
physical noise or transient faults, F D / F S failures 
sometimes occur even if a sensor doesn't fail, be-
cause it is difficult in some states of the monitored 
object for a sensor to judge whether the object is 
safe or dangerous. This paper focuses on this u n -
c e r t a i n t y z o n e . To reduce ambiguity in the un-
certainty zone, Tanaka (1994) proposed a reliable 
design method for monitoring systems that con-
sist of two different types of sensors. Such systems 
are called in this paper as n o n - h o m o g e n e o u s 
m o n i t o r i n g s y s t e m s (NHMS). NHMS have two 

properties; one is to decrease the occurrences of 
conflict outputs of a sensor and the other is to eas-
ily identify the uncertainty zone. The latter prop-
erty provides a chance to utilize information ob-
tained by human judgments based upon detailed 
inspections of the monitored object. 

Our paper describes an optimal design method 
of NHMS which minimizes the expected value of 
losses from F D / F S failures. The basic issue is to 
decide when the system alarm should be generated 
on the basis of monitored states . After discussing 
the design of machine system, this paper analyzes 
the design of human-machine system via two ap-
proaches, one based on probability theory and one 
on the Dempster-Shafer theory. Conditions are 
shown under which inspection by humans is effec-
tive in NHMS. 

2. NON-HOMOGENEOUS MONITORING 
SYSTEMS 

2.1 . SP sensor and FW sensor 

Two-state models do not consider uncertainty 
zone in which neither safety nor danger is 
affirmed by sensors since the object is re-
quired to be always either safe or dangerous in 
their models. To consider F D / F S failures de-
rived from uncertainty zone, lack of information 
about danger must be distinguished from safety 
since not to detect dangerous phenomenon of 
the object doesn't always guarantee its safety. 
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Safety presentation sensor 

Safety signal No signal 

(a) 

Real 
state 

W 

1 o 
Safety ; 1 

^-J^Danger - D -
No signal Danger signal 

Fault warning sensor 

Fig. 1 SP sensor and F W sensor 

To deal with this issue, Tanaka (1994) introduced 
two kinds of sensors: a safety-presentation (SP) 
sensor and a fault-warning (FW) sensor. An SP 
sensor generates a safety signal(say S) only when 
it confirms tha t the monitored object is safe. This 
means tha t even if the SP sensor doesn't generate 
a safety s i gna l ( ^5 ) , it doesn't always reveal dan-
ger. On the other hand, an F W sensor generates 
a danger signal(J9) only when it confirms tha t the 
object is dangerous. In the F W sensor, no alarm 
signal(~Z}) doesn' t always guarantee safety. It 
is expected tha t few FS failures occur in the SP 
sensor and tha t few FD failures occur in the F W 
sensor. Accordingly, an NHMS tha t consists of 
both types of sensors is expected to decrease the 
occurrences of both FD failures and FS failures in 
the uncertainty zone. An NHMS is easily obtained 
by setting different thresholds of sensors(Fig.l) . 

Consider two-sensor system which has three types 
of combination: two SP sensors, two FW sen-
sors, and an NHMS. Our first problem is to de-
cide whether or not an NHMS is optimal among 
them. T h a t is the optimal combination prob-
lem (OCP) of deciding the optimal combination 
to minimize damage from F D / F S failures among 
three combinations. The OCP is dealt with in 
terms of the Bayesian methodology in Sec. 3. 

2.2. Inspection activity by human 

If an NHMS is a machine system which automati-
cally generates a warning for danger based on sen-
sor outputs , it may be unable to utilize informa-
tion about uncertainty zone because it interprets 
the whole uncertainty zone as either safe state or 
dangerous one. Most valuable method in such 
cases is to incorporate human judgments based 
on detailed inspection of the monitored objects. 

Fig.2 shows four output pat terns of an NHMS. 
Pat tern (a) is a standard pat tern for the safe 
object since the SP sensor generates a safety 
signal and the F W sensor doesn' t generate a 
danger s ignal(Sn ~ D). Similarly, pattern (b) 
expresses a s tandard pattern for the dangerous 

sp Η 
FW \ 

Safety signal 

(b) 

(c) 

o-

h D -

i- m »i 
r 

Danger signal 

Fig. 2 Outpu t pat terns of NHMS 

ob jec t (~ S O D). Pa t t e rn (c) reveals tha t neither 
the SP sensor confirms safety of the object nor the 
F W sensor confirms the existence of a dangerous 
p h e n o m e n o n ^ SO ~ £ > ) . This reveals tha t the 
sta te is in the uncertainty zone and tha t it is diffi-
cult to judge correctly whether the object is safe or 
dangerous. In this case, if there is enough time to 
inspect the object and the inspection is performed 
with low cost and low probability of human error, 
it is desired to judge from added information after 
detailed inspections. Our interest is to know the 
conditions under which inspection is bet ter from 
the point of balance of cost and performance. In 
pa t te rn (d), it seems impossible to judge whether 
the object is safe or dangerous(S Π D). This pat-
tern presents information about physical failures 
in sensors, which should be repaired of physical 
trouble immediately. 

Thus, (c) and (d) reveal uncertainty zone and 
sensor failures, respectively. After a Bayesian 
approach to analyzing these pat terns , based on 
Tanaka (1994), is discussed in Sec.3, the use of 
the Dempster-Shafer theory is examined in Sec.4. 

3. BAYESIAN PROBABILISTIC A P P R O A C H 

3.1. Probabilistic Model 

Consider a general safety monitoring system con-
sisting of η sensors which monitor the same char-
acteristic. X is a set of states of the monitored 
object in the real world. Assume tha t X is di-
vided into safety domain 5 and danger domain 
D, t ha t is, X = S U D and S Π D = φ. Each sen-
sor monitors a totally ordered value η(χ) for the 
real s ta te χ £ X. Fig.3 shows an NHMS model 
which consists of two sensors. 

NHMS 

SP sensor 

- s ~S 
FW sensor 

D 

Structure » 
function ! 

sa 
Inspection 

Fig. 3 Non-homogeneous monitoring system model 
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ysp(i)
 :

 ou tpu t variable of the i-th SP sensor 
Vfw(J)

 :
 ou tput variable of the j-th FW sensor 

TSp,Tfw • thresholds of S P / F W sensors 
ySP = 0 : safety ( 5 ) , when η(χ) < Tsp 

y sp — 1 : not safety ( ~ S ) , when η(χ) > Ts ρ 
yFW — 0 : not danger (~D), when η(χ) < Tfw 
y FW = 1 ^ danger ( D ) , when 77(2;) > 

Let y be a vector of ou tpu t variables of sensors 

: y = (ysp( l ) , . . ,ysp(*) , î /F iv( fc + 1 ) , ~,yF\v(n)), 
and φ be a s t ructure function: y —• {0,1}. 

φ(γ) = 0 : no system alarm generation 
φ(γ) = 1 : system alarm generation 
Ca · loss caused by an FS failure 
Cb ' loss caused by an FD failure 
π := p(x G D). 

The expected loss I of φ is expressed as 

/ = * £ ^(y)p(yb) + L Σ <Ky)p(y\s), 
y y 

( ί ) 

where φ = 1 - φ, Κ = TTCÔ, L = (1 - 7r)Ca, 
and = p(y\x G JD). The two terms in (1) 
express the expected losses causes by FD failures 
and FS failures. The opt imal system is required to 
minimize / . In terms of decision theory, the opti-
mal system is the Bayesian risk that minimizes the 
Bayesian expected risk 7. The optimal structure 
function φ which a t ta ins Bayesian risk is easily 
obtained by the following rule(Henley, 1985): 

•{1 i f p ( y ) > 0 
if?(y)<o, (2) 

where g(y) = Κ • p(y|jp) - L · p(y\s), which is 
derived from the rewrit ten form of (1), 

/ = # - 5>(y)ir(y). 
y 

(3) 

This rule is based on a function of all sensor out-
puts which include contradicted patterns. 

OCP is to minimize I by controlling the combina-
tion of SP sensors and F W sensors, which means 
controlling values of p(y |s) and p(y|r>). Assume 
that all sensors have the same distribution. Let 
the conditional distribution of p(t\s) for observed 
value t = η(χ) be F(t) and tha t of p(t\D) be G(t). 

Safety Danger 

G(TSp)
 T sP T

™ 1-FOW
 t 

Fig. 4 Distribution functions of sensor outputs 

Since F(TSP)=p(O(x)<TSP\s), 

p{ysp = 0 |s) 
p(ypw = 0|s) 
p(ysp = 0\D) 
p(ypw = 0\D) 

= F(TSP) 

= F(TFW) 

= G(TSP) 

= G(TFW). 

( = a) 

( = c) 
(4) 

3.2. Machine Monitoring System 

Consider the O C P for a basic two-sensor system 
of selecting the opt imal type among three types 
of SS, DD, and NHMS, given distributions F , G 
and thresholds Tsp, Tpw- Now, assume tha t 

(Al ) sensors are mutually independent, 

(A2) 0 < θ < 1, where F (Tfw) - F(TSP) = 0, 

(A3) F(Tsp)> 1-F(TFw)-

In (A2), the value θ shows probability of the un-
certainty zone. If θ = 0, an SP sensor would be 
not distinguishable from an F W sensor. 

Moreover, to avoid needless complexity in our 
model, assume symmetry for two the distribu-
tions, F and G, with respect to the thresholds; 

(A4) 
F(TSP) = 1 - G(TFW) =a, 

G(Tsp) = 1 — F(Tpw) = c . 

Then, G(Tpw) — G(Tsp) = θ also follows from 
(A2) and (A4). By introducing two parameters , 

7 = 
F(TSp) a 

G(TSP) c' 
s=a = 

L (1 - 7r)C a 

(5) 

the following Proposition 3.1 provides us with a 

criteria for selecting the optimal combination in 

the case of δ > l(see Tanaka (1994) for δ < 

1), where Α(δ) = δ
2
 - (δ - 1)(1 - vTTi 1), 

5 ( 7 , = C ( 7 , δ) = f ^ f e ä y , and D(7) = 

Proposition 3.1 T h e optimal combination system 
and the optimal s t ructure for a two-sensor system 
in δ > 1 are specified in the following figure: 

2-out-of-2 system 

Iss 
j system ^ ^ S S system ί 

N H M system ^^j^uui 

1 -out-of-2 system 

DD system 

ô A ( ô) 

Fig. 5 The optimal combination system 

Proposition 3.1 reveals that NHMS is optimal 
when δ < y < Α(δ) and β ( γ , ί ) < θ < C(y,6). 
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I N H — linsp = 

The comparison is meaningful only when y~
2 < inspection, we have 

δ < γ 2 , because when y~
2
 > 6, no systems gen-

erate a system alarm and when γ 2 < £, all the 
systems always generate a system alarm. An in-
teresting result is tha t the optimal combination 
is uniquely determined regardless of the value of 
uncertainty zone Θ when 7 G [y/δ, δ]. 

= J {L-RK- d)Z ϊ ί δ > \ 

(Κ - RK -Ci)Z i f * < l , (6) 

Example 1 Suppose π = 0.001, Ca — 1, 
and G 6 = 20,000 which leads to δ = 20.0. 
When (F{TSP),eiG(Tsp)) = (0.85,0.1,0.05), SS 
system is optimal independent of θ since 7 = 
§ | | = 17 G [4.47,20.0](= [>/?,*])· When 
( F ( T 5 p ) , Ö , G ( T 5 p ) ) = (0.89,0.1,0.01), NHMS is 
optimal since 7 = 89 G [20.0,761.5(= A(20))] and 
5 (89 ,20 ) = 0.039 < θ < G(89,20) = 0.353 

It should be remarked tha t the expression of the 
s t ructure in SS is different from tha t in DD. For 
example, 2-out-of-2 system in SS means that when 
neither of the two SP sensors produces a safety 
signal, the system generates a system alarm. 

Both the optimal combination and the optimal 
s t ructure depend on three parameters , 7 , 0 , and (5, 
where 7 is not an absolute value but a relative pa-
rameter(see (5)). Moreover, if it is assumed tha t 

(A5) G(z)F(x)~
l is strictly increasing, 

one parameter is eliminated. 

Proposition 3.2 Under fixed F and G, determin-
ing θ is equivalent to determining 7 . 

Prop. 3.1 and 3.2 lead to the result tha t the opti-
mal combination depends only on the uncertainty 
zone θ and the environment parameter δ under 
fixed F and G. 

where Ζ = F(TSP)F(TFW) + F(TSP)F{TFW). The 
right term in (6) reveals the effect of inspection. 
Since Ζ > 0, the next proposition is obtained. 
Note t ha t the condition is independent of distri-
butions F and G. 

Proposition 3.3 NHMS with inspection is more 
desirable than NHMS without inspection if and 
only if min(K: L) - RK > Cj. 

Example 2 Consider again Example 1. Sup-
pose R = 0.01 and G/ = 0.1. Since min(K,L) — 
RK = L - RK = 0.799 > G/, NHMS with in-
spection is better than tha t without it. When 
(F(TSp),0,G{TSp)) = (0.89,0.1,0.01), the effect 
by inspection is I ^ H - linsp — 0.141 — 0.059 = 
0.082. Moreover, when R and G/ satisfy 0.999 > 
20J?-f G/, inspection activities are desirable. 

4. D E M P S T E R - S H A F E R T H E O R E T I C A L 
APPROACH 

In the probabilistic model, machine system con-
siders the whole uncertainty zone as a safe state 
or as a danger s tate and only human-machine sys-
tem can divide it into safety par t and danger part . 
In this section, Dempster-Shafer theory (D-S the-
ory) is used to perform a division of the uncer-
tainty zone by machine system. D-S theory has 
been utilized for uncertainty analysis (Klir, 1988). 
Throughout the whole section, (A1),(A2),(A3), 
and (A4) are assumed. 

3.3. Human-machine Monitoring System 

As mentioned earlier, when neither the SP sen-
sor nor the F W sensor generates a signal in the 
NHMS, the object is considered to be in the un-
certainty zone. In this section, conditions are dis-
cussed under which a detailed inspection is effec-
tive to judge the state of the object. 

Let G/ denote an inspection cost and R denote the 
probability either that the inspection cannot de-
tect any actual danger or tha t damage will occur 
before inspection is complete. When inspection 
is performed, the inspection cost Cj is required 
even if the object is safe. Moreover, if the object 
is dangerous, the expected value of the damage 
from incomplete inspection RCb is added to the 
inspection cost. If inspection is always complete, 
R should be set to zero. When we denote by Iinsp 

the expected loss for the NHMS with inspection 
activities and by IJVH the expected loss without 

4 .1 . Dempster-Shafer Theory 

Let 

m : p(X) -+ [0,1] (7) 

be a function, referred to as a basic probabil-
ity assignment(BPA), such tha t πι(φ) = 0 and 
Sagp(A') m( ^ 4 ) = 1· Note tha t the domain of 
BPA, p(X), is different from the domain of a prob-
ability distribution function, which is X. One of 
the central issues in D-S theory is how to combine 
BPA's given by several independent sources. Sup-
pose there are two BPA's, m\ and rri2- The stan-
dard way of combining mi and m,2 is expressed 
by 

q(C)= Σ ™i(A)m2(B). (8) 
C=Ar\B 

However, the combined belief must be normalized 
because ς(φ) > 0 in general. Inagaki (1991) pro-
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posed a combination rule which unifies Dempster 's 
rule and Yager's rule. This paper uses another 
unified rule: 

mk(C) = kq{C) ϊοτΟφΧ 
mk(X) = kq(X) + ( l - i f l - g O ) ) ) , (9) 

where 1 < k < = k m a x. This uni-

fied combination rule, which is equivalent to Ina-
gaki's rule, coincides with Yager's rule when k = 1 
and with Dempster ' s rule when k — (1 — ς(φ))~

1
] 

the rule for k m ax is called an Ext ra rule (Inagaki, 
1991). Yager's rule(Yager, 1987), 

m(C) = q(C) 
m(X) = q(X)+q(4>), 

ϊονΟφΧ 
(10) 

regards contradictions as coming from ignorance. 
Dempster 's rule(Shafer, 1976), 

i ( 0 = 
g(g) for all Ce p(X). (11) 

constructs a combined BPA from that portion of 
information which does not exhibit any contra-
dictions. The Ex t ra rule is equivalent to adopting 
Dempster 's rule for all sets except X so tha t the 
rule keeps only q{X), i.e., mkrnax(X) - q(X). 

Belief and plausibility measures are uniquely de-
termined for each Α Ε p(X) by the formulas 

Bd
k
{A) =EBCA™*(B), 

(12) 

4.2. Expected Loss in D-S Model 

D-S theory is suitable for modeling our problem 
because s ta tes of SP sensor are not expressed by 
S and ~ S but by S and unknown X. Let us 
introduce some BPA's given S or D; 

mSp(S\s)=p(t<TSp\s) 
mSp(S\D)=p(t<Tsp\D) 
mFw(D\*)=p(TFW < φ ) 
rnSp(X\*) = 1 - rnsp(S\*) 
mFW(X\*) = 1 - mFW{D\*) 

(= ') 
(= c) 
(* = SOTD) (13) 

tha t is, to decide the optimal value of k in the 
combination rule(9) after qs(-) is obtained from 
™>SP(*\S) and mp\y(*\s), and <?/?(·) is obtained 
from msp(*\D) and m/pw(*|r;) by (8). In this 
process, ambiguities in conflicting outputs and the 
uncertainty zone are partly deleted by interpret-
ing them as a safety part or a danger part . Fur-
thermore, according to (12), belief and plausibil-
ity measures given safe object are defined from the 
unified assignment by 

Bel
k
(D) =mk(D\s) ( . 

Pl
k
(D) =mk(D\s) + mk(X\s).

 {
'

V 

Bel
k

D(S) and Pl
k

D{S) are also defined similarly. 

The expected loss in D-S model, J , is easily ex-
pressed by these measures: for the SP system 
type, it is 

JSP(k) = wCbBel
k

D(S)+¥CaPl
k

s(D); (15) 

for the F W system type, it is 

JFW(k) = *ChPl
k

D{S) + 7cCaBel
k

s(D). (16) 

Our second problems is to decide the optimal type 
among SP system type and FW system type. In 
other words, it is to decide which the remaining 
par t in the uncertainty zone, X, should be inter-
preted as safety or as danger. 

4.3. Machine Monitoring System 

The optimal value k in the unified combination 
rule(9) is obtained as follows. 

Proposition 4-1 
(1) For the SP system type, 

/ JSP(I) if <5 > f ^ f i 

qo{S) 
Jsp(kmax) 

(2) For the F W system type, 

Jrw(kmax) ifS>^m 

Our first problem is to decide how to synthesize 

outputs of an SP sensor and an FW sensor(Fig.6), 

minkJFW(k) = { * "
 v
 "*"~

/
 ^DI 

NHMS 

SP sensor 

s ? ( = X ) 

FW sensor 

? D 

Combination 
* S P rule 

Safety 
Danger 

FW system^ 

Inspection 

Fig.6 D-S model for NHMS 

Since qs{S) - qü(D) - ox, ÇD(S) ~ qs(D) - äc, 
and qs(X) — °D(X) = öc from the assump-
tion of symmetry (A4), the optimal combination 
rule and the optimal system type are simply ex-
pressed by the following two propositions, where 

_ F(TFW) _ 1 - ç 
a
 - G(TFW) ~ 1 - α · 

Proposition Optimal combination rule is 

(1) Yager's rule (fc = 1) if δ < (aj)~
l
 or α γ < δ, 

(2) Ex t ra rule (k = kmax) if (cry)"
1
 < δ < cry. 
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Proposition 4-3 Optimal system type is 

(1) SP system type if δ > 1 
(2) F W system type if δ < 1 

Prop.4.3 reveals that the optimal type depends 
only on the ratio of Κ and L, and is not dependent 
on the assignment ra. 

E x a m p l e 3 Consider again Example 1. Since 
δ = 20, SP system type is optimal by Prop.4.3. 
Suppose that mSp(S\s) = rnFW(D\D) — 0.89, 
mSp(X\s) = rnFW(X\D) = 0.11, rnSP(S\D) = 
mFw(D\s) = 0.01. Then, Ext ra rule is optimal 
by Prop.4.2 since ay = 801 and (ay)-

1
 = 0.0012. 

The Bayesian risk is Jsp(kmax) = 0.132 (kmar = 
1.01) which is less than i^f/ = 0.141 in the prob-
ability model. 

4.4. Human-machine Monitoring System 

Consider a human-machine system where the ob-
ject is inspected when the system output is un-
known state, X. Similar to probabilistic model, 
the expected loss of NHMS with inspection is ex-
pressed by using inspection cost C\ and probabil-
ity of human error Ä, as follows; 

Jinsp(k) = *CbBel
k

D(S) + 7rCaBel
k

s(D) 

+*(CI + RCh)mk(X\D) + *CImk(X\s). (17) 

The optimal combination rule for the system is 
obtained by Prop 4.4. 

Proposition 4 - 4 
TninkJinsp(k) = 

{ JinspK^max) " Ci+KR ^ 1
 qs(D) 

Under fixed k, JSp(k) - JinSp(k) = (L - RK -
Ci)mk(X\s) and JFw(k) - JinsP(k) = (K -
RK — Cj)mk(X\D) so tha t D-S model leads to 
the Prop.4.5. 

Proposition 4-5 Under fixed k, NHMS with in-
spection is more desirable than NHMS without 
inspection if and only if min(K, L) — RK > Cj. 

E x a m p l e 4 Consider again Example 2. 
_ J £ ± L_ 2 0 + 0 . 9 9 9 - τη Π and 1 -f '

5
<

5
> -

Ci+KR 0 . 1 + 2 0 * 0 . 0 1 — '
U

'
U d nU 1

 ^ qs(D) ~" 
1 + g f f i g f f = 802.0 so tha t the Ext ra rule (Jfe = 
kmax) is optimal by Prop. 4.4. Since Jsp(kmax) 
is the Bayesian risk as Example 3 shows, Prop.4.5 

Table 1 Expected losses in Examples 1, 2, 3, and 4. 

NHMS Prob, model D-S model 

without Insp. IN Η = 0.141 JSp(kmax) = 0.132 
with Insp. I i n sp = 0.059 JinsP(kmax) = 0.056 

reveals tha t inspection is effective. Then, 
Jinsp(kmax ) = 0.056 < JSp(k 

max 
) = 0.132. Table 

1 summarizes the results of our examples. 

5. CONCLUSIONS 

Non-homogeneous monitoring system that con-
sists of an SP sensor and an F W sensor has two 
properties. One is to make the probability of con-
flict outputs low. The other is to identify the un-
certainty zone in which sensors are hard to dis-
tinguish between safety and danger. This paper 
analyzes how to deal with the conflict outputs and 
the uncertainty zone via two models. 

In the probabilistic model, it is shown that a ma-
chine system consider t hem as a safe state or as 
a danger s ta te , respectively. A human-machine 
system can divide them into safety part and dan-
ger part by inspection activities. A condition is 
provided under which inspections by humans are 
effective in consideration with human error and 
inspection cost. 

In the D-S model, it is established that the op-
timal combination rule part ly divides two uncer-
tainty domains into safety par t and danger par t 
and that the remaining par t of the uncertainty 
zone is interpreted by the optimal system among 
SP system and F W system. Though they are per-
formed by NHMS without inspection, our analysis 
has revealed tha t NHMS with inspection is more 
desirable than S P / F W system under certain con-
ditions. 

A c k n o w l e d g m e n t This research was partially 
supported by Saneyoshi Scholarship Foundation. 

6. R E F E R E N C E S 

Henley, E.J. and H. Kumamoto (1985). Designing for 

Reliability and Safety Control. Prentice-Η all, New 
Jersey. 

Inagaki, T. (1991). Interdependence between Safety-
Control Policy and Multiple-sensor Schemes via 
Dempster-Shafer Theory, IEEE Trans. Reliability, 

Vol.R.40-2, pp.182-188. 

Klir G.J. and T.A. Folger (1988). Fuzzy sets, Uncer-

tainty, and Information, Prentice-Hall, New Jersey. 

Phillips M.J. (1980). K-out-of-n:G Systems Are 
Preferable, IEEE Trans.Reliability, Vol.R-29, No.2, 
pp.166-169. 

Shafer G. (1976). A Mathematical Theory of Evidence, 

Princeton University Press. 
Tanaka, K. (1994). Reliable Design of Safety Monitor-

ing System Accounting for the Uncertainty Zone, 
Ibaraki Univ., Dept of Computer and Information 
Sciences, Technical Report 94-1. 

Yager R. R. (1987). On the Dempster-Shafer Frame-
work and New Combination Rules, Information 

Sciences, Vol.41, pp.93-137. 

640 



Copyright © IFAC Man-Machine Systems, 
Cambridge, Massachusetts, USA, 1995 

TOOD : TASK OBJECT ORIENTED DESCRIPTION FOR 
E R G O N O M I C INTERFACES SPECIFICATION 

A. Mahfoudhi, M. Abed, J-C. Angué 

L.A.M.I.H., University of Valenciennes, 
B.P.n°311 59304 Valenciennes Cedex FRANCE 

Tel. : + (33).27.14.14.61 E-mail : mahfoudhi@univ-valenciennes.fr 

Abstract : Despite the recent progress in the domain of Man-Machine Interface engineering, 
several problems concerning the incompatibily between the information presentation to the 
user and his cognitive representation are still present. This paper presents a new Task 
Object Description methodology (TOOD). It tries to relate the characteristics of the user's 
task with those of the interface. The introduction of ergonomie concepts allows to take the 
human factors into account. And the joint use of the object oriented techniques and the 
High Level Petri Nets supplies complete, coherent and re-usable entities allowing to give a 
formal description of the interactive systems' characteristics and an appropriate specification 
of the user interface. An example, extracted from the air traffic control, is presented to 
illustrate this new methodology. 

Keywords : Task Analysis, Man-Machine Interface, Specification, Co-operation, Object 
Oriented Techniques, Object Petri Nets, Human Factors. 

1. INTRODUCTION 

The technological evolution and increase of 
economic constraints have given birth to high-
performance systems. However, several ergonomie 
problems are still present during the complex 
systems design where the presence of operators is and 
will remain necessary. These problems can be 
essentially related to the lack of taking into 
consideration the users' knowledge and human factors 
which are either implicit or explicit during the 
evaluation phase, and the absence of formal method 
for the Man-Machine Interface specification. So, it's 
very important to have models and methods that 
allow, on the one hand to make more accessible the 
users' knowledge, and mainly to make more formal 
and more detailed their description. On the other hand 
to allow the specification of the communication 
interface (Man-Machine Interface : MMI). 

Over the last few years, the domain of man-machine 
interaction has been enriched with new methods and 
techniques. Some of them try to exploit the 
knowledge acquired by the cognitive theories in order 
to describe the operator tasks and its strategies 
(Richard et al, 1992). The others use the simulation 

to study the decisional behaviour of the human 
operator (HO) (Cacciabue, 1988). At the same time, 
studies are carried out in order to modelize the man-
machine interaction (Norman et al., 1986) and to 
modelize the user interface (Coutaz, 1987) and (Green 
et al, 1986). Recently several users' tasks analysis 
and description methods, such as MAD proposed by 
Scapin and Pierret-Golbreith (1989) or the 
SADT/Petri method proposed by Abed (1990), have 
tried to describe the task as a set of operations and, at 
the same time, they integrate implicit information 
about human factors. 

Our contribution consists in the proposition of a 
global methodology, called Task Object Oriented 
Description (TOOD), beginning from the task 
analysis and description to the MMI specification, 
based on the object oriented techniques and Object 
Petri Nets (OPN). TOOD has three goals : (1) to 
assure the transition between the different phases of 
the system development, (2) to allow the taking into 
consideration of the appropriate knowledge of the 
three system's components (the process or 
application, the MMI and the user), and (3) to offer a 
framework of efficient collaboration between the 
different contributors in the system development 
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(ergonomiste, computer specialists and users). Table 1. the task-obiect's descriptors. 

This article is structured into two sections : the first 
one presents a brief discussion of the tasks collection 
and modelling formalism used by TOOD, called 
"External Model". The second section explains the 
transition from the external model to the MMI 
specification called "Internal Model". The examples 
presented along this article are provided in the air 
traffic control context (Mahfoudhi and Abed, 94). 

2. USERS' TASKS DESCRIPTION : 
"EXTERNAL MODEL" 

Like the majority of task description methods, 
TOOD advocates the hierarchical approach for the 
tasks description. Although it's highly structured, the 
hierarchical approach allows to represent the user's 
cognitive model. Indeed, it allows to identify all the 
tasks to be carried out by the user with different 
choice of actions and possibilities of sequences. 

Before presenting the different stages of the external 
model, it is advisable to define the different used 
terms. The generic term "Task-Object" indicates each 
task of the hierarchy. Indeed, the task-object is 
defined as an independent entity and responsible for a 
treatment, whatever his complexity level, to reply to 
a goal to be carried out with given conditions. Let us 
consider the air traffic control, "to plan the traffic" 
can be regarded as a task-object. In order to reduce its 
abstraction, this task-object can be decomposed into 
two children task-objects : "to plan the traffic in the 
sector" and "to plan the traffic in the sector's 
frontiers". 

The task-object has a graphic form, inspired from the 
HOOD formalism (Michel, 1991) and Extended 
SADT method (Feller and Rucker, 1990), presented 
in Fig. 1. 

Descriptor Definition 

t: 
Β 
S C 

ä 

task-object name 

Events 

Control/ 
CommanoJ 

data 

Input 
data 

Body 

(set of operations) 

Reactions! R £ 

Ou put 
data 

J 

Ο 

o f 
Ο 

Resources 

Fig. 1. graphic structure of the task-object 

A task-object is also defined by a set of attributes, 
called "descriptors", that defines the execution 
conditions and the effects of the task, as well as the 
actions or sub-tasks to be carried out to reply to a 
given functional context. 

Name a name which identifies the task. 

Input identifies the initial state of task-
Interface object. It is composed of three 

elements (E, C, I). 

Ε define the necessary Events for the 
task release. 

C Control/Command data : define the 
constraints to be respected at the time 
of the task execution. 

I Input data : define the list of data and 
information transformed by the task 
execution. 

Output identifies the final state of task-object. 
Interface It is composed of two elements (R, 

O). 

R Reactions : define the reports of the 
task-object execution (action realized 
or service demanded from other task-
object). 

Ο Output data : defines the list of 
modified input data and/or a new data 
created after task-object execution. 

Body describes the operational model of the 
task-object. 

Resource defines the necessary human and 
material entities for the task-object 
execution. 

The majority of methods presents the disadvantage 
that their descriptors are not exploited and their 
treatments are not detailed. TOOD has found a 
solution for this problem. Indeed, the notion of TCS 
(Task Control Structure) exploiting the task object's 
descriptors, allows to describe precisely the different 
task-object's states. 

To establish the external model, three stages must be 
realized : 

- task-objects identification, 
- task-objects specification, 
- description of the TCS (Task C o n t r o l 

Structure). 

2. 1. Task-objects identification 

In order to identify all the tasks to be designed in the 
future system, TOOD begins by analyzing the 
existing system and the operator's current tasks. It 
allows to avoid the disadvantages of the existing 
system and to add the new desirable characteristics. 

By a hierarchical decomposition, TOOD organizes 
the identified tasks-objects in a hierarchical tree form. 
It starts from the global task-object (the hierarchical 
tree's root) passing through the least abstract task-
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objets (the knots) and finishes with the terminal 
task-objects (the leaves). 

Once all future system's tasks are identified, TOOD 
defines the constraints and relations between them. It 
also makes the distinction between the users' tasks 
and the computer's tasks. Indeed, it attributes all the 
interactive and manual tasks to the user, while the 
automatic tasks are attributed to the computer. Once 
the allocation bas been effected, TOOD takes an 
interest in the users' tasks because only this category 
can be used for specifying the users' interfaces. 

2. 2. Task-objects specification 

This specification stage defines all the execution 
conditions and the effects of each task-object. Based 
on the encapsulation concept, it describes what the 
task-object can do through the input/output 
interfaces. 

For each task-object, the specification consists in : 
- listing and identifying all the enclenchement 

events and the reactions. Indeed, the task 
execution can be asked for by the emission of an 
event, while the treatment report of the task-
object is provided by a reaction. 

- listing and identifying all the input, output and 
control/command data required and supplied by 
the task-object. 

2. 3. Task Control Structure : TCS 

The last stage describes the dynamic task-object 
behaviour. To that aim, a Task Control Structure 
"TCS" is used. The TCS is modelized by a Coloured 
Petri Net (Jensen, 1987) called "Petri Net Task 
Control Structure: PNTCS" ( Fig. 2). 

In order to remove any lack of determinism, two 
functions of data distribution (f and g) and a priority 
function (5) are associated to the input and output 
transitions. Indeed, the functions f and g group 
together all the Pre and Post functions usually 
combined with the arcs of a coloured Petri net. Their 
aim is, on the one hand to select the necessary input 
and control/command data to activate the task-object 
with a given enclenchement event; on the other hand 
to specify the output data produced with the reaction. 
The priority function (δ) arranges the enclenchement 
events of the task according to their importance 
(alarms, interruption, temporal constraints, etc.). 

I—r-^-Q< 1 
Fig. 2. Task Control Structure (TCS) 

The formal aspect of the TCS allows to identify, at 
any time, the current state of the task-object 
(treatment authorised, waiting for an enclenchement 
event, producing a reaction, etc....). 

The resulting document of the external model 
includes two kinds of description : a graphic 
specification for a clean, legible and exploitable 
representation, and a textual specification for a 
complete description (Mahfoudhi et ai, 94). 

3. USER INTERFACE SPECIFICATION : 
"INTERNAL MODEL" 

The aim of this stage is the automatic passage from 
the users' tasks description (external model) to the 
MMI specification (internal model) Fig. 3. It 
completes the external model by defining the 
operational level of each terminal task-object. Indeed, 
it allows to define all the necessary action plans and 
manipulated objects for the task executing. So, the 
resources of each terminal task-object become its 
component-objects belonging to the classes : 
Interface, Application and Operator (Fig. 3). 

Fig. 3. From the users' tasks description to the MMI 
specification. 
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The MMI specification is carried out on two stages. 
The first one consists in specifying of the 
component-objects of each terminal task-object, with 
an aggregation of these component-objects; the 
second stage allows to specify the user interface. 

Table 2. the states of the operator component-object 

Place State 

perception 

3. 1. Component-objects specification 

All the component-objects co-operate in a precisely 
manner in order to fulfil the aim of the terminal task-
object in reply to a given functional context. A 
component-object shall be defined from its class 
(Interface or Operator) and provided with a set of 
states and a set of operations (or actions) which 
allow to change these states. For example, from the 
P3 state (strip selected) of the component-object 
"new strips table" the operator has the possibility to 
carry out two actions : t3 (open a road-zoom) or t5 
(temporize the new strip) Fig.4. On the other hand, 
the set of states and operations of an Operator 
component-object represents the different possible 
procedures for the execution of the terminal task. 
Indeed, the procedure represents the different activity 
phases of a human operator : situation apprehension, 
goals identification, preparation of an action plan, 
application of this action plan, control of the 
situation, correction (Norman et ai, 86). 

Graphically, the component-object is presented in an 
identical structure that the one of a task-object in the 
external model. However its internal control structure 
called Object Control Structure "ObCS" is modelized 
by an Object Petri Net "OPN" (Sibertin, 85).The 
OPNs are characterized by the fact that the tokens 
which constitute the place markings are not atomic 
nor similar entities, but they can be distinguished 
from each other and take values allowing to describe 
the characteristics of the system. 

In addition to its formal aspect, the ObCS enjoys a 
simple and easily understandable graphic 
representation, allowing to represent - with the 
places of the OPN - all the possible states of the 
component-object, and with the transitions, to 
represent all the operations and actions that can be 
taken from these states. The graphic representation 
used for the ObCS is inspired by the cooperative and 
interactive objects formalism proposed by Palanque 
(1992). 

The different states of the operator component-object 
come down to the three states : Perception, 
Cognition and Action. The ObCS allows the 
distinction between these states (table 2). 

cognition 

action (an operator action on the interface) 

The communication between the component-objects 
is carried out through their input and output 
interfaces. So, an action "A" executed by a 
component-object "X" (operator) on the component-
object "Y" (interface) can be read as : the component-
object "X" executes his reaction operation 
corresponding to his quiry of the action A. This 
execution is rendered by a reaction R in the output 
interface of the component-object X. The output 
interface transmits the reaction R to the input 
interface of the component-object Y. So the reaction 
R becomes an event E. And lastly this event 
activates the service operation of the component-
object Y corresponding to the action A asked by the 
component-object X. 

Graphically, the ObCS allows the distinction 
between the different kinds of operations (private 
operation, service operation and reaction operation) 
table 3. 

Table. 3. the different transitions in the ObCS 

Transition Description 

t P : private transition does not 
communicate with the interfaces of the 
component-object. 

tS: service transition. The Ei, Ci and Ii 
communicate with the input interface. 

tR: reaction transition. The Ri and Oi 
communicate with the output interface. 

p r e - c o x j i i o n 1 The Pre-condition part of the transition 
^(=.<.>)^^-

J
 which has a test about the input data of 

the transition. 

Nom 
Action( := ) 

The action part of the transition which 
has the name and the expression of the 
operation 

The execution of a service (service operation) by the 
component-object is equivalent to the fire of the 
service transition (tS) associated to this service. 
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The fire of a reaction transition (tR) renders the fact 
that the component-object executed the reaction 
operation (produced a reaction) associated with this 
transition. The ObCS can also contain transitions 
that are not associated to any services nor to a 
reaction; these transitions are called "Private 
Transition" (tP). They modelize the internal changes 
of the states of the component-object. 

An example taken from the air traffic control, 
corresponding to the terminal task-object "take 
knowledge the new flight" taken from (Mahfoudhi 
and Abed, 94), needs using two component-objects : 
"a New Strips Table : NST" and " Organic 
Controller : OC" (figure 4). The comportment of the 
component-object "a New Strips Table" is defined by 
four states PI, P2, P3 and P4. From each state the 
Organic Controller can carry out a group of actions 
(transitions). From the P3 state (strip selected), For 
example, he has the possibility to achieve two 
actions : t3 ( open a road-zoom) or t5 (temporize the 
new strip). 

For the component-object "Organic Controller", the 
set of states and operations represents the different 
possible procedures to execute the terminal task 
"Take knowledge of a new flight" in reply to a given 

functional context. So, the display of a New Strip 
NS in the component-object "new strips table" 
invokes, by the event E2, l , the operation service 
"Consult the NS" of the component-object "Organic 
Controller OC". According to his selection "Ch=", 
the organic controller carries out a first reading of the 
NS information ("Consult the road" or "Consult the 
level"). After this reading, he changes his state into 
cognition in order to evaluate his information level. 
Then he decides to "read again the basic information" 
or "to ask for additional information". The asking for 
additional information expresses itself by a change of 
his state into "Action" in order to "select the NS" 
and to "open the Road-Zoom". Both actions transmit 
R2,2 and R2,3 reactions to the component-object 
"new strips table". It is to be noticed that the organic 
controller carries out the action "open a road-zoom" 
only after receiving the event E2,2 confirming that 
the action "Select the NS" has been carried out. Once 
the Road-Zoom has been opened, the Organic 
Controller changes his state into "information 
reading" in order to read the additional information 
and then into the "situation evaluation" state to 
decide either to read again the information, or "to 
temporize the NS" or to invoke the terminal task-
object "Tl 12 : analyse the entrance conditions". 

Fig. 4. A graphic Specification of the component-objects "New Strips Table" and "Organic Controller" 
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3. 2. Aggregation mechanism 

In order to realize the MMI in its real structure, the 
construction of the object classes of the MMI 
suggests the aggregation of the different component-
objects which have the same name, specified during 
the description of the internal model of each terminal 
task-object. This aggregation mechanism is 
comparable to the composition relation of the 
HOOD method called the parent/child relation. 

Thus, an object class of the MMI is built according 
to the duplication of all the elements (events, 
control/command data, input data, reactions, output 
data and ObCSs) of the component-objects which 
have the same name. Yet, there would be some 
modifications which are detailed in (Mahfoudhi and 
Abed, 94). 

4. CONCLUSION 

The TOOD methodology enjoys the contributions of 
methods and concepts taken from cognitive sciences 
and ergonomy domains together with those of the 
software engineering domain. It provides a 
framework of efficient collaboration between various 
users and between ergonomists and computer 
specialists. Its formalism allows on the one hand to 
define in a formal, coherent and structured way, the 
different entities intervening in the task model, and 
on the other hand to specify an adapted interface to 
the users' characteristics. Moreover, its mathematical 
formalism allows it to have a tool for the validation 
and the simulation. There is still to develop a 
language leading to its exploitation on a large scale. 
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Abstract: A computer program to simulate the behaviour of the complete system of a ship 
under human control will make a powerful tool for investigations in the field of navi-
gation and fairway design. Hence, two models have been developed to simulate the 
behaviour of the navigator, the human in charge of the navigation process. On the basis 
of a large number of ship bridge simulator experiments, the two models have been 
evaluated, and compared one with the other. 

Keywords: fuzzy control, human factors, human supervisory control, linear optimal 
control, ship control, simulation. 

1. INTRODUCTION 

Fairway dimensioning and safety problems are, in 
fact, as old as navigation itself. Finding adequate 
solutions to such problems is gaining more and 
more importance. Larger vessels are built, being 
more difficult to handle, vessel traffic intensifies, 
and there is an ever growing number of ships that 
transport dangerous cargo. All this, in addition to 
the increasing need for safe, cost effective and 
environmentally acceptable alternatives for road 
transport, has given new impulses to the research in 
the field of fairway design and regulation. 

Since the early seventies, this type of research is 
generally performed using a ship bridge simulator, 
for accomplishing realistic sailed tracks, given a 
combination of a professionally steered vessel and 
any — generally confined — hypothetical or exist-
ing waterway. But, in fact, many highly relevant 
studies are carried out only partially, or are not 
carried out at all, due to the high cost of operating 
a ship bridge simulator. Therefore, it was decided 
to venture the development of a simulation program 
that covers all elements of the navigation process, 
including the human operator component, referred 

to as the navigator. A suitable model of the human 
navigator not being available, the development of 
such a model was taken to hand within the frame-
work of the navigator project. 

As a result, a model of the state estimation behav-
iour of the navigator has been proposed, based on 
Kaiman filtering. A simple prototype was built in 
order to demonstrate its feasibility (Papenhuijzen, 
1988). Next, due attention was paid to modelling 
the planning and control behaviour. For this, two 
basically different approaches were chosen, one 
rooted in linear optimal control theory (Papenhuij-
zen and Stassen, 1987, 1989), whereas the other 
one was based on fuzzy set theory (Papenhuijzen 
and Stassen, 1992). Both approaches have yielded 
an operational navigator model, that was coupled 
with suitable models of an environment and a ship. 

In this paper, the two models are discussed only 
briefly. Emphasis is put on the validation of the 
models, based on the comparison between model 
output and a large number of ship bridge simulator 
experiments. For this, experiments have been per-
formed with two different inland vessels and two 
different sea-going vessels, under various environ-
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mental conditions. Next, the models are evaluated 
comprehensively, considering current fields of 
application, as well as the need and the possibilities 
for future extensions. 

2. OVERVIEW OF THE MODELS 

As indicated before, two basically different navi-
gator models have emerged from the project, dif-
fering in the way in which the navigator's planning 
and control behaviour is modelled. For the first 
model, planning and control simulation is based on 
linear optimal control theory, whereas the other one 
employs in total ten Fuzzy Logic Controllers (Lee, 
1990) in order to simulate the various decision 
making processes. Both models may either include 
a Kaiman filter to simulate state estimation, or 
draw on perfect state information upon which to 
base planning and control actions. 

The working principles of the planning and control 
submodels are summarized in the remainder of this 
section. An in-depth treatment of the two different 
approaches is given by Papenhuijzen (1994). 

2.1 The control theoretic approach. 

Conceptually, the complete planning process may 
be considered to comprise both so-called long term 
planning and short term planning. Long term 
planning is aimed at determining a desired route 
and a preliminary time planning, whereas short 
term planning decides on the exact trajectory to 
follow. Long term planning is, in fact, the voyage 
preparation process, yielding just a few target 
states, corresponding time instants, and an indica-
tion of how important it is to realize the various 
components of the target states. Given the field of 
application of the program, it was not considered 
necessary to simulate long term planning as such. 
As an alternative, a very small number of target 
states, generally one, is to be specified by the user, 
in order to define the navigation task. 

The problems of track planning and track following 
are basically interrelated. In defining the short term 
track to be followed, not only the attractiveness of 
a track in terms of acceptable risk, but also the 
dynamical properties of the ship have to be con-
sidered. For that reason, it has been found logical 
to develop a submodel in which the description of 
the navigator's short term planning behaviour and 
track following behaviour are integrated. 

The ultimate goal that has to be achieved by the 
track planning and track following submodels, 
includes the following aspects. In the first place, a 
target state, an outcome of the long term planning 

process, has to be reached within a given span of 
time. Furthermore, the risk that is involved in 
sailing to the corresponding position, and arriving 
there with a given velocity, is to be kept sufficient-
ly small, as are the necessary control inputs. Linear 
optimal control theory provides an elegant frame-
work for generating realistic control inputs on the 
basis of the combined subgoals mentioned. The 
three distinctive aspects of short term planning 
reappear in a control theoretic context as terminal 
error weighting, state weighting and control effort 
weighting, respectively. 

Unfortunately, deriving an optimal control strategy, 
in terms of a linear optimal control law, is not 
straightforward. In this particular case the optimal 
solution of the regulator problem, which includes 
the short term track to be sailed, is not known. On 
the contrary, the optimal combination of a trajec-
tory and a control signal should be a result of the 
algorithm, rather than an input for it. Con-
sequently, the control problem to be solved is the 
so-called generalized discrete-time linear optimal 
regulator problem (Papenhuijzen, 1987). 

Solution of this control problem is achieved by 
iterative application of the linear optimal control 
law, which is derived, respectively, around an 
anything but optimal initial solution to start with, 
and around the latest improved solution that has 
resulted from applying the control law. As soon as 
the algorithm has duly converged, the latest control 
law is saved to be used to simulate track following, 
featuring multi-variable system control, ie vessel 
control by applying both rudder and engine speed 
variations. 

2.2 The fuzzy set approach. 

Most navigators use to interpret and plan their 
course on confined waterways as a concatenation of 
lanes and circle shaped bends. Hence, the planning 
model is designed to supply the track following 
model with a desired track in terms of straight lines 
and arcs of circle. Apart from that, the planning 
model yields a — fuzzy — definition of the navig-
ator's perception of safe manoeuvring zones, in 
order to enable the track following model to assess 
the safety consequences of deviations from the ideal 
track. Additionally, the safety zones definition is 
also used by the planning model itself, since track 
planning is impossible without an appropriate 
representation of safety. 

Supervisory and manual control behaviour, the 
execution of the travel plan, is simulated by the 
track following submodel. Every second, future 
states are predicted. The predicted states are evalu-
ated by relating them to the perception of safety as 
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determined by the track planning submodel, and by 
assessing the measure to which future states diverge 
from the desired states as defined by the planned 
track. If necessary, a control action is carried out. 

Contrary to what is the case for the control theor-
etic model, the control actions taken by the fuzzy 
set navigator model comprise only rudder com-
mands, and not engine settings. Constant engine 
speed setting is assumed during a whole run. 

3. VALIDATION EXPERIMENTS 

Validation and evaluation of the models has been 
accomplished by comparing the outcomes of a large 
number of ship bridge simulator experiments to the 
corresponding outcomes of the two navigator 
models. It was considered essential to be able to 
judge the performance of the navigator models in 
inland navigation situations as well as in confined 
sea navigation situations. Another important issue 
to be studied, was the suitability of the models for 
dealing with different types of ships. Further, the 
ability of the models to cope realistically with 
environmental influences, wind and current in 
particular, had to be investigated. 

Consequently, two fairways, both located in the 
Port of Rotterdam area, were selected. For the sea 
navigation experiments, the approach to Mississippi 
harbour was simulated. The inland navigation 
experiments were performed on the Härtel canal, 
the route from the village of Geervliet westward to 
the Rozenburg lock. For the first fairway, a moder-
ate wind and a heavy wind condition was selected. 
For the inland navigation experiments, apart from a 
simple reference condition, a heavy wind condition 
was defined, as well as one with relatively strong 
current from behind. 

For both the sea navigation trials and the inland 
navigation trials, a relatively small ship type was 
used, and a relatively bulky one. As a small sea 
vessel, a loaded 210 m long container carrier was 
employed. The heavier deep sea vessel was a 
loaded 290 m long bulk carrier. For the inland 
experiments a relatively small loaded tanker was 
used, and, as the more difficult vessel to handle, an 
empty six barge push tow unit. 

Fortunately, it was possible to employ all highly 
experienced subjects for the experiments. Four 
harbour pilots cooperated on the sea navigation 
trials, each one of them performing four runs per 
condition. Two inland tanker captains carried out 
the inland navigation experiments with the tanker, 
both conducting a share of five runs per condition. 
To the experiments with the push tow convoys, two 
push tow captains contributed, each one also per-

forming five runs per condition. As a result, a total 
number of 124 trials were carried out, divided into 
10 experiments. Additionally, the same experiment 
program was carried out with both the control 
theoretic simulation model and its fuzzy set coun-
terpart. 

4. AN EXAMPLE 

In this section, as an example, some results of one 
of the sea navigation experiments, are presented. 
For this purpose, the experiment with the bulk 
carrier under moderate wind conditions was 
selected. 

Fig. l .a shows the results of one of the 16 trials of 
the experiment, performed by a pilot on the ship 
bridge simulator. To the left, the track of the ship 
is plotted, as well as the hull of the ship, two times 
per minute. To the right, a time plot of the engine 
setting and the rudder setting is given. This 
example demonstrates the way in which mariners 
use to execute a manoeuvre like this. Major course 
changes are initiated with a generous rudder shift, 
which is maintained until the ship has noticeably 
started to respond. Keeping the rate of turn con-
stant at a certain level then, is achieved by setting a 
somewhat smaller rudder angle, until the turn is 
counteracted by applying a rudder angle in the 
opposite direction. Course keeping on more or less 
straight tracks is realized by relatively frequent 
application of relatively small rudder adjustments. 
Further, a minor engine speed variation is executed 
when starting the first turn. A more significant 
engine speed adjustment is applied to help counter-
acting the second turn. 

Results of a trial of the same experiment, carried 
out with the control theoretic navigator model, are 
shown in Fig. Lb. Obviously, an optimal control 
strategy would result in perfectly smooth tracks and 
control signals, if it was not for a shaping filter to 
modify the calculated optimal control settings. 
However, large deviations between the optimal 
trajectory and the realization are not allowed, as a 
consequence of which the control signals in Fig. 
l .b . are clearly a discrete version of an otherwise 
almost identical pair of smooth signals. Unfortu-
nately, it may be clear that the character of the 
control signals generated by the pilots is anything 
but represented by the optimal control navigator 
model. On the other hand, the ability of the model 
to cope with wind and current disturbances is quite 
remarkable, and enables the model to stay well 
within the limits that are set to the validity of a 
linear control approach. Furthermore, in spite of 
the unusual rudder control signal, the resulting 
track seems realistic enough. Another interesting 
point is the way in which the model manages to 
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Fig. l.a. Simulation of an approach with a bulk 
carrier to Mississippi harbour (southward), as 
performed by a harbour pilot on the ship bridge 
simulator. 

Fig. Lb. Simulation of an approach with a bulk 
carrier to Mississippi harbour (southward), as 
performed with the control theoretic navigator 
model. 

Fig. I.e. Simulation of an approach with a bulk 
carrier to Mississippi harbour (southward), as 
performed with the fuzzy set navigator model. 

combine engine speed variations and rudder con-
trol, navigating the ship apparently effortless to its 
destination. 

A similar trial, performed by the fuzzy set navi-
gator model, is presented in Fig. I.e. It may be 
clear that here the character of the rudder signal 
comes much closer to reality than is the case when 
applying the control theoretic model. This concerns 
sailing a bend as well as lane keeping. As indicated 
before, the model does not feature engine speed 
control, which, apparently, does not prevent it from 
coping adequately with environmental disturbances, 
and realizing an acceptable track. 

In order to be able to judge, for all trials that 
belong to an experiment, the model performance 
with respect to track variation and control effort 
aspects, also a second output format was used, as 
indicated in Figs 2.a to 2.c. To the left in the 
figures, the total fairway space that was occupied 
by any ship, the so-called swept path, is indicated 
by dashed lines. An impression of the distribution 
of all tracks that relate to a given experiment is 
given by drawing the individual tracks. 

Further, to the right, the results of analyzing the 
corresponding rudder setting signals are shown. 
The curved solid line represents as a function of the 
distance accomplished by the ship, ninning top to 
down: the so-called average mean value of the 
rudder settings, ^ a v(s) , the definition of which is 
clarified in Fig. 3. In this figure, also the definition 
of the distance dependent average standard devi-
ation of the rudder setting aa v(s) is given. The 
dashed lines in the right part of Figs 2.a to 2.c 
indicate the band of a a v(s) around /i a v(s). In this 
way, by ^ a v(s) an idea is given of the tactical deci-
sions that underlay the manoeuvre, whereas aa v(s) 
serves as an indicator of the control effort spent, all 
along the manoeuvre. Thus, as argued by Schuffei 
(1986), the complexity of the various parts of the 
manoeuvre can be judged, as well as the potential 
risk that is incurred. 

The relationship between the left and the right part 
of the analysis output is indicated by drawing cross 
lines at a nominal spacing of 200 metres, the lines 
in the track plot corresponding one to one with 
those in the control signal diagram. 

Figs 2.a to 2.c show the analysis plots that corre-
spond to the experiments to which the trials in Figs 
l .a to l .c belong, based on all 16 runs making up 
each experiment. Here, a value of 50 m was used 
for the nominal distance between the cross sections 
in which the analysis steps were performed, and the 
time window Τ was 90 seconds. 

As to the control theoretic model output, from 
Figs. 2.a and 2.b again the tentative conclusion can 
be drawn that fairly realistic tracks are produced. 
On the other hand, the corresponding rudder signal 
analysis plots appear to be perfectly ruthless when 
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35 PT ït.d«v. rudder signal of trial 1 

_ Irock / 0* keel cleoronci 
. swept pot h 

Fig. 2.a. Analysis of all trials of an experiment 
concerning the approach with a bulk carrier to 
Mississippi harbour (southward), as performed 
by harbour pilots on the ship bridge simulator. 

. beacons 

- track / O. keel clearance 
. swept poth 

Fig. 2.b. Analysis of all trials of an experiment 
concerning the approach with a bulk carrier to 
Mississippi harbour (southward), as performed 
with the control theoretic navigator model. 

mean value 1 
^ standard deviation 1 

rudder signal of trial 2 

l> mean value 2 
L> standard deviation 2 

> mean value 3 
standard deviation 3 

Fig. 3 . Principle of the analysis of the rudder 
control signals. Given an elapsed distance, for 
every trial the corresponding time instant is 
determined, indicated on the time axes by the 
bold dots. Then, for all signals, three in this 
example, the mean value and the standard devi-
ation of the rudder setting within the time win-
dow Τ is calculated. The average of the mean 
values 1 to 3 is the average mean value /*av(s) 
which is plotted in the analysis plots, as a func-
tion of the position along the axis of the fair-
way. Identically, the average standard deviation 
a a v(s) is calculated as the average of the three 
indicated standard deviations. 

Fig. 2.C. Analysis of all trials of an experiment 
concerning the approach with a bulk carrier to 
Mississippi harbour (southward), as performed 
with the fuzzy set navigator model. 

it comes to distinguishing between the performance 
of this mathematical concept and the behaviour of a 
real navigator. 

By comparing Fig. 2.c to Fig. 2.a, it can be con-
cluded for the fuzzy set model that the tracks itself, 
as well as the apparent variation in track shapes, 
closely approximate reality. The conclusion that 
was drawn in the foregoing, namely that on the 
whole the navigator's behaviour as to rudder con-
trol is much better represented by the fuzzy set 
model than by the control theoretic model, is firmly 
ascertained here. 

5. DISCUSSION OF THE RESULTS 

From the experimental results, it was concluded 
that both approaches, the control theoretic one and 
the fuzzy set one, have resulted in a practical 
model that yields realistic ship tracks, considering 
only single ship situations. There are some import-
ant differences between the two models, however, 
concerning either the functionality of the models as 
they are existent now, or the possibilities for future 
enhancement of their applicability. In the following, 
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this is examined in more detail, discriminating 
between seven major issues. 

performance — Neither of the models appears to 
pose serious problems with respect to the necessary 
computing time. Generally, both models run about 
twice as fast as real time on a 50 Mhz 486 PC. 

basic philosophy — The basic philosophy underly-
ing the control theoretic approach, is that explicit 
modelling of the navigator's behaviour is achieved 
only on the level of the navigator's control objec-
tives. The resulting control actions are derived 
from that, applying some plausible mechanism, 
which does not necessarily ensure perfect resem-
blance of the model output to the individual actions 
of a real navigator. The performance of the system 
to be controlled, however, may just as well be 
quite realistic. Contrarily, the fuzzy set model is a 
descriptive human operator model, featuring more 
explicit representation of individual decisions made 
by the navigator. Consequently, the output of the 
fuzzy set navigator model is much more realistic, 
which is essential when for instance safety studies 
are carried out, focusing on control effort assess-
ment. 

track planning strategy — The two models differ 
substantially in the way in which track planning is 
accomplished. The control theoretic model deter-
mines the optimal track on the basis of weighted 
rmnimization of risk, control effort and terminal 
error. On the one hand, the result is a highly gen-
eric method, which, in principle, enables the model 
to cope even with such complex navigation tasks as 
docking. On the other hand, this technique excludes 
the possibility for tracks that consist only of lanes 
and arcs of circle to emerge from the planning 
process. From the experiments it can be concluded, 
however, that generally the planned tracks of the 
control theoretic model look quite realistic. Only if 
unconditional representation of the real planning 
process as performed by, for instance, a harbour 
pilot is imposed, this method may be considered to 
lack realism. In those, probably rare instances, the 
fuzzy set model will be superior. However, the cost 
would have to be paid for this, is some loss of 
universality, as for certain complex manoeuvres it 
could be too much of a simplification to consider 
the planned track as a concatenation of a limited 
number of lanes and arcs of circle. 

engine speed control — Originally, it was decided 
that in this stage it is not yet imperative to include 
engine speed setting in the navigator models. 
Eventually, however, this should be implemented 
after all. For the control theoretic model this has 
been achieved already, since engine speed control 
is inevitably inherent in the control theoretic imple-
mentation. Contrarily, extension of the fuzzy set 

model into a navigator model that includes engine 
speed control as well as rudder control is much 
more complicated. The point is that it is not suffi-
cient to modify only the track following submodel. 
Engine speed setting at a given moment should not 
only be concerned with the particular manoeuvre 
that is performed then. Much more important is the 
general plan about where to be at what instant, and 
what speed to possess then, thus anticipating the 
manoeuvres to come. As a consequence, the fuzzy 
set model can only be made to feature engine speed 
control at the cost of considerable modification of 
the entire model. 

time-varying environment definition — If the ex-
periment involves navigating tidal waters, and if the 
trial covers significantly more than, say, a quarter 
of an hour, a time dependent definition of the 
fairway geometry and current and wind influences 
has to be employed. This is something that requires 
no basic extensions to the control theoretic model, 
since the linear optimal control law is principally 
time-varying, as are the corresponding weighting 
parameters. Contrarily, in the planning process of 
the fuzzy set model there is no direct relationship 
between time and the resulting planned position 
path. An attempt could be made to compensate for 
that, but the success of such a modification is 
doubtful. 

traffic simulation — Eventually, it should be poss-
ible to cross the single ship barrier, and to develop 
a simulation system that includes more than one 
ship, featuring realistic interaction between the 
individual navigators. In its simplest form, only one 
ship would be equipped with a navigator model, the 
other ships following predefined tracks. This so-
called floating island concept is fairly simple to 
implement for the control theoretic approach. It 
means that the risk definition has to be based on 
time-varying effective fairway boundaries, which, 
as discussed in the above, is not a serious compli-
cation. If, however, the other ships are supposed to 
react to the own ship or one to another, the situ-
ation becomes more complicated. In that case, the 
state space has to be extended so as to include the 
state variables of all individual ships, in order to 
realize an overall optimum. For the fuzzy set model 
it will be more difficult to be extended so as to 
include floating island traffic simulation. As stated 
before, here, the planned track lacks a direct rela-
tionship with time, which is essential for consider-
ing a moving object as part of the physical environ-
ment. In fact, full interaction would be even easier 
to realize, as this is an extensively explored field 
already, given the work that has been devoted 
worldwide to collision avoidance systems. 

other applications — Apart from looking at the 
suitability of the various concepts for modelling the 
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behaviour of the navigator, it is interesting to con-
sider whether there are entirely new uses for the 
navigator models that have been developed. The 
most obvious, and at the same time most daring 
one, is the use of a navigator model for automatic 
guidance of a real ship. Neglecting for the time 
being such important issues as legislative restric-
tions and economical relevance, it is felt that auto-
matic navigation under some conditions need not be 
far off, given the results of this project. In prin-
ciple, automatic navigation in single ship situations 
could be performed directly by coupling a navigator 
model to standard positioning and course measuring 
equipment, and supplying adequate chart, wind and 
current data. If encounters with other vessels have 
to be dealt with, a RADAR-based recognition and 
prediction system must be available. In addition, 
major extensions to the navigator model have to be 
accomplished then, analogously to what was dis-
cussed in the previous paragraph. The suitability of 
either one of the navigator models for automatic 
navigation purposes can be determined on the basis 
of the following considerations. To start with, the 
conclusions of the discussion on traffic simulation 
are particularly relevant here. Secondly, in the case 
of automatic navigation it is not enough to employ 
methods that cover most, but not all possible situ-
ations. As a consequence, particularly based on the 
second consideration, it is concluded that for auto-
matic navigation developments the control theoretic 
model is probably the best option. This conclusion 
is supported by the fact that in the experiments the 
control theoretic model managed to steer the vessels 
extremely accurately along the planned tracks, even 
though: 

• there were, deliberately, considerable mis-
matches between the hydrodynamic model of the 
real vessel and the one residing in the navigator 
model as an internal model of the ship's behav-
iour; 

• considerable environmental disturbances were 
acting on the real ship. 

In order to illustrate this, Fig. 4 shows the result of 
a trial with the push tow unit, steered by the 
optimal control model, subject to a heavy south-
west wind. 

6. CONCLUSION 

On the basis of a large number of experiments, it 
was concluded that the fuzzy set model is the better 
one when it comes to realistically simulating the 
way in which a real navigator accomplishes rudder 
control. The control theoretic approach is probably 
superior as to developing into a system that 
includes complex planning behaviour, with signifi-
cant engine speed variations and complex collision 
avoidance manoeuvres. If, within the framework of 
such a project, realistic rudder control is essen-

Fig. 4. Simulation of a manoeuvre with an empty 
six barge push tow unit on the Härtel canal 
(westward), with heavy south-west wind, as per-
formed with the control theoretic navigator 
model. 

tial, the idea of combining the two concepts sug-
gests itself. Apart from that, it is recommended to 
probe the development of a sophisticated navigation 
system, based on the control theoretic navigator 
model, that features not only automatic track fol-
lowing, but also automatic track definition. 
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Abstract: Observation is part of the work done by the senior officers onboard a merchant ship when 
a fire or collision has occurred. This paper describes the different observer positions and the 
technological support available to the captain in a simulation exercise. An analogy to scientific 
observation accentuate that the crew members' reports are the observable phenomena in an emergency, 
and that the captain must control these. The results suggest that the best performing captain is shortly 
engaged in many groups on and offboard. Implications for design and evaluation of support systems 
are discussed. 

Key words: End users, Evaluation, Man/machine interaction, Management systems, Observers. 

1. INTRODUCTION 

This paper presents observations from an emergency 
management exercise made as part of a three-day course 
in advanced fire figthing for ship officers. The exercise 
was based upon a simulation of a fire on board a 
merchant ship. In an emergency such as fire on board the 
participants take on different observer positions. 
Analytically at least three observer positions can be 
distinguished

1
. First, there is the traditional captain with 

the legally correct view of the captain during an 
emergency as the one with the overruling responsibility 
for the situation. This view focusses on the responsible 

'A taxonomy of decretive, inductive and creative thought covers 
the cognitive aspects of the positions, leaving out free association 
and formal calculation (Johnson Laird 1993). It goes without saying 
that the captain in an emergency do not rely on free associations or 
heavy calculation. 

captain's will to stand back and, on basis of the 
information available on the bridge, deduce the solution 
to any problem that occur. Second, a more modem 
position is the shore based emergency response expert 
offering advice on a commercial basis. He must rely 
solely on the transmitted data and tentatively propose his 
conceptualisation of the emergency, which the captain 
may then accept or reject. Third and final, perhaps the 
most visible position is the fire party leader, who 
concentrate his effort on figthing the fire. There is a 
random element in his work, because he creates a fire 
party entrance with an eye on when and where in the ship 
a fire pops up. Now it should be noted that it is possible 
and in some cases even desirable for the captain to 
function as the expert or the fire party leader, e.g. when 
the ship is small or the crew restricted in numbers, then 
it could be appropriate for the captain to take part in the 
manual extinguishing of the fire. 
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In some of the positions computer based systems are used 
to support or control the observations. This is most 
notably in the emergency response centre ashore, where 
the experts qualify their discussions with calculation of 
worst cases, but available systems do also include 
onboard emergency management systems (Cowlan, et al. 
1994; Hobday, et. al., 1993; Rodricks, 1992). One of 
the purposes with the study presented in this paper was 
to contribute to the development and evaluation of a 
computer based support system of this type. The 
technology will be feasible on a ship equipped with a 
large number of sensors, a common data network and an 
integrated ship control centre. In traditional ships no 
computers are used for emergency management, though. 
The captain basically has four kind of media available: 
the layout of the ship, a list of crewmembers and their 
tasks, walkie talkies and satellite communication 
equipment, and blank sheets for recording actions taken. 
Other information is manipulated on top of these media. 
For example show threedimensional and deck by deck 
drawings the layout of the ship. Marks of smoke, fire and 
water are put on these drawings. Some areas of the ship, 
for example the accomodation area, are zoomed in on for 
further details of accessways/escape routes. A list of 
safety equipment on board presents the whereabouts of 
the hardware for fire fighting. The captain or an assisting 
officer ticks the mustered crew members on a muster list 
with a pen. Small red alarm lamps indicate activated fire 
detection sensors. Typically two assisting officers on the 
bridge, e.g. the third mate and the radioofficer, initiate 
and respond to walkie talkie and intercom 
communication with the fire parties and the engine room. 
The assisting officers furthermore timestamp the actions 
done by jotting down notes on a sheet of paper. 

Such a use of media and assistants, as described in the 
above paragraphs, is quite common, and besides in cargo 
ships it is found in ferries and small passengerships. Now 
conflicting objectives of reducing crew size and 
increasing safety by introducing new technology makes 
it desirable to describe current work practice on board 
and how it can be supported (Lee and Sandquist, 1993). 
Designers ask how the captain is a necessary part of the 
emergency response, what he contributes with, how he 
interacts with others and what the essential features of his 
style of work are in case of an emergency? 

Over the years a number of aspects of human cognition 
in the operation of ships has been studied, for example 
motor control in ship handling (Schuffel, 1986), time-
distance perception in collision avoidance (Habberley 
and Taylor, 1989) and complex decision making in ship 
operation (Kerstholt, et al., 1993), organisation of team 
navigation (Huthchins, 1988) and the learning of ship 
manoeuvring (Hansen and Clemmensen, 1993). A 
common thane in these studies is a view of the captain as 

an expert craftsman, who works skilfully within his 
familiar tasks. In this study of emergency management, 
however, the captain's work is peripheral and situation 
specific. His work is peripheral to the mate in charge of 
fire figthing and situation specific to the expert located 
ashore. An analogy to a very different work situation 
clarifies the attributes of the captain's position. The 
Danish psychologist Moustgaard, who for many years 
have worked with psychological observation and 
description, refer to the classic demands to scientific 
observation: 1) the observer must be able to decide for 
himself when the process to be observed commences, 2) 
in a state of strained attention, the observer must study 
the phenomena and follow the course of their 
development, 3) for the results to be regarded as reliable, 
it must be possible to repeat each observation several 
times under the same conditions, and 4) the conditions 
under which the phenomena occur must be discovered by 
varying the circumstances and when discovered they 
must be systematically altered (Moustgaard 1992). These 
demands are interesting as norms for an ideal observer. 
The analogy makes it possible to question whether the 
captain during an emergency such as fire on board is in 
a similar classic, scientific observer position. The answer 
provided by this study was that, even though the captain 
only participates peripherally in the emergency, he is very 
active influencing the events. 

2. METHOD 

The empirical objects for the study of observation in 
maritime emergency management were a captain, two 
officers and manuals and plans on the fire figthing 
schools' bridge training simulator, located at the 
Maritime Operations Center (MOC) at Southampton 
Institute, Warsash, UK

2
. The officers came from general 

cargo ships and channel ferry companies, and all had 
senior experience. Over a period of five months the 
exercise was repeated four times with different captains 
and crews. The exercise was based on paper and pen 
technology, with a few handbooks, plans and manuals 
available. The means for simulating the communication 
were walkie talkies and intercom for verbal interaction, 
and smoke indicators for signalling detected and 
acknowledged smoke. Instructors acted as the 
communication media to other ships and shore. The 
exercise was a "find the fire" exercise, where the 
participants were expected to react to smoke warnings 
not directly indicating the location of the fire. The part of 
the observed exercise was the participating captains' and 
fellow officers emergency management on the bridge 

2
John Abell, chief instructor at the firefighting school at MOC, did 
select an interesting exercise for observation, and supported the 
study in other ways. 
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Simulator. The exercise included some participants 
working in a connected engine room simulation and 
others working with a 2m high transparent plastic model 
oftheship with the location of the fire. A member of the 
staff at MOC videotaped the three bridge officers 
working, mostly focusing on the whole picture, but when 
he felt it was interesting, he zoomed in on the officers pen 
strokes on the plans etc. As an observer in all four 
exercises (and as a participant in one full course), this 
author had the opportunity to write notes when necessary, 
to discuss with the instructors during the exercise, and to 
walk around to get the different viewpoints from the other 
participants in the exercise. After each exercise, the 
instructors ensured that all participants had the 
oppurtunity to present their view of the exercise. 

It was intended that the individual captain's activity 
during fire on board and related damage stability 
problems should be studied. The captain's activities have 
been defined in international recommendations on the 
safe operation of ships as primarily a matter of control

3
. 

The reœmmended captain behaviour in an emergency is 
to be motorically passive, to stay silent if possible, listen 
to the communication and monitor the instruments on the 
bridge. Only in some cases the captain needs to interrupt 
and control the operations in detail. Furthermore the 
intended objectfield was emergency management in high 
tech ships, operated on a one-man-bridge-operation 
concept, or on a pilot-copilot principle. This kind of 
operation are used on a number of Danish cargo ships 
and on some modem ferries, and to a certain extent 
duplicated from the operation of aircrafts. Generic for 
these principles for operation is that their function rely 
heavily on communication with crewmembers and 
passengers elsewhere h me ship, and on communication 
with helpers on ships nearby or ashore. 

Theoretical reconstructions of high-tech operational 
schemes focus on individual captain's function in military 
terms such as command and control or, more generally, 
as thinking machines (Johnson Laird 1993). A 
functionalist approach to the analysis of the emergency 
management activity points to a hierarchy of officers' 
functions. The officer at the top level is the initiator of 
communication sequences, the person who acknowledges 
damage and identifies danger areas, who evaluates the 
consequence of further spread of water and fire and the 

'International conventions from the IMO (International Maritime 
Organisation) state that the master has as his responsibility that 
appropriate watchkeeping arrangements are made. The master and 
other key officers, who may have to control firefighting operations, 
should preferably receive advanced training in a number of items, 
that include fire control aboard ships. The more detailed standards 
for behaviour are then only visible in die available training courses 
in advanced firefigthing. This paper build upon observations made 
during such advanced fire control training. 

person who decides when to stop the pumps and 
abandoning ship. Also the functional analysis of 
emergency management indicates that these functions 
will be activated by specific, recurring events during the 
emergency such as reports on fire, spread of smoke, 
missing crewmembers and hot spots on compartment 
divisions. 

The results from a functional analysis should very much 
represent the bridge teams view of an emergency on 
board; but obviously other groups take part in what 
happens on board the ship during an emergency. 
Maritime authorities, such as government agencies, port 
authorities, coast guards, call or require calling in case of 
emergency. Classification societies offer satellite 
transmissioned expert advice. Ship companies have their 
own groups of experts, which are ready to be put on 
board. On board the ship the engineers are providing 
machinery power for steering and fire fighting purposes, 
while the purser and his employees take care of 
evacuation of passengers (if any). The mates work on the 
boat preparation party with communication equipment 
and supplies, and the fire parties use smoke diving 
equipment and fire hoses in their attempt to rescue 
people and contain the fire, eventually batten it down. 
Most important to the captain, the assistant officers work 
together with him on the bridge on plans and layouts. 
Now, the captain acts as the responsible person to all of 
these groups. The reconstructed objectfield of the present 
study in emergency management touched upon the ways 
the captain participated in each of these groups, in his 
unique position for observation in maritime emergency 
management. 

3. RESULTS 

The exercises at the fire fighting school were clearly 
influenced by psychological ideas of bottlenecks in the 
communication. Such ideas were probably an adequate 
conception of the way the participants had to perform in 
the bridge simulator with the present technology. Even 
the name of the course: command and control, 
communication, stage EH and senior officers course 
seemed to reflect a view of emergency management as a 
hierarchical structure. Table 1 shows how the captain 
acted as the "bottleneck" in the flow of information. 
However, in the debriefing session afterwards, the 
captain and other participants stated that they came from 
ships equipped with better communications technology 
(more walkie talkies!), and they were not used to 
bottlenecks in the communication. 

The firefigthing school was part of a large manufacturer 
of simulator training courses in the maritime field, and 
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Table 1 Rom-To communication pattern in the fastest 
performing captain and crew of four crews. In the 
uttermost left column the initiator of an utterance is listed 
and across the row the next speaker is listed. 

Crew 

Rom/To Ca RO 3rd Fpl Fp2 ER 

Captain (Ca) - 19 16 44 15 10 

Radioofficer(RO) 9 - - - - 19 

3rd mate (3rd) 26 

Fireparty no 1 (Fpl) 42 

Fireparty no 2 (Fp2) 12 

Engine room (ER) 9 32 

the site had a great diversity of simulators. The fire 
figuring command and control course were offered as part 
of a packet of training courses, so that different aspects of 
maritime work could be trained during one stay. Despite 
the fact that the chief instructor was a navigator, and the 
command and control exercise was designed for 
navigators, there was only little integration of 
manouevring on one hand and command and control 
training on the other. Had the exercise been performed 
in a manouvring simulator, the captain had probably 
worked with engine and rudder as well, in order to 
avoid the ship being filled with smoke. The captains did 
observe the wind direction, but in general they 
concentrated on information relevant for their men's 
immediate safety. Table 2 shows that most of the 
observations during the exercise had to do with the 
crewmembers safety. For example during these first 
fifteen minutes 81 observations (average of the four 
crews) were made regarding who were present and 
correct according to the muster list Many observations 
(55, average of the four crews) were merely requests, 
accepts and initiation of situation reports, such as 
"Fireparty one?" or "Okay, Fireparty one" in the walkie 
talkie (WT) or the internal telephone (Intercom). Other 
frequent observations had to do with the location of 
crewmembers and how they should gain access to or 
escape from the area with the seat of the fire (28 and 27 
observations respectively, as an average of the four 
crews). Much less frequent were the observations related 
to the ships survivability and to the operation of 
equipment, for example those observations concerned 
with the fire boundary plan and the fixed equipment plan 
(respectively 4 and 2 observations on average). 

Observation results similar to those described in the 
above paragraphs were presented for the officers in the 
last of the four courses. Following this presentation the 
officers showed interest towards a comparision of 
performance across crews. Evaluation of ship officers 
was not a standard part of the fire figting courses, but 
according to the chief instructor it could easily be. Some 

of the good effects of evaluation, such as that caused by 
the present study, were that the participants worked 
harder and that they went for what they believed was a 
safe approach. One of the captains stated: "..but in 
general, those who try to support us generate more work 
for us..". 

Simulator instructors at MOC argued that there was a 
need for certificating officers on ground of competence 
showed, instead of examinations in a school context 
Experience showed large discrepancies between what the 
officers stated about their behaviour when interrogated in 
more formal sessions and what they did when at the 
bridge of a ship at sea. Qualified officers chose 
deliberately to ignore rules and regulations while at sea, 
and perhaps more relevant for the study presented here, 
while they were in simulators for training. The 
technological assumption behind the study of observation 
in maritime emergency management was that a proper 
psychological study would do for a better man-machine 
interface on an on-board support system, developed at the 
Danish Maritime Institute (DMI)

4
. Several strategies for 

reducing the effect of human error were discussed as 
relevant for the design of the prototype system. One 
assumption was that improvement of the captains work 
ability reduced the effects of accidents at sea. Alternative 

Table 2. Objects observed by four different crews during 
the first fifteen minutes of an emergency exercise. 

Exercise 1 2 3 4 

Musterlist 104 79 82 60 

WT/Intercom 90 29 51 51 

3-Dimensional plan 27 22 30 32 

Access/escape routes 33 40 27 9 

Ventilation system/doors 40 12 27 21 

Wind direction 18 6 13 11 

Electrical power system 13 5 14 13 

Logbook 7 12 18 7 

VerbalMsual/audible alarm 12 1 14 12 

Fire main layout 12 2 11 9 

Safety equipment list 4 4 18 5 

Deckplan 1 11 11 4 

Alarm history 3 12 3 6 

Cargo list 6 2 6 5 

Compartment plan 4 4 1 6 

Boundary plan 3 3 6 2 

Fixed equipment plan 0 6 1 0 

4
At DMI the study was a paît of a research project in what was 
earlier known as an artificial intelligence group. 
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Fig. 1 The development of the captains initiatives per 
minute, counted as the number of utterances, from the 
missing motormen in the beginning of the exercise, and 
until they were recovered again. The captains 'uniform 
reactions to significant information given by the 
instructors can be seen as peaks in the 6th and 9th 
minute of the exercise. 

positions were expressed by officers in the debriefing 
exercises - that they have no influence on the course of 
accidents, which merely happen. A third alternative was 
that the officer should either accept or reject the support 
systems advice based on calculations of worst cases of 
fire and smoke spread. Figure 1 shows that perhaps all 
the strategies were relevant, hi the first three minutes of 
the exercise the captains did differ in their approach, 
following information on two missing motormen. Then 
all the captains responded with an increase in observable 
activity towards advices on smoke in the alleway and hot 
spot on a bulkhead, delivered by the instructors according 
to a predefined scenario in the 6th and 9th minute. One of 
the captains, number four, was more effective and 
allowed the instructors to end this phase of the exercise 
early, i.e. two minutes before number two and three 
captain, and four minutes before number one captain. 

4. DISCUSSION 

The research in technological support for emergency 
management depended on a crossdisciplinary approach

5
. 

The empirical part of the study of observation in 
maritime emergency management was embedded in a 
human factors research programme at MOC. The 
theoretical approach taken in this programme was a 
combination of supervisory control, situation awareness 

Research support was provided by the ELT s EURET program from the 
Danish Maritime Institute in the ATOMOS (Advanced Technology for 
Opdrnization of Manpower On Ships) project. John Koch Nielsen was 
technical supervisor. 

and maritime collision avoidance studies, which 
influenced the study of observation mainly through the 
holistic approach to the operation of a ship. 

The point of departure in the study was the cognitive 
theories of human error, which represents a model 
approach to analysis of work, presumably with power to 
predict human behaviour. More general, cognitive 
taxonomies of thinking are the conceptual apparatus with 
which the task demands on the captain are modelled. In 
the study of observation in maritime emergency 
management these demands were modelled as the 
thinking behaviour by the participants in the exercise 
when they performed their tasks. In principle this model 
should be convertible to a computer simulation of the 
participants behaviour, and tested against other 
behavioural data than those used for calibrating the 
model. Such data may be provided by future studies 
utilizing the sensor simulator capabilities of the 
prototype emergency management system. 

In the study of observation of maritime emergency 
management the model of human performance was not 
applied without considering how the model depended on 
the observer's position and the peripheral participation in 
the emergency. The historical assumptions behind the 
methodology of "observing" the captain's observation in 
maritime emergency management was that observation 
can contribute with data which ultimately explain the 
essence of the behaviour observed. Introspection, 
measurement of motor and verbal behaviour, and 
etnographic depictions of the context of behaviour are 
some of the key words for the observation and 
description technology. Hie conditions for obtaining the 
goal of explanation have, however, worsened 
proportionally with the essence of objects being 
formulated by help of an increasing complex technology, 
so that any observation today depend on knowledge of the 
technology in the environment of the observer. 

Cognitive psychology has developed concepts of thinking 
which has a clearly technical flavour, such as serial and 
parallel information processing, limited channel capaticy 
and coding information. The concepts were perhaps the 
only ones available to the instructors and the officers in 
the exercise. Eysenck and Keyne (1990) describe how 
cognitive psychology has origins in world war Π Human 
Factors work. If this line of thinking is continued 
cognitive psychology is essentially a militaristic 
psychology, designed to conquer and rule over men and 
machines. But merchant officers cannot be trained to act 
as machines, rather their cooperation in an emergency 
require, that they adapt to each others pecularities. 

Perhaps the captain's behaviour only can be understood 
by focusing on the internal structures of emergency 
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management, rather than on the observable motoric 
responses. The theoretical conditions for cognitive 
psychology were partly the behavioristic development of 
a scientific psychology and its failure of explaining 
psychological phenomena adequately and partly a general 
changing view of science from the activity of recording 
facts of nature to that of falsifying theories about the 
existence of an object. In a similar way, cognitive 
psychology in the maritime field may take advantage of 
authorities' and owners' growing distrust in natural 
observations of objects such as an officer's competence. 

Observation and interview may be closely knit together 
for the captain, who reacts to significant information and 
does away with the rest By allowing his crew to interact 
with him and in between themselves, he controls the 
observations of fire and smoke made under time pressure. 
Repeated use of the available media provides the captain 
with a continous, stable view of what the crew observes. 
This paper on the captain's observation in maritime 
emergency management attempt's to contribute to a kind 
of maritime psychology. Theoretically the captain can be 
considered an important individual in an emergency, 
though his positions for observation seems to be much 
more diffuse and changing than a rational account may 
consider. 

5. PERSPECTIVE 

Methodologically this study should promote the use of 
human factors metodologies and aspects in the maritime 
industry, eg. development of task scenarios, behavioural 
case studies, and communication analysis. Theoretically 
it might contribute to a domain specific model, which 
has some interesting components. A first most important 
activity should be to observe behaviour on different type 
of ship or routes in direct relation to the captain's work in 
an emergency. Also shorebased communication should 
be taken into account, if future studies should avoid being 
critizised as ungrounded, not scientific responsible. 

Perhaps the captains situation in an emergency is a little 
like being a pilot on board a captain's ship, or being the 
captain of a new ship with a different bridge layout (see 
e.g. Schrägen 1994 and Schuffel 1992). 
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Abstract: New observations on loop-shaping characteristics of a human operator in a 
compensatory manual control system are presented. These observations are quite useful for 
manual control systems design. A design method of manual control systems considering 
easiness of the operation is proposed based on H°° control theory. The validity of the 
design method is confirmed by experiments. 
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1. INTRODUCTION 

This paper deals with new observations on loop-
shaping characteristics of a human operator in a 
compensatory manual control system and their 
application to a design method of human-oriented 
manual control systems considering operator's 
easiness. 

obtained. 
Secondly, using these observations a new design 
method of manual control systems with regard to 
operator's easiness based on H°° control theory is 
proposed. 

Finally, validity of the design method is confirmed by 
experiments. 

In the late 1950s to 1960s, studies were presented on 
analysis of human operator characteristics in 
compensatory manual control systems, based on the 
classical feedback control theory in the frequency 
domain. But their results were concerned only with 
properties near the gain crossover frequency. Besides, 
there have been few studies on application of them to 
manual control system design. 

In this paper, these classical results are expanded in 
order to apply them to design. At first, we performed 
experiments on a compensatory manual control system 
with the control object realized on a computer. The 
experimental results are analyzed carefully not only 
at frequencies near the gain crossover but at the lower 
frequencies. As a result, new observations including 
loop-shaping characteristics of a human operator are 

2. COMPENSATORY MANUAL CONTROL 
SYSTEM AND CLASSICAL RESULTS 

A compensatory manual control system is illustrated 
in Fig.l. In the late 1950s to 1960s, several studies 
were presented on analysis of human operator 
characteristics in that system, based on the classical 
feedback control theory in the frequency domain. Their 
main results are as follows (McRuer, et aly 1967). 

Human Operator 
e(t) 

H(s) 3i 
Control Object 

y(0 

Fig.l. Block diagram of a compensatory manual 
control system. 
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a) A human operator in a compensatory manual control 
system adjusts his transfer characteristics to his control 
object. And the class of possible transfer functions of 
the human operator after the self-adjustment is clarified 
as following transfer function model. 

(D 

b) After the self-adjustment, the open loop transfer 
function of the compensatory manual control system 
H(s)P(s) can be approximated to a transfer function 
(equ.(2)) at frequencies near the gain crossover, which 
is called the crossover model. 

(2) 

Explanation of the above properties of a operator in 
view of the classical feedback control theory is as 
follows. In a compensatory manual control system 
the operator tries to shape the open loop transfer 
function to the above crossover model (equ.(2)) at 
frequencies near the gain crossover by adjusting his 
transfer characteristics within the model (equ.(l)). 
Thereby, he keeps some amount of stability margin 
of the system. 
But these models are not enough for designing the 
manual control system because of the lack of 
knowledge on the properties of the operator at low 
frequencies which are related to the closed loop 
performances such as disturbance rejection. 
Accordingly, there have been few studies on 
application of these models to manual control system 
design. 

3. LOOP-SHAPING CHARACTERISTICS OF A 
OPERATOR AND OTHER NEW 

OBSERVATIONS 

3.7 Configuration of the measurement system 

Fig.2 illustrates experimental equipment used for the 
measurement of a human operator's transfer function 
in compensatory manual control systems. The control 
object and random disturbances are realized on a 
computer. And a human operator tries to eliminate 
the output error signal indicated on a CRT display 
using a rotational input device. About sixty types of 
stable transfer functions are used as the control object. 

Computer 

Control Object 
and disturbances 

3.2 Confirmation of the classical results 

Fig.3 shows the open loop transfer characteristics of 
the system for various control object. These results 
show that a operator seems to adjust his transfer 
characteristics to the control object within the model 
(equ.(l)) and all the open loop transfer characteristics 
are close to the crossover model (equ.(2)) near the 
gain crossover frequency. This confirms the classical 
results mentioned in the previous section. 

"Ί 1 i—i" i " r n h r j 1 ι—ι ι ι ι 11 [ 

0.1 1 (rad/s) 10 

(a) Gain 

(rad/s) 10 
(b) Phase 

Fig.3. Open loop transfer characteristics for various 
control objects. 

3.3 Loop-shaping characteristics of a operator 

In order to obtain new observations on properties of 
the operator at low frequencies, which the classical 
results lack, precise analyses are carried out. 
Experimental results for two control objects which 
have different characteristics at low frequencies are 
showed in Fig.4. As the dashed line in Fig.4(b) 
indicates, the operator adjusts his transfer 
characteristics at low frequencies when the control 
object increases low-frequency gain as the dashed line 
in Fig.4(a) shows. The adjustment is in such a way 
that two open loop transfer characteristics are close to 
each other even at low frequencies as showed in 
Fig.4(c). This means that the operator operates to shape 
the open loop transfer characteristics into a transfer 
characteristics represented by equ.(3), that is to say, 
he achieves a loop-shaping. Let us call equ.(3) the 
loop-shaping model. 

LOL(
S
) = Ts + 1 

(3) 

Fig.2. Experimental equipment for the measurement. 
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frequencies lower than the gain crossover frequency 
is obtained when the operator shows integral-like 
characteristics (dashed) than deferential-like one 
(solid). Moreover, in various experiments, it is 
observed that when the operator achieves the loop-
shaping mentioned before, the system has the best 
sensitivity characteristics. 

(rad/s) io 

(b) Operator Gain 
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0.1 
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Fig.4. Loop-shaping characteristics. 

3.4 Relations between operator's transfer 
characteristics and easiness of operation 

On designing manual control systems, regard for the 
operator's of operation is significant. Therefore relation 
between operator's transfer characteristics and the 
easiness is explored. Fig.5 shows experimental results 
of operator's transfer characteristics for two control 
objects, for one the operator behaves like integral 
element (Fig.5(a)) and for the other like differential 
element (Fig.5(b)). On each figure four curves 
correspond to four trials of the same operator. Fig.5(a) 
indicates that the operator shows almost the same 
integral-like characteristics at frequencies lower than 
the gain crossover frequency on each trial. In these 
cases, the operator feels easiest in operation. However, 
as in Fig.5(b) the similarity of the operator's transfer 
characteristics is not observed when himself behaves 
differential-like except near the gain crossover 
frequency. In these cases, the operator seems to 
concentrate on near the gain crossover frequency to 
stabilize the system and cannot pay attention to 
operations at low frequencies. 

3.5 Performance of a manual control system. 

A compensatory control system should have good 
disturbance rejection, that is, small sensitivity of the 
system at low frequency. Fig.6 shows experimental 
results of the closed-loop sensitivity characteristics 
for the two control objects. Better sensitivity 
characteristics (namely, less sensitive) at all 

(a) Integral-like 

1 (rad/sec) 10 
(b) Differential-like 

Fig.5. Operator's transfer characteristics. 

1—ι—ι M I M 
0.1 1 (rad/sec) fo 

Fig.6. Closed loop sensitivity characteristics. 

New observations stated in this section are summarized 
as follows. 

New observation 1: The loop-shaping characteristics; 
A human operator operates to shape the open loop 
transfer function into the loop-shaping model (equ.(3)) 
at all frequencies lower than the gain crossover 
frequency when the operator shows integral-like 
characteristics near the gain crossover frequency. 

New observation 2: The best easiness of the operation; 
A human operator feels easiest when himself behaves 
integral-like. 

New observation 3: The best disturbance rejection; 
A compensatory manual control system has the best 
sensitivity characteristics when a operator shows 
integral-like characteristics and he achieves the loop-
shaping. 
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4. SYNTHESIS OF MANUAL CONTROL 
SYSTEM AND EXPERIMENTS 

Using proposed new observations it is possible to 
synthesis manual control systems considering not only 
the closed loop stability but also the disturbance 
rejection and the easiness of the operation. 

4.1 Configuration of the manual control system with 
dynamic compensators 

Fig.l illustrates the considered manual control system. 
Dynamic compensators C^s), C2{s) are inserted 
between the human operator and the control object. 
L.P.F. is a low pass filter. In a compensatory manual 
control system, presentation of unnecessary high 
frequency components of the feedback signal makes 
the human operator decrease the crossover frequency 
(McRuer, et al, 1967). So the filter is inserted. 

(b) 

e(t) 

Q ( s ) 

LJ>.F. —* 
Fig.7 Configuration of a manual control system with 

dynamic compensators. 

4.2 Design procedure of the dynamic compensators 

At first, the dynamic compensator C2{s) is designed 
so that the system without the operator (illustrated as 
(a) in Fig.7) rejects the disturbance sufficiently. The 
compensator is designed by applying H°° control 
theory to an augmented system including frequency 
dependent weighting functions Wx(s), W2(s) (Fig.8). 
It is assured that the obtained compensator internally 

stabilizes the system and bounds the H°° norm of the 
closed loop transfer function matrix from the 
disturbance ν to the controlled output ζ below the 
specified value. According as the gain of the weighting 
function W[(s) is increased, the gain of the closed 
loop sensitivity function is decreased. The weighting 
function W2 (s) is used for specifying robust stability. 

-?1 H(s) til ^Cl(s)\^Y^\C2(s)\ 

L.P.F. < » 

y(ß) 

Fig.8. Augmented system for the design of C2(s). 

Fig.9. Augmented system for the design of C^s). 

4.3 Design example and experimental results 

The synthesis and experiments were carried out for a 
low damping second order lag element as the control 
object which is very difficult to be controlled without 
the compensators. All transfer functions used in this 
example are listed on Table 1. 

Fig. 10 shows experimental results with the designed 
dynamic compensators. Fig. 10(a) shows that the 
operator's transfer characteristics (heavy) is close to 
the model H(s) (dashed). And from Fig. 10(b) it is 
confirmed that the open loop transfer characteristics 
of the system with the compensators (heavy) is also 
close to the loop-shaping model assumed in the 
synthesis (dashed), which implies the operator achieves 
the loop-shaping. Fig. 10(c) shows that great 
improvements on the disturbance rejection properties 
are obtained with the compensators. 
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Next, the dynamic compensator C{(s) is designed 
using new observations. Fig.9 illustrates the considered 
augmented system. Here the compensator C2(s) is 
fixed as designed before. From new observations 2 
and 3, the best easiness of the operation and the best 
disturbance rejection is obtained simultaneously when 
a operator behaves integral-like. Therefore a transfer 
fonction with this characteristics is used as the operator 
model H(s). However, the operator does not 
necessarily behave like this model. From new 
observation 1, the operator tries to achieve the loop-
shaping, if possible. So, if the open loop transfer 
function of the considered system is close to the open 
loop model (equ(3)), the operator achieves the loop-
shaping and his transfer characteristics must be close 
to the model H(s). The compensator Cx(s) is also 

obtained using H°° control theory using by the ability 

to shape transfer functions with frequency dependent 

weightings, W3(s) and W4(s). The open loop transfer 

function with the obtained controller is close to 

W3(s) at the frequencies where |W 3(yû) ) |» l 

(typically at low frequencies) and is close to W4(s)~ 

at the frequencies where » 1 (typically at 

high frequencies). From this fact, the open loop transfer 
function of the system can be specified by these 
weights. 



These results verify the validity of the proposed REFERENCES 
synthesis method. 

McRuer, D. T., Jex, H. R. (1967). A Review of Quasi-
Linear Pilot Models. IEEE TRANSACTION OF 

Tablel Transfer functions HUMAN FACTORS IN ELECTRONICS, HFE-8 
used in the design example. No.3, pp. 231-249. 
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Fig. 10. Experimental results with the designed 
dynamic compensators. 

5. CONCLUSIONS 

In this paper, new observations on the properties of 
human operator in a compensatory manual control 
system were clarified. And a design method of human-
oriented manual control systems using these 
observations was proposed. 
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Abstract: This paper presents an ongoing case study where a developed method for system-
atic design is applied when designing an assembly system at a Swedish company, FHP 
Elmotor AB. When initiating the method, it became obvious that the initial system back-
ground was not sufficiently analysed. Therefore, a design team was formed and a thorough 
background analysis was performed. The original goal description had to be changed as well 
as the product design. Using the design method made the company's internal system design 
process more important than initialy intended. 
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1. INTRODUCTION 

Traditionally, the process when designing manufac-
turing and assembly systems is not emphasised to 
the same extent as the process of designing products. 
This situation concerns both the industrial compani-
es' focus, and the scientific research made in the field 
of engineering and manufacturing design. There exist 
for example relatively few methods and principles 
developed in order to improve the assembly system 
design process. However, a product of high quality -
referring to the total quality concept - cannot be 
assembled without a suitable assembly system which 
in turn requires an emphasis on the design process. 

One way of improving the assembly system design 
process is to structure and systematise the process 
and to emphasise essential factors affecting the 
system and its design. For this purpose, a first 
version of a structured method for systematic design 
of assembly systems has been developed at the 
division of Assembly Technology at Linköping 
University (Lundström, 1993a). 

1.1 The Background of the Development of a new 
Assembly System using the Design Method 

FHP Elmotor AB, a Swedish company of 450 
employees located in Ankarsrum, Sweden, was going 

to design a new assembly system for a new product 
generation. The developed system design method was 
implemented for the purpose in early 1994. 

Since 1990, FHP Elmotor AB belongs to the FHP 
Motors GmbH group, one of the major producers of 
electric motors in Europe, 50 % owned by Electrolux 
and 50 % owned by Temic (a Daimler-Benz subsidia-
ry). FHP manufactures six different product families, 
and among these, the specific product which is dis-
cussed in this paper. A new product generation of the 
product is being developed, and the manufacturing of 
this new product is planned to be initiated in a few 
years. The product, the annual production volumes, 
year and investment costs are confidential due to the 
current development stage of the project. 

The existing assembly system which was built dur-
ing the eighties, consists of three subsystems and the 
final assembly system. The subsystems consist of 
dedicated machines combined in a Une flow, resulting 
in a rather inflexible system with high set-up times, 
and buffers between the stations. The final assembly 
is completely automated, performed in one machine 
which requires supervision. 

The features of the new product are such that it can-
not be assembled in the existing system. One reason 
is that the product design and structure are different. 
Another important reason is that the equipment of 
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the existing system is old and needs to be updated. A 
new system must therefore be developed for the new 
product. The question is: how to design this new 
assembly system in order to achieve a suitable sys-
tem? 

The manufacturing and the assembly process of the 
product is essential for the company. Customer adap-
ted products as well as the customers' requirements of 
short lead times etc. require a flexible production pro-
cess. The new assembly system is therefore of signif-
icant importance concerning market aspects. 

The objective of the case study is to answer the ques-
tion of how this specific assembly system is desig-
ned at FHP when using the design method. Who 
designs the system and what the result of the design 
process is, are other related questions to be answered 
in the case study. Another important question is how 
internal and external factors may affect the 
preconditions of the design process. 

This paper presents the results achieved so far, of 
how the company designs its assembly system when 
using the method. Specific factors at the company 
affecting the design process are indicated, and aspects 
of the method are discussed in the paper. The case 
study is planned to continue until the assembly sys-
tem is built and is running in full production. 

2. THE METHOD OF RESEARCH 

The case study at FHP Elmotor AB is an opportunity 
to study and verify the application of the developed 
method for design of assembly systems. The applica-
tion of the design method was initially introduced in 
February 1994 by the project leader after studying the 
design method. The applied system design method is 
a theoretical foundation mainly based on a thorough 
analysis of the problem area and its related research, 
but also based on studies of assembly system activi-
ties in industrial companies. 

This research project is performed by the utilization 
of qualitative research methods. The study at FHP 
suits the definition of a case study as an empirical 
inquiry according to Yin's definition (Yin, 1981). 
The research questions of how assembly systems are 
designed, and why, also fit into the general case study 
strategy. A single-case design is used, involving 
multiple units of analysis in order to study how the 
company designs the system. 

The research method may partly be considered as a 
type of case study called action research, where the 
researcher participates actively in the change process. 
In this case, the research participation mainly con-
cerns the transfer of knowledge through the initial 
introduction of the system design method. 

Multiple sources of evidence are used, which is a 
major strength of case study data collection according 
to Yin (1981). Continuous follow-up of the project 
status, by contacts with for example the project 

leader, is one technique used. Other techniques are 
structured questionnaires and documentation analysis. 
Interviews with members of the project group and 
other employees will follow at a later project stage. 
The contextual issues are important in this case and a 
broad analysis of the company is therefore necessary. 

3. THE SYSTEM DESIGN PROCESS 

Two important and closely related aspects to focus on 
when designing the assembly systems are the design 
process and the designers. As concerns the design 
process, it is often based on company's traditions, the 
experiences of the designers or the advice of external 
consultants. Another solution is to have suppliers of 
assembly equipment to design and/or to build the 
systems. In general, the design process is to a large 
extent determined by the designers. 

Systematic design principles or methods are seldom 
used by industry when designing assembly system. 
However, when designing production systems for 
example, the establishment of a set of manufacturing 
policies has been done according to Skinner (1978). 
Related work in the assembly system design field, 
however with certain different approaches, can be 
found in for example Milberg (1989), Maczka 
(1985), Warnecke (1987) and Feldmann (1990). 

3.1 Method Presentation 

In order to improve the system design process, a first 
version of a systematic method for the design of 
assembly systems has been developed. Here, the 
design process is sequentially structured and relevant 
parameters are identified and classified into categories 
(Lundström, 1993a). 

The structure of the design process involves three 
blocks; the background, the development and the real-
ization of the assembly system, see figure 1. These 
blocks comprise thirteen phases in total, which are 
further sub-divided into design steps on four levels of 
detail in the form of a tree structure. This structure 
makes it possible for the designer to choose level of 
the support needed. The presentation principle is 
based on IDEF (Wu, 1992). Some general principles 
of importance to the method are that: 

- The designers' ability to solve the problem of 
designing the system should be supported. 

- Automatic or manual assembly systems, or a 
combination of these systems are considered. 

- The technical system and the social system 
(the work organization and the work 
environment) is equally important. 

- The background analysis is emphasized in order 
to gather relevant information before develop-
ing alternative system concepts. 
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BACKGROUND 

Background to a 
new, or changed AS 

Feasibility study 

Requirements 
for the AS design 
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Detailed information ρ * * 
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Planning the 

realization project 
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Initiating the assembly | j £ 
system & process 

Full production L 

Follow-up M 

AS = Assembly Systems 

Fig. 1. The system design method comprising the 13 phases and structured in the three blocks; background, design 
and realization. (The figure is slightly modified from Lundström and Johansson (1993b). 

3.2 Applying the System Design method at FHP 

The development of the new generation of the 
product began in 1993. In late 1993, the work of 
how to design the new assembly system for the 
product was initiated at the production engineering 
department. A supplier of automatic assembly 
equipment was contacted at that early stage of the 
design process and was asked to submit an offer. A 
principle layout was developed, see figure 2, and the 
number of operators working in the system were 
suggested as well. 

Materials 
handling 
zone 

Subsystem 1 

Customer 
Main assembly [ adaptation 1

 zone 

Subsystem 2 

Test 

Materials 
handling 
zone 

Fig. 2. The first preliminary layout of the assembly 
system at FHP Elmotor AB. 

In the beginning of 1994, a new production engineer 
was employed. He become the project leader of the 
system design project, and initiated the implementa-
tion of the design method at this project stage. 

After initiating the method, it became obvious that 
the design process had passed fairly quickly through 
the different design phases. As a result, the backgro-
und of the project was not sufficiently analysed. 
Detailed solutions had been suggested and a supplier 
had been appointed too early in the design process. 

This situation is not unusual. Often, when the 
economical resources are determined, the best 
technical system alternative (or supplier) is chosen, 
and then an adaptation to the social system is made. 
This often results in problems in the initial 
production stage. 

Traditionally, assembly systems at FHP have often 
been designed based on the selection of the best tech-
nical assembly system concept, developed by suppli-
ers of assembly equipment. The time for the design 
process has often been short, and the internal respon-
sibility has mainly been put on production engineers 
alone instead of appointing a team of individuals 
with different skills. 

Assembly systems in general are often designed by 
production engineers within the company, or by a 
team composed of people with different skills. The 
system design process at FHP so far, proceeded by 
developing the project team in three steps: 

Step I. The initial system design work was made 
by production engineers at the Production 
Engineering Department. 
• No system design method was used. 

Step II. In the next step of the process, a production 
engineering manager, a representative from 
the economics department and the newly 
employed production engineer formed the 
system design team. The production engi-
neer became the project leader. 
• The system design method was initially 
implemented. 

Step ΙΠ. When the project increased to comprise the 
building and the materials handling as well, 
a formal project team was initiated. This 
team concluded the managers of eight differ-
ent departments and a control group (top 
management). The former project leader of 
the system design became responsible for 
the total project involving both product and 
system development. 
• The system design method is implemented 
and used. This is the current project status. 

The product was developed by a separate project team 
which had already been initiated in step I, when also 
the system design process was initiated. The separate 
product development process continued in parallel 
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with the system design process (step Π). In step III, 
the system design and the product development was 
integrated in the total project. The project team now 
comprises 9 persons; the project leader and the man-
agers of the departments of Production, Manufactu-
ring Planning, Quality, Research & Development, 
Marketing, Administration, ADP, and Purchase, see 
figure 3. 

Control group 

Fig. 3. The project team at FHP. 

When designing the assembly system in a more sys-
tematic way using the method, the background to the 
task became important again and was carefully anal-
ysed at FHP. The project has proceeded so that 
phases A, Β and C of the design method has been 
worked through on different levels of detail, see 
figure 1. It included an extensive analysis of the 
background of the necessity to design a new 
assembly system at FHP (phase A). The feasibility 
study investigating whether it was possible to per-
form the project referring to available resources etc. 
(phase B), and the important specification of the stra-
tegies and requirements of the potential assembly 
system (phase C). 

More specifically, the system design process at FHP 
following the first method phases, involved for 
example the investment offers, the composition of 
the project team, and a thorough background 
analysis. This system design process proceeded in 
parallel with the product development process. 

3.3 Focus on the Background Analysis 

As a part of the background analysis when designing 
the assembly system, a problem analysis followed 
(method phase A, design step A2, see figure 4). Here, 
operators were working in two groups in order to 
identify problems mainly with the previous product 
and the existing assembly system, in order to gather 
information and specify requirements for the new sys-
tem. The result of this analysis mainly concerned the 
assembly operations and problems related to equip-
ment, but also opinions regarding a new assembly 
system concept and aspects on how to work in it. 

When the design team (see step ΙΠ) had been deter-
mined, a very important background analysis was 
made within the project team members. The objec-
tive of this problem analysis on a strategic level was 
to answer the questions; why?, what? and how? with 
respect to how each department was working. Certain 

design steps of phase A of the design method were 
selected, see figure 4. 

Phase A: Background to a new, or 
changed assembly system. 

A l : Analyse the preconditions 
All: Why change? 
All: Resource specification 

A2: Problem analysis 
All: Problems in the existing organisation 
All: Reasons for the problems 

A3: Bench-marking 
A31: What is to be bench-marked? 
A31: How to bench-mark? 
A33: Specification 

A4: Requirement analysis 
A41: Define requirements classified as 

strategic system parameters 
A41: Define requirements classified as 

operative system parameters 

Fig. 4. The selected and briefly modified design steps 
from phase A of the method, used in the back-
ground analysis conducted by the project team. 

The outcome of this analysis was important; prob-
lems and various aspects such as strategic issues, the 
work organisation, education demands etc. were focu-
sed. The connection between the different departments 
at the company such as Quality - Production, Quality 
- Purchase etc. was emphasized, which resulted in a 
mutual insight into what would be required, areas of 
responsibilities etc. 

Another concrete result of this background analysis 
was that it became obvious that the original goal 
description of the total project had to be changed. 
This was mainly based on conventional ideas, and 
would probably have resulted in the development of 
an assembly system, similar to the existing one. 

The first investment request of the project was based 
on the original background analysis, which in turn 
was partly based on the information received from the 
supplier concerning the proposed technical system. 
However, this information was not sufficient enough 
for the owners of the company to make the decision 
whether the project should be financed or not. 
Therefore, the financial decision was postponed until 
sufficient information was available. The thorough 
background analysis made when using the design 
method became important to achieve a sufficient 
foundation for the coming investment decision. 

The postponed investment decision affected FHP
1
 s 

possibilities to continuing with the project at full 
speed. However, the original timetable for the project 
still remains due to the reduction of time for the real-
ization of the system. 
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The system design method was introduced at FHP at 
a stage when a prototype of the product existed. 
However, after the thorough and more systematic 
background analysis it became obvious that the prod-
uct needed to be developed further. A new concept 
was necessary where the manufacturability of the pro-
duct was taken into account to a larger extent. The 
development of the product therefore still continues. 

4. DISCUSSIONS 

4.1 The Design Process and the Designers 

When the system design project increased at FHP due 
to new requirements, it was necessary to initiate a 
team consisting of representatives from the different 
departments concerned at the company. It was also 
advantageous to involve individuals with the author-
ity to make significant decisions. A team's success is 
determined by the integrated outcome of everyone's 
work. Development projects are typically conducted 
under intense time and budget pressures, and there-
fore, they usually magnify the strengths and weak-
nesses of a company (Bowen, 1994). Another aspect 
is the size of the project team (9 persons), all with 
different skills. According to Oliva, it is advanta-
geous if a team is composed of a small number of 
people (8-15) where each member is a specialist in 
his own field (Oliva, 1990). The formal creation of 
the project team, and also the simultaneous design of 
the product and the assembly system, may give the 
conditions for a better understanding of these design 
processes. 

The choice of project leader is important in any pro-
ject. This system design project is no exception. 
Intrapreneuring is what may be described as "acting 
like an entrepreneur inside a large organisation" 
(Robson, 1990). Having intrapreneurs - or passionate 
champions - within a project is very important for 
the success of the project. Referring to a study of 50 
new products made by Texas Instruments, Robson 
states that all projects that failed lacked a passionate 
champion. 

In order to motivate the use of the method when de-
signing, a visualisation of the project description 
concerning the background phases was made at FHP. 
The project was resembled with a vehicle going on a 
long trip. Here, the background studies would give 
answers to what type of vehicle that was used, possi-
ble problems of this vehicle, information of the best 
existing vehicle, general and specific requirements 
and the possibilities to fulfil these (see chapter 3.2). 

Operator involvement is also important when design-
ing. So far, operators at FHP have been involved in 
analysing the problems of the existing product and 
assembly system. Except the gathering of significant 
information, this operator involvement gives the pre-
conditions for anchoring and later acceptance of solu-
tions. This may increase their motivation for 
changes. The system design method further indicates 
that operator involvement is also important when 

specifying the assembly system requirements, and 
when developing assembly system alternatives at the 
conceptual level. 

4.2 Factors Affecting the Design Project 

The assembly system design does not always proceed 
as planned, due to both internal and external factors. 
At FHP, the preparation of information as a basis for 
the financial requirements, as well as waiting for the 
investment decision, had a controlling affect on the 
first phases of the project. One reason for this was 
shortage of information, needed to make the decision 
of whether financial support would be approved or 
not. In this context, the organisation and geographi-
cal location of the ownership may be of importance. 
The complexity of the communication channels may 
affect the decisions. 

The project lead times may be affected if the invest-
ment decision is postponed. The consequence may be 
shortening of the important project planning stage. 
Another scenario is to continue with the system 
design while waiting for the financial decision, 
taking a risk that there will be no investment appro-
val. A difficult aspect of the investment inquiries 
concerning the assembly system design is to make a 
realistic estimation of the costs. This estimation of 
the project cost can be made by experienced project 
participants. FHP requested a budget proposal from a 
supplier of automatic equipment, which indicated the 
size of the investments. This is another way of esti-
mating the costs of the system. However, relying on 
the suppliers' proposal implies a risk of deciding too 
early what type of system concept to choose. After 
applying the design method, FHP has found it 
important to gather relevant information before 
developing any system alternatives, in order to 
develop the most suitable assembly system. 

The selection of both internal and/or external design-
ers is very important when designing an assembly 
system. An important principle of the method is to 
handle as much as possible of the design process 
within the company. Referring to the case study, the 
assembly system conditions are best known to FHP, 
and it is therefore advantageous if the important anal-
ysis and the specification for the system design are 
made by designers within the company. As a result, 
knowledge and experience regarding the system will 
be maintained within the company, which can be 
considered as "to own the technology". This may for 
example facilitate the knowledge-transfer to the 
operators at a later stage. However, the actual 
building of the system may be realised by a supplier 
on the basis of the requirements specified by the 
company. Whether external competence, such as 
suppliers are contacted and required for the system 
design, depends on the company's knowledge and 
ability to develop and build the system. The 
advantages of co-operating with suppliers are the 
utilisation of their knowledge and experience in the 
system design field. The risk, however, is the use of 
existing applications and modifications of old techni-
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cal solutions that do not suit the new tasks. This risk 
may be greater if the feasibility study made by the 
supplier is not externally financed. 

5. CONCLUSIONS 

The process when designing the assembly system at 
FHP is based on the principles of the system design 
method. It has resulted in a thorough background 
analysis which has taken more time than initially 
planned. However, emphasizing the background and 
the feasibility study is here the means of reducing the 
time for the realization and the initiation of the new 
assembly system. Therefore, it is estimated that the 
original project timetable will still be maintained. 
Instead, focus has been moved to the initial stage of 
the system design process. By emphasizing the prob-
lems at an early project stage, the probabilities of 
late surprises have decreased, and the possibilities for 
higher system quality may increase. 

By emphasizing on this early stage, the preconditions 
for co-operation over the department walls have incre-
ased as well. It has become more natural to work 
across the department boarders. 

The newly employed project leader of the project was 
not influenced to the same extent as old employees 
by the traditions of the company of how to design 
assembly systems. This probably made the back-
ground analysis become more evidently important as 
both the product and the existing system was new. 
The use of the method at the company has matured 
the more working with it, and it has been found 
advantageous to work outgoing from a structure and 
being more systematic when designing the system. 

Over a longer term, the advantages by designing sys-
tems systematically using a method, means having 
something to refer to when improving the design 
process. When outgoing from a structure, it is easier 
to find out where it went right or wrong, which 
makes it easier to adapt the design process to the next 
project. Developing a system for applying what was 
learned from one project to subsequent projects is an 
important key according to Bowen (1994). 

When focusing on the design process, the possibility 
to achieve higher system quality, to reduce problems 
at an initial production stage and to minimize late 
system changes increases. The overall goal is to redu-
ce the total lead times and costs for the development 
of a system. 

The use of the method is based on working itera-
tively, choosing design steps in an order that is suit-
able for FHP. Applying the method has also resulted 
in the emphasis on certain important questions at 
issue. So far, the knowledge of the assembly system 
design is still maintained within the company. 

According to the project leader at FHP, the system 
design method is quite easy to learn, but what may 
take time is changing the attitudes among people at 

the company so the necessity of being systematic 
when designing becomes accepted. An important task 
is to motivate employees at all levels for the project. 
This concerns both the project team members, the 
operators and the management. Working with the 
attitudes and the motivation for a systematic design 
of the assembly system, has therefore become an 
important tasks to handle at FHP. The project con-
tinues, and the company has become aware of the 
importance of focusing on the system design as well 
as on the product development process. In the long 
run, this may give the preconditions for a better 
product and system development. 
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Abstract: This study looks at technical ways of supporting the defining of machining rates 
on CNC machine tools. It is founded on an analysis of 128 skilled workers' work action in 
planning and optimizing machining rates when compiling and running-in NC programs. 
The study serves as a basis for the further development of CNC systems. Recommenda-
tions are made for the design of the human-machine interface of future CNC machine 
tools. These recommendations are then exemplified in a new CNC component called over-
ride logging which was designed and tested with skilled workers both in a laboratory and 
in a practical industrial setting. 

Keywords: Manufacturing processes, CNC, Machining, Logging, Human-machine interface 

1. DESCRIPTION OF THE PROBLEM 

CNC technology is the most widespread computer 
technology in industrial manufacturing. CNC ma-
chine tools are the most frequently used and most 
developed CIM components (Martin and Rose 
(Eds.), 1992). Important areas of application for 
CNC systems are in milling, drilling and turning. 
70% of all machine tool controls are implemented in 
these production processes (Krause, 1991). The most 
important movement parameters of the cutting tools 
are the feed and cutting rates which run at defined 
speeds and which are called machining rates. 

Defining optimal machining rates for a given job 
situation is important with respect to the economic 
use of company resources. These rates directly in-
fluence the piece's quality, the production time and 
the wear on the production facilities. 

Machining rates are set by means of a planning and 
optimization process while the program is being 
compiled and while running-in. This is done by a 
specialized programmer or by the skilled worker 

working the machine. These rates must be planned 
and programmed as part of the NC program before 
actual machining begins. Through the increasing 
popularity of shop floor programming (see Nuber 
and Schultz-Wild, 1990) the planning and input of 
machining rates are more and more often undertaken 
directly on the machines by the shop personnel. Fur-
thermore, one can observe that when setting up, pre-
planned machining rates must often still be adapted 
and optimized according to the actual machining 
conditions. 

Present available resources for defining machining 
rates, such as reference value charts, tool catalogues 
and indexes or computer aided machining rate data 
and knowledge-based machining data processors, 
concentrate on support before actual work on the 
floor. Few presently marketed computerized numeri-
cal controls (CNCs) offer options allowing the com-
fortable optimization of machining rates while run-
ning-in. Technical improvements with respect to 
defining machining rates while machining have 
been called for by all involved with the development 
and application of CNC machine tools and who wish 
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to achieve optimal use of company resources (i.e. 
users, developers and builders of CNC systems; pro-
duction and manufacturing scientists; ergonomists) 
(see i.e. Warnecke and Mertens, 1988; Hekeler, 
1988; Bullinger and Ammon, 1991; Bohle, 1992; 
Martin and Rose (Eds.), 1992; Storr, et al., 1993; 
Schulz and Fechter, 1994). There is extensive con-
sensus on the fact that technical improvements must 
be orientated by the work action of the machine 
operators (usually for CNC machine tools qualified 
skilled workers) in order to allow their experience 
based knowledge to be incorporated into the process 
of defining rates. 

2. GOALS 

This study looks at technical ways of supporting 
skilled workers in defining machining rates on CNC 
machine tools (Striepe 1995). Based on an analysis 
of the work action involved in planning and optimi-
zing feed rates and cutting speeds when compiling 
and running-in NC programs, the study provides a 
basis for the further development of CNC systems. 
Recommendations are made for the development, 
design and realization of future CNC machine tools. 
These recommendations are then exemplified and 
tested in the form of a new technical option which 
logs manual feed rate and cutting speed adjustments 
by means of the override functions and which trans-
fers these adjustments to the NC program. 

3. PROCEDURE 

3.1 Scope of the study 

This study was carried out as a part of the CeA-For-
schungsverbund (Research Association for Computer 
Supported Experience-Guided Work) and promoted 
by the German Ministry of Research and Technology 
(BMFT) and several builders of CNC systems (Mar-
tin (Ed.), 1995). This research association investiga-
ted in close interdisciplinary cooperation with ergo-
nomie and engineering research institutions, work 
action on CNC machine tools when turning and mil-
ling and elaborated certain basic points for further 
technical development. All essential activities of the 
skilled worker while working on CNC machine tools 
(i.e. planning, programming, setting-up, running-in, 
optimizing and monitoring the process) were obser-
ved. The part of the study described in the following 
concentrates on specific aspects involving the defin-
ing of machining rates. The new override logging 
component was developed in close cooperation with 
the Institut für Arbeitswissenschafl der Universität 
Gesamthochschule Kassel (IfA-GhK), the Institut für 
Werkzeugmaschinen und Fertigungstechnik der 
Technischen Universität Berlin (IWF) and the 
Siemens AG Erlangen (Metzler and Striepe, 1993). 

3.2 Analysis of work action 

The prototypical development of an override log was 
preceded by a broad analysis of work action of skil-
led workers when defining machining rates on turn-
ing, milling and drilling CNC machines. A sample 
of 128 skilled workers from 30 different metal work-
ing industries were systematically observed and que-
stioned. The sample was chosen as to reflect to a 
high degree the diverse areas of application of CNC 
technology in Germany with respect to: 
- the structure of the companies (small-, medium-

and large-scale enterprises) 
- the spectrum of the machines and CNC systems 

used (51 machine types from 38 builders; 48 CNC 
types from 14 builders) 

- the work organization (office programming, diffe-
rent forms of shop floor programming) 

- the employee qualifications. 

3.3 Practical Tests 

The override logging tests were to be carried out in 
as practical conditions as possible and they were to 
lead to results that could be easily generalized. Thus, 
two prototypes were developed and tried in an early 
phase of development. These tests were carried out 
with skilled workers in order to be able to directly 
record the effects of the override logging on their 
work action, as well as to allow their expert know-
ledge to be incorporated at an early point. The skil-
led workers were observed in their work with the 
new component and then in light of the observations, 
questioned in partially guided interviews. 

This graduated procedure made it possible to effect-
ively try the override log. Closeness to actual prac-
tice was achieved by having the skilled workers car-
ry out representative run-in tasks (in the lab - speci-
fically defined; on the floor - day to day orders) on 
fully equipped CNC machine tools. 

The practical tests were run by five very experienced 
skilled workers, who were experienced in using the 
technology involved (machine, CNC). First, a proto-
type was tested on a Boehringer VDF lathe with a 
Sinumerik 880T control and a separate PC (Fig. 1). 

Fig. 1. Test concept of override logging 
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Fig. 2. Industrial test: Optimizing the NC program 
by means of override logging 

With the help of the new component, each time the 
override switches are used, the override rates, the 
relevant block number and the actual tool position 
are transferred into a log on the PC. This data is 
then available as a basis for program optimization 
after nmning-in. For the first prototype, the dialog 
occurs using the Windows-principle and a mouse 
control. The optimized program can then be trans-
ferred back to the CNC for repeated runs. 

The second prototype was installed on a Hüller-Hille 
machining center with a Sinumerik 880M CNC (see 
Fig. 2). This prototype functioned basically on the 
same principle as the other except for slight adapt-
ions based on weaknesses identified in the first pro-
totype. An important adaption was that the mouse 
controlled dialog was switched to the softkey dialog 
principle with function keys customary to CNCs. 

4. A TECHNICAL CONCEPT FOR OVERRIDE 
LOGGING 

The technical realization requires installing two new 
modules in the CNC (see Fig. 3). 

b p * * * * * * * * * 

sr Optimizing I 
JngRalM ! 

Loggmg 
Com-

: JMeasumg System FMd Drives 

Fig. 3. New CNC modules for the realization of 
override logging 

The first module is an override log book which logs 
the feed rates and cutting speeds, as well as the block 
number, G-functions and actual tool position. Each 
time the override switch is activated, the component 
logs these rates. It is essential to record the program 
position in order to be able to judge the regulated 
override rates with respect to the programmed course 
after running-in and in order to then change the 
rates in the NC program. Recording the actual tool 
position is important in order to mentally recreate 
the connection between manual changes and the ma-
chining process. 

The second module is an editor which facilitates 
coordination between the data which is to be record-
ed and the NC program. The NC program and the 
log appear side-by-side on the screen allowing the 
workers to compare the data and judge the machin-
ing process and the rates in retrospect. Dialog func-
tions for the adoption of regulated machining rates 
into the NC programs are provided (see Fig. 4). 

Optimization 

NC-program 

N40 G 0 X - 2 Y - 5 Z - 5 

N50 G1 X110F2000SB00 

N60 G O Y - 1 0 

N70 G1 X-10F500S1000 

N80 G 0 X - 2 Y - 5 Z - 5 

Log 

N50 X -1.5 Y -5.0 Ζ - S O Ft200 

N50 X 8.5 Y -5.0 Ζ -5.0 F2200 

N50 Χ 55.0 Y -5.0 Ζ -5.0 F18O0 

Ν50 Χ100.5 Y -5.0 Ζ -5.0 F2400 

I t l t I Μ I Π t 

QT)CsJ CED ŒJ LsJCEJ Œ 
Fig. 4. Screen picture: Adoption of specific rates 

5. RESULTS OF THE BASIC ANALYSIS OF 
WORK ACTION 

The development of the override log was founded on 
the following points, which were the result of the 
broadly based analysis of work action in defining 
machining rates. 

1. The machining rates inherent to the NC pro-
grams must normally be screened and optimized 
with respect to their adequacy for actual cutting 
conditions. Approx. 90% of the skilled workers 
check the programmed machining rates before or 
while rurming-in (see Table 1). 90% of the time, 
it is necessary to optimize the machining rates in 
the NC program (92% for at least every 10th pro-
gram; 47% for at least every 2nd NC program) 
(see Table 2). 
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Table 1 Estimated necessity to check machining 
rates when running-in 

Number of specification m % 
Estimated neces- self-made NC pre-made old, past-
sity to check. programs "foreign" NC tested NC 
machining rates CN-78) programs programs 

(N-6Ö) 
always 91 98 86 

mostly 6 2 6 

often 3 0 4 

seldom 0 0 2 

never 0 0 2 

Table 2 Frequency of adaptations to programmed 
machining rates 

Estimation of the frequency of Percentage of times 

not at all 8 

for 10 % of the programs 30 

for 30 % of the programs 15 

for 50 % of the programs 9 

for 70 % of the programs 10 

for every program 28 

2. The override functions for the feed rates and cut-
ting speeds play a central role when optimizing 
the cutting conditions. The rates are the machin-
ing conditions most often varied for process opti-
mization (100% said they often optimize the pro-
cess by changing the feed rate; 87% often change 
the cutting speed). In comparison, other means of 
optimization are less often employed (changes to 
the geometric parameters 45%; changes to the 
tools or machining order 15% respectively) (see 
Table 3). Most of the workers (82%) use the 
override functions instead of interrupting the 
run-in in order to change the rates in the NC pro-
gram (see Table 4). The reason for this is that the 
override functions allow direct changes to be 
made to the machining process, making process 
changes immediately ascertainable. 

Table 3 Often changed machining conditions 

Machining conditions speanedV which Frequency of answers 
= 83) 

feed rate 100 
cutting speed 87 
geometrical course, depth of cutting 45 
cutting tool 14 
order of machining steps 11 
workpiece chucking/clamping 1 

Table 4 Measures taken in optimizing rates 

Specified measures taken in optimizing Frequency of 
feed rates and cutting speeds when actually answers in % 
machining (N-97) 
changes to the rates using the override functions 82 
changes to the rates in the NC program 18 

3. Those machining rates optimized by using the 
override functions represent an important basis 
for further machining runs and should normally 
be transferred into the NC programs. In order to 
accomplish this, the operators must laboriously 
interrupt the run-in and then start up again once 
the changes to the program have been made, or 
they must note the relevant parameters to be 
changed (regulated machining rates; program po-
sitions; geometric coordinates). 

Replacing already programmed machining rates 
with new rates is troublesome for the following 
reasons: 
- It is not always possible to completely note the 

relevant parameters. 
- Noting the parameters disturbs concentration on 

process optimization. 
- Interruptions to the process disturb the run-in and 

cost time. 
- Dialog operations and geometric definitions for 

program changes are very complicated, especially 
if they necessitate progressive graduations in the 
assignment of machining rates to geometric seg-
ments of the machining course (i.e. several feed 
rates for one machining stage in one cycle). 

These procedures cost time and are open to mistakes. 
For these reasons, most of the skilled workers ques-
tioned (80%) expect support in their work from a 
technical option for logging manual override chan-
ges and for their adoption into the NC programs as 
described to them in the interviews (see Table 5). 

Table 5 Expected support through override logging 

Estimation of support of work action Frequency of times 
mentioned in % (N « 79) 

workers expect support 
workers expect no support 

80 
20 

6. RESULTS OF THE PRACTICAL TESTS 

6.1 Support effect of override logging in defining 
machining rates 

The practical tests showed that override logging 
would, as a component in future machine tool con-
trols, have a very positive effect on defining machin-
ing rates. This holds for the following points: 
- the reduction of disturbances while running-in 
- support in recalling and judging the machining 

course and one's own override operations 
- the reduction of the effort necessary when entering 

and calculating changes of machining rates 
- support in planning machining rates 
- support in accomplishing concrete order specifica-

tions (workpiece quality, production times, wear 
and tear on production facilities). 
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1. The reduction of disturbances while running-in 
results from: 
- a decrease in necessary run-in interruptions 
- a decrease in the effort necessary for noting 

(mentally or written) the machining parameters 
relevant when optimizing the programmed rates. 

- temporary postponement of possible changes to 
the original program until the "quiet" working 
phase after running-in (while ninning-in, con-
centration is necessary in order to avoid colli-
sions and for manual optimizations of the cutt-
ing conditions). 

2. Support in recalling and judging the machining 
sequence and in one's own use of the override 
when changing the program after running-in is 
attained by: 
- logging relevant NC block numbers, manually 

adapted rates and the actual tool positions 
- the depiction of these data in connection with 

the basic program. 

3. A reduction in the effort involved in changing 
the machining rates inherent to the program re-
sults from a decrease in input operations and 
necessary coordinate calculations. 

4. Support in the planning of machining rates when 
drawing up programs results from the reduced 
necessity to exactly preplan rates due to improved 
optimization possibilities while running-in. 

5. The above described effects ultimately result in 
support in the realization of concrete order speci-
fications due to: 
- a reduction of production times (especially 15-

30% of the machining time and 10% of the 
run-in time) 

- a reduction and calculability of wear on the 
production facilities (especially tool wear) 

- fulfilment of quality demands by means of eas-
ier procedures and improved procedure options. 

6.2 Design recommendations for future realizations 

Several design recommendations for future realiza-
tion, of this component as a mass-producible part of 
CNCs were arrived at by observing how the skilled 
workers used the override logging prototypes as well 
as in the interviews. These recommendations concern: 
- the override log functions 
- the design of screen pictures, information and dia-

logs 
- the integration of the override log into machine 

tool controls. 

These recommendations are briefly described in the 
following. For a more detailed description see 
Striepe (1995). 

1. Side-by-side picture of the NC program and log-
ging parameters in the override logging or con-
trol editor. This serves as a basis for the optimi-
zation of the machining rates in the NC program. 

2. Scroll functions for NC program windows, log-
ging windows and input fields as a means for 
orientation and for the selection of specific infor-
mation (lines, parameters). 

3. Logging of the information necessary for pro-
gram optimization: 
- NC block number 
- actual tool position at the moment the override 

is used 
- regulated override values for feed rates and cut-

ting speeds 
- the parameters of the override applications 

which were employed in the time between two 
blocks (during single blocty 

- automatically produced demarcations between 
override regulation fields 

- personal notes made by the worker for logging 
sequences judged as being particularly impor-
tant. 

4. Technical options ensure comprehensibility and 
clarity of the logging graphics. These options: 
- highlight logging sequences judged important 
- illustrate the logging development during the 

run-in 
- specifically control the logging (reducing the 

log volume) 
- optimize the program periodically (reducing 

the log volume - see 9.) and 
- avoid redundant depiction of logging informa-

tion. 
5. Clarity of the parameters specific to the machi-

ning rates through an information window which 
can be called up as a whole and which supple-
ments the NC program window. 

6. A simple dialog for the substitution of program-
med rates with singly logged or specifically se-
lected rates. It is possible to directly enter one's 
own rates without using the input field. 

7. The easy adoption of several logging rates for the 
graduated setting of machining rates in the NC 
program by means of: 
- system generated suggestions of NC blocks 

drawn from the program and logging parameters 
- comfortable ways of modifying the suggested 

NC blocks 
- options for the direct and complete adoption of 

all the generated NC blocks. 
8. Direct feedback about program changes appears 

on the screen and access to the original program 
data by means of an intermediate data base. 

9. An option for program changes using the over-
ride log in purposefully chosen run-in interrup-
tions. 

10. Compatibility of the override log and the CNC 
with respect to screen pictures, dialog technology 
and dialog design. 

677 



11. Support in the use of the override log through the 
integration of its modules into the CNC. 

12. Reduced run-in interruptions while logging by 
means of much larger regulation ranges inherent 
in the override functions (at least 200%). 

7. CONCLUSION AND ASSESSMENT OF THE 
RESULTS 

The results of this study represent a basis for the 
further development of CNC machine tools. The de-
scription of machine operators' work action and of 
the deficits of present CNC machine tools, offers 
manufacturers a detailed picture of actual problems 
and necessary improvements. This study could serve 
as a basis for the development of specific recommen-
dation manuals etc. It could also prompt further and 
even new technological developments. 

The override logging results, backed by the proto-
typical realizations and the practical tests, are a very 
concrete basis for the development of the log as a 
component in marketable CNCs. System builders 
can draw directly on the potential support offered by 
the override log, as well as on the design recommen-
dations for functions, ergonomie design and control 
integration. 

Due to the small number of tests, the results of the 
practical tests of the override log cannot be backed 
statistically. However, the results link with the pre-
ceding broad study of work action when defining 
machining rates, which in itself is quite representive. 
The results of that study formed the empirically 
founded basis of the draft and prototypical design of 
the override log. 

The results of the practical tests can basically be 
extended to all ranges of application of CNC 
machine tools for turning, drilling and milling. The 
tests showed no principle limits to the applicability 
of the override log in optimizing feed rates and cut-
ting speeds. Although the log was tested on a Sinu-
merik 880 control, it can, in principle, be technically 
realized in the same way on other types of CNCs. 

That the results of this study are practically oriented 
and relevant is emphasized by the fact that the lar-
gest European builder of machine tool controls - the 
Siemens AG - is presently working on making the 
override log part of their control package, based on 
the analysis and recommendations presented here. 
The advantageous effect of the override log on both 
the work action and economic production, as shown 
in the practical tests, motivated this CNC builder's 
decision. The resulting design recommendations act 
as a guide for further development. The fact that 
customers are already demanding the override log-
ging component announced by the Siemens AG's 

sales department, shows that the technical support 
developed in this study anticipates practical pro-
blems and thus market demands. 
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Abstract . In this paper we survey a number of methods for teaching human motion/force skills 
to robots. Since verbal description of a human skill could only provide qualitative guidelines for 
machine programming, several works were motivated to identify human skills analytically through 
the study of human teaching data. The key advantage of direct teaching by human demonstration 
is that the method is highly user-friendly; it requires no special knowledge of machine programming 
from the users, and it automatically extracts user intentions and strategies from task performance 
demonstrated by the users. Prom the early teaching/playback method to the recent methods of 
teaching sensory feedback laws, a historical perspective of the field of human skill teaching is given 
in this paper. Limitations and applicability of methods under review are discussed. Essential issues 
such as representation and identification of human skills as well as consistency of teaching information 
are addressed. 

Key Words . Robot programming; robot teaching and learning; human skill transfer; feedback 
control; adaptive control 

1. INTRODUCTION 

Skill is the ability to perform a learned physi-
cal task and the intelligence to cope with un-
certainties in the task based on sensory percep-
tion. Humans are uniquely capable of manipu-
lating objects with skills to accomplish complex 
tasks. However, most people cannot describe pre-
cisely how they manipulate objects or interact 
with the environment. The detail of this ability 
and intelligence is invariably lost in the human 
subconscious, thereby making it highly difficult to 
quantify human skills and code them into machine 
instructions. 

There have been a number of attempts toward 
developing human-like skills for robotic systems 
based on various approaches, such as task-level 
machine learning, teaching-by-showing, and the 
recently developed perception-action models of 
human skills. Task-level machine learning, such 
as the one proposed by Aboaf et al. (1989), re-
quires the use of an accurate task model and an 
iterative learning process to build up machine in-
telligence. The result of learning is task specific, 
and its efficacy depends heavily on the model ac-
curacy. In this paper, we focus on teaching meth-
ods for transferring human intentions, strategies, 
and skills to robots based on human demonstra-
tion. The key advantage of direct teaching of hu-
man skills is its user-friendliness in robot program-
ming: it requires no special machine programming 

knowledge and allows factory floor workers to eas-
ily comprehend and effectively use sophisticated 
robots. In view of today's popular just-in-time 
strategy for manufacturing, this is particularly de-
sirable for meeting small-batch, frequently chang-
ing task demands. In addition to this practical 
aspect, study of human skill is also essential to 
developing the theory of machine intelligence. 

This paper gives a comprehensive discussion on 
the evolution as well as the state of the art in 
teaching motion/force skills to robots, and is or-
ganized as follows. In Section 2, a historical per-
spective on this area of study is given. In Sec-
tion 3, essential issues in human skill acquisition, 
in particular, representation and quantification of 
tool/object manipulation skills are addressed. Re-
search opportunities in teaching of human skills as 
well as their relevance to other fields of study are 
discussed in Section 4. Concluding remarks are 
given in Section 5. 

2. HISTORICAL PERSPECTIVE 

The advancement in teaching human mo-
tion/force skills to robots has been parallel to 
the development of general approaches to robot 
control and programming. This is a natural re-
sult since only when the framework of robot con-
trol and programming was better established, did 
one realize more about what to look for in hu-
man demonstration that could be useful to robots. 
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Fig. 1. Progress in teaching human skills to robots. 

Lozano-Pérez (1983) considered that general ap-
proaches to robot programming fell into three 
broad categories: teaching-by-showing, robot-level 
programming, and task-level programming. Here 
we review teaching methods for human skill trans-
fer from a control engineering viewpoint, with the 
intention that these methods can be extended to 
a broader class of control system problems. The 
progress of teaching methods for transfer of hu-
man motion/force skills in history can be roughly 
divided into the following stages: 1) teaching ref-
erence position trajectories, 2) teaching reference 
contact forces, 3) teaching feedback control laws, 
and 4) teaching task-level adaptive control laws. 
Using block diagrams typical for general control 
systems, these stages are depicted in Figure 1. 
The historical background and the representative 
works in these stages are discussed in this section. 

Teaching Reference Trajectories 

In 1954, George C. Devol filed a U.S. patent for 
a new machine for part transfer, and he claimed 
the basic concept of teaching/playback to control 
the device. In principle, this teaching/playback 
method is a way to convey human intention in 
terms of position trajectory to robots by manu-
ally moving the robot arm through the desired 
points in work space. This method is highly user-
friendly, and therefore has its widespread applica-
tions in the early industrial robots, such as pick-
and-place, spray painting, and spot welding. How-
ever, by teaching/playback, only a single execu-
tion sequence of robot motion is specified; no sen-
sory information has been incorporated into any 
feedback loop to account for uncertainties in the 
task environment. Clearly this deficiency lim-
its this method to only simple tasks where un-

certainty is minimal and no sensory feedback is 
needed. 

Teaching Reference Forces 

Robot force control began with telemanipula-
tor and artificial arm control in the 1950s and 
1960s (Whitney, 1987). In these applications, hu-
mans are directly involved in the control loops, 
through master-slave teleoperation or direct con-
nections between joint motors and muscle elec-
trodes. Therefore, a desired contact force with 
the task environment can be directly specified by 
the human operator. 

For autonomous robots, Asada (1979) presented 
the force teachable robot such that the robot can 
interact with external objects or environment with 
a prescribed contact force. In that implementa-
tion, the robot consisted of an arm and a hand 
with elastic fingers. The arm's movement was 
controlled with the position teaching/playback 
scheme, while the hand grasped objets with forces 
also taught by a human operator. The teach-
ing of reference force is analogous to the con-
ventional teaching of reference position, there-
fore it is also highly time-effective for robot pro-
gramming. Hirzinger and Heindl (1983) designed 
a force-torque-sensor ball which can be used to 
teach a robot reference paths for free motion in 
space and reference forces/torques when in con-
tact with environment. 

These two works represent the early research on 
direct teaching of position and force references 
to robots. Around the same time compliance 
and force controls in robotic systems were active 
research topics in the literature (Hanafusa and 
Asada, 1977; Hogan, 1985; Mason, 1981; Salis-
bury, 1980). The importance of specifying desired 
force-motion relations to robots interacting with 
task environment was clearly identified from these 
works. Hence, teaching of reference force-motion 
relations became the focus of study thereafter. 

Teaching Feedback Control Laws 

One of the main challenges in robot programming 
arises from uncertainties in task environment with 
which robots interact. Using sensory feedback in 
control, robots can cope with a greater degree of 
uncertainty than without any sensing. The central 
issue in robot programming is therefore the design 
of a mapping (function) in the computer program 
that generates effective corrections in robot mo-
tions given a certain sensory feedback information 
(Lozano-Pérez, 1983). Obviously this is related to 
design of feedback control laws for more general 
control problems. 
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In the context of teaching-by-showing, related 
research has been focused on extracting or re-
covering a mapping, from human demonstration 
data, that associates human responses with stim-
uli. This mapping, in an explicit mathematical or 
symbolic form, can then be used as an equivalent 
to a feedback control law in robot control systems. 
In addition to position information, common sen-
sory signals in robotic applications also include 
force, vision, and tactile. For the case of force 
feedback, the feedback control law is taught so 
that a robot's closed-loop behavior approximates 
a desired compliance or impedance, which defines 
an explicit relation between reaction force and 
robot motion. Hirzinger and Landzettel (1985) 
showed that through on-line corrections induced 
by a human teacher via a force-torque-sensor-ball, 
a robot can be taught with a desired stiffness in 
its interaction with the environment. An asso-
ciative memory was introduced to store a set of 
corresponding input (sensory signal) and output 
(robot motion) data such that during playback 
similar inputs mapped to similar outputs. The set 
of data used for training the associative memory 
was obtained during robot playback from human 
supervisor's corrections. The human's intention 
and strategy was conveyed to the robot only in-
directly through a sensor ball. Since the human 
supervisor had not given any demonstration of his 
or her skill under a natural situation, the essential 
skill, such as the tool holding impedance in a de-
burring task, could not be extracted through this 
indirect teaching manner. 

Asada and Izumi (1989) presented a method for 
automatic program generation for the hybrid con-
trol of robots based on human teaching data. In 
principle, this is a direct approach to teaching a 
human operator's skill in terms of force-motion re-
lation in a task with force and motion constraints, 
since a human actually demonstrated the task per-
forming skill in a natural manner during teach-
ing. Asada and Asari (1988) applied this direct 
method to the case of deburring where the tool 
holding impedance of an experienced worker was 
identified from actual demonstrations. 

For the case of using vision as the feedback signal, 
Kuniyoshi et ai (1990) proposed a theory for vi-
sual recognition of human action sequences, which 
can be used for direct transfer of implicit task 
knowledge from human operators to robots. In 
this work, vision was used for both tracking move-
ment of a human hand for program generation 
and for on-line feedback during task execution by 
the robot. Ikeuchi and Suehiro (1992) devised 
a similar approach to automatic program gener-
ation for robot assembly task, and established the 
paradigm termed assembly plan from observation. 
Takahashi et al. (1993) also presented a similar 

method for analyzing human assembly operations 
for use in automatically generating robot com-
mands. 

Yang et al. (1993) proposed a hidden Markov 
model (HMM) approach to human skill modeling 
and transferring. The HMM method treated its 
observation on a symbolic level, and that made the 
fusion of different sensory signals possible regard-
less of their physical meanings. With the frame-
work of HMM, a most likely criterion is defined 
as a quantitative measure based on which the un-
derlying skill can be uncovered from a set of hu-
man performance measurements. The concept of 
most likely performance makes it possible to use 
stochastic methods to cope with uncertainties in 
both human performance and environment. This 
has been demonstrated in (Yang et al, 1993) for 
teaching reference position trajectories. Applica-
tion of the HMM method to transferring feedback 
control laws is currently under investigation. 

So far, the teaching-by-showing method has been 
extended from teaching a position or force refer-
ence to a feedback control law that defines a map-
ping between sensory feedback inputs and robot 
motion outputs. This mapping, in most cases an 
associative memory, can be constructed based on 
human teaching data taken either from human-
supervised robot motion or natural human mo-
tion (demonstrations). Although this mapping 
was readily applicable to robot control systems 
for generating human-like skillful motion, it was 
later realized that this mapping defined skill only 
under a certain restricted task condition. When 
the task condition varied substantially, the map-
ping relationship found in a human's motion also 
changed accordingly. This problem was formu-
lated by Liu and Asada with the framework of 
adaptive control (Liu and Asada, 1992; Liu and 
Asada, 1993), and teaching-by-showing was fur-
ther generalized to transferring task-level adaptive 
control laws from humans to robots. 

Teaching Task-Level Adaptive Laws 

Liu and Asada (1992) considered skill as the 
generic ability to perform a class of tasks; that in-
cluded association and generation of action strate-
gies based on the perception of the task process 
state. They interpreted this perception-action cy-
cle as a kind of adaptation capability in perform-
ing task with uncertainties and variations. Hogan 
(1992) observed a similar hierarchical structure in 
human movement production with a generic plan 
formulated at an abstract, task level and imple-
mented at a more concrete continuous level. Us-
ing such models for human manipulation motion, 
the target skill to be taught to robots should in-
clude not only the control strategies for machine-
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level, continuous movement, but also the task-
level adaptation law or a generic strategy plan-
ner. The hierarchical structure involving an inner 
feedback loop and an outer adaptation or strategy 
planner loop is depicted in Figure 1. 

In representing the task-level adaptive law, Liu 
and Asada (1993) used a neural network to store 
the associative memory that related task-level 
process parameters to control strategy parame-
ters. More specifically, using deburring as the ex-
ample task in (Liu and Asada, 1993), the task-
level process parameters referred to burr size and 
hardness and were identified based on a deburring 
process model, while the control strategy param-
eters included tool feedrate and tool holding com-
pliance. In (Shimokura and Liu, 1994), a laser gap 
sensor was utilized for direct burr size measure-
ment in identifying the associative memory from 
a human. Yang and Asada (1992) employed a sim-
ilar control structure in which a set of linguistic 
control rules was used to represent the associative 
memory obtained from human description. Mc-
Carragher (1994) applied qualitative reasoning to 
interpret force signals generated by humans, and 
a discrete event controller for task-level decision 
making in a assembly process. 

To recover adaptive control laws from human 
teaching data based on the perception-action 
model, it is invariably necessary to identify the 
essential features in a task process that a human 
perceives when generating action strategies. If 
these features or process characteristics were not 
properly defined and parameterized, it is almost 
hopeless to recover a consistent mapping that rep-
resents the perception-action cycle from human 
teaching data. As pointed out in (Liu and Asada, 
1992), consistency is a critical issue in human skill 
study, particularly with the attempt to extract 
useful information from human motion for robot 
programming. 

3. ELUCIDATION OF HUMAN SKILLS 

The common approach to human skill transfer for 
robot teaching has been generally focused on iden-
tifying a mapping (associative memory) that re-
lates a human's perception of task process state to 
some effective control actions. From the viewpoint 
of control engineering, this mapping may manifest 
as a certain feedback control law in a human's mo-
tion, or as a high-level adaptive law that modifies 
feedback control to meet complex task environ-
ment. Within this framework, consistency arises 
as an issue which is critical to guarantee that ev-
ery point in the perception space maps to at most 
one point in the control action space through the 
identified mapping. This is a necessary property 
for a skill since an inconsistent mapping would 

Input Space Output Space 

Fig. 2. Example of inconsistent relationship. 

lead to undecidable cases where a given process 
condition dictates two or more different (possibly 
conflicting) control actions. In such cases, it is 
impossible to decide which action to take based 
solely on data points in the input space. Figure 2 
shows an example of inconsistent relationship. A 
point defined by χ in the input space corresponds 
to two distinct points in the output space, y1 and 
y 2 - Note that a valid mathematical mapping can 
not be defined for this inconsistent relationship. 

Since a human with a skill always make a clear 
control decision based on some perception inputs, 
it can be argued that the mapping from his/her 
perception space to his/her control action space 
is consistent. In fact, this mapping that math-
ematically characterizes a human skill is also a 
continuous function of some degree of smoothness. 
For the associative memory of a human, a small 
deviation | Αχ \< δ in the perception variables 
will only lead to a small deviation | Δ / ( χ ) |< e 
in the desired control command. Namely, a hu-
man slightly modifies an action in response to a 
small change in his/her perception (Kosko, 1992). 
Therefore, uniform continuity over the entire in-
put space is often a desired property in modeling 
human behavior. 

Given a set of human teaching data, the first step 
toward skill transfer is therefore to construct a 
perception space and a control action space such 
that the perception-action map is consistent and 
continuous. To this end, a quantitative method 
is needed to evaluate the consistency and conti-
nuity properties even before the mapping func-
tion is identified. Liu and Asada (1992) devised a 
quantitative measure based on Lipschitz's condi-
tion which is widely used in calculus for evaluat-
ing and defining continuity of analytical functions. 
Lipschitz's condition states that a function f(x) 
is uniformly continuous over its domain X C R

n 

if: 

l / ( * 2 ) - / ( * l ) 
X2 ~ X\ 

< L Vxi,x2 e X (1) 

Lipschitz's condition measures the ratio of the 
distance between two points in the output space 
over the distance in the input space: the function 
fails the test unless the ratio of those distances is 
bounded for all points in the domain of the func-
tion. 
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A similar test can be applied to sets of training 
data obtained from human demonstration. Let us 
consider a relation defined by a set of input-output 
pairs 

K = {(xt,Vi);xi e x,xt zY] (2) 

and the relation is assumed to be in a function 
form: 

y = / ( * ) (3) 

We can apply a Lipschitz-like condition by taking 
the ratio of the distance between two points in the 
output space over the distance separating them 
in the input space. If the ratio between any two 
points in the set TZ is above some arbitrary thresh-
old value, then the condition is not satisfied. This 
Lipschitz-like condition is a very useful tool in the 
context of skill transfer since it can determine if a 
relation defined by a representative set of points 
contains inconsistencies or discontinuities. 

An experienced human always performs a task 
successfully and without hesitation. This sug-
gests that the mapping from the human's per-
ception space to its control command space must 
also satisfy Lipschitz's condition. If some pair of 
data points in the training set Tl violates Lips-
chitz's condition, this implies the input space X 
for the training set Ti does not completely char-
acterize human perception of the process state. 
Namely, there are some critical process features 
missing from the vector of input variables x. This 
can easily happen when the input variable vec-
tor χ includes only direct sensors signals, e.g. 
force and position signals, while a human relies 
on some process information other than just force 
and position to make a control decision. This sit-
uation can be interpreted geometrically as shown 
in Figure 3. The missing critical information lies 
along a dimension orthogonal to the original in-
put space. Two points that are hardly separa-
ble in the input space (Figure 3-(a)) may be far 
apart along the missing dimension (Figure 3-(b)), 
which is how a human differentiates the two input 
points and thereby takes two distinct control ac-
tions. By introducing new dimensions to the input 
space, a set of properly selected additional vari-
ables could make the training data pairs satisfy 
Lipschitz's condition. In (Dupuis et α/., 1992; Liu 
and Asada, 1993), Lipschitz's condition was ap-
plied successfully to assembly and deburring tasks 
where consistent mappings were identified from 
human teaching data based on proper definition 
of perception spaces. 

The Lipschitz test proved to be effective in ex-
amining the completeness of a given perception 
space. However, the use of the Lipschitz test is 
based on the assumption that human performance 

is consistent in terms of a certain target skill to be 
recovered from demonstration data. Physical data 
obtained from human demonstration inevitably 
could contain inconsistent information due to ei-
ther measurement noise or human inconsistency. 
In (Liu and Asada, 1993), these inconsistent infor-
mation was removed efficiently by using the Lip-
schitz test. In (Delson and West, 1994), Delson 
and West proposed an alternative method for in-
terpreting human demonstration data. There the 
presence of human inconsistency in demonstration 
data was used advantageously to provide addi-
tional information regarding task requirements as 
well as strategies. One of the main features in 
Delson and West's work is that multiple demon-
strations of the same task by the same person can 
be combined so that a more robust task strategy 
can be identified. This idea was demonstrated in 
(Delson and West, 1994) for a obstacle avoidance 
manipulation. 

4. PROSPECT OF FUTURE RESEARCH 

As discussed in the previous section, the identi-
fication of perception space is a critically impor-
tant issue in human skill transfer. To teach human 
manipulative skills, it is necessary to know which 
pieces of information humans use and which par-
ticular aspect of the process they pay attention to. 
To represent a human skill, we need to identify a 
complete set of variables describing the informa-
tion that the human perceives during the process. 
Based on the complete description of the percep-
tion space, the human skills and strategies can be 
represented properly and consistently. 

This problem is a type of system structure iden-
tification, which is difficult to deal with. If the 
perception-action map describing a human skill is 
a linear map, the problem is rather simple; stan-
dard techniques based on identification error can 
be used to reconstruct the input space. Human 
skills, however, are highly nonlinear, hence tra-
ditional methods do not apply. The Lipschitz 
test described in this paper is a simple way of 
examining the completeness of a given percep-
tion space, and is applicable to nonlinear maps. 
The Lipschitz test, however, cannot be applied 
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to noisy data or the ones containing inconsistent 
data. There is a way of alleviating the noise prob-
lem (He and Asada, 1993), but it is still an open 
question. Further investigation and the develop-
ment of more powerful methods are needed to deal 
with inconsistent human data. 

Studies on human skill teaching/transfer are not 
only useful for practical applications but also sig-
nificant and essential for robotics research. Trans-
ferring human skills entails basic modeling and 
representation techniques, which are important 
issues in understanding manipulative strategies 
in general. Explicit representation and modeling 
of human behavior provide insights and manifest 
subconscious human skills and strategies. More-
over, direct observation and identification of hu-
man behavior, effective skills and novel strategies 
that have never been used in robotics can de dis-
covered. Studies on human skill transfer may pro-
vide a new approach or a methodology for the 
study of manipulation and task strategies. 

The issues central to human skill transfer are fun-
damental issues common to many other areas in 
robotics. In telerobotics and virtual reality, the 
communication of human intention and strategies 
as well as skills is a central issue. The broad field 
of human-machine systems and human motor psy-
chology is directly related to human skill transfer 
as well. The utility of human skill transfer involves 
both practical applications and scientific impor-
tance, having significant connections to many re-
lated areas in robotics and beyond. 

5. CONCLUSIONS 

The key advantage of direct teaching by human 
demonstration is that the method is highly user-
friendly; it requires no special knowledge of ma-
chine programming from the users, and it au-
tomatically extracts user intentions and strate-
gies from task performance demonstrated by the 
users. From the teaching/playback approach for 
the early industrial robots, direct teaching has 
evolved into a class of highly sophisticated meth-
ods for transferring not just position intentions 
from humans, but also sensory-feedback, motion 
control laws as well as task-level strategy plan-
ning and adaptation laws. Several works have 
demonstrated the efficacy of direct teaching of 
human motion/force skills to robots. However, 
these implementations are still somewhat task-
specific. In particular, in the attempt to recover a 
perception-action map from human teaching data, 
there are not yet systematic guidelines for con-
structing an adequate perception space that thor-
oughly captures essential task-level features that a 
human observes in his/her perception-action map-
ping process. One previous work using the Lips-

chitz test is good only for analysis of consistency 
for a given perception space. Further quantita-
tive methods are needed to examine human teach-
ing data, not only for constructing a meaningful 
perception space, but also for identifying inconsis-
tency in human behavior and other possible noises 
inherent in teaching data. Previous results also 
revealed that inconsistent data obtained from hu-
man demonstration could in fact be used advan-
tageously to extract additional task information 
for more robust and accurate robot motion. This 
is also a direction worth further pursuit. 
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A b s t r a c t : The periodical inspection of nuclear power plants is indispensable in their op-
erations. However, it requires a lot of workforces with a high degree of technical skill in 
assembling and disassembling various sorts of machines in hazardous environment. In this 
study the authors are developing a machine-maintenance training system in virtual envi-
ronment which can be used easily by beginners. In this paper the system configuration is 
outlined. And proposed are recognition algorithms of natural gestures, which differ with 
trainees, and also a method for representing assembly and disassembly procedures by using 
Petri net. 

K e y w o r d s : Virtual reality, nuclear power plant, machine-maintenance, training system, 
dataglove, gesture recognition, Petri net. 

1. INTRODUCTION 

The periodical inspection of nuclear power plants 
is indispensable in their operations which need ab-
solute reliability about their safety. However, it 
requires a lot of workforces with a high degree 
of technical skill in assembling and disassembling 
various sorts of machines in hazardous environ-
ment such as in a nuclear reactor. 

In such machine-maintenance training of the 
workers the following points are important. 

• The trainee feels being at the real plant. 
• Models which look exactly like the machines 

on site are used in the training. 
• Appropriate advices are given to the trainee 

by the supervisors when the trainee have 
made some mistakes. 

• The assembly and/or disassembly procedure 
is shown whenever the trainee wants to see. 

In this study the authors are developing a 
machine-maintenance training system in virtual 
environment. 

The expected effects are : 

• Any machines on site can be built in virtual 
space. 

• The system can reduce the work-load of the 
supervisors in the training. 

• The trainee can get the skills for maintenance 
efficiently compared with the training based 
on manuals and/or limited models. 

• The system can offer the workers more 
chances to get sufficient training for the main-
tenance of various sorts of machines. 

The virtual reality technology has recently been 
attracting much attention in variety of research 
fields. But the benefits of using virtual reality en-
vironment have not been fully investigated in spite 
of enormous cost for preparing computer systems, 
e.g. high performance computers, various sensors, 
a display for 3-dimensional images. 

This study especially aims to investigate the prob-
lems in the following: 

1. How easily can the beginners use the 
training system without much instruc-
tion about it in advance? 

As is well known one can use only limited gestures 
of hands by using the dataglove system due to lack 
of the flex-sensors' ability. Therefore, some fixed 
gestures (or postures) are often used to send com-
mands to computers in many systems developed 
in virtual environment. These commands are used 
to make the system development much easier, but 
are needless for the operations in the real world. 
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stud bolt 

Fig. 1. Check-valve in section. 

For example, there are many (dynamic) gestures 
for picking a nut. Having a special gesture corre-
spond to a command, 'pick a nut ' , forces the op-
erator to learn in advance how to use the training 
system. The system will be very difficult for the 
beginners to use without much instruction in ad-
vance, if the gestures recognized in the system are 
very limited (Papper, et al. 1993). Therefore, the 
system is required to recognize the na tura l hand-
movements which a human is usually using in the 
real world and are different with persons. The 
system developed here includes the gesture recog-
nition algorithms which recognize the meanings of 
hand-movements by using the information about 
the environment where the hand is doing some-
thing and also the action of the other hand. 

2. Is the virtual environment, e.g. 3-
dimensional image and sound, useful for 
trainees to get skills required in assem-
bling and disassembling machine? 

The effects of using virtual environment can be 
quantitatively evaluated by comparing the time 
to finish a given task in the real environment af-
ter training through various sorts of t raining sys-
tems. The qualitative evaluation such as com-
ments given by trainees is also impor tant . 

In the next section, the basic tasks which 
should be represented in the system for machine-
maintenance training are summarized by taking a 
check-valve as an example. In section 3, the sys-
tem configuration is outlined, and some restric-
tions of the system due to the hardware charac-
teristics are described. In section 4, the objects 
which are used for the system development are 
shown. And then, the recognition algorithms and 
the representation method of the various tasks by 
using Petr i net are proposed in section 5 and 6. 

2. BASIC TASKS IN MACHINE MAINTENANCE 

2.1 Disassembly procedure of check valve 

The procedure of disassembling a check valve 

shown in Fig. l is as follows: 

1. Mark both the lid and and the case to put the 
lid at the right position after disassembly. 

2. Loosen all the nuts on the lid by a wrench 
in a right manner. The nu t s should not be 
got rid of the bolts a t this stage to avoid an 
accident, because the internal pressure of the 
check valve might remain very high. 

3. Lift up the lid to confirm t h a t the internal 
pressure be normal. 

4. Get rid of all the nuts by a hand, and put 
them in an appropriate place. The lat ter task 
is omitted in the following. 

5. Get rid of the lid. 
6. Get rid of the stud bolts by double-nut 

method (See section 6). 
7. Get rid of the gasket by a spatula. 
8. Hold the a rm or the valve and pull the hinge 

pin out of the arm. 
9. Get rid of the valve and arm. 

10. Separate the valve from the arm. 

The assembly procedure is just in the reverse or-
der. 

2.2 Basic tasks in assembly and disassembly pro-
cedures 

The basic tasks, which are necessary to represent 
the assembly and disassembly procedure in the 
virtual environment, are classified as follows: 

1. Grasp (pinch) an object by a hand (or a tool). 
2. Release a hand (or a tool) from an object. 
3. Keep an object at a certain position. 
4. Attach an object to another object. 

To put a nut on a table is represented by this 
task. 

5. Separate the at tached objects. 
6. Pu t an object into a hole of another object. 
7. Transfer an object grasped by something to a 

certain direction. 
8. Rota te an object grasped by something 

around a certain axis. 
9. Examine something about objects. 

Let 's take a task, 'loosen a nut and remove it from 
a bolt ' , as an example. This task can be decom-
posed into basic tasks as follows: 

1. Grasp wrenches. 
2. Attach wrenches to the nut and the bolt. 
3. Turn the nut around its center by using the 

wrench. 
4. Release the wrenches. 
5. Pinch the nut and the bolt. 
6. Turn the nut. 
7. Get rid of the nut from the bolt . 

This paper describes how to realize these tasks in 
virtual environment, tha t is, 3-dimensional space 
constructed by a computer, and also how to com-
pose various complicated procedure of assembling 
and /o r disassembling machines. 
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SGI INDY (for compensating the lack of 
RS-232C ports of INDIG02) 

SGI INDIG02 
Dataglove & 
Polhemus Sensors 

Fig. 2. Exper imenta l system of machine maintenance. 

3. S Y S T E M CONFIGURATION 

The hardware configuration of the training system 
developed in this s tudy is shown in Fig.2. 

In this system, the datagloves on both hands are 
used to measure the movements of their finger-
joints by flex sensors, while monitoring their po-
sitions and orientations in 3-dimensional space by 
Polhemus sensors. The objects to be handled are 
observed th rough Crysta lEYES, a pair of glasses 
with shut ters of liquid-crystal filters. The two dif-
ferent images are sent separately to the right and 
the left eyes th rough the glasses, and then, a hu-
man can see 3-dimensional dynamic images. 

The trainee can move pointers, small balls, in 3-
dimensional space by using the dataglove system 
and can select a n d / o r move objects by controlling 
the pointers. He can grasp or pinch the selected 
object by 'grasping ' action through the dataglove. 

Haptic feedback is impor tant in order to manipu-
late objects in vir tual environment. In this study, 
however, it is not used mainly due to hardware re-
striction. Sound effect is expected to compensate 
the lack of the haptics . 

4. O B J E C T S F O R E X P E R I M E N T O F 
ASSEMBLY AND DISASSEMBLY 

The objects used in this s tudy for assembly and 
disassembly are shown in Fig.3 which is a copy of 
the image on a monitor. The object to be disas-
sembled is obta ined by simplifying the check valve 
shown in F ig . l . The authors consider t ha t this 
object meets minimum requirements for demon-
strating effectiveness of the maintenance training 
in virtual environment. 

5. G E S T U R E RECOGNITION ALGORITHMS 

Gestures are used in two different ways: One is 
the case tha t only a pose of a hand (posture) at a 
moment or in a period has a meaning. Stretching 
a forefinger with others bent may mean to go in 
the direction pointed by the finger. The other is 
the case tha t a sequence of different postures has a 
meaning. The latter, a dynamic one, is convenient 
to represent various operations in the virtual en-
vironment. To grasp or release an object, to turn 
a handle, to turn a nut with a wrench and so on 
are easily expressed by dynamic gestures which 
are intuitively understood. In the training sys-
tem in virtual environment, natural and intuitive 
dynamic gestures should be used so tha t trainees 
can concentrate on the training. 

In Tezuka, et al. (1994) a simple posture recogni-
tion algorithm is presented. It uses a bit masking 
technique to remove the uncertainty of postures 
which differs with persons. And this idea can be 
used for dynamic gesture recognition. 

As shown in section 2, 'select object' , 'pick 
(grasp) ' , 'release', ' transfer' and ' ro ta te ' are the 
impor tan t basic tasks in the system. 'Select ob-
ject ' is done by using two pointers which corre-
sponds to right and left hands respectively. For 
example, an object is selected when a hand makes 
'grasping' gesture and its pointer is near enough to 
the object. Judging if a pointer is near enough to 
an object depends on values of thresholds used in 
the system, which are decided by trial and error. 
Because the human's sense of depth is dull, the 
threshold value about depth should be set rather 
large. 'Transfer' and ' rota te ' are easily realized 
by using Polhemus sensors. 'Grasp (pinch)' and 
'release' are represented by movement of the fin-
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Fig. 3. Experimental objects. An object to be disassembled and a marking pen are in the center, two 
wrenches are in the left and four nuts are in the right. 

gers. These gestures are recognized by observ-
ing the changes in the joint angles of some of fin-
gers, and the bit masking technique is used in this 
recognition process. 

In this system, gestures of both hands are recog-
nized at the same time. Let's take a task, 'a t tach-
ing a nut to a bolt ' , as an example. In this case, 
needed is the rule tha t turning a nut near the end 
of a bolt means to at tach the nut to the bolt . The 
basic tasks executed on one object is not so many, 
usually limited to around five. Therefore, sett ing 
rules to each object or combination of objects is 
only a simple task. 

6. TASK REPRESENTATION BY P E T R I N E T 

In this section, the use of Petri net for represent-
ing various tasks is proposed. This representa-
tion method is explained by taking 'double-nut 
method' in assembly and disassembly procedure 
as an example. 

Figure 4 shows how to pull a stud bolt out of a 
lid by using double-nut method. (2): A nut , nut-
1, is at tached to a bolt, first. (3): Then another 
nut, nut-2, is also attached, and the two nuts are 
turned by using two wrenches so tha t they may 
stick to each other. (4): Lastly, the bolt can be 
turned and pulled out by turning nu t -1 . 

This procedure can be represented by Petr i net as 
shown in Fig. 5. As the space for the paper is lim-
ited, the explanation about Petr i net is omitted 
(Peterson, 1981). In this representation, 'place' 
indicated by a circle means an object (or at tached 
objects) in some state and ' token' indicated by 

stud bolt 

(1) (2) 

(3) (4) 

^ ι : clockwise or anti-clockwise 
— I rotation of nut by wrench 

Fig. 4. Explanation of double-nut method. 
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bolt where 
nut-1 has been attached 

<s> 

remove wrench 
n u t

"
1
 attach wrench from nut-2 

to nut-1 turn nut-1 

nut-2 

( G-W ym^y wrench turn nut-2 
to nut-2 

attach wrench to nut-2 alarm 
• ι -κ A > turn nut-1 

bolt and nuts fall 

remove wrench 
from nut-1 

• / a ) : return to ζ\) 

crash or alarm 

remove wrench 
from nut-1 release 

wrench 

h O 
remove bolt from lid 

Ο
an object or .. . 

= attached objects = f<*|<>nof I 
in some state

 t r a u i ee
 | | 

immediate 
automatic action 

Fig. 5. Representation of double-nut method by Petri net. 

(x) = quit training 

a black dot in a 'place' means that the object 
in the state, which corresponds to the place, ex-
ists. 'Transition' indicated by one line segment 
means an action of a trainee, and its fire needs 
his decision. In this representation another type 
of transition is defined. 'Transition' with two Une 
segments means an immediate action executed au-
tomatically and it fires regardless of the trainee's 
intention. For example, 'a wrench on a table' is 
represented by 'place'. 'Grasp a wrench' is rep-
resented by 'transition'. Free fall of a nut and 
an alarm given by a computer are represented by 
'transition with two segments'. This method is 
convenient for examining priority of tasks or con-
ditions for executing tasks. 

In Fig.5, some tasks which appear frequently are 
represented by using macros for convenience. The 
macros are classified into place macro and transi-
tion macro (See Fig.6). 

It should be noted that the trainees will not neces-
sarily do tasks according to maintenance manuals. 
He may pick a nut from a table and put it on the 
table again, or he may hold the valve to exam-
ine its structure from various angles, whenever he 
wants to do so. These movements are not related 
to maintenance procedure, but they are not mis-

takes and should be treated in the system. The 
transition macro for pinching in Fig.6 is an exam-
ple for treating this problem. This kind of macros 
should be prepared for all the objects which can be 
moved. In Fig.5 this kind of macros are omitted 
to simplify the net. Trainees can behave rather 
freely in the virtual environment owing to the ex-
istence of these macros. 

The use of Petri net is beneficial for represent-
ing various tasks which have various restrictions. 
Another benefit of using Petri net is that the auto-
matic assembly and disassembly can be executed 
easily by simulating the Petri net. Therefore, a 
trainee can see the maintenance procedure in the 
virtual space whenever he likes. 

Making the Petri net for the maintenance pro-
cedure takes much time now because it is done 
manually. The support system for making the 
net should be developed, and the authors consider 
that it will not be so difficult a problem. 

7. CONCLUDING REMARKS 

In this paper, the training system developed by 
the authors is outlined. The gesture recognition 
algorithms and the representation method of var-
ious tasks by using Petri net are proposed, and 
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grasp 
(input) 

wrenches 
ι some place 

grasped wrench 
(place for output) 

(place macro 
for grasped wrench) 

η = number of wrenches 
(number of tokens) 

pinch or grasp hold 
input 

I return token 
to input 

output 

R-H 
(transition macro 

for pinching or grasping) 

hold or move 
(for input) 

ο 
put it on 

a table 
release hold 

(for output) 

release hold crash or alarm 

= R-H 

(transition macro 
for releasing hold) 

rule: an object which is not 
on a fixed object falls. D 

attach a nut to a bolt 
(for two input) 

turn a nut by hand 
until it stops 

ο 
check the size of nut release hold 

(for any output) 

A-N 

(transition macro for 
attaching a nut 

to a bolt) 

Fig. 6. Macros of tasks represented by Petr i net. 

their effectiveness is demonstrated through simple 
examples. The problem in the current system is 
tha t the way of changing viewpoint is not natura l . 
This problem is peculiar to the system without a 
head-mounted display. A natural way using infor-
mation obtained by the hands ' movement is now 
under development. 

Virtual reality technology is not so special as many 
people consider. I t has a potential to prevail 
among various systems in industry and daily life. 
And its availability in future will be promising, 
taking the t rend in the computer-technology de-
velopment into account. 
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Transformation theory and ergodynamics are used in design of RSI-free and highly productive assembly, 
material handling and testing workstations, analysis of control human-machine systems safety, in 
examining of the causes of low practical efficiency of ergonomics laboratory studies of the human-
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Introduction 

One of the major goals of the current human-
machine studies is increase work productivity 
and decrease losses caused by the repetitive 
strain injuries (RSI) or cumulative trauma 
disorders (CTD). On December 28, 1994 
Investors Business Daily published a report of 
US Labor Department stating a 10% increase of 
RSI during 1994 with 302,000 workers claiming 
injuries versus 34,700 workers claimed RSI's in 
1984. There are several detailed surveys on RSI 
and ergonomie studies of their prevention 
(Marek, Wos, Karwowski, Hamiga, 1992, 
Fisher, Andres, Airth, Smith, 1993). We studied 
experience on RSI at the assembly plants of 
Northern Telecom and other electronics, 
communication and computer companies. It was 
found that neck and shoulder RSI are the most 
widely spread traumas among the workers of the 
slidelines where printed circuit boards (PCB) are 
assembled. The RSI's are caused by bending a 
worker's neck along with lifting arms during a 
work shift at assembly slideline (Aaras, 
Fostervold, Thoresen, and Larsen, 1994; 
Schuldt, Harms-Ringdahl, Nemeth, and 
Arborelius, 1987). 
Special attention was paid to the correlation 
between laboratory ergonomics experiments 
results and real industrial work functional 
structures in order to improve practical use of 
the human-machine systems experimental 
studies. 

Design of new assembly, material handling 
and testing RSI-free workstations. 

We found that all current designs of the 
assembly workstations were based on the 
assumption that it is possible to find solution 
optimal both, for the worker's arms and eyes. 
Using methodology of ergodynamics (Venda 
and Venda, 1991, 1995), we started to study 
work functional structures of the arms and eyes. 
At Figure l,a acceptable angles of the assembly 
work surface (PCB) for the arms operations and 
acceptable angles of the visual object (display, 
screen) are shown. Position of the head (angle 
C) and thus the neck flexion depend on the 
angle of the visual object. The smaller the angle 
of the object, the larger flexion of the neck. At 
the same time position of the arms depends on 
the position of the PCB: the higher PCB is better 
observed by the eyes, but lifting the arms 
increases the shoulder muscle strain. The work 
functional structures for the arms and eyes are 
shown at Figure l,b. They have a bell-shape in 
accordance to the First Law of Ergodynamics 
(Venda, 1994). In accordance to the Third Law 
of Ergodynamics the efficiency of interaction 
(joint work) of the eyes and arms, or their 
relative work comfort (as a probability to avoid 
strain injuries). As it is shown at Figure l,b the 
relative work comfort (RWC) of the hands and 
shoulders, from one side, and of the eyes and 
neck, from other side, is about 0.3 of their 
maximal RWC values. 
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Figure 1. Work surfaces angles recommended in 
ergonomics literature for the eyes and arms (a), 
and work functional structures for the Hands-
Shoulders and Eyes-Neck (b). 

Therefore ergodynamics analysis showed that 
the traditional ergonomie approach to the design 
of the assembly workstations is wrong, no 
solutions could be found which was optimal both 
for the eyes-neck and for hands-shoulders at the 
same time. Thus we understood that the work 
surfaces for the arms and eyes should be 
separated. We designed new types of the 
electronics assembly workstations, the Venda-
workstations (Figure 2). The workstations 
designs are being patented. Wide laboratory and 
industrial testing of the workstations was started 
together with Northern Telecom and Bell-
Northern Research. Preliminary results are 
showing the Venda-workstations lower 
essentially risk of RSI and increase productivity 
and quality of some types of the assembly and 
material handling operations. 
Our goal is to re-engineer an electronic 
assembly plant to improve productivity and 
lower the risk of RSI. In addition to the 
assembly and material handling workstations 
(the Venda-workstations) V. Venda also 
invented a new type of testing workstations. It is 
well known that testing operations take a lot of 
time. At some electronic telecommunication 
assembly plants an assembly itself takes 30% of 
time and testing takes almost 70% of time. 

Figure 2. New type of assembly and manual 
material handling workstations ("Venda-
assembly workstations") allows optimize 
positions of the Hands-Shoulders and Eyes-Neck 
separately. This figure illustrates also the newly 
invented testing workstation with hand-free 
interaction between tester (worker) and 
computer presenting testing menu, manuals, 
instructions. 1- screen displaying PCB and 
assembly (handling) operations (or computer for 
testing); 2 - TV camera, mirror for assembly and 
material handling; 3 - adjustable tilt, the 
workstation allows a positive, zero and negative 
tilt of PCB (any object handled or tested); 4 -
adjustable arm rest; 5 - adjustable light; 6 -
adjustable screen, TV or computer support; 7 -
adjustable foot rest; 8 - adjustable desk height; 9 
- adjustable chair, 10 - infrared light source and 
TV camera to catch tester's eye fixations for 
hand-free interaction with computer (only for 
testing workstations). 

The new testing workstation, in principle, is 
seen at Figure 2. Infrared light source and video 
camera (10) catch the eye fixations of the 
worker at the certain parts of the test manual, 
menu or measurements displayed at the 
computer screen (1). Therefore the tester's 
hands are free from operations with computer 
and may be much more effectively used to 
expedite testing process. Eye Gaze System by 
LC Technologies was purchased to use in this 
new testing workstation. The click on the 
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computer screen elements and menu positions 
selected may be maid by the elbow, foot, eye or 
head movement. Patents are pending on both 
the assembly and testing workstations. These 
are only two examples of how the ergodynamics 
approach helps to solve practical ergonomie 
problems in human-machine systems. 

Ergodynamics in increasing human-machine 
systems safety 

Considering the third law of ergodynamics 
(Venda, 1994), we suggested that when a 
normal situation in the control system is turning 
into an emergency one, (1) the human operator 
is changing a normal work functional structure 
into an emergency one, and (2) during the 
transformation period the reliability and 
efficiency of the human performance is lower 

than it was in the normal situation. To test this 
we ought to organize special emergency 
experiments at the power plant. 
Using the analysis of eye movements, operators' 
self-reports, and detailed post-emergency 
interviews, we found operators used three 
different cognitive strategies: Sa = information 
perception simultaneously by small groups of 
elements (2-4); = information perception 
simultaneously by middle-sized groups of 
elements (5-7 functionally connected elements); 
Sc = information perception simultaneously by 
big chunks (8 and more elements). 
Figure 3 shows the characteristic curves Q(F) of 
the functional-structures (cognitive strategies) 
Sa, Sfr and Sc on the left side and the efficiency 
dynamics Q(T) on the right side. 

Figure 3. Work functional structures Q(F), as cognitive strategies Sa, and Sc (left side) and the 
efficiency transformation dynamics Q(T) (right side) during emergency experiments at the power plant. 
Q - mean number of correct commands and control actions in ten minutes; F - mean number of eye 
fixations at display on every command or control action; Τ - time, minutes 

The experiments based at organizing real 
emergency situations at the power plant have 
showed that safety of human-machine system in 
emergency depends on the types of the cognitive 
strategies used by the operator, the tempo of the 
transformations between the strategies and 
adequacy of the information display system to the 
actual cognitive strategies used by the operator. 

Ergodynamics and practical use of human-
machine laboratory studies. 
The second law of ergodynamics explains why 
many ergonomie projects fail if they were tested at 
the laboratory by the subjects using one functional 
structure ( S s ub ) and implemented in industry 
where operators use another strategy (S 0p) - see 
Figure 4. 
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Figure 4. Work functional structures of real 
operators (S 0p) and test laboratory subjects 
( S s u b) . Q - criterion of efficiency (productivity); F 
- work factor; intervals of F: U - useless, SR -
slightly relevant, H - harmful, VR - very relevant, 
I - inaccessible for the subjects. 

There are several intervals of the values of work 
factor F to test the system. Testing data obtained 
by the subjects in the interval F s u b

m i n
 - F o p

m i n 

is useless (U), because operators do not work in 
this interval. Usually this is an interval of the 
tasks of very low complexity irrelevant for the 
practice but favorite at the university labs. The 
interval F o p

m i n
 - Ρ δ ι Λ° Ρ

ι
 is slightly relevant 

(SR), interval F ^ P * - F s u b

m a x
 is very relevant 

(VR) and helpful because correlation between 
subjects' and operators' work efficiency is positive 
in this interval. Thus all changes in the system 
design which increase subjects' efficiency in this 
interval will also increase operators' work 
efficiency. Interval between F ^ o p * - F ^ P * 
seems to be the most helpful because the maxima 
of efficiency for the laboratory test subjects and 
real operators are very close. But there is an 
unexpected paradox: in reality all data obtained in 
this interval Fsub°P

l
 - F 0 p

0
P

l
 are harmful (H). 

Qsub ^ Qop
 n a ve a n

e g
a t i ve

 correlation. 
Let us explain this using data of the emergency 
experiments at the power plant presented at 
Figure 3, left side. Consider a project on the 
ergonomie re-design of the information display for 
that power plant. For example the power plant 
managers had found the operators make only 12 
correct control actions and commands per ten 
minutes and thus eliminate the emergencies too 

slowly. (Everyone knows that during emergency 
with quick and dangerous dynamics a slow and 
late decision very often is equal to the wrong 
decision.) The ergonomist designer-researcher 
gets a display that currenüy in industrial use and 
tests it at the laboratory with the subjects 
(university professors very often invite students to 
be the test subjects) using the simplest cognitive 
strategy S a perceiving information elements by 
very small groups. Working with the display the 
subjects make in average nine eye fixations on one 
correct control action. The ergonomist tries to 
increase efficiency of the subjects' performance (as 
a number of correct control actions in ten 
minutes) and changes the display hardware 
(components set and layout) and software 
(particularly a tempo and volume of information 
presented). If new mockup of the display will 
force the subjects to make less eye fixations their 
efficiency will drop: for F=5 Q a=7.5 . Then the 
designer decides to change display so to increase 
the number of eye fixations per one action and 
eventually finds F a 0p t = H . Efficiency of the 
subjects for their particular strategy S a will be 
maximal: Q a (F=l 1) = 17 = Q a m a x. 
Now consider that experienced industrial 
operators much more often use S b instead of S a. 
Then new display being implemented to the 
control room of the power plant will lead to the 
efficiency Q b(F=l 1) = 8.2. 
Therefore changing the display that increased 
efficiency of the laboratory subjects from initial 
Q a(F=9)=12 to the final Q a ( F = l l ) = 17 and thus 
considered by the ergonomist as an improvement 
and practical achievement, at the same time 
actually decreased efficiency of the real 
operators from Q b(F=9)=12 to Q b( F = l 1)=8.2. 
This is a concrete example how ergonomists may 
make harm for the industrial clients if they do not 
use ergodynamics and study work functional 
structures (cognitive strategies) used by the 
operators and laboratory subjects. 
Therefore the second law of ergodynamics 
explains why many practitioners do not trust 
ergonomie laboratory testing of the real systems 
and still prefer to relay on their experience and 
common sense. The paradox is that improvement 
for the people with one functional structure 
(professional skills, individual abilities) may cause 
losses for the people with other functional 
structures. Or in other words, the better in the 
laboratory the worse in reality, if the functional 
structures are not identical. 
Now here is an example how ergodynamics may 
help to increase scientific output of 
experimental studies and improve performance 
prediction models. 
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Rowe, French, Neville, and Eddy (1992) had done 
excellent experimental study on cognitive 
performance degradation during 30 hours of 
continuous operator performance with sleep 
deprivation. They collected data on the reaction 
time dynamics and the accuracy of operator 
performance. Figure 5 (left side) displays their 
experimental data on the performance efficiency 
(as an accuracy score of problem solving) 
dynamics presented as square shaped dots. The 

authors suggested approximate linear prediction 
model for the performance dynamics. Figure 5 
(right side) shows our transformation 
approximation of their data. Figure 6 (left side) 
displays their experimental data on reaction time 
dynamics as square shaped dots and their 
theoretical linear prediction as a solid about 
monotonie line. Figure 6 (right side) shows our 
transformation approximation of their data on 
reaction time dynamics. 

Q 
comp, 

score 

120 

110 

100 

90 

80 

70 

Q 
comp, 
score 

5 

26 T, hours 12 14 16 18 20 22 24 26 T, hours
 12 14 

Figure 5. Experimental data by Rowe et al. (1992) on the performance efficiency dynamics (dots) and the 
authors' predicting model (solid line) on the left side; and my approximation of their data and 
performance predicting model based on the transformation theory and ergodynamics on the right side. Q -
performance efficiency as an accuracy score, Τ - time of the experiment duration, hours. 

12 14 16 18 20 22 24 26 T, hours 12 14 16 18 20 22 24 26 T, hours 

Figure 6. Experimental data by Rowe et al. (1992) on the reaction time dynamics (dots) and the authors' 
predicting model (solid line) on the left side; and our approximation of their data and performance 
predicting model based on the transformation theory and ergodynamics on the right side. C - reaction 
time, ms; Τ - time of the experiment duration, hours. 

Our analysis of the data by Rowe et al. (1992) 
on the efficiency dynamics (Figure 5) and the 
reaction time dynamics (Figure 6) suggested 
there were three different functional structures 
of human performance used and transformed 
during 30 hour experiments. On the right sides 

of Figure 5 and 6, we show hypothetical 
characteristic curves of the work functional 
structures S a, and S c . The mean value of 
deviations between experimental data by Rowe 
et al. (1992) and their prediction model for 
efficiency dynamics is MQ R O W C= 5 . 7 7 ; for the 
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reaction time it is M ç R 0 w e= 6 . 3 3 . Our 
prediction model, based on transformation 
theory, gives the following respective numbers: 
M

Q V e n d a =
1 1 5

'
 M

C V e n d a
= 1

-
5 5

- Therefore the 
accuracy of our transformation models for this 
performance dynamics prediction is higher than 
those traditional linear and monotonie models 
used by Rowe et al. (1992) by 5.77/1.15 « 5 
times for the efficiency prediction and 6.33/1.55 
« 4 times for the reaction time prediction. 
How did we prove that the three work 
functional-structures were successively used at 
the experiments by Rowe et al. (1992)? The 
work functional structure is an integral unit 
with synchronic changes of complexity and 
efficiency (Venda and Venda, 1995). The 
experiments have shown that the complexity 
criterion (average normalized reaction time 
score, C) and efficiency criterion (average 
normalized performance accuracy score, Q) had 
the extreme values (minimums of complexity 
criterion, C, and maximums of efficiency 
criterion, Q) exactly at the same time periods: 
the 14th hour, 18th hour, and 25th hour. 

Conclusion 

Transformation theory and ergodynamics are 
very helpful in solution of practical problems on 
design and improvement of human-machine 
systems, RSI free and highly productive 
workstation for assembly, testing, inspection, 
material handling operations, in increase of 
industrial applications of the ergonomics 
laboratory studies, in achieving higher safety of 
the control human-machine systems. 
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Abstract 
Transformation dynamics theory and its applications to human-machine systems and ergodynamics, are 
based on three laws: 1) mutual adaptation, 2) plurality of work functional structures, and 3) transformations. 
Experiments to discover, prove and illustrate the laws were conducted. Ergodynamics aids in studying the 
transformations that occur in human operator work functional structures, skills, and cognitive strategies as 
transitions in the structures of processes of human-machine-environment mutual adaptation. Using principles 
of ergodynamics in human operators training increases their ability to transform quickly a control strategy 
adequate in normal situation into another one adequate in emergencies, therefore improving reliability and 
safety of human-machine systems. 

Keywords: human factors, ergonomics, human-machine interface, cognitive system, transformations. 

Introduction 

Since the Ebbinghaus' (1885) studies on learning, 
the monotonie learning theory was the only one 
used to describe the dynamics of human 
performance efficiency versus time of training. The 
monotonie curve has thus gained ground in applied 
psychology and ergonomics. The main reasons that 
led to the "monotonie monopoly" in experimental 
and mathematical psychology were: (1) massive 
data on experiments with humans and animals 
performing simple tasks using a single strategy and 
(2) the theory allowed for simple and convenient 
mathematical exponential models. Ergonomics 
created one more reason for the expansion of the 
application of Fitts' law beyond its inner margins 
(Fitts, 1964, Sheridan, 1992). Fitts (1964) limited 
this law only to the tasks of reaching for controls 
and tools by hand, given a certain initial position 
(Konz, 1990). See Sheridan (1992) for a greater 
explanation of these limitations. 
In Introduction to Ergonomics, Zarakovsky et al. 
(1977) (based on an interpretation of Fitts' law), 
assumed that monotonie dependence of operator 
work efficiency (Q) on information volume 
perceived (I) automatically leads to a monotonie 
learning process: dynamics of Q in time (T) (see 
Figure I). Their proposed curve tends towards one 
asymptotic "maximal" level of efficiency, speed, 
skill, etc.. 

Q Qtnmx Q Qnux 

ι τ 

Figure 1. Assumption on monotonie dependence of 
operator work efficiency (Q) on information 
volume perceived (I)~ left side— led to the 
conclusion on monotonie learning process: 
dynamics of Q in time (T) (Zarakovski et al., 1977) 

Transformation learning theory was first published 
in 1980 (Venda, 1980). In 1982, a seminar on the 
theory was presented at MIT and Harvard 
University where previous, monotonie learning 
theory was studied intensively (Estes, 1950, Luce, 
1959). There was a very interesting and very 
intensive discussion at Harvard following which W. 
Estes and D. Luce helped to edit and publish a 
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paper on the new theory (Venda, 1986). At MIT T. 
B. Sheridan advised me to organize different 
experiments obviously showing the processes of 
transformations and find fundamental axioms of 
transformation dynamics in human-machine 
systems (Yufik, Sheridan, and Venda, 1992, Yufik, 
Sheridan, and Venda, 1993). 
Simple experiments on influence of the desk height 
on typing productivity were organized (Venda, 
1994). In parallel, long term and short term 
transformations in work functional (e.g. cognitive) 
structures were studied when human operators at a 
plant changed their performance from normal to 
emergency situations. It was found that human 
performance efficiency declines inevitably during 
the transformations of the work functional 
structure. Transformations of the cognitive 
structures were found to be a contributing factor 
among causes of many technological, aviation and 
various other accidents, including Chernobyl, Three 
Mile Island, and Bhopal (Venda, 1990). 

Basic ergodynamics definitions. 

1. Work function is a human goal in dynamic 
human-machine interaction, like creating software, 
producing cars, making control decisions at nuclear 
power plant, etc.. 2. Work efficiency, Q, is any 
quantitative measure (criterion) of a positive 
outcome of the dynamic human-machine 
interaction. It can be a number of the quality 
products produced, a number of correct operation 
or decisions made, probability of safe and no-injury 
work during a certain time period, etc. Q may have 
an actual, real value (Q a ct ) ; Q

 m av n a ve a 

maximal, theoretical value ( Q m a x) . Q may be 
measured in absolute units ( Q a b s )

o r D a ve a
 relative 

value (Qrel^act^Qmax) 3. Work complexity, C is 
an opposite criterion to Q. To accomplish the work 
function (i.e. to reach a maximum efficiency, Q), 
individuals must overcome various obstacles, 
challenges, and difficulties. Such obstacles lower 
the real work efficiency value in comparison with 
the theoretically maximal one. We name this loss of 
work efficiency, resulting from these obstacles 
(subjective, objective, human-machine non-optimal 
interaction, etc.), work complexity (C). For example, 
let us consider that the work efficiency (Q) of some 
facility (human-machine system) is measured as the 
number of products of high quality. If we assume 
that the total number of products produced, if they 
were all of a high quality, is the highest desirable 
efficiency level ( Q m a x) , then the complexity is 
expressed as C a c t = Qmax - Qact- Thus we have, in 
absolute values, Q m a x = Q + C. Alternatively, we 
may express the same in relative values, if dividing 
all these numbers results in Q m a x. We now have 
Qmax/Qmax

=
 Q^Qmax

 +
 C / Q m a x; Qrel

 +
 ^rel

 =
 * 

or simply Q + C = 1. When I explained this at the 
seminar given at Riso Lab in Copenhagen, J. 
Rasmussen questioned if I am adding oranges to 
elephants. No, I suggest that both a positive work 
criterion, which is efficiency (Q), and a negative 
work criterion, complexity (C) are expressed in the 
same units of measurement (e.g. like the number of 
the quality products to be sold (Qj) and the rest of 
the products to be repaired or disposed of as a trash 
(Cj) or a probability of a correct decision (Qj) and 
probability of a wrong decision (Cp). Opposite each 
to other character of Q and C could be expressed 
also as Q/C = 1. For example, if C is time spent to 
produce one item (or to process one signal, solve 
one task) then 1/C will show a productivity in a 
time unit that is important criterion of efficiency, Q. 
Q and C could be defined and measured only if one 
knows exactly the people's work goals, functions, 
conditions. 4. Work factor F is a parameter of 
people-objects-environment interaction and mutual 
adaptation influencing work efficiency. The 
examples of F are the computer desk height, 
computer screen size, weight of hammer, resistance 
of the car break pedal, etc. 5. We define a function 
Qj(F) as a work functional structure: 5/ = Q((F). 

6. Applied goal of the ergodynamics is optimizing 
Q and C. Usually, in industrial practice that means 
increasing Q and decreasing C (Venda, 1994), but 
in education, science the goals may be different 
(Savelyev and Venda, 1989). The equation Q + C = 
Qmax

 l e a c ls u s 1 0 t
*

l r ee m a
J °

r
 strategies to increase 

the work efficiency (Q): 1) extensive strategy: 
increasing Q m a x, and thus increasing Q, when 
Q/C = Cons.; this strategy requires extra resources 
and expenditures, including human energy and 
time; extensive strategy actually changes the 
content of the system, and thus the system itself; a 
company should hire more people, buy more 
equipment and efficiency will grow, but complexity 
or losses will also grow; this is a strategy of 
additional investments and losses; 2) intensive 
strategy: making an accent on the efficient, high 
quality work, expanding its share in the work shift, 
decreasing time delays and unnecessary breaks; in 
this case, people should work harder and 
management should re-train workers to improve 
their attention and work skills; this is the strategy of 
harder work; 3) strategy of mutual adaptation and 
transformation: in this case, one makes an accent 
on decreasing complexity, eliminating the obstacles 
or causes of errors; this strategy is based on a better 
mutual human-machine-environment adaptation; 
this is the strategy of smarter work and design. 

7. Optimizing work efficiency is always a process of 
human-machine-environment mutual adaptation: 
people improve their skills and knowledge, change 
the objects and environment to harmonize whole 
interaction system. My 30 years of experience in 
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studying dynamic human-machine-environment 
interaction led me to the following conclusion: in 
order to reach maximal work efficiency one should 
organize mutual adaptation between human work 
functional structure (by professional selection, 
training, motivation) and work environment (by 
ergonomie design of machine, interior, software) 
(Venda, 1969, 1975, Venda and Venda, 1995). 

The First Law of Ergodynamics. 

We conducted the following experiment. Our 
subjects were typing on the notebook computer in 
sitting position at different desk heights. Typing 
productivity vs. desk height obtained at the 
experiments is shown at Figure 2. It has a bell-
shaped function. There are many literature data 
confirming this regularity. 
The First Law of Ergodynamics (The Law of 
Mutual Adaptation) reads as follows: "Work 
efficiency is a bell-shaped function of the factor of 
mutual adaptation between human work functional 
structure and work environment." 

the factor value should be decreased to increase the 
work efficiency. The First Law explains the big 
jump over F 0 p t brings the ergonomist to another 
branch of the curve at Figure 1 with an opposite 
Q(F) correlation. If both changes of the factor to 
the left and to the right led to higher efficiency 
criterion values then the ergonomists should (4) 
study two different possible work structures. Thus 
we found a plurality of the functional structures 
(Venda, 1980). 

The Second Law of Ergodynamics. 

The experiment on typing at the notebook computer 
was extended so the subjects were typing in sitting 
(S j) and standing (S2) positions with different desk 
heights. Two different functional structures for 
every subject were found (Figure 3). Earlier we 
studied the processes of reading, perception of 
control board information and found the families of 
bell-shaped functional structures (Venda, 1986, 
Venda, Stishkovskaya, et al., 1994). 
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460 
50 75 100 
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Figure 2. Efficiency of typing, Q, characters/min., 
versus desk height, F, cm. 

Figure 2 presents a simple visualization of the First 
Law of Ergodynamics. There are two ordinates: 
efficiency, Q, and the factor of human-environment 
(machine, other person) mutual adaptation, F. 
To use the First Law of Dynamic Interaction, or 
Ergodynamics in practice of Cognitive Technology 
one should (1) find a main factor of human-
environment mutual adaptation; (2) find the 
direction to change the factor to increase 
efficiency; (3,a) if the current factor and efficiency 
values are at the left side of the bell-shaped curve 
of the work functional structure, the factor value 
should be increased to increase the efficiency; 
(3,b) if they are on the right side of the curve then 

Figure 3. Functional structures of typing in sitting 
(Si) and standing (S2) positions. Q, productivity of 
typing, characters/3 min, F, a desk height, cm. 

These studies allowed us to word the Second Law 
of Ergodynamics (The Law of Work Structures 

Plurality): "Every work task can be done with 
different work structures". 
A visual image of the Second Law is shown at 
Figure 3 where S\ and S2 are two different work 
functional structures with optimal F values: F j 0 p t 

and F20pt> and maximal levels of efficiency: 
Qlmax

 m
^ Q2max- T h

e
 Second Law explains 

plurality of human reactions on the same signal 
(environment factor F). There is a crucial practical 
challenge: transfer of laboratory data to ergonomie 
design. Let us assume we compared work 
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efficiency Q of the laboratory subjects and real 
operators using the task with factor F=Fi^. The 
efficiencies were equal Q=Qi 2· But if the subjects 
use S χ and real operators use S2 then optimizing F 
for the subjects will catastrophically decrease 
efficiency of the real operators: C^OFlopt)"""^-

The Third Law of Ergodynamics. 

World science (engineering, ergonomics, 
economics and psychology included) knows only 
the following dynamics of development, progress, 
learning: 1) step function (efficiency increases 
overnight); 2) linear increasing of efficiency; 3) 
monotonie exponential increasing of efficiency 
(Ebbinghaus, 1885), some times with an 
intermediate plateau (Brian and Harter, 1896). Most 
authors insist on monotonie dynamics (Chapanis, 
1959). 
The typing experiment was modified so the desk 
height was increased by intervals of 5 cm from very 
low (50 cm) to very high (140 cm). The subjects 
were typing at first in sitting position then changed 
position to the standing one. Overall, integral 
typing productivity, Q m t at all heights was 
measured. The task was to find a height to change 
sitting position to standing one, thus resulting in the 
Qint teing maximal. It was found that changing 
(transformation) of one position to another should 
be done at the height corresponding to the intersect 
point for the work functional structures in sitting 
and standing positions (Figure 4). 

The Third Law (The Law of Transformations) was 
worded as follows: 

"Transformations between different structures of 
the system and interaction between different 
systems' structures are maximally effective if they 
go through a state common and equal for the 
structures." 

The Third Law explains a wave-like dynamics of 
the transformations of the work functional 
structures we discovered when conducted the 
following training experiment Our subjects (twelve 
students of engineering faculty) were asked to 
accomplish a compensatory tracking of dynamic 
signals presented simultaneously on several (from 
one to six) measurement instruments with the 
subject controlling an equal number of switches 
(from one to six). Different cognitive and sensory-
motor strategies and transformations between them 
were found (Venda, 1986). Most learning curves 
were non-monotonic in nature (Figure 5). 
When we studied the process of signals tracking 
and different numbers of the signals were presented 
(Figure 5), traditional statistical averaging was 
avoided because it leads to the monotonie learning 
curve masking real processes of transformations 
(Figure 6). 

Figure 4. Comparison of the integral productivity 
values, Q, when transformation from sitting 
position to the standing one is done at different 
desk heights, F. If F changes gradually from F m m = 
50 cm to Ε 

max = 140 cm, transformations 
betweetwo functional structures S\ and S2X S\ -» 
S2X which go through a common and equal state 
with the coordinates Q i 2»= 522 char./3 min. 

F
l , 2 =

1 0 7 c m at Λ β ΐ ήΛ # 1 2
>

 l e ad t 0 Λ β b i
S S

e r 

integral productivity (as a sum of Qj at all heights, 
F) than transformations at any other state, e.g. at 
F=100 (trial #10) and F=120 cm (trial #13) as 
shown with broken lines. Τ = time (number of 
trials, consecutively from F = 50 cm to F = 140 cm 
with difference between next to each other trials AF 
= 5 cm). 
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A dependence of signal tracking efficiency on 
different cognitive strategies was then analyzed: 
perception of the signals by one, two and three as 
an information chunk. An example of this analysis, 
for the situation when six signals were displayed 
simultaneously, is shown at Figure 7. Using eye 
movement registration, along with an analysis of 
the numbers of operations in a minute, and signals 
tracked in a minute, we found that subjects in the 
beginning of training perceived the signals 
separately, one by one (strategy S\\ then perceived 
the signals by the groups of three, as the 
coordinates of a 3-dimensional space (S2). If they 
tried to start from S2 while their skills did not 
allow them to make more than 20 control 
operations in a minute, their efficiency (Q) was 
lower than using S j . If some participants simply 
tried to increase the tempo of the operations, they 
made more operations than optimum for S\: 
F > F i 0 p t = 16 operations/minute, and they did not 
transform S γ into S2, thus decreasing their 
efficiency (in comparison with Q i m a x = 17 
signals/min). 

Figure 5. Dynamics of efficiency of the 
compensatory tracking Q (signals/minute) as the 
function of number of measurement instruments 
presented (n=l-6) and time, Τ (number of training 
sessions) - a). Statistical averaging all data shown 
at a) leads to the monotonie curve Q(T) - b). 
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Figure 6. Averaging experimental data can mask 
real transformation processes in training dynamics. 

Figure 7. Analysis of different cognitive strategies 
as statics (on the left side) and their transformations 
as training dynamics (on the right side), when six 
signals were displayed simultaneously (n=6). Q -
work efficiency as a number of the signals tracked 
in a minute, F - number of operations to track one 
signal, Τ - training time (numbers of training 
sessions), S\ and S2 - work functional structures 
(cognitive strategies): S j - perception and tracking 
the signal one by one, S2 - perception and tracking 
by groups of three signals (3-D spaces). 
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Conclusion 

Ergodynamics helps predict dynamics of 
transformations in human-machine systems, and 
helps plan the transformations to minimize losses. 
Work structures may belong to the same individual 
and may be used sequentially, transforming one to 
another. This human ability gives human-machine 
system a very important feature of successive 
flexibility. In addition to the traditional training of 
the operators separately in solving normal tasks and 
emergency tasks, ergodynamics insists at the 
necessity to train human operators in quick and 
reliable transformations normal work structures into 
emergency ones and vice versa. This will 
significantly increase human-machine systems 
safety. 
Work structures may belong to different individuals 
(or human and machine) interacting in the work 
processes. This system's ability gives the system 
another very important feature, a simultaneous 
plurality. Different functional structures of decision 
making may be used by different specialists of the 
group for the solving the most urgent and difficult 
tasks. This group may be organized on the 
principles of the hybrid intelligence systems 
suggested long ago (Lomov and Venda, 1977), but 
for some reasons are being implemented to the 
research and practice very slowly. Hopefully 
ergodynamics will help to study sophisticated 
problems of the hybrid intelligence human-machine 
systems. Detailed introduction to the theory and 
practical applications of ergodynamics and hybrid 
intelligence are presented in (Venda and Venda, in 
press, planned for 1995). 
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A NEW MACHINE LEARNING METHOD INSPIRED B Y 
HUMAN LEARNING 

B. YANG and H. ASADA 
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Abstract . When people learn new tasks, they are slow and meticulous in the beginning but speed 
up the operations as they gain experience and skills. In this paper, we will explore a new approach to 
learning, inspired by this human learning behavior. The new method termed "Progressive Learning" 
uses scheduled excitation inputs that allow the system to learn quasi-static, slow modes in the 
beginning, followed by the learning of faster modes. This new method is presented in the context 
of high speed robotic assembly, where an impedance control law is learned with this excitation 
scheduling method. Extensive simulation results are provided to demonstrate the effectiveness of 
this method. A detailed analysis of the mechanism of progressive learning is also provided and 
verified through simulation. 

K e y Words. Human Learning, Machine Learning, Adaptive Control, Impedance Control, Persistent 
Excitation 

1. INTRODUCTION 

Human learning is by far more effective than ma-
chine learning in many ways. Humans use a 
curriculum, an organized set of materials to be 
learned by learners in a particular sequence. They, 
for example, attempt simple tasks at the begin-
ning in order to become familiar with the tasks 
and then, based on the knowledge and experience 
gained, execute the full-scale tasks. By doing so, 
they can avoid costly failures and damage, or con-
fusion in which the learner could gain neither use-
ful information nor valuable experience. Such con-
fusing results and failures would have no pedagog-
ical value for learning the task. Depending on the 
competence and amount of knowledge the learn-
ers possess at the beginning, judicious choices are 
required to determine the level of task complexity 
appropriate for initial attempts. 

Inspired by this human learning behavior, we will 
explore a new approach to machine learning. The 
level of task complexity will be increased gradually 
as the learner gains knowledge and improves task 
performance. To this end, we need to organize the 
learning process by evaluating the learner and de-
termining the level of task complexity appropriate 
for the learner, so that the learner can attain use-
ful knowledge with a minimum of confusion and 
failure. Figure 1 shows a conceptual diagram of 
this learning system consisting of a learning orga-
nizer, called a "pedagogue", and a learner. The 
learner, who has its own learning mechanism, is 
provided by the pedagogue with a series of pro-

grammed tasks, called a "curriculum". Designing 
this learning system is thus two-fold: the design 
of the learning rule for the learner and the design 
of tasks, i.e. the curriculum. 

This task design problem is relatively new to the 
learning/adaptive control community, but rele-
vant issues have been addressed in a different con-
text. In adaptive control, for example, the design 
of reference signals has been a central issue for 
the convergence of system parameters. In par-
ticular, the concept of persistent excitation (PE) 
has played an important role in the design of ref-
erence inputs. Namely, the PE provides the nec-
essary conditions for the parameters of a plant 
or a controller to converge to their desired values 
[8]. There are a number of papers addressing PE 
conditions [2] [3] [5] [7]. While these P E condi-
tions provide fundamental conditions for stability 
and convergence, we need an effective "strategy" 
for accomplishing the conditions. To this end, we 
need to take a further step from the analysis of 
PE conditions on reference inputs to the total de-
sign and synthesis of "tasks" to be performed by 
the learner. Namely, a strategy must be set up 
that allows the system to be excited effectively 
in order to expedite the learning and adaptation 
process, while task performance requirements are 
being met during the process. 

The objective of this paper is to explore a novel 
learning method in which the level of task com-
plexity advances progressively in accordance with 
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Fig. 1. Conceptual diagram of progressive learning sys-
tem 

the learner's competence and level of accomplish-
ment. We design a series of tasks with different 
complexity levels appropriate for the learner. The 
idea is to integrate the task assignment scheduling 
with the design of the total control algorithm. It 
is expected that by integrating these we will be 
able to avoid instability and divergence of learn-
ing, expedite the learning process, and maintain a 
desired task performance level having a minimum 
chance of failure and damage to the system. 

2. LEARNING APPROACH INSPIRED BY 
HUMAN 

To apply on-line learning methods to practical 
processes, stability must be guaranteed. Learning 
algorithms that cannot be guaranteed to converge 
within a certain time limit are not acceptable or 
feasible for practical use. Moreover, in most ap-
plications, a certain minimum level of task perfor-
mance must be accomplished at all times, even at 
an early stage of the learning process. Once the 
system is engaged in an actual task, it must not 
fail in performing the task, nor yield poor outputs. 
Learning algorithms, although guaranteed to con-
verge in theory, may not be applicable to real-
time, on-line learning if task performance during 
the learning process is not satisfactory. In partic-
ular, the early stage of learning when the system 
does not have enough data or exact knowledge 
about the task is difficult to deal with. 

Humans perform unfamiliar tasks slowly and 
meticulously when their knowledge is limited and 
stringent task specifications must be met. In 
the early stages of learning, we first lower the 
task complexity in order to avoid failure and un-
satisfactory performance, and then increase the 
complexity level in accordance with the progress 
in learning and the improvement in task perfor-
mance. By reducing speed, for example, the task 
is made tractable and executable despite limited 
knowledge and skills. As humans gain experience 
and become familiar with the new task, they in-
crease the task execution speed. The task com-
plexity can also be lowered by relaxing some task 
conditions and limiting the scope of the task. 
Learners can deal with tougher conditions and a 
broader range of situations after they have learned 
the simplified tasks. 

Learning Organizer 

Task Learner Plant Evaluation 

Learning Rule 

Fig. 2. Progressive learning system 

If this strategy is successfully applied to machine 
learning, we will be able to overcome the difficul-
ties of traditional learning methods as described 
above. In order to learn a task while executing it 
by satisfying minimum task requirements, learn-
ing and task execution must be coordinated. In 
the traditional framework of learning control, the 
major research interest is focused on the devel-
opment of learning rules and their convergence 
conditions. In the proposed approach, we do not 
address a learning rule alone, but we integrate it 
with the design of a series of scheduled tasks in 
which the task complexity level is varied depend-
ing on the learning progress. This new learning 
method, which we refer to as "Progressive Learn-
ing" , is defined as follows: 

Progressive Learning is a learning 
method in which the level of task com-
plexity is gradually increased in accor-
dance with the progress of learning so 
that minimum task performance require-
ments can be met throughout the learn-
ing process and that the learning process 
may not diverge as the level of task com-
plexity increases. 

Progressive learning is a dynamic process, since 
task assignments vary dynamically during the 
learning process. As shown in Figure 2, the sys-
tem consists of a learner, a plant, a performance 
evaluator, and a learning organizer. The learning 
organizer determines the task complexity level ap-
propriate for the learner on the basis of the task 
performance evaluation and provides the learner 
with a task program, referred to as the "curricu-
lum". In consequence, there are two feedback 
loops involved in the progressive learning system: 
the curriculum assignment loop and the standard 
learning control loop. In designing this progres-
sive learning system, we need to elaborate both 
the curriculum and the learning rule in an inte-
grated and cohesive manner. There is a significant 
synergism between the two that may improve sta-
bility and convergence speed along with practical 
aspects, as will be explored later. 

Central to this progressive learning is the design 
of the curriculum along with the learning control 
design. How to vary the task complexity level is 
a critical issue in designing a progressive learn-
ing system. In the following sections, we will ad-
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dress a particular way of varying the task com-
plexity level. Namely, we vary a motion speed 
command, starting with a slow speed and ending 
in a high speed. The idea is to excite param-
eters of the system associated with quasi-static 
motion by driving the system slowly at the be-
ginning. In this stage, the system learns only the 
quasi-static parameters, leaving other parameters 
unlearned. After the quasi-static parameters have 
been learned, motion speed is slightly increased. 
Then, the learning procedure is repeated for the 
higher speed and the system is relearned and re-
tuned to the higher speed. As the motion speed 
increases, the dynamics becomes prominent and 
the parameters associated with dynamic motion 
are more excited. As long as the motion speed 
is increased gradually, the system does not have 
to learn all the parameters at the same time, but 
simply needs to refine the previous results within a 
limited range in the whole parameter space, which 
is often large. The learning parameter space is 
therefore excited gradually and learning proceeds 
progressively. This simplifies the learning problem 
significantly. 

3. HIGH SPEED INSERTION TASK 

3.1. Task Description 

In this section, the concept of progressive learning 
is reduced to a concrete algorithm for high-speed 
robotic assembly. As shown in Figure 3-(a), the 
task is simply to insert a ball into a chamfered 
hole in an χ — y plane. The controller is given a 
nominal trajectory Xd(t) = (xd(t),yd(t))

T
. How-

ever, due to the uncertainty inherent in the assem-
bly process, the hole is not precisely aligned with 
the trajectory and the ball often collides with a 
chamfer surface. Compliance control is necessary 
to cope with the geometric uncertainty of the as-
sembly process, but is not sufficient for high speed 
insertion. For example, when the ball approaches 
a chamfer at high speed and collides with the sur-
face, the quasi-static controller may not be able 
to prevent the ball from bouncing on the cham-
fer surface, which may lead to a failure of inser-
tion. To avoid bouncing as well as to guide the 
ball correctly despite high speed, we need a dy-
namic control law such as full impedance control 
including damping and inertial terms along with 
the compliance or stiffness term. Such dynamic 
control laws contain a number of parameters to 
be tuned to a specific task process. It is a difficult 
job to find the optimal values in a large param-
eter space, particularly when all the parameters 
must be learned on-line in real time. It should be 
noted that a failure in high speed assembly may 
incur serious damage to the robot as well as to the 
parts and the environment. Even for the purpose 
of learning, fatal mistakes must be avoided at all 

(a) (b) 

Fig. 3. Schematic diagram of impedance control 

times. Therefore, we intend to apply progressive 
learning to cope with these difficulties. 

As shown in Figure 3-(b), a ball is held with an 
appropriate impedance. We begin by formulating 
the impedance control law in accordance with [4]. 
The motion of the ball of mass mo is governed by 
the equation of motion given by 

/ + p = m 0 x (1) 

where χ = (χ, y )
T
 is the position of the ball with 

an inertial reference, ρ = ( p x , P y )
T
 is the contact 

force acting on the ball, and / = (/*, / y )
T
 is the 

actuator's force to be controlled. The objective 
of impedance control is to emulate a desired me-
chanical impedance by controlling actuator force 
/ . The desired dynamics of the system shown in 
Figure 3-(b) is given by 

p = Mx + D{x - xd) + K(x - xd) (2) 

where Xd = {xd^Vd)
T
 is the nominal trajectory, 

and M, D and Κ are the desired inertia, damping 
and stiffness matrices respectively. The external 
force ρ is measured by a force sensor attached to 
the end effector. From eqs.(l) and (2), we can 
derive the impedance control law given by 

/ = m0M~
1
D(xd - x) + m0M~

1
K(xd - x) + (m0M~

l
 - I)p 

To formulate a learning algorithm, we need a 
means for evaluating control performance. In ac-
cordance with [11], we will define a performance 
index function, referred to as a reinforcement 
function. In robotic assembly, the objective of 
control is to mate a part with an uncertain fix-
ture while minimizing the interference and conflict 
between the part and the fixture. In the ball in-
sertion task, the robot is required to insert a ball 
into a hole with a minimum reaction force from 
the walls. At the same time, the controller must 
follow the nominal trajectory at least until the ball 
makes contact with a chamfer or a wall since the 
nominal hole position is the best initially avail-
able conjecture for the real position. Namely, the 
controller is required to follow the nominal trajec-
tory closely while producing the smallest possible 
reaction force. Based on these considerations, we 
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define the reinforcement function r, a performance 
index for the controller, as follows. 

r = -[piHxrf - x| | 2 + p2\\xd - x\\
2 + p 3| |p|| 2] (4) 

where pi, p2 and P3 are weighting factors of the 
individual terms. The problem is to learn the 
impedance parameters, K, D and M, in eq.(3) so 
that the above reinforcement can be maximized. 
Our approach to this learning problem is to in-
crease the reference motion speed, x<f, progres-
sively and repeat a learning procedure for differ-
ent motion speeds so that the impedance matrices 
can be learned in sequence. 

3.2. The Progressive Learning Approach: Accom-
modating the Task Complexity Level by Motion 
Speed Scheduling 

The objective of motion speed scheduling is 
twofold: one is to prevent the learning process 
from diverging and the other is to maintain min-
imum task performance and avoid fatal mistakes 
and damage. As will be shown later, when a robot 
attempts to learn all the parameters simultane-
ously, the process tends to diverge or, even if it 
converges, searching for the optimal parameters 
can be a lengthy process. Furthermore, unless ap-
propriate initial parameters are assigned, the con-
trol system may become unstable and even dan-
gerous at high speed operations, and this may re-
sult in serious damage to the system. Therefore, 
learning must be initiated at low speed and the 
motion speed must be increased gradually as the 
robot gains control knowledge. 

A. Slow Speed Motion 

In progressive learning, we start with a slow speed 
mainly to excite the quasi-static terms in the 
impedance control law given in eq.(3). A gradient-
following learning algorithm is applied to the re-
inforcement function given in eq.(4) to learn the 
control parameters. In this slow speed learning, 
only stiffness or compliance terms can gain the 
most information from the learning process. Since 
the damping and inertia terms are not fully ex-
cited at this slow speed, meaningful values cannot 
be acquired for those terms. 

To execute this learning, initial values for 
impedance parameters K, D and M must be pro-
vided. These, however, need not to be accurate; 
one can use some positive matrices so that the 
robot can track the nominal trajectory Xd stably 
to perform a task at low speed. As learning pro-
ceeds, the stiffness parameter Κ will be updated 
toward the optimal stiffness, which maximizes the 
reinforcement function while changes in D and M 
remain small. 

B. Medium Speed Motion 

After the learning curve of stiffness Κ has reached 
a plateau or the reinforcement function has 
reached a certain threshold level, we increase the 
motion speed ±d to a medium speed. As a result, 
the assembly process becomes more dynamic and 
the damping term D in eq.(3) now becomes highly 
excited. We can use the same learning algorithm 
as in low speed learning to learn the new parame-
ters. The optimal stiffness that was learned at the 
slow speed learning must be used as the initial val-
ues for Κ in this phase of learning. The damping 
and inertial terms in the previous phase are also 
used as the initial values for D and M. In the be-
ginning of learning, the increased speed temporar-
ily deteriorates the performance of the controller, 
but the controller adapts itself to the higher speed 
operation by quickly learning the damping ma-
trix D. Important to note here is that we can 
make a smooth transition from the slow motion 
operation to the medium speed operation by suc-
ceeding the previously learned parameters as the 
initial values for the next learning procedure. In 
other words, if we were to choose initial values 
randomly, the controller's performance would be 
extremely poor at the beginning and, as a result, 
would cause some damage to the task environ-
ment. With progressive increase of motion speed, 
we can avoid these problems and find the optimal 
controller faster and more effectively. 

C. High Speed Motion 

After learning the optimal damping has been com-
pleted, we further increase the motion speed to 
the highest. This increase of motion speed ex-
cites the system in a broader range, and makes 
the dynamic characteristics more prominent. The 
inertia term becomes dominant in this phase. As 
at the medium speed, the impedance matrices ac-
quired in the previous phase are used for the initial 
impedance matrices. By doing so, we can avoid 
the instability and damage to the system that 
could otherwise be caused. After temporary de-
terioration of performance caused by the increase 
of the motion speed, the controller will smoothly 
reach the optimal impedance matrices for the high 
speed motion. 

4. IMPLEMENTATION AND SIMULAITON 

In this section, we implement the above progres-
sive learning of impedance parameters and con-
duct simulation experiments to demonstrate the 
effectiveness of the proposed method. Various 
simulation results are then provided to verify the 
arguments given above. 
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4.1. Implementation 

In this paper, we implement the progressive learn-
ing method by using the Adaptive Reinforcement 
Learning Algorithm (ARL) [11]. The ARL al-
gorithm applies a perturbation/correlation tech-
nique to learning an internal model. The esti-
mated gradient and parameter changes based on 
the internal model are less erratic and more robust 
against uncertainties and noise compared with the 
general model-based learning algorithms. The de-
tails of the ARL algorithm are provided in [11]. 
In the ARL algorithm, a radial-basis function net-
work is used to represent an internal model. As 
discussed in the previous section, locally tunable 
networks "synergize" progressive learning, since 
the system is excited locally and gradually. Even 
if the accuracy of the model network is limited 
at the beginning, the accuracy can be quickly im-
proved during on-line learning due to scheduled 
excitation. 

Low Speed (0.3 m/s) Med Speed (1.5 m/s) High Speed (3.0 m/s) 

I sol 
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In this simulation experiment, we use a spring-
damper model to simulate the chamfer surface and 
compute the impact of collision between the ball 
and the chamfer surface. With this model, we 
can calculate the contact force or impact force pn 

in the direction normal to the chamfer surfaces. 
Friction pt on the chamfer surfaces is given by 
pt = μ ρ η ) where μ is a friction coefficient. 

In each learning iteration, the controller is given 
a nominal trajectory Xd- The trajectory is paral-
lel to but deviated randomly from the center line 
of the hole so that the ball always collides with 
the chamfer surface. The impedance parameters 
involved in the controller are tuned in real time 
using the Adaptive Reinforcement Learning Al-
gorithm. In this simulation experiment, we con-
ducted 300 iterations of learning divided into three 
phases: the first 100 iterations in a slow speed, the 
second 100 iterations in a medium speed and the 
last 100 iterations in a high speed. 

4.2. Simulation Results 

Figure 4 shows the transitions of the impedance 
parameters as well as the reinforcement over the 
whole learning iterations. Note that for each iter-
ation we averaged the reinforcement over the time 
period of the iteration. Note also that the erratic 
behavior of the learning curves is caused by the 
randomness involved in each iteration as well as in 
the Adaptive Reinforcement Learning Algorithm. 
The details of the learning procedure follow. 

As described in the previous section, learning 
started with a slow motion speed to excite only 
the quasi-static terms of the system. The veloc-
ity command ±d was set to (0, —0.3 m / s )

T
. The 

Fig. 4. Learning histories of reinforcement r and stiff-
ness K, damping D and inertia matrices M 
over 300 iterations 

initial stiffness matrix was given by: 

Ko = 
100 N / m 0 

0 100 N / m (5) 

These stiffness parameters, or position gains, are 
large enough to follow the desired trajectory. The 
damping matrix D was initialized with small pos-
itive values and the inertia matrix was initialized 
as the plant inertia matrix TUQI. 

One hundred iterations of learning were performed 
in this phase. As shown in Figure 4, the stiff-
ness in the χ direction decreased remarkably to 
A7AlN/m while that in the y direction decreased 
just slightly to 96.3iV/m during the 100 iterations. 
This shows that the robot has to hold the ball 
compliantly in the χ direction to comply to the 
chamfer surface and stiffly in the y direction to 
follow the nominal trajectory toward the bottom 
of the hole. This result is compatible with the 
argument that was derived by [10] and other re-
searchers. On the other hand, the damping and 
inertia parameters are almost unchanged, showing 
that these terms are not excited during this slow 
speed operation. From this observation, we can 
draw the conclusion that in the slow speed oper-
ation the damping and inertia parameters cannot 
gain useful information. The average of the rein-
forcement values converged to -0.5. 

Secondly, we increased the motion speed to ±d = 
(0, —1.5 m / s )

T
 to excite the system more dynam-

ically, and conducted another 100 learning iter-
ations. As shown in Figure 4, in the begin-
ning of this learning phase, the reinforcement 
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value decreased discontinuously from -0.5 to -2.6 
due to the increase of speed. Namely, the con-
troller trained in the slow speed operation could 
not perform satisfactorily in this faster motion. 
However, as learning proceeded, the performance 
was quickly improved and the reinforcement again 
started to increase. In this phase, the damping pa-
rameters increased steadily and significantly while 
the stiffness parameters remained almost constant 
over the iterations. It appears that the stiffness 
parameters had already been learned in the first 
learning phase and the controller did not gain 
any additional information at the faster motion 
speed. The inertia matrix M was again almost 
unchanged in this learning phase. 

Finally, we increased the motion speed to the max-
imum ±d = (0, - 3 . 0 m / s )

T
. When the task was 

first performed at maximum speed, there was a 
large amount of bouncing on the chamfer surface 
resulting in huge impact forces. In order to reduce 
the bouncing and the impact forces, the inertia 
term must be significantly modified. As shown in 
Figure 4, at this motion speed, the inertia terms 
were very vigorously excited and the correspond-
ing parameters moved most significantly and con-
verged to the final values. The damping parame-
ters also varied in this learning phase while the 
stiffness parameters again remained unchanged. 
Note that after the learning the inertia in the χ 
direction became much smaller than that in the y 
direction, which is also compatible with the theo-
retical conclusion derived in [1] 

As shown above, by increasing the motion speed 
progressively, the controller can learn a better 
impedance smoothly and stably while maintaining 
a minimum performance level. To compare the 
progressive learning method with its traditional 
counterpart, we conducted another set of learn-
ing simulations. In the traditional non-progressive 
learning method, a constant motion speed, 3.0 
m/s , was used throughout the learning opera-
tions. Figure 5 shows the learning curves of the 
two methods. As shown in the figure, the con-
trol performance i.e. the reinforcement value, is 
erratic and significantly lower than that of the 
progressive learning method. Important to note 
is that the progressive learning method allows the 
controller to maintain a certain performance level 
throughout all the learning iterations while non-
progressive learning sometimes exhibits intolera-
ble, poor performance, which may incur signifi-
cant damage to the system. 

5. CONCLUSION 

In this paper we have proposed the concept 
of progressive learning and a scheduled excita-
tion method by varying a motion speed com-

progressive learning ; 

r^n ———- ^ ^ ^ ^ ^ ^ ^ ^ • 

. non-progressive learning si. bis 
0 50 100 150 200 250 300 

iterations 

Fig. 5. Comparison between progressive and non-
progressive learning methods 

mand. Based on this method, we developed an 
impedance learning algorithm for high speed in-
sertion. We also fully manifested the mecha-
nisms of progressive learning and examined why 
the progressive learning method works success-
fully for impedance learning. The progressive 
impedance learning method was implemented by 
using the adaptive reinforcement learning algo-
rithm, and simulation experiments were con-
ducted to show the effectiveness of the progressive 
learning method. 
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Abstract: Perceptually rich information displays, depicting concrete system representations, 
are increasingly used to support operators of complex human-machine systems. Although 
much of the psychological literature provides an optimistic picture of the effects of these 
representations, the relevance of this literature to the design of complex system interfaces 
is less direct than it would appear. We identify three distinctions that should be considered 
when evaluating the applicability of the display design literature to actual design problems. 
Using these distinctions, we review the literature and two of our own experiments with an 
eye toward identifying the cost-benefit tradeoffs associated with a shift from abstract to 
more concrete displays, and discuss a number of caveats that should be kept in mind when 
providing operators with perceptually enriched display representations. We identify needs 
for future research necessary to increase the relevance of scientific research to actual 
interface design problems. 

Keywords: Displays, Human-Machine Interface, Perception, Decision Making, Skill 

1. INTRODUCTION 

A clear trend in human-machine interface design is a 
move toward increasingly concrete, perceptually-
rich, information displays. Empirical research on 
the effects of enriched displays, however, provides 
mixed and in some cases inconsistent results 
concerning the benefits and costs of these 
representations. We review the literature and 
discuss two of our own recent experiments on the 
effects of perceptually enriched displays in order to 
resolve these discrepencies, and to provide a more 
coherent picture of the effects of increasing the 
concreteness of the system representation provided 
to the human operator. 

Our analysis of the empirical evidence relies on a set 
of three distinctions that should be considered when 
evaluating the relevance of display research findings 
to a particular design problem or performance issue. 
A failure to make these distinctions has, in our 
opinion, contr ibuted to the appearance of 

inconsistency and incoherence in the literature on 
both display effects on performance and prescriptive 
guidelines for interface design. 

The first distinction we discuss concerns the role of 
the displayed representation: 'the representation can 
be either die object of interaction itself, or it can be 
merely the window to a system or environment 
which is the actual object of interaction. The 
majority of empirical research on display effects 
falls under the first category, while most interface 
design problems also raise questions associated with 
the actual representational role of a display. The 
second distinction we discuss concerns the type of 
performance measures used to evaluate display 
quality: performance measures can assess solely the 
quality of human interaction with the displayed 
representation, or they can assess the quality of the 
operator's ability to perform when the display is not 
available. Again, most research primarily uses the 
first category of performance measures, while actual 
design problems also raise questions concerned with 
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what the operator learns about the domain beyond 
the use of information explicitly represented at the 
interface. Finally, we discuss a distinction 
concerning the type of system or domain model that 
serves as the basis for the displayed representation: 
for some domains or systems, complete and certain 
models are available, while for others, the best 
available system model is either incomplete, 
uncertain, or both. As is the case with the previous 
distinctions concerning the role of the display and 
the relevant measures of performance, there is also 
often a considerable difference between the domain 
models employed in empirical research and the 
models available to designers of actual human-
machine systems. 

In die following, we first review the literature on the 
effects of perceptually enriched displays, and 
provide an overview of our own research in this 
area. We then consider the empirical data from die 
standpoint of the three distinctions outlined above, 
wiüi an eye toward resolving some of the apparent 
inconsistencies in the empirical findings, and 
perhaps more importantly, also resolving some of 
the inconsistencies between die prescriptive design 
principles üiat have resulted from tliis research. 

2. CONCRETE REPRESENTATIONS : 
COSTS & BENEFITS 

Benefits of graphical or pictorial representations on 
human informat ion process ing have been 
documented in a variety of tasks: for example, 
geometry theorem proving (Koedinger and 
Anderson, 1990), physics (Larkin and Simon, 1987), 
puzzle solving (Zhang and Norman, 1994), 
operations research (Moody and Kirlik, in press), 
understanding device behavior (Hegarty and Simms, 
in press), economics (Tabachneck, Leonardo, and 
Simon, 1994), and fault diagnosis (Kieras, 1992; 
Vicente and Rasmussen, 1990). These researchers 
genera l ly agree that conc re t e , graphica l 
representations create information processing 
economies associated wiüi information search and 
perceptual inference. 

There is less agreement on a theoretical explanation 
of the benefits of graphical displays. The 
explanations üiat have been proposed range from 
efficiencies describable via production system 
models (e.g., Larkin and Simon, 1987; Koedinger 
and Anderson, 1990; Casner, 1991), die facilitation 
of mental model acquisition and use (e.g., Bauer and 
Johnson-Laird, 1993; Hegarty and Simms, in press; 
Kieras, 1992), to more radical explanations that may 
require significant extensions to die traditional 
information processing framework. For example, 
Zhang and Norman (1994) argue üiat understanding 
the benefit of external problem representations will 
require a üieory of cognition as "distributed" across 
die human-environment system, and Vicente and 
Rasmussen (1990) argue that a central benefit of 
graphical displays is in enabling the direct 
perception of affordances 

Much of the research cited above has resulted in 
findings that are consistent with many peoples' 
intuitions üiat more concrete visual representations 
are superior to more abstract representations, üiat "a 
picture is worth a üiousand words." Perhaps even 
more interesting, then, is research that has 
documented situations or tasks in which increasing 
the concreteness of a representation results in 
decreased human performance. 

For example, experiments by Kieras (1992) provide 
evidence suggesting that the visual complexity 
caused by a high-fidelity display of system structure 
can sometimes trade off with die benefits of a 
graphical representation. In addition, Coury and 
Pieuas (1989) describe an experiment in which a 
graphical display resulted in performance üiat was 
inferior to a digital display in a process control task. 
Gersli and Hamill (1992) describe üie results of an 
exper iment on human supervisory control 
performance in which graphically displaying a 
decision variable merely caused operators to spend 
more time and effort manipulating die variable, but 
with no resulting performance improvement. 
Finally, on the basis of their own experiments, 
Larkin and Simon (1987) put forth the counter-
intuitive notion üiat although graphical displays may 
enhance information search and recognition, üiey 
have no effects on the efficiency or accuracy of 
inference itself. 

Wickens (1992) has raised the concern üiat while 
increasingly concrete displays may improve a 
performer's ability to interact wiüi a system, such an 
approach may actually decrease the performer's 
ability to learn deeper knowledge of die domain üiat 
could be used when the display was made 
unavailable. Wickens reviewed a number of 
empirical studies in support of his position. Each of 
üiose studies has demonstrated eiüier better retention 
of information, or better performance, for a more 
abstract rather than concrete display after the 
removal of augmented information. One could 
summarize Ulis series of empirical findings in terms 
of a "no pain - no gain" üieory of skill acquisition or 
learning: although a task might be made easier by 
providing a performer wiüi environmental support, 
providing less support will require üie performer to 
learn deeper or more abstract knowledge about üie 
task domain üiat üie supported performer would 
never learn. 

Some researchers have raised a closely related 
concern about die potential costs of increasingly 
concrete representations in human-machine systems. 
Specifically, it may be üie case üiat a perceptually 
rich interface design might have die unintended side 
effect of focusing die operators' attention toward 
interaction wiüi üie interface, and away from üie 
operator's true task. In most complex human-
machine systems, die operator's actual task is not to 
control an interface, but raüier, to effectively control 
a system which is merely represented by üie 
interface. In die context of üie design of process 
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control displays, for example, Montmollin has 
suggested: 

If "sophisticated" engineers try to "facilitate" 
(in their opinion) die work, by transfer 
to die screen(s) the totality of information, 
which moreover is modified and interpreted 
by some intermediate software, it could 
happen üiat for die operator die task is no 
longer die control of die process, but 
more die interpretation and control of die 
interface, which becomes the "object" 
of die operator's work. This is not always 
the best solution! (Montmollin, 1991, p. 100). 

One seldom considered, yet possible, benefit of 
abstract information displays may be die clarily with 
which it can be seen that the displayed 
representadon is not die controlled system itself; that 
die "map" is not the "territory." As Montmollin 
observes, in our rush to exploit available technology 
to achieve some of die documented benefits of 
graphical displays, it may be tiiat a price will be paid 
in terms of die operator's ability to reason beyond 
die available representation. 

Relating to diis issue, research by Fischoff, Slovic, 
and Lichtenstein (1978) has demonstrated üiat 
subjects given a graphical (tree diagram) 
representation of a decision problem fail to consider 
contingencies not explicitly included in the 
representation. In addition, research by Smith 
(1990) has demonstrated diat subjects presented with 
a correct, yet incomplete, graphical representadon of 
a decision making task performed less well than 
subjects who were presented widi no graphical 
representation at all. While bodi subject groups in 
Smidi's experiment received a verbal description of 
die decision problem, supplementing die verbal 
representation widi a more concrete, graphical 
representation actually decreased decision making 
accuracy. These results raise die concern that any 
incompleteness in a task representation may be even 
more problematic in designing graphical displays, 
Üian in designing traditional, more abstract displays. 

Finally, a somewhat related concern about die use of 
increasingly concrete task representations was 
expressed by Kirlik, Miller, and Jagacinski (1993) in 
die context of human supervisory control. Quoting 
directly: 

.... we must point out that very little is known 
about die tradeoffs diat occur when a cognitively 
intensive task is changed into a predominantly 
perceptual task dirough the use of information-
rich task representations. For example, cognitive 
"biases" may be traded for die limitations of 
perception, and we may reduce die frequency 
of errors resulting from highly flexible cognitive 
activities (i.e., "mistakes") only to find we 
have increased die potential for errors resulting 
from less flexible perception-action mechanisms 
(i.e., slips). It is certainly premature to advocate 
a comprehensive interface design framework 

until more is known about such tradeoffs (p. 950) 

Research on human interaction widi perceptually 
rieh, graphical displays has yet to result in a good 
understanding of such tradeoffs. Below, we give a 
brief overview of two experiments we have recently 
performed in order to investigate diese issues. 

3. TWO EXPERIMENTS ON AUGMENTED 
GRAPHICAL DISPLAY SUPPORT 

We have used a microworld methodology to 
investigate the effects of enriched perceptual 
displays on human skill acquisition and performance 
in two dynamic decision making and control tasks. 
We first describe die analysis and design approach 
underlying both of diese experiments. 

3.1 Ecological Task Analysis 

We have advanced an approach to die design of 
perceptually augmented displays called the 
Ecological Task Analysis (ETA) framework (Kirlik, 
in press). ETA is proposed as a solution to die 
problem of representation design (i.e., identifying 
the specific information to be displayed) for 
supporting skilled human interaction widi dynamic 
systems. Unlike related approaches such as 
Ecological Interface Design (Vicente and 
Rasmussen, 1990), ETA does not require detailed 
models of die dynamics of a controlled system to 
serve as the display representation. Instead, die 
focus within ETA is on die human operator's 
repertoire for action, and die environmental or 
system constraints diat specify when each action 
within the repertoire is appropriate given the 
environmental state. The main assumption 
underlying ETA is diat display design should focus 
on creating forms to communicate the constraints 
underlying the behavior of the task environment diat 
are directly relevant to the selection of action. 

ETA's focus on displaying the environmental 
constraints on productive action was motivated by 
studies of skilled interaction widi complex dynamic 
systems. These studies suggest diat operators do not 
select control actions based upon reasoning widi a 
detailed model of die controlled system (Kirlik, 
Miller, and Jagacinski, 1993; Brehmer, 1990; 
Brehmer and Allard, 1990). Rather, human 
strategies in such tasks appear to be highly reliant 
upon perceptual or pattern recognitional activities 
dial are not explicitly model-based (also see Rouse, 
1983: Reason, 1988). This relatively efficient, 
heuristic mode of control, however, can only be 
productive if perceptual information is available to 
specify all the relevant constraints upon action 
selection. ETA provides guidance to ensure diat 
information regarding all relevant environmental 
constraints are included in a display representation. 
In short, die goal of ETA is to ensure a display 
provides information indicating what actions are and 
are not productive, given die dynamic environmental 

713 



state; i.e., to allow the operator to be able see what 
he or she can do. 

3.1 Experiment I: ETA andStarCruiser 

StarCruiser is a dynamic decision and control task in 
the form of a space-related videogame. The operator 
pilots a spaceship tiirough a galaxy populated by a 
number of solar systems and associated planets, all 
shown on a graphical computer display. The 
operator's goal is to deploy a variety of tools to the 
planets to collect valuable resources, and to return 
these resources to a starbase, at which time points 
are earned for die resources collected. 

The experiment involved using ETA to motivate die 
design of various forms of perceptual augmentation 
to support operator performance in StarCruiser. The 
experiment compared die performance of subjects 
using eiüier a baseline or perceptually augmented 
display over 18 sessions (days). The augmented 
display was identical to die baseline display, except 
üiat it included additional graphical information üiat 
more direcüy specified die constraints in the task 
environment that determined what actions were 
feasible at each point in time. A detailed description 
of diis experiment appears in Kirlik, Kossack, and 
Shively (1994). Below, we briefly summarize the 
key findings of diis experiment. 

Key Findings. Perceptual augmentation in 
StarCruiser accelerated skill acquisition but did not 
affect peak performance in the late sessions. 
However, a simultanteous cognitive task (mental 
arithmetic) was administered in the penultimate 
sessions and diis manipulation appeared to impair 
StarCruiser performance for the baseline display 
group, while it did not impair StarCruiser 
performance for die group using the augmented 
display. Finally, in the last sessions die augmented 
group subjects performed using the baseline display, 
to assess die effects of the augmented perceptual 
information becoming unavailable. Lack of 
augmented information did not impair performance. 

3.2 Experiment 2: ETA and Ε J STARS 

The second experiment was conducted using a 
laboratory task known as die Extended Joint 
Surveillance and Attack System (EJSTARS). A 
detailed description of diis task and experiment is 
presented in Krosnick (1994). EJSTARS is a 
hypothetical, yet technologically feasible, 
integration of unmanned aerial vehicles (UAVs) in 
die current U.S. Air Force/Army Joint Surveillance 
and Attack System (JSTARS). The operational 
JSTARS system combines ground surveillance radar 
wiüi sophisticated command and control systems 
aboard a militarized 707 (E-8) aircraft. Our 
laboratory simulation was designed to capture die 
decision making characteristics of die operational 
system, as well as to maintain face validity wiüi üiat 
system. EJSTARS presented laboratory participants 

with a task complexity on par wiüi many popular 
computer-based, or arcade video games. The 
EJSTARS operator's main task is to identify initially 
unknown vehicles moving on a map display, and to 
take defensive action upon only those vehicles 
posing a certain threat to the operator's own 
resources. 

The experiment involved using ETA to motivate die 
design of various forms of perceptual augmentation 
to support operator performance in EJSTARS. The 
experiment compared die performance of subjects 
using either a perceptually augmented or baseline 
display over 18 sessions (days). Each of the four 
specific forms of perceptual augmentation included 
on die augmented EJSTARS display was associated 
wiüi one of die four decision making constraints 
indicating whedier or not üie operator should engage 
a particular enemy vehicle. These constraints were: 
1) Penetration: die operator should not engage a 
vehicle whose weapons were not sufficiently 
powerful to penetrate the armor of die operator's 
own (friendly) resources; 2) Range: die operator 
should not engage a vehicle tiiat cannot move wiüiin 
its weapons range of a friendly resource; 3) 
Locomotion: whedier or not a vehicle can move 
widiin its weapons range of a friendly resource is 
determined by terrain properties such as steepness, 
iciness, etc.; and 4) Priority: in the event of 
multiple, simultanous direats, the operator should 
engage üie vehicle üireatening üie highest priority 
friendly resource. The perceptually augmented 
display included graphical forms to allow these 
constraints to be readily perceived from the 
graphical map display, while die baseline display 
required subjects to combine alphanumerically 
displayed information with the map information in 
order to assess diese constraints. 

Key Findings: Perceptual augmentation in 
EJSTARS accelerated early skill acquisition but did 
not affect peak performance in die middle and late 
sessions. However, when task demands were 
increased in two late sessions (the number of 
vehicles in die environment was doubled), the 
performance of die baseline display subjects was 
more impaired than was the performance of üie 
augmented display subjects. In die last sessions, üie 
augmented display group subjects performed witii 
the baseline display, to assess die effects of üie 
augmented perceptual information becoming 
unavailable. Lack of augmented information did not 
impair performance. 

These findings echo the results of the previous 
experiment in üie StarCruiser task. The decision 
making demands in EJSTARS were designed to be 
much more complex than those in StarCruiser, 
because we hypoüiesized that die lack of a main 
effect of augmentation in StarCruiser on peak 
performance could be due to a ceiling effect, and we 
Üius wanted to see if üiat finding would replicate in 
a more demanding task environment. We were 
surprised üiat Ulis finding did replicate, and we dius 
performed additional analyses to understand why üie 
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augmented display did not improve peak 
performance in addition to the rate of skill 
acquisidon. In short, diese analyses indicated diat 
die null effect on peak performance was due to a 
combination of botii positive and negative effects of 
die various forms of enhanced information used on 
die augmented display. Augmentation associated 
with determinist ic task constraints increased 
decision accuracy, while augmentation associated 
widi probabilistic decision constraints decreased 
decision accuracy. Subjects using die augmented 
display overweighted die certainty (specifically, die 
predictive value) of the graphical information 
associated with probabilistic task constraints, while 
subjects using die baseline display better weighed 
die limited predictive value of die same information 
when it was displayed in alphanumerical form. In 
summary, we suspect diat the concreteness widi 
which probabilistic information was presented on 
die augmented display prompted subjects to treat 
diis information as if it had much greater predictive 
value tiian it actually had. 

4. DESIGN IMPLICATIONS 

What are the implications of all diese empirical 
findings for die design of interfaces for human-
machine systems? One approach toward answering 
diis question would be to integrate diese findings 
into a set of prescriptive guidelines or some optimal 
design framework given current knowledge. 
However, our experience suggests that such an 
integration would be of limited value. First, despite 
die apparently impressive number οΓ studies on die 
issue of concrete versus abstract representations, die 
design space is so large diat the current findings 
represent only a very sparse sampling of diis space: 
a universal design framework is probably premature 
given current knowledge. In addition, it should be 
obvious diat die rapid proliferation of increasingly 
concrete representations, not only in complex 
systems, but also in areas such as education and 
training, is hardly due to educating display designers 
on some shared psychological framework. Instead, 
die proliferation of diese interfaces is mainly due to 
die availability of technology which increasingly 
allows individual designers to create intuitively 
appealing (typically more concrete) display designs. 

Given diese observations, we believe it may be more 
valuable to pursue the path suggested by 
Heisenberg, who noted diat "an expert is someone 
who knows some of die worst mistakes that can be 
made in his subject, and how to avoid diem." In 
conclusion, dien, we discuss caveats diat should be 
kept in mind when considering applications of 
enriched displays, and identify some human 
performance problems we expect to see more often 
as a result of die proliferation of these interlaces. 

4.1 Treating the Map as the Territory 

A troubling trend in die literature reviewed above is 
that increasing the concreteness of a visual 

represenation may promote a tendency for humans 
to treat die displayed representation as if it, and not 
the represented system or environment, is die actual 
target of interaction. Aldiough an impressive array 
of cognitive science research findings document 
benefits of graphical displays, little of diis research 
provides subjects widi bodi a problem representation 
and a represented problem situation (e.g., a diagram 
of a pulley-weight system, and an actual pulley-
weight system diat must itself be manipulated to 
solve a particular problem). The quotation from 
Montmollin cited previously speaks specifically to 
diis concern. More research is certainly needed to 
understand die optimal design of representations diat 
allow die operator to reason effectively widi die 
representation, and also ensure diat die operator can 
and will be able to view die display as "only" a 
model when it becomes crucial to do so. 

4.2 Incomplete/Uncertain Representations 

A bias to treat die map as die territory may be most 
costly when die displayed representation is eidier 
incomplete, uncertain, or bodi. Again, cognitive 
science research mainly uses formal systems (e.g., 
geometry, puzzles) as laboratory tasks, for which 
complete, determinstic representations can be 
created. Rarely, however, do designers of complex 
system interfaces have available a complete, certain 
model of the controlled system to serve as a display 
representation. Some of die previously reviewed 
literature suggests that subjects presented with more 
concrete representations are less able to reason 
beyond those representa t ions (to consider 
unrepresented decision options or slates of nature) 
than are subjec ts given more abs t rac t 
representations. Our own findings in die EIST ARS 
experiment indicated a benefit for perceptual 
augmentation associated widi deterministic task 
criteria, but augmenta t ion associa ted with 
probabilistic criteria decreased performance. More 
research is needed to understand the cost/benefit 
tradeoffs that occur when providing an increasingly 
concrete representation based on an incomplete or 
probabilistic system model. 

4.3 Withdrawn Representations 

Is a representation that fosters optimal performance 
in the presence of the display the same 
representation diat also fosters optimal performance 
when die performer must work widioul die display? 
The previously cited paper by Wickens is perhaps 
die most cogent discussion of diis tradeoff, in die 
context of displays for educational systems. In 
education, it is natural to view die role of a learning 
environment to promote learning diat ü'anscends die 
learning environment itself. Similar concerns are 
also relevant to the training and operation of 
complex human-machine systems. Our own 
research has yielded promising findings on how to 
exploit perceptual augmentation to accelerate skill 
acquisition for training systems, without the 
subsequent removal of augmenation hindering 
performance in die unenhanced environment. 
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5. CONCLUSION 

Emprical research has only sparsely sampled the 
design space with respect to die issue of concrete 
versus abstract display representations. Features of 
die design space of actual system interfaces (e.g., 
incomplete, uncertain system models) have actually 
been undersampled in sciendfic research, and dius a 
naive reading of die literature may resuit in an 
overly-optimistic prediction of the effects of 
increasingly concrete displays. We discussed a 
number of distinctions diat must be made to evaluate 
die relevance of laboratory research for design 
problems. Using diese distinctions, we noted some 
caveats dial should be considered in die design of 
enriched displays, and outlined needs for furdier 
research to increase the applicability of research 
findings to system design. 
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Abstract: Large corporations and government agencies often incur unnecessary costs and 
errors in conceptual software design due to the lack of an 'institutional memory' and the 
specialization of systems. A design browser is introduced as the foundation of an 
institutional memory to support software reuse. The Design Browser is a combination of 
an artificial intelligence paradigm known as case-based reasoning and a conceptual 
framework that presents developers a unified structure through which to understand, 
compare, and contrast related design experience. The case-based system contains design 
information about various existing software designs. The conceptual framework provides 
software developers with a common vocabulary and a frame of reference in which to view 
the existing software. The Design Browser and empirical results of its evaluation are 
presented. 
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BACKGROUND 

A full description of the Design Browser's functions 
can be found in (Ockerman et al., 1994; Ockerman, 
1995). A summary of those functions is provided to 
support the presentation of the evaluation results. 

1. INTRODUCTION 

Many large corporations and government agencies 
are responsible for the design and development of 
large software systems. Often there are several 
generations of these systems or a general function 
that is performed for specific applications. Due to 
the similarity over generations or among specific 
applications, reuse suggests itself as a natural 
technique to facilitate increasingly efficient and cost 
effective systems. That is, a new system that reuses 
an existing system at some level (e.g., conceptual 
design, requirements, code, interface objects, or 
functionality) should be less expensive to build than 
a system that is designed from scratch (Prieto-Diaz, 
1993). 

Two potential reasons for the lack of reuse, 
particularly at the conceptual design level, are: (1) 
lack of 'institutional memory' about related system 
designs; and (2) the belief on the part of the design 
team that the current application is unique and thus, 
would not benefit from the experience of designers of 
similar systems. 

Without an institutional memory, that is, a method 
of collecting and storing design experience that is 
accessible to subsequent designers, it is difficult, if 
not impossible, to reuse prior design experience and 
solutions (Parnas et al., 1989; Curtis, 1989; Chen 
and Lee, 1993). Moreover, the specialization of 
system software, i.e., new generations or related but 
not duplicate systems, emphasizes the differences 
between applications rather than the similarities. 
This leads to situations in which the design team 
holds the belief that each new version of a system 
needs to be designed from scratch (Lanergan and 
Grasso, 1984; Cusumano, 1991; Mili et al., 1994). 
The result is that each new system evolves in 
isolation, with its own concepts, vocabulary, and 
implementation. Application-specific features 
permeate the design process from conceptual design, 
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to functional specification, to lines of source code. 
Even if a mechanism for 'institutional memory' was 
available, the application-specific concepts and 
language of each design project detract from the 
ability of subsequent design teams to recognize 
similarities and reuse relevant design experience. 

2. A SOFTWARE DESIGN BROWSER 

For the conceptual design stage, this research 
proposes a Design Browser to help designers access 
and use previous design experience. The Design 
Browser offers a method of finding, browsing (e.g., 
identifying, comparing, and contrasting), and 
learning from previous designs. The Design 
Browser provides a foundation of an 'institutional 
memory'-a computational structure in which to 
store experience from previous designs-through an 
artificial intelligence paradigm known as case-based 
reasoning. To facilitate the accumulation and rapid 
assimilation of design experience, the Design 
Browser includes a conceptual framework to organize 
features and functions that are common across a class 
of design applications. 

Case-based reasoning combines a cognitive model 
describing how people use and reason from past 
experience and a technology for finding and 
presenting such experiences (Domeshek and 
Kolodner, 1992). The cognitive model is a memory-
centered model; "the basic idea is that people are 
good at figuring out what to do in new situations 
largely because they are able to remember and adapt 
things they did (or saw others do) in similar previous 
situations (Domeshek and Kolodner, 1992, p. 203)." 

The Design Browser is based on the assumption that 
access to examples of existing designs and 
experiences from related projects will facilitate reuse. 
Thus, its case base consists of stories and examples 
from past design experiences. The concept of a 
Design Browser further proposes that effective 
decision support also requires a unifying framework 
through which to view, extract, and integrate past 
experiences. The Design Browser's conceptual 
framework provides designers with a set of concepts 
and common vocabulary to specify the current design 
that emphasize its similarities to past designs. 

2.1 Conceptual Framework 

The goal of the Design Browser is to foster the view 
that instantiations of a class of systems are more 
similar than different. The Design Browser 
organizes information around features common to 
the set of design applications by means of its 
conceptual framework. The framework is 
communicated to the user via an intuitive, graphical 
interface. The Design Browser stores past design 
experience as cases; the interface and conceptual 
framework provide the user access to the case-based 
information. 

The Design Browser's conceptual framework has two 
hierarchical decompositions: one a whole-part and 
the other functional. Software can be viewed in 
much the same way as physical artifacts. Software, 
like other artifacts, is composed of parts which 
operate together to achieve a goal. It has been 
shown that all artifacts can be simultaneously 
decomposed into whole-part and functional structure 
(Domeshek et al., 1993; Rasmussen, 1987; 
Neighbors, 1984). The simultaneous decomposition 
allows for a multidimensional description of the 
artifact as both a collection of parts and as a 
purposeful entity. 

The Design Browser's conceptual framework has 
three parts: building blocks (i.e., a hierarchical 
decomposition of objects that comprise the system), 
functional components (i.e. sets of system objects 
grouped together with a recognizable purpose), and 
system issues (i.e., system information about 
important features such as application language or 
lines of source code). Building blocks are 
components of the software system which are 
manipulated by the functions. Issues add a high-
level system view. 

2.2 Case-Base 

The Design Browser uses the conceptual framework 
as a method to organize and display information 
about several existing designs. This information is 
organized as cases, or more specifically, stories 
(Kolodner, 1993). Stories are interesting examples 
of previous designs that illustrate how existing 
systems implement the building blocks or functions, 
or how design issues are resolved. 

The Design Browser has three complementary sets of 
features: building blocks, functions, and issues. 
Stories about design features are hierarchical as well 
as graphical explanations of the features. The 
hierarchical explanation makes the large amounts of 
data about previous designs more manageable and 
easily understood. The graphical view increases 
understanding of the component or function by 
providing an alternative to text-based description. 

The stories about design features have three parts: 
generic description, examples, and illustrations. 
Figure 1 shows these parts in graphical form. The 
generic description is hierarchical and consists of a 
topic and associated details. The topic is a high-
level description of the building block, function, or 
issue which has been generalized from several 
application-specific designs. The details provide 
lower-level, application-independent information 
about interesting aspects of the features (i.e., where a 
particular design of a feature differs from other 
designs), and is a direct link to the second part of the 
story - examples. The examples consist of 
application-specific descriptions of the system 
features. They also contain 'outcome' information. 
Outcome information consists of opinions about the 
effectiveness of a particular instantiation of a feature. 
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The last part, an illustration, is a graphical 
representation that complements the text of a topic, 
detail, or example. 

Topic 

Detail 2 j c Detain 

Ex3A <S5> _ 

' has associated illustration 

Generic 
Description 

Examples 

Illustrations 

Figure 1. Structure of Design Browser's Stories 

2.3 Role of the Design Browser 

Software development often occurs in an 
environment with collaborative teams of people 
representing different organizational entities (e.g., 
each group may work for a different company or 
government organization). The Design Browser 
attempts to support three sets of people: the 
customer/user who specify the functionality of the 
system, the designer/developer who turn the user 
specifications into software, and management who is 
responsible for overall system effectiveness and 
functionality. The Design Browser allows the 
customer/user, designer/developer, and management 
to explore, compare, and contrast true differences 
necessitated by application requirements versus 
differences that occur serendipitously - differences 
that potentially degrade reuse and increase 
development costs. The Design Browser's 
framework provides all participants with three tools: 
(1) a common frame of reference, i.e., a high level 
conceptual framework within which to consider the 
current design with respect to previous designs at a 
detailed, technical level; (2) a common vocabulary 
with which to articulate the current design to 
facilitate rapid comparison to previous designs; and 
(3) a more general context in which to explore both 
higher-level and management issues like reuse or 
choice of application software. 

3· A DESIGN BROWSER FOR COMMAND 
MANAGEMENT SOFTWARE DESIGN 

The Design Browser concept was implemented for 
NASA Goddard Space Flight Center's command 
management system (CMS) applications. For 
almost all CMS applications, significant reuse of 
previous command management system design 
concepts or software fails to occur at any level of 
abstraction. 

The Design Browser CMS s proposes a unifying 
conceptual framework for the CMS software. The 
framework was developed by studying the 

documentation describing seven existing or 'in-
process' CMSs. Its building blocks consist of CMS 
components common to all CMSs: data inputs, 
commands, activities, etc. Likewise its functions 
define the major functional requirements of command 
management: scheduling, command preprocessing, 
etc. Salient issues involved in CMS design and 
reuse were identified through conversations with 
NASA command management personnel (i.e., 
customer/user, designer/developer, NASA 
management). 

4. EMPIRICAL EVALUATION OF THE CMS 
DESIGN BROWSER 

A study was conducted to assess the effectiveness and 
perceived usefulness of the CMS Design Browser in 
answering the questions about reuse which arise 
before and at Critical Design Reviews. An important 
feature of the evaluation of the CMS Design Browser 
was that the study participants were actual personnel 
involved in the specification, development, and 
management of creating new command management 
systems. Since the CMS Design Browser was 
intended to support experienced CMS personnel, the 
strategies, performance, and opinions of experienced 
personnel was of specific interest. 

The empirical evaluation of the proposed Design 
Browser for CMSs consists of both formal process 
and product evaluation and participant questionnaires. 
The formal process and product evaluation strives to 
validate the usefulness of the CMS Design Browser 
to experienced personnel. The process measures 
examine how the participants used the CMS Design 
Browser to arrive at a useful conclusion. The product 
measures assess the extent to which useful 
information could be extracted from the CMS Design 
Browser by the participants. The questionnaires 
sought the participants' perceived usefulness of the 
CMS Design Browser. The next sections describe 
the evaluation and questionnaire results. 

4.1 Evaluation 

Over two weeks, twelve participants used the CMS 
Design Browser to complete ten tasks. The first five 
tasks were conceptual tasks which demonstrated the 
ability of the CMS Design Browser to support the 
user in navigating to and viewing all features of the 
CMS Design Browser. The last five tasks were task-
based activities which demonstrated the ability of the 
CMS Design Browser to support the participants in 
representative design tasks. The observations were 
recorded manually, captured by the CMS Design 
Browser in a computer file, and recorded on video 
tape. The computer file and video tape were used to 
augment any information that was missing or vague 
in the evaluator's notes. A total of 120 tasks were 
observed. The process of each task was compared to 
the expected process. 
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Process Measures. Each task was analyzed with 
respect to four process criteria: expected process, 
short process, long process, and different process. 
These classifications are explained below: 

Expected p r o c e s s . The procedure that the 
participant used is in the "family" of processes 
that is expected by the designer of the CMS 
Design Browser. If the participant goes 
"browsing" in the middle or at the end of a task, 
that is not included when comparing the 
participant's process and the expected process. 
However, this is an interesting phenomenon and 
shows that the CMS Design Browser can 
support browsing and encourages users to 
browse. 
Short p r o c e s s . The procedure is shorter or 
less involved than those in the "family" of 
processes that is expected by the designer of the 
CMS Design Browser. For example: For one 
of the tasks it is expected that the participant 
will go to a particular issue topic and look in 
detail at two of the associated examples. If a 
participant looks in detail at only one of the 
examples, then the participant's process is 
classified as a "short process." 
Long p r o c e s s . The procedure is longer or 
more involved than those in the "family" of 
processes that is expected by the designer of the 
CMS Design Browser. A process is only "long" 
if the additional actions or steps can not be 
attributed to browsing. For example: For one 
of the tasks it is expected that the participant 
will look at one function topic and its first detail 
and its associated examples. If a participant 
reviews a different topic and then looks at the 
expected function topic and its associated detail 
and examples, then the participant's process is 
classified as a "long process." A process is a 
long process if it is longer than the expected 
process at any stage of the process (i.e., the 
beginning, the middle, or the end). 
Different p r o c e s s . The participant's 
procedure is different than the process that was 

expected by the designer of the CMS Design 
Browser. That is the entire expected process can 
not be found in the participants' process. For 
example: For one of the tasks it is expected that 
the participant will look at two topics with their 
associated details and examples. If a participant 
looks at the same first topic but then goes to a 
different second topic and never looks at the 
expected second topic, then the participant's 
process is classified as a "different process." 

Table 1 indicates the number of tasks of each type. 
One hundred and two of the tasks were the "expected 
process" and only eighteen tasks were mismatches 
(i.e., short process, long process, and different 
process). 

Table 2 provides information to compare the user 
groups to each other. Each user group had similar 
results to the participants as a whole with the 
designer/developer group having the highest 
percentage of expected processes. 

Product Measures. Data on each of the 120 tasks 
were analyzed with respect to four product measure 
criteria: match, partial match, no match, and no 
result. These classifications are explained below: 

Match. The participant's result matches the 
expected result or is more involved than was 
expected. A participant may give a more 
involved or complete answer than the one 
expected when the participant is experienced and 
can draw more detailed conclusions from the 
information than is expected. For example: 
When the participants were asked to find a 
spacecraft which uses immediate commanding, 
some of the participants equated this with the 
similar ability to send real-time commands from 
locations other than the Payload Operations 
Control Center and listed two spacecraft instead 
of the one that was expected. 

Table 1 Process Evaluation Results 

Classification Total 
Π 20) 

Break 
down 

Percent 

Expected Process 102 85 .00 
Short 10 8.33 

Skipped expected example 3 
Skipped outcome information 1 
Skipped expected details and examples 4 
Skipped expected topic 2 

Long 4 3.33 
Looked at additional topic first 3 
Looked at additional topic in middle 1 

Different 4 
1 

3.33 
Used different topic 3 

3.33 

Used different second topic 1 
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Table 2 Process Measures for Participation Groups 

Classification Managers Customer Developer 
Number Percent Number Percent Number Percent 

Expected Process 33 82.5 32 8 0 37 92 .5 
Short Process 3 7.5 4 10 3 7.5 
Long Process 2 5 2 5 0 0 
Different Process 2 5 2 5 0 0 

Partial match. The result partially 
matches the expected result. There are two 
types of partial match: the participant may 
leave one part of the result uncompleted or 
may have obtained a different result for one 
part. 
No match. The result does not match the 
expected result. 
No result The participant does not believe 
an appropriate result can be found with the 
CMS Design Browser. The participant may 
or may not be looking at the correct 
information (i.e., they have used the same 

process), but for some reason the participant 
does not feel he/she can get an appropriate 
result from the CMS Design Browser. 

Table 3 indicates the number of tasks of each type. 
One hundred and one tasks were "matches," only 
twenty-one tasks were mismatches (i.e., partial 
match, no match, and no result). 

Table 4 shows the breakdown of the tasks by user 
group. Each user group had similar results to the 
participants as a whole with the manager group 
having the highest percentage of product matches. 

Table 3 Product Evaluation Results 

Classification Total 
Π 20) 

Break 
down 

Percent 

Match 101 84 .17 
Partial Match 16 13.33 

Portion of result is missing 
Portion of result is different 

11 
5 

No Match 1 0 .83 
No Result 2 1.67 

Table 4 Product Measures for Participation Groups 

Classification Managers Customer Developer 
Number Percent Number Percent Number Percent 

Match 37 92.5 31 77 .5 33 82.5 
Partial Match 3 7.5 6 15 7 17.5 
No Match 0 0 1 2.5 0 0 
No Result 0 0 2 5 0 0 

4.2 Questionnaires 

Along with the objective data collected and analyzed 
above, there was also subjective data collected to 
determine the opinions of the participants as to the 
perceived usefulness of the CMS Design Browser. 
Even if the Design Browser can be used by the 
intended users, if the intended users do not perceive it 
as useful, it will not be used. This section describes 
the initial and final questionnaires and discusses the 
answers that were given by the participants. 

Initial Questionnaire. The initial questionnaire asked 
the participants to give the number of years they had 
been involved in the design of command management 
systems and to rate their familiarity with the process. 
The mean number of years of experience for each 
group were very similar with the overall mean 
number of years which was 4.03 (minimum one year 
six months, maximum nine years and two months). 
All but three of the participants rated themselves as 

"Very familiar" or "Familiar" with the process of 
CMS design. Of the three who rated themselves 
lower, two said they were "Somewhat familiar" and 
one said "Not very familiar". However, the one 
participant who considered himself "Not very 
familiar" had three years of experience on two 
different missions and appeared knowledgeable while 
using the CMS Design Browser to complete the 
representative tasks. 

Final Questionnaire. The final questionnaire asked 
about the usefulness of the CMS Design Browser and 
its various features. Figure 2 shows the responses. 
The CMS Design Browser was thought to be useful 
by all the participants and all of the features were 
considered useful by a majority of the participants. 
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All Participants 

• U s e f u l 

I D Not useful 

W C O i Î I f l t û N C O O î O 

Features 

1. CMS Design Browser overall 
2. Generic descriptions 
3. Individual examples 
4. Illustrations 
5. Outcome information 
6. Menu bar and button navigation 
7. Navigation Outline navigation 
8. Simultaneous examples 
9. Save conceptual design 
10. Review saved conceptual design 

Figure 2. Questionnaire Results 

A second part of this questionnaire asked the 
participants to rank the features in terms of 
usefulness (1 = most useful, 9 = least useful). The 
results of this ranking are shown in Table 5. 

Table 5: CMS Design Browser Feature Ranks 

1 Individual examples 
2 Simultaneous examples 
3 Generic descriptions 
4 Outcome information 
5 Illustrations 
6 Navigation Outline navigation 
7 Review saved conceptual design 
8 Save conceptual design 
9 Menu bar and button navigation 

4.3 Summary of Evaluation 

Overall, the evaluation of the CMS Design Browser 
was quite positive. Data supports the conclusion 
that the system allows users to retrieve useful 
information in a predictable way. The CMS Design 
Browser was also perceived as a useful tool, 
particularly with respect to examples of previous 
designs. It appears that the Design Browser would 
make a good institutional memory for the design of 
command management systems. 

ACKNOWLEDGEMENTS 

This work is sponsored by NASA GSFC 
grant NAG 5-2226, William J. Potter, Technical 
Monitor. 

REFERENCES 

Chen, D. and P.J. Lee (1993). On the study of 
software reuse using reusable C++ components. 
In: Journal of Systems and Software. 20, 19-
36. 

Curtis, B. (1989). Cognitive issues in reusing 
software artifacts. In: Software Reusability Vol. 
2, (T.J. Biggerstaff and A.J. Perlis (Eds.)), 269-
287. ACM Press, New York, NY. 

Cusumano, M.A. (1991). Japan's Software 
Factories. Oxford University Press, New York, 
NY. 

Domeshek, E.A. and J.L. Kolodner (1992). Toward 
a case-based aid for conceptual design. In: 
International Journal of Expert Systems. 4(2), 
201-220. 

Domeshek, E.A., M.F. Herndon, A.W. Bennett, and 
J.L. Kolodner (1993). A case-based design aid 
for conceptual design of aircraft subsystems. In: 
IEEE Conference on AI Applications '94. in 
review. 

Kolodner, J.L. (1993). Case-Based Reasoning. 
Morgan Kaufmann, San Mateo, CA. 

Lanergan, R.G. and C A . Grasso (1984). Software 
engineering with reusable designs and code. In: 
IEEE Transactions on Software Engineering. 
10(5), 498-501. 

Mili, H., J. Witt, R. Radai, W. Wang, K. 
Strickland, C. Boldyreff, J. Heger, W. Scherr, 
L. Olsen, and P. Elzer (1994). Practitioner and 
softClass: a comparative study of two software 
reuse research projects. In: Journal of Systems 
and Software. 25,147-170. 

Neighbors, J.M. (1984). The Draco approach to 
constructing software from reusable 
components. In: IEEE Transactions on 
Software Engineering. 10(5), 564-574. 

Ockerman, J.J., C M . Mitchell, and W.J. Potter 
(1993). A case-based design browser to aid 
human developers in reuse of previous design 
concepts. In: Proceedings of 1994 IEEE 
International Conference on Systems, Man, 
and Cybernetics, San Antonio, TX, 1757-
1762. 

Ockerman, J.J. (1994). A Case-Based Design 
Browser to Aid Human Developers in Reuse of 
Previous Design Concepts. Unpublished 
Master's Thesis, School of Industrial and 
Systems Engineering, Georgia Institute of 
Technology, Atlanta, GA. 

Parnas, D.L., P.C. Clements, and D.M. Weiss 
(1989). Enhancing reusability with information 
hiding. In: Software Reusability Vol. 7, (T.J. 
Biggerstaff and A.J. Perlis (Eds.)), 141-157. 
ACM Press, New York, NY. 

Prieto-Diaz, R. (1993). Status report: software 
reusability. In: IEEE Software. 10(3), 61-66. 

Rasmussen, J. (1986) Information Processing and 
Human-Machine Interaction. North-Holland 
New York, NY. 

722 



Copyright © IFAC Man-Machine Systems, 
Cambridge, Massachusetts, USA, 1995 

A DESIGN METHODOLOGY FOR OPERATOR DISPLAYS OF HIGHLY 
A U T O M A T E D SUPERVISORY C O N T R O L SYSTEMS 

David A. Thurman and Christine M. Mitchell 

Center for Human-Machine Systems Research 
School of Industrial and Systems Engineering 

Georgia Institute of Technology 
Atlanta, GA 30332-0205 

[dave, cm]@chmsr.isye.gatech.edu 

Abstract: This research proposes an extension to the Operator Function Model (OFM) as the 
basis for a methodology to guide the design of interactive monitoring and control interfaces 
(i.e., operator interfaces), specifically designed to support the monitoring tasks of supervisory 
system control. The goal of such an interface is to engage the operator in the monitoring 
activity to ensure that fault detection occurs in an efficient and reliable way. 
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1. WHY IS MONITORING IMPORTANT? 
WHY IS IT DIFFICULT? 

With the increasing prevalence of computer 
automation in complex systems control, the role of 
the human operator has changed: humans 
predominantly monitor rather than control 
(Rasmussen & Rouse, 1981; Rouse, 1986; Sheridan, 
1992). Unfortunately, humans are poor at 
monitoring (Wickens & Kessel, 1981). One 
proposed solution to this problem has been to 
automate the monitoring function. However, 
humans cannot be completely replaced as monitors of 
complex systems. Humans operators provide the 
ultimate safety system - they are flexible and 
opportunistic, able to respond to unforeseen events. 
The question is not how to replace the human 
operator as the monitor of the system, but rather how 
to make the operator more effective. 

Humans are ineffective monitors of complex 
engineering systems for two interrelated reasons. The 
first concerns the nature of the monitoring task and 
the second relates to the interfaces provided for 
monitoring tasks. The monitoring task has two 
basic problems. First, monitoring is a boring, 
passive task that consists mainly of watching 
computer displays for changes in system state. Prior 
to the advent of supervisory control, the operator was 
actively engaged in monitoring and controlling the 

system because very few of those tasks were 
automated (Zuboff, 1991). With the introduction of 
automation, however, the operator is no longer 
actively involved. Instead, s/he is a passive observer, 
prone to distraction, inattentiveness, and complacency 
(Sheridan, 1992). 

Second, monitoring is often an unstructured, ill-
defined task. The monitoring requirements of a 
complex system containing thousands of sensors are 
overwhelming; however, operators are typically given 
little direction concerning the types of events for 
which they should monitor. Instead they are told 
'watch everything' . As a result, the operator has no 
plan for surveying the system and could miss critical 
information about one component of the system 
simply because s/he forgot to check it. 

Furthermore, the interfaces operators use to monitor 
do not support the task. Typically, operators monitor 
system status information. In many cases, rather 
than being designed, displays are simply developed by 
taking all available system status information and 
building a set of displays structured along a physical 
decomposition of system components. This 
hardware-centered approach (Billings, 1991) to 
interface development leads to an interface which does 
not support the tasks the operator needs to 
accomplish. The result is that the monitoring 
interface, and as a result, the monitoring task, is 
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boring and passive. The interface does not engage the 
operator's attention. The monitoring task consists 
largely of watching a multitude of computer displays 
for changes in displayed information indicating the 
occurrence of a critical event. With such interfaces, 
monitoring is like watching a forest of tress in early 
autumn, waiting to see which tree will be the first to 
drop a leaf. It is no wonder that operators become 
inattentive when faced with such a boring task. 

2. DESIGNING DISPLAYS AND INTERACTION 

Research in the design of computer interfaces for 
complex systems has particular relevance to 
supporting effective monitoring, for the computer 
interface is the medium through which the operator 
monitors the system. Thus, an effective interface 
design can lead to effective monitoring, so long as 
that design is accomplished with the monitoring 
activity in mind. In particular, this research addresses 
the design of information displays to support the 
operator's monitoring activity and the design of 
human-computer interaction in the interface to 
actively engage the operator in the tasks which 
support the monitoring function. 

2.1 Designing Information Content 

There are several bodies of research that provide 
background and insights about the problems and 
challenges of designing interfaces to support 
monitoring and control functions for supervisory 
control systems. Hutchins and Norman's gulfs of 
evaluation and execution (Hutchins, Hollan, & 
Norman, 1986; Norman, 1986) delineate cognitive 
issues which display design for operators of complex 
systems must address. Woods' concept and ten year 
retrospective on representation aiding (Woods, 1991a; 
Woods, 1991b) provides an important backdrop for a 
discussion of interface design, particularly with 
respect to the semantics of the interface. Kirlik's 
ecological task analysis (Kirlik, Kossack, & Shively, 
1994) offers a mechanism with which to analyze an 
operator's activities and examines the extent to which 
the perceptual aspects of the display support, or could 
support, fluent behavior. Finally, Mitchell's use of 
the operator function model (Mitchell, 1987; Mitchell 
& Saisi, 1987) demonstrates another strategy for 
designing displays in which the information content 
and level of detail are tailored to the user's needs via 
the specifications in the model of operator activity. 
See Thurman (1995) for a discussion of the impact of 
this research on the design of the information content 
of displays for monitoring. 

2.2 Designing Interaction 

Conventionally, monitoring is passive - the operator 
just watches a screen. In reality, the operator is 
supposed to be checking and verifying the states of 
system components. To ensure that operators do 
indeed monitor, artificial task aids (e.g., checklists 

and sensor logs) are often introduced. Checklists 
require the operator to follow a set procedure for 
monitoring the system, executing a series of steps 
designed to ensure that the operator checks all critical 
components and subsystems. Sensor logs are another 
method, although slightly less restrictive, of ensuring 
that the operator monitors the system. The use of 
logs generally requires the operator to write down the 
readings of several critical state variables from each 
subsystem. Sensor logs may be used to provide 
long-range trending data, but their primary purpose is 
to ensure that the operator monitors the system 
(Bainbridge, 1987). 

Unfortunately, while artificial tasks may provide 
some much needed structure to the operator's 
monitoring task, it is not clear that they actually 
improve monitoring effectiveness. Checklists shift 
the operator's attention away from the computer 
interface and may ironically result in the operator 
becoming more focused on completing the checklist 
than on carrying out the activities the checklist is 
designed to ensure are completed. While sensor logs 
may provide a gentler, less intrusive, way of 
introducing structure into the monitoring task, 
operators become quite proficient at writing down 
numbers without noticing what the numbers indicate 
(Bainbridge, 1987). 

The strongest benefit of artificial tasks is that they 
introduce interaction between the operator and his/her 
environment. They provide action that helps keep the 
operator awake and engaged with the system. 
Without these artificial tasks, it is feared that 
operators will quickly become bored and complacent, 
further reducing their effectiveness. 

Interaction between the operator and his/her 
environment, then, is a key ingredient in effective 
monitoring. This research explores the use of 
human-computer interaction to replace artificial tasks 
with an interactive monitoring and control interface 
which has the benefits (interaction, involvement, 
structure) of these tasks but not the drawbacks 
(distraction from the monitoring task). The goal is to 
transform monitoring interfaces from passive visual 
displays into interactive interfaces that use human-
computer interaction to engage the operator in the 
monitoring task. 

3. A DESIGN METHODOLOGY FOR 
INTERACTIVE MONITORING AND CONTROL 

INTERFACES 

Figure 1 shows a schematic representation of the 
design methodology. The first step is to construct a 
model of the operator's monitoring and control 
function with a particular emphasis on the operator's 
monitoring activities. This model is further 
augmented through information flow analysis to 
represent the information requirements of each 
monitoring and control task and the flow of 
information between activities. The next step is to 
review the integrated operator function/information 
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flow model and identify the interface components 
(i.e., information displays and interaction) to be used 
to supply the information to the operator to support 
each task. The last step is to design the information 
and interaction components of the interface using a 
set of design guidelines for interaction monitoring and 
control interfaces. 

representing the flow of information between operator 
activities and by analyzing monitoring not just as a 
singular activity but as an activity that is integrated 
into other activities. 

3.2 Information Flow Analysis 

One problem with monitoring is that the operator is 
often required to remember information obtained in 
one activity for use in another activity, the latter 
often occurring at a later point in time. External 
memory aids can help in this task, and operators often 
write down information or print out copies of 
displayed information that they know they will need 
at a later point in time. In other cases, operators 
access log files or other information stores from 
which they can retrieve the information when it is 
needed. These sorts of activities are identified and 
documented in the OFM by representing the flow of 
information between operator activities and the flow 
of information in and out of data stores. 

Fig. 1. Methodology for the design of interactive 
monitoring and control interfaces. 

3.1 Modeling the Operator's Function 

An OFM-based approach to display design focuses on 
normal operator decision making in operator 
functions such as monitoring and predictable fault 
detection and compensation (Mitchell & Saisi, 1987). 
The OFM is a hierarchic/heterarchic network in which 
major operator control functions constitute the 
highest, or heterarchical, level. The hierarchy is 
defined by operator subfunctions, control actions, 
control commands, and information requirements that 
the operator undertakes to carry out individual control 
functions (Mitchell, 1987). 

Although the OFM has been shown to be very 
effective as a tool for the design of control interfaces 
(Mitchell & Saisi, 1987) it does not explicitly model 
monitoring activities. This research extends the 
OFM to the operator's monitoring function and 
demonstrates its use as a tool to support effective 
interface design for both monitoring and control. 
This extension is accomplished by explicitly 

Information flow analysis augments the operator 
function model with representations of the 
information required to support each monitoring and 
control activity. Traditional applications of the 
operator function model have indicated the system 
state information required to make control decisions. 
In this step of the proposed design methodology, 
particular attention is paid to the information 
requirements of the operator's monitoring activities 
and the flow of information among those activities. 
To accomplish this, it is useful to understand the 
types of monitoring activities that are likely to be 
modeled and the types of information flows and 
requirements that need to be represented. Thurman 
and Mitchell (1994) identify several different types of 
monitoring activities. 

One role of the operator of a supervisory control 
system is to periodically check the state of the 
system, subsystems, components, etc. This 
responsibility includes checking the configuration of 
systems components (e.g., discrete states such as a 
valve position) as well as checking continuous output 
parameters (e.g., temperature). In this case, 
monitoring is effectively a singular activity 
independent of any control activities. Effectively 
supporting this type of monitoring requires 
identifying the information needs of the activity and 
presenting that information in the appropriate form 
and at the appropriate time. 

A different type of monitoring takes place during 
control activities. Many systems require the operator 
to execute control procedures which consist of a 
number of steps. Each step must be individually 
monitored to ensure that it had the proper effect on 
the system and to determine the appropriate next step. 
Effectively supporting this activity requires 
identifying and representing the steps of the 
procedure, the opportunities for monitoring and 
control, and the relationships (order, branching, etc.) 
between the steps. 
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Monitoring for discrete events places an additional 
burden on the operator because it often requires the 
operator to store data gathered over a period of time 
and evaluate them at some later point. This process 
is usually aided by the use of external memory aids 
(checklists, sensor logs, etc.), but it still requires the 
operator to recall (from the memory aid) the 
information to perform an evaluation. Effectively 
supporting this activity requires identifying the 
information that needs to be collected over time, 
storing that information in the interface (possibly 
invisible to the operator), and then presenting the 
aggregated information (or performing the evaluation 
and presenting the result) to the operator in a timely 
manner. 

3.3 Identify Information and Action Requirements 

Support for the operator's monitoring and control 
function can be broken down into two sets of 
requirements: information requirements and action 
requirements. Information requirements consist 
largely of the system information required to 
complete an activity. Action requirements consist 
largely of the operator actions that need to be 
supported (i.e., afforded by the interface) to allow the 
operator to complete an activity. These action 
requirements specify how the operator gathers data, 
integrates raw data into abstract indications of system 
state, evaluates that system state against a target 
state, and determines the appropriate action to take 
based on that evaluation. Included in the action 
requirements is the operator's knowledge of what 
control actions exist within the system and how they 
are executed. The information necessary to support 
these requirements is found by analyzing the model of 
the operator's monitoring and control functions and 
identifying task structure (i.e., the action 
requirements) and system information requirements of 
each activity. 

Each operator activity in the upper levels of the 
operator function model has a task structure. The 
task structure is drawn from the model 's 
decomposition of that activity and specifies the steps 
of the activity and the operational information 
associated with that activity (i.e., how the task is 
performed). Control activities have a task structure 
that specifies a sequence of control actions and the 
methods of determining the next step after the 
conclusion of any step in the sequence. High-level 
monitoring activities have a task structure that 
specifies what should be monitored (i.e., which 
parameters, components, configuration, etc.) and how 
they should be monitored (i.e., what are the criteria, 
how are the parameters evaluated, etc.) 

3.4 Interface Design 

This research proposes that a computer interface, at 
its simplest decomposition, consists of two 
components: an information component and an 
interaction component. The prevalent approaches to 

interface design for complex systems concentrate 
exclusively on the information component and ignore 
the design of the interaction component. The use of 
human-computer interaction as a representation 
medium has been completely ignored. 

This research proposes to use the interaction 
component to represent the action requirements of 
monitoring and control activities and to use the 
information component to supply the information 
required by those activities. That is, the interface is 
designed so that the interaction component affords 
completion of the required monitoring and control 
activities by providing the actions necessary to 
complete those activities, while the information 
component presents the system information necessary 
to complete those activities. Given this proposed 
mapping and the analysis of the operator's 
monitoring and control activities, the final step in the 
methodology is to design the interface to support 
those activities. 

Interaction Design - Representing Tasks and 
Activities. The purpose of interaction design is to 
represent the tasks and activities the operator needs to 
complete in a way that makes it obvious to the 
operator what needs to be done and provides the tools 
necessary to complete those activities. The goal is to 
develop a more interactive interface which engages the 
operator's attention and makes the operator a more 
effective controller and monitor of the system. 
Avoiding the pitfall of adding to the operator's 
information processing burden requires a balance of 
interaction and information that is tailored to support 
the identified monitoring and control activities. 
Appropriate interactive interface technologies (e.g., 
command buttons, menus, scrollbars, drag-and-drop, 
etc) can be used to identify critical activities to the 
operator, represent procedures, and support 
monitoring. 

An interactive monitoring interface identifies critical 
activities, provides the means for completing those 
activities, and provides an indication of the current 
status of those activities. Identifying the activities 
and providing the means for completing them are part 
of the role of the interaction component. Integrating 
the identification of the critical activities together 
with the means for completing the activities reduces 
the complexity of the operator's interface 
manipulation task. A set of guidelines for 
incorporating interaction into the interface is 
discussed in (Thurman & Mitchell, 1994). 

Control procedures involve some (often substantial) 
degree of monitoring and a second role of the 
interaction component is to explicate the monitoring 
and control actions required to complete a procedure. 
This research proposes the design of integrated 
monitoring and control displays to support the 
operator's execution of these types of procedures. An 
integrated monitoring and control display uses (1) 
interface interaction techniques to identify the 
sequence of steps (both control and monitoring) 
involved in a procedure and (2) visual information 
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tokens to support the monitoring activities within the 
procedure. 

The operator's responsibilities often include periodic 
scans of the system components looking for anything 
out of the ordinary. These monitoring activities have 
a repeatable pattern to them: read sensor, evaluate 
against expected value (either predetermined or based 
on current control procedures), analyze result. The 
interaction component can be designed to support this 
activity by allowing the operator to select the 
parameter of interest (through interaction, e.g., drag-
and-drop) and automatically update a 'monitoring 
display' tailored to present the current value, limit 
conditions, past values, or any other information 
required to make the assessment. 

Information Design - Supplying Critical Information. 
The purpose of the information component is to 
supply the information the operator needs to complete 
the tasks and activities represented by the interaction 
component. The goal is to supply the e x a c t 
information the operator needs, without requiring the 
operator to cognitively manipulate the information to 
evaluate it. 

Identifying critical activities and providing the means 
for completing them was identified as part of the role 
of the interaction component. Providing an 
indication of the current status of those activities, a 
high-level activity overview, is one role of the 
information component. This representation should 
indicate the current status of all critical activities and 
be visible during the execution of any of the critical 
activities. 

In addition, although system monitoring procedures 
may specify how to monitor low-level parameters, 
operators are also interested in the overall state of the 
system as defined by a set of critical parameters or the 
state of each subsystem. The information component 
can be used to provide an indication of these 
parameters and/or subsystems. 

Finally, each system monitoring activity requires 
certain information in order to be completed. This 
information may be directly available from system 
state data or it may require manipulation into a more 
abstract form to support the monitoring activity. 
Effectively supporting the operator's monitoring 
activities means tailoring the system data into the 
form of information required by the monitoring 
activities and providing it at the appropriate time in 
an easily understood form. 

4. GT-TIMI: THE GEORGIA TECH TASK-
INTERACTIVE MONITORING INTERFACE 

Using the proposed methodology, a proof-of-concept 
monitoring and control interface was designed for the 
domain of NASA satellite ground control. The 
Georgia Tech Task-Interactive Monitoring Interface 
(GT-TIMI) supports more effective monitoring by (1) 
elucidating the monitoring requirements of the 
system, (2) providing a high-level overview of 
subsystem status, (3) providing displays tailored to 
the operator's monitoring and control activities, (4) 
communicating task structure (e.g., steps in a 
procedure) of the operator's activities using human-
computer interaction, and (5) providing a high-level 
overview of the status of the activities required of the 
operator. 

Figure 2 shows one of the displays developed for GT-
TIMI. This display integrates the control actions 
required to retrieve scientific and engineering data 
from the spacecraft together with the information (and 
actions) necessary to monitor its progress. Other 
elements of the GT-TIMI interface are discussed in 
(Thurman & Mitchell, 1994) and (Thurman, 1995). 

An empirical evaluation was conducted to compare 
the performance of operators using a conventional 
operator interface and the GT-TIMI interface. 
Experimental results indicate that use of the GT-TTMI 
interactive monitoring and control interface resulted in 
higher fault detection rates, lower fault detection 
times, fewer procedural errors, and a higher rate of 
completion of monitoring and control activities. 
This can be partially attributed to GT-TIMI allowing 
operators to complete control procecdure more rapidly 
and thus have more time to perform routine 
monitoring tasks. The experimental results are 
discussed in detail in (Thurman, 1995). 
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1. INTRODUCTION 

As automated control systems proliferate in such ap-
plications as space, aviation, and manufacturing, the 
human role in such endeavors shifts from that of 
manual to supervisory controller (Sheridan, 1976). In 
a supervisory role, the operator is more concerned 
with cognitive rather than physical tasks. Such tasks 
emphasize monitoring, situation assessment, and 
failure management (Woods and Roth, 1988) rather 
than physical, manual, and/or clerical duties. With 
this change in emphasis has come a corresponding 
change in the role of the control system designer. 
The designer's, or more likely, the design team's, 
performance, or lack thereof, determines to a large 
degree the effectiveness of the real-time supervisory 
controller and hence the ultimate safety and effective-
ness of the overall system. Rasmussen and Good-
stein (1987) argue that, in contemporary, highly 
automated systems, supervisory control is not simply 
the task of the operator, but is, in actuality, 

...a cooperative effort within a group con-
sisting of designers, the automatic 
(computer-based) control system, and the op-
erating staff. This three-way arrangement 

arises from the fact that the decisions of de-
signers are embedded in the automatic sys-
tem as well as the training of the operators 
(Rasmussen and Goodstein, 1987, p. 663). 

With his or her ability to partially automate the con-
trol of a process, the designer affects a division of 
labor between human and machine and establishes 
their means of interaction (e.g., Rasmussen, 1986). 
In so doing, the designer becomes inexorably inter-
twined within the supervisory control of a process. 

Given this state of affairs, the research described here 
embraces an expanded vision of supervisory control 
which encompasses both the human operator and the 
control system designer(s). It takes the view that 
computer-based design support represents a new, but 
interesting, aspect of human-machine systems engi-
neering research. This view arises from three as-
sumptions: 1) operator effectiveness hinges upon 
highly uncertain designer performance, 2) design sup-
port strategies based on the simple provision of sali-
ent human-factors guidelines are inadequate, and 3) 
given the rapidly developing information needs 
stemming from changes in personnel, design prob-
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lems, and technology, a computer-based approach is 
essential. 

A designer's performance, and thus the operator's 
effectiveness, is an uncertain thing, for while the de-
signer's capability to field ever more powerful sys-
tems has increased rapidly, knowledge of how "best" 
to design and deploy such systems has not (Woods & 
Roth, 1988). Clearly, the designer has need of some 
form of design support. Traditional approaches to 
design support, however, hinge upon the provision of 
prescriptive recommendations for identifying and in-
corporating human factors into a product. According 
to Rasmussen, Pejtersen, and Goodstein (1994) de-
sign support of this sort is often inadequate, because 
it is domain independent in character and therefore 
lacks the familiar cues which would otherwise inform 
a highly context-dependent design process. In fact, 
this type of guidance tends to be ignored by experi-
enced designers who lack human factors expertise. It 
is often only after problems arise that human factors 
guidelines are considered (Rasmussen et al., 1994). 

Even so, simply furnishing application-specific guid-
ance (e.g., Mitchell, 1995) which contains the rele-
vant cues may, nonetheless, fail to produce better 
designs (i.e., improved operator performance). In 
many cases, the expertise required to make use of 
such guidance is absent (Walz, Elam, and Curtis, 
1993). That is, either the salience of prescriptive 
recommendations goes unnoticed or the design team 
is so struggling to produce anything (Brooks, 1975; 
Gibbs, 1994) that such recommendations appear ir-
relevant to the immediate problem. 

Therefore, achieving consistently effective design 
support requires that one address an absence of do-
main-specific expertise as well as a dearth of human-
factors expertise. This paper proposes a computer-
based Designer's Associate which addresses these is-
sues by focusing on the collection and diffusion of 
domain-specific experience. Such experience in-
cludes, among other things, examples of the success-
ful application of human factors guidelines as well as 
illustrations of system performance inadequacies that 
may result from a failure to apply them or apply 
them appropriately. The overarching goal of the De-
signer's Associate is to facilitate learning at an organ-
izational level with respect to the particulars of a 
given domain and to the utilization of human factors 
knowledge within that domain. 

Although the Designer's Associate concept is thought 
to have broad applicability, it is embedded in the de-
tails of satellite command and control systems-
principly in software design. Hence, this paper con-
tinues with a brief discussion of the problematic na-
ture of software development. Software development 
is then contrasted with science-a more successful 

enterprise. The insight thus obtained strongly sug-
gests a particular approach to design support. The 
description of the Designer's Associate that follows 
illustrates how this approach might be transformed 
into a computational architecture. 

2. SOFTWARE D E V E L O P M E N T AND 
SCIENCE P R A C T I C E 

After 50 years of continual refinement, software de-
velopment continues to be problematic. Virtually 
every software system is crafted from scratch. There 
is essentially no codification of domain-specific expe-
rience. As a result, while successful solutions are 
often overlooked, mistakes continue to be repeated 
project after project (Gibbs, 1994). 

It is posited that this state of affairs results from an 
absence of learning at an organizational level. In other 
words, what an individual learns over time seldom 
benefits more than himself or herself and his or her 
immediate team members. Diffusion of experience 
occurs only indirecdy as a result of a designer's 
movement from project to project and organization to 
organization. In the absence of organizational learn-
ing, only limited, personal experience is left to both 
formulate plausible solutions and judge their ade-
quacy. It is inevitable that progress under such cir-
cumstances will be slow, painful, and expensive. 

With regard to the absence of learning, satellite com-
mand and control software development is no excep-
tion. Despite the development of many systems and 
a rather stable set of requirements, most problems are 
solved as if they were novel. Improvement typically 
results at an organizational level not from learning 
but from underlying technological change. The ab-
sence of organizational learning has a number of un-
desirable effects. Three are of particular interest in the 
domain of command and control software develop-
ment. First, systems exhibit substantial variation 
both internally and externally (i.e., from a user point 
of view) in spite of similar fundamental requirements. 
Second, because recurring problems are rarely solved 
once and for all, new problems introduce an inordinate 
amount of technological risk. Finally and of much 
concern to NASA, productivity fails to increase. 

Science, on the other hand, provides not only an ex-
ample of organizational learning, but of its underpin-
nings as well. Scientific communities achieve a level 
of objectivity and a rate of knowledge growth which 
stands in stark contrast to the subjective nature of 
most software development and the near absence of 
knowledge growth that such development efforts ex-
hibit. To be sure each science discipline has the lux-
ury of defining its own problems and working on 
them till the solution is deemed satisfactory. How-

730 



ever, though these factors may contribute to the suc-
cess of scientific endeavors, they are by no means its 
principle cause. The objectivity and rapid progress of 
science stems from several, much more important, 
factors: 1) the public character of its methods, 2) an 
aversion to misunderstandings, and 3) a research tradi-
tion that is firmly based on one or more past scien-
tific achievements. 

The public character of science has two principle im-
pacts. First, it provides a foundation for scientific 
objectivity. In a public forum of journals and confer-
ences, the soundness of one's ideas are not determined 
by the individual's subjective judgment, but by the 
community in which he or she works. Furthermore, 
the final arbiter of controversy is experience. Not 
private experience, but public experience in the form 
of observations or experiments which, if one takes 
the trouble, can be repeated (Popper, 1970). 

Second, the public character of science has a signifi-
cant impact on the rate at which innovations are 
adopted. Because the members of a particular scien-
tific community are in communication with one an-
other, the probability that a given member of this 
community will adopt an innovation increases over 
time. Thus, for a time, knowledge growth increases 
at an exponential rate. In the absence of communica-
tion, the probability that a particular innovation will 
be adopted remains constant; hence, knowledge grows 
in a linear fashion (Crane, 1972). 

The impact of science's public character is enhanced 
by the fact that each scientific community strives to 
avoid misunderstanding. Ideas are expressed in one 
and the same language. Moreover, the members of a 
scientific community express their theories in a form 
that can be tested (Popper, 1970). Thus, communica-
tion is made as efficient and effective as possible. 

Finally, the men and women who work in a particular 
field prepare themselves by studying their field's past 
achievements. They learn the relevant concepts, laws, 
and theories within the context of their applications 
rather than in the abstract. Members of a scientific 
community so trained are committed to the same 
rules and standards and rarely disagree over fundamen-
tals. The individual scientist can take the achieve-
ments of the field for granted and begin work where 
they leave off rather than build the field anew (Kuhn, 
1970). 

In comparison, software development, to some, 
might appear the antithesis of a science. First, the 
design team, in contrast to the individual scientist, 
works in virtual isolation. Hence, judgment is often 
based on untested assumptions; knowledge growth is 
slow and halting; and innovation when it occurs most 
often results not from the diffusion of domain-specific 

knowledge, but from exogenous influences (e.g., 
technological change). 

Second, because the design team works in isolation, 
the language each team uses to describe its problem 
and proposed solutions remains fragmented in local 
forms (Ockerman & Mitchell, 1994). Moreover, the 
language adopted by a given team is directed not at 
the larger community, but at meeting the needs of the 
design team alone. Descriptions thus contrived often 
obscure similarities and exaggerate differences be-
tween problems that have much in common. 

Finally, there are typically no past domain-specific 
achievements which are accepted by most as the foun-
dation for further practice. In the absence of public 
discourse it is virtually certain that no such achieve-
ment will be forthcoming. If by chance this happens 
not to be the case, it is unlikely that an achievement 
of this magnitude will be recognized as such. 

In short, an increase in individual learning, should it 
occur, does not automatically result in an increase in 
organizational learning. Knowledge fuels learning 
only if communication is continuous (Rycroft & 
Kash, 1994). Thus, it is the public character of sci-
ence and the persistence of its acquired knowledge that 
provide insight into the attributes of consistently 
effective design support. Such design support must 
not only facilitate the transfer of knowledge across 
domain boundaries (e.g., between human factors re-
search and satellite command and control practice), it 
must facilitate the spanning of spatial boundaries 
(i.e., design teams) and temporal boundaries (i.e., 
project start and end dates) as well. 

3· THE DESIGNER'S ASSOCIATE 

The Designer's Associate serves as a focal point for 
communication across domain, spatial, and temporal 
boundaries. The concept is grounded in the assump-
tion that the most fundamental prerequisite for organ-
izational learning is the long-term persistence and 
accessibility of domain-specific knowledge. The De-
signer's Associate represents a proposal to ensure 
persistence by embedding domain-specific knowledge 
in a computer-based medium (rather than rely solely 
upon the memory of human designers) in such a 
manner that typical barriers to communication (i.e., 
domain, spatial, and temporal boundaries) largely 
disappear. 

Therefore, the foundation of organizational learning 
and the communication upon which it relies is a per-
sistent base of empirical knowledge in which relevant 
domain independent and application-specific guidance 
is embedded. This base of knowledge persists and 
grows despite the ceaseless formation and dissolution 
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of design teams and the perpetual starting and ending 
of projects. Thus, the Designer's Associate is di-
rected primarily at enhancing the collection and diffu-
sion of design relevant information. The designer 
uses the Designer's Associate to both gather informa-
tion relevant to the creation of a new system and all 
of its attendant design artifacts as well as to construct 
the design artifacts themselves. 

Within the Designer's Associate, empirical knowl-
edge is taken to be: 1) design artifacts such as re-
quirements specifications, detailed design descriptions, 
operations concepts, etc., 2) any associated commen-
tary on these artifacts, and 3) domain-specific stan-
dards, rules, generalizations, theories, etc. Empirical 
knowledge as well as guidance originating from out-
side the domain is organized along several dimen-
sions: 1) part-whole decomposition, 2) means-end 
relations, and 3) knowledge category. 

In addition, the constituent parts of this base of 
knowledge may be linked through a network of refer-
ences residing in the descriptions of various entities 
(e.g., a statement of requirements may reference an-
other entity containing a set of human factors guide-
lines). This organizational structure and network of 
references together constitute a map of the design 
territory for a given domain (e.g., Rasmussen et ai, 
1994). Therefore, the Designer's Associate raises the 
structural characteristics of design knowledge to a 
level that is explicit and subject to manipulation and 
exploration. 

Part-whole decompositions and means-end relations 
are used to organize information about a particular 
design effort. Because they are hierarchical in nature, 
these organizational strategies allow a designer to 
explore the design territory at a level of detail appro-
priate to his or her needs. Means-end relations pro-
vide a mechanism for linking goals to implementa-
tion details. Part-whole decompositions, on the other 
hand, provide a mechanism for understanding a par-
ticular entity as either 1) a monolithic whole without 
consideration of its constituent parts or 2) in terms of 
its parts and their relationships. Thus, the description 
of a given entity may consist of a number of ele-
ments. One describes the whole and makes reference 
to the constituent parts. Other elements describe each 
of the parts and make reference to any subparts. And 
so on. 

Each level of a means-end hierarchy (e.g., Ras-
mussen, 1986) describes the same system using a 
different set of principles. Descriptions at one level 
of the hierarchy appear as constraints at lower levels. 
As one moves up through a means-end hierarchy, one 
obtains a deeper understanding of the goals a system 
is intended to achieve. Whereas, by moving down 
through the hierarchy, one acquires a more detailed 

/Mission • Performance Ree 

/•Project y ̂ Functional Requir 
^ System Requirement^ 
^ Detailed Desiiyn \ 
V

s
 Operations Concept 

\ Operations Ran 
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\ ^ Programmatic R€ 
^ Special Bequiretr 

Fig. 1. Partial Category Structure for Satellite 
Command and Control Domain. Each category 
in this display is a hypertext link. 

explanation of how these goals are accomplished. 
Means-end relations link the constituent parts of one 
design artifact description to that of another (e.g., 
individual requirements are linked to specific detailed 
design elements via means-end relations). In the 
course of design, one transforms information at one 
level to information at another. 

Whereas part-whole decompositions and means-end 
relations serve to organize information about a par-
ticular design effort, knowledge categories provide a 
mechanism for organizing information about a design 
domain. Categories play a particularly important 
role, for they serve to organize large amounts of in-
formation in ways that require little cognitive effort 
(Rosch, 1988). For example, knowledge categories 
of particular interest in the realm of satellite com-
mand and control system design might include: sys-
tem requirement, detail design specification, opera-
tions plan, etc. In addition, the system requirement 
category may have several subcategories that repre-
sent more specialized classes of requirement. Figure 
1 illustrates a partial category hierarchy for satellite 
command and control. 

The members of a category can be whole design arti-
facts or their constituent parts. General knowledge is 
also stored in the category dimension. Such knowl-
edge might refer to: 1) subcategory structure, 2) cate-
gory members, 3) attributes of category members, 4) 
exemplars, 5) generalizations about the part-whole 
decompositions of category members, 6) generaliza-
tions about the means-end relations of category mem-
bers, and 7) human factors or human-computer inter-
action guidelines that are particularly salient with 
respect to category members. 

The web of relationships (some of which fall outside 
of the three organizational dimensions) that exists 
between various entities are referenced within the de-
scriptions of the these entities. Each of these refer-
ences is a link within the map of the design territory. 
The links provide the designer with a vehicle for 
moving from one entity to another. Each description 
has a textual component in which references and 
graphics may be embedded. Each category member 
also has a number of derived references that pertain to 
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its category membership, its part-whole composition, 
and its means-ends relations. Category definitions, 
however, contain a list of references to category 
members, a list of references to subcategories, and a 
reference to the category in which the given category 
is a subcategory. 

The Designer's Associate maintains its base of 
knowledge in an Oracle® database. It has the appear-
ance of a World Wide Web-like browser (e.g., Mo-
saic, Netscape®). Highlighted hypertext links allow 
one to navigate within the design territory. Figure 2 
illustrates a category definition page. This page de-
scribes the system requirement category which is also 
shown in Figure 1 in the context of a category hierar-
chy. Figures 1 and 2 also illustrate the two primary 
methods used by the Designer's Associate to display 
information. Trees are used to show structure (e.g, 
category structure, part-whole composition, and 
means-end relationship); whereas, principally textual 
descriptions emphasize non-structural information. 
Nevertheless, predominately textual descriptions con-
tain implicit references to the structural characteristics 
of the local context. 

The descriptions of categories and their members are 
derived in part based on the contents of the database. 
For example, the subcategories of system requirement 
are determined via a database query. The basic defini-

tion of a category such as system requirement may 
not change over time, but its members and subcatego-
ries, most likely, will. In terms of interaction, this 
means that the act of creating a category, for example, 
alters the displayed representation of its supercategory 
without resort to an editing operation. 

The Designer's Associate serves both as a browsing 
tool and as an authoring tool. Descriptions may be 
edited; category membership can be altered; new cate-
gories can be defined, etc. More importantly, how-
ever, the components of existing design artifacts can 
be incorporated into new designs. By combining 
both a browser and an authoring tool, the Designer's 
Associate provides mechanisms for both the collec-
tion and diffusion of relevant information. 

4. ORGANIZATIONAL STRUCTURE 
RATIONALE 

The structure of the Designer's Associate knowledge 
base is grounded in several assumptions. First, expe-
rienced designers often reuse or adapt past solutions 
when faced with problems similar to those encoun-
tered in the past (e.g., Klein, 1993; Klein, 1989; 
Adelson and Soloway, 1988, Adelson and Soloway, 
1985). Second, Klein's assertion that decision mak-
ing in real-world settings is the result of situation 
assessment and mental simulation (Klein, 1993) is 
valid within a design context. Third, one of the most 
effective ways to assist designers is to "support in 
some way their intuitive explorations of the space of 
solutions (Rasmussen et al, 1994, p. 170)." Fi-
nally, designers in the course of their work perform 
four generalized tasks: learning (Walz et al, 1993), 
problem decomposition (Goel & Pirolli, 1992), in-
cremental elaboration (Goel & Pirolli, 1992), and 
transformation of end to means (Rasmussen et al, 
1994; Goel & Pirolli, 1992). 

Klein's (1993) assertion that situation assessment is 
used to generate a plausible course of action entails, 
within the context of design, understanding how the 
current problem is similar to past problems and thus 
how the current problem is amenable to past solu-
tions. Empirical knowledge organized as part-whole 
decompositions and means-end relations provides con-
crete examples of past decompositions, incremental 
elaboration, and information transformation. Hence, 
the organization of the knowledge base reflects the 
most general character of design tasks (i.e., decompo-
sition, composition, transformation from end to 
means, incremental elaboration). By embedding such 
knowledge in a category structure recognition of simi-
larity is significantly enhanced. In addition, by or-
ganizing knowledge in a map-like structure both 
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learning and exploration are facilitated (Rasmussen et 
al, 1994). 

5 . C O N C L U S I O N 

Computer-based design support represents a new, but 
interesting facet of human-machine system engineer-
ing research. More traditional approaches to design 
support grounded in prescriptive recommendations 
may fail to provide adequate guidance. It is not, how-
ever, that such recommendations lack salience. 
Rather, recommendations of this sort often lack the 
familiar cues which might otherwise signal their rele-
vance to the designer inexperience in applying human 
factors considerations to his or her design. Moreover, 
a given design team may face so many problems that 
human factors guidelines appear irrelevant to them. 

The Designer's Associate concept represents an at-
tempt to achieve consistently effective design support 
by addressing both an absence of domain-specific ex-
pertise and a dearth of experience in applying human-
factors guidelines. The Designer's Associate fulfills 
this goal by focusing on the task of facilitating learn-
ing at an organizational level with respect to the par-
ticulars of a given domain and the utilization of hu-
man factors knowledge within that domain. This task 
is accomplished by focusing on the collection and 
diffusion of domain-specific experience. The over-
arching goal of the research is to demonstrate the ef-
fectiveness of the chosen knowledge organizational 
structures and their method of presentation in facilitat-
ing organizational learning. 
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